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Abstract Causal explanation of the mechanisms behind ecological adaptation in
plants requires research on different levels of scaling, ranging from molecules to
plants in their natural environment. In the following article this is illustrated by a
description of the author’s scientific life-work mainly with respect to the crassu-
lacean acid metabolism (CAM) and research on Geosiphon, an endosymbiotic
consortium of a fungus and a cyanobacterium.

Introduction

The title chapters of Progress in Botany provide a forum where in the past celebrities
of the plant sciences explored important fields of their scientific life-work. Thus,
the invitation by the Editors of Progress in Botany to write the title chapter of
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6 M. Kluge

volume 69 honors me beyond measure. Simultaneously it confronts me with a
dilemma because, with the title chapter of the preceding volume, Barry Osmond
provided an excellent survey of the world of crassulacean acid metabolism (CAM), a
topic which concerns also the major part of my scientific work. Therefore I cannot
avoid that CAM plays an important role also in my treatise, but I want to consider this
topic from a different point of view and to include also aspects other than CAM.

In his paper Barry explored CAM in all its diversity of recent and future aspects
and the implications of CAM research for other disciplines of the plant sciences,
and he expressed his “indebtedness to very many companions in CAM research”.
The latter holds very much true also for me and even concerns largely the same
circle of personalities to whom I am indebted and whom I have to thank. Thus, in
order to avoid repetition and hoping that it will not be misunderstood as immod-
esty, I will try to illustrate my personal adventure of nearly four decades of research
on CAM. In particular I would like to show the logic which pushed me during my
involvement in CAM to exciting migrations through the various levels of scaling,
ranging from the plants in their environment down to the world of molecules.

From my beginning I considered CAM primarily as a matter of ecophysiology,
irrespective of its implication also for other disciplines of plant sciences (compare
Osmond 2007). Ulrich Liittge (1997) clearly characterized the hierarchy of approaches
required aiming to extend ecophysiology beyond the descriptive level. One has:

o “To start by depicting habitats and plants physiognomically,

e To deduce problems from such observations in the field as are suited for physi-
ological, biochemical and biophysical and perhaps even molecular experimentation
in the laboratory, and

e To return from the laboratory to the field with increasing sophisticated technologies
for measurements and analyses applicable to field conditions.”

My migrations included all these steps and thus are largely symptomatic for the
path one has to follow when aiming to really understand even single facets of the
breathtaking diversity of mechanisms evolved in plants to cope with the demands
of their environments.

1 First Steps Towards Biology

My interest in biology emerged from two important experiences of my youth. When I
was 12 years old, as a Christmas gift I got a little microscope. It opened to me a new
exciting world of sometimes bizarre beauty; and to put anything under the microscope
which looked somehow interesting became besides playing the piano a stern hobby.
The next, and this time a more serious impetus in the direction of biology, came
from my school days. I graduated from a gymnasium practicing so-called “reformed
senior classes” where I enjoyed excellent instruction in biology which not only
comprised the prescribed topics of the gymnasial biology curriculum for the final
two years, i.e. genetics and phylogeny, but also introduced us, based on the work of
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L. v. Bertalanffy, to theoretical biology. Thus, I began to understand organisms as a
steady state — maintaining dynamic open systems. Important for the direction of my
later work was the introduction to classic ecology. It provided me first insights into
the structure of ecosystems, food webs and matter cycling, and I began to suspect that,
because of its complexity, ecology is a particularly demanding discipline within the
biosciences. For me this seemed to be more attractive than deterrent.

For the development of the capability of scientific thinking and working it was
very important that, in the “reformed senior class” system for the matriculation
examination, a thesis based on own independent work had to be written. Within the
frame of this thesis I conducted a limnological study on a pond where I investigated
during the cycle of a whole year the changes in the biocenosis parallel to the alterations
in water temperature, oxygen content, pH values and other environmental parameters.
This study was a veritable introduction into research work. It provided me with a
considerable knowledge of species, strengthened skills in handling microscopic and
analytical techniques, developed the ability for independent scientific working and
gave me the first feeling of satisfaction to find something that nobody had known
before. Altogether, in particular the reformed senior classes of the gymnasium laid
a sound fundament for my later studies, thus I have all reason to look gratefully
back to my school days.

After the matriculation examination in spring 1957 it was clear to me to become
teacher at a gymnasium, less because this was already tradition in my family, rather
because I myself felt, strengthened by the example of my father, that teaching can
be a passion and source of deep satisfaction. Briefly I was not sure whether I should
choose music or biology as the main topic of my studies for the teacher’s profession,
but finally I decided myself in favor of science and kept music as a hobby. Thus,
for the summer semester 1957 I enrolled in the Faculty of Natural Sciences of the
University at Frankfurt.

2 Academic Studies and Entrance into Professional Activity

As topics for the academic studies for teacher’s profession beside biology I chose
chemistry and geography. In Frankfurt my studies were focused on zoology, but in
1959 I changed to the Darmstadt University of Technology where for the following
three semesters I was engaged mainly in botany.

In Darmstadt the biology departments were quite small, and in particular the
Institute of Botany was excelled by a close contact between the at this time sole
professor, the scientific staff and the students, creating a nearly family-type and
stimulating atmosphere. When I came to Darmstadt, Otto Stocker, one of the great
pioneers and celebrities of experimental plant ecology, was just retired and Hubert
Ziegler had become his successor. Although being still very young, H. Ziegler had
already a great reputation as researcher on phloem transport, but his wide spectrum
of interest included also physiological aspects of plant ecology, so that in Darmstadt
the long tradition in this field was not only continued rather but, due to the introduction
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of modern biochemical methodology, extended to the quest for the biochemical
fundaments of ecological adaptation in plants.

H. Ziegler was an excellent, electrifying teacher, and due to him my main interest
soon shifted to plant physiology and biochemistry, although on purpose I tried to
avoid too early and too narrow a specialization and to retain curiosity towards the
diversity of the biological world. Also in this respect H. Ziegler was a great mentor
and exemplary for me.

In 1961 I won a scholarship of the Studienstiftung des Deutschen Volkes, and
I'began to work in H. Ziegler’s group on the chemical composition of phloem exudates
of trees. After I passed the teacher’s examination in 1962, H. Ziegler accepted me
as a candidate for a doctorate. He was a great mentor and really a friend to his
pupils. Within the frame of my doctoral thesis I continued my investigation on
phloem transport. In summer 1964 I finished my studies by taking the Doctor’s
degree. Moreover, that year became particularly important for me, because a new
PhD student, Helga Miiller, joined the group of Hubert Ziegler to conduct comparative
studies on the carbohydrate composition of sieve tube saps. She not only appreciated
my help in the time-consuming gathering of phloem exudates from the trees of the
Botanical Garden but also found a partner who was happy to accompany her excellent
playing of the flute on the harpsichord. It became a partnership for the whole life.
Thank you, Helga.

3 Research on CAM

3.1 Initial Physiological Studies at the Level of the Entire Plant

After I took the Doctor’s degree H. Ziegler encouraged me to enter an academic
career and offered me the position of Scientific Assistant at his institute which
I happily accepted. Looking for my own field of research, accidentally I read a
paper by Nishida (1963) which trapped me so much that it determined the topic of
my main future scientific work: the crassulacean acid metabolism (CAM). In 1965,
when [ began my investigations on CAM, at the level of science the phenomenon
had already been known for 150 years, but it was still considered more or less as a
physiological curiosity exhibited by certain specialists among plants. In the men-
tioned publication Nishida showed by viscous flow porometry that CAM plants
perform a pattern of stomatal movement inverse to that of non-CAM plants, i.e.
CAM plants open the stomata at night and close them during the day. This pattern
coincides with typical CAM CO, exchange, namely net CO, uptake during the
night (Phase I, denotation after Osmond 1978), a short period of enhanced net CO,
uptake after the onset of the light period (Phase II), depression of net CO, uptake
during several hours of the day (Phase III), and recommencement of net CO, uptake
towards the end of the day (Phase IV). However, the question remained open
whether the unusual stomatal behavior is the primary event determining the unique
course of CAM CO, exchange, or whether this CO, exchange is otherwise controlled.
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The attempt to answer this question was the beginning of my love story with CAM
lasting now more than 40 years.

My start into CAM research was facilitated by several lucky circumstances. First,
in 1965, because of its reputation as a physiological curiosity (Osmond 1978), CAM
kept world-wide only few researchers busy. Thus, speaking in terms of ecology, for
a young researcher CAM provided still a kind of niche without too much competitive
pressure. Triggered by the discovery of C4-photosynthesis in 1966, this situation
later changed considerably. Second, I had access to an efficient system of modern
infrared gas analyzers already established by O. L. Lange when he worked from
1961 until 1963 in Darmstadt. This system allowed one to measure continuously net
CO, exchange and transpiration by plants under controlled conditions. Finally, in the
mid-1960s young scientists still at the beginning of their work like me had a good
chance to get research funds from the Deutsche Forschungsgemeinschaft just by
presenting a convincing research program, without the pressure that prior results,
best published in the journals with highest impact factors, had to be shown.

Furnished with the mentioned equipment and a DFG grant of 5000 DM for three
years, I started a study aiming to provide a causal explanation of the CAM gas
exchange phenomena.

I began my investigations with a simple, now I would say brutal, experiment in
one of the classic CAM plants, Kalanchoé daigremontiana, where fortunately it is
possible to strip off the abaxial epidermis of the planar leaves remaining attached
to entire plant, without substantial damage to the leaf mesophyll. Net CO, exchange
and transpiration (the latter as an index for the stomatal behavior) were measured
under constant water vapor pressure deficit of the ambient air before and after the
leaf epidermis had been stripped off. The result was very clear (Fig. 1). As to be
expected from the results by Nishida (1963), in the intact leaves both during day
and night there was a perfect coincidence between net CO, exchange and the
stomatal movements indicated by transpiration, whereas in the leaves without
epidermis the typical CAM pattern of CO, exchange was preserved whilst expectedly
transpiration stayed constant. My interpretation was “that not the stomatal behavior
is the primary event determining the CO, exchange in CAM plants rather than that
the CO, exchange of the mesophyll cells, which itself is the direct consequence of
CAM, determines whether the stomata close or open at a given time” (Kluge and
Ting 1978). However, the strict synchronization of CO, exchange and stomatal
movement in the intact leaves implied that there must be a coupling between the
mesophyll-inherent CO, exchange and the movements of the stomatal guard cells.
I found a plausible explanation on the basis of the pioneering publication by
K. Raschke (1966) showing in Zea mays that the stomata are links in a regulatory
circuit which stabilizes the CO, concentration in the subepidermal intercellular
spaces ([CO,], ). A consequence of such a circuit is that an increase in the internal
CO, concentration leads to a closure of the stomata, and vice versa. On the basis of
Raschke’s regulatory circuit model I proposed that also in CAM plants [CO,]. is
the signal factor. For me it was just logic that CAM plants open their stomata at
night because, due to dark CO, fixation, [CO,], in the mesophyll should be low,
and they close them during the day because malic acid decarboxylation would lead
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Fig. 1 Net CO, exchange and transpiration in Kalanchoe daigremontiana. a Coincidence of CO,
exchange and transpiration in an intact plant. O—O net CO, exchange, ®—e transpiration, +—+
porometric values (relative units) obtained in the same species under the same conditions by
Nishida (1963). b CO, exchange and transpiration in the same plant as a, however with the lower
epidermis of all leaves having been stripped off (from Kluge and Fischer 1967)

to high [CO,], . In the early years of my struggling with CAM I made a great effort
to verify this hypothesis by following two strategies, namely (a) trying to measure
[CO,],, directly and to correlate it with the actual status of the stomatal aperture,
and (b) trying to influence the duration of stomatal closure during the day (Phase
IIT) by experimentally manipulating the source for a high internal CO, concentration,
i.e. the malic acid pool built up during the previous night.

Already in our first CAM experiment (Fig. 1b) we observed a massive CO, out-
burst occurring upon removal of the epidermal diffusion barrier during Phase III.
This outburst was drastically lower or even absent with intact leaves. Thus, for us
this outburst was indicative of massive CO, enrichment built up behind the closed
stomata. Actually, this observation was the first hint in favor of the now widely
accepted view that CAM is also a CO, enrichment mechanism (see e.g. Osmond
2007). Later it could be demonstrated by direct measurements in air samples
(Cockburn et al. 1979) taken along the day/night cycle from the succulent
Kalanchoé leaves that, in the night, when the stomata were shown to be open,
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[CO,],, dropped close to zero, while during Phase III, when the stomata were
closed, the leaf internal CO, was enriched by a factor of ten with respect to the
ambient air (Kluge et al. 1981a).

The next step was to corroborate systematically the hypothesis that, optimal
water status provided, the duration of stomatal closure in CAM plants during Phase
I is mainly determined by the production of CO, from the previously synthesized
and stored malic acid. I could directly prove this assumption by “C-pulse-chase
experiments (Kluge 1968a).Subsequently a large series of gas exchange measure-
ments followed which were paralleled by estimation of biochemical parameters in
the plants under variation of the environmental conditions. These experiments not
only uncovered the extraordinary phenotypic flexibility of CAM performance, but
also showed that all experimental treatments which prevent filling of the malic acid
storage pool during the night and all treatments which accelerate the consumption
of the previously stored malic acid during the day shorten the duration of Phase III.
After this we were quite sure that Phase III of CAM is a function of malate
consumption (Kluge 1968a).

It was an interesting side-issue of the above-mentioned studies to find that
application of CO,-free air during the night inhibits not only the nocturnal synthesis
of malate, but also the depletion of starch (Kluge 1969a). This showed that the
breakdown of starch to generate phosphoenol pyruvate (PEP) as a CO, acceptor of
the PEP carboxylase (PEPCase) reaction must be coupled rather directly to the
availability of the substrate CO,. Looking back I regret that neither we nor other
researchers followed this finding further immediately, because presumably it
could have guided us quite early into the investigation of carbohydrate metabolism
in CAM which currently collects more attention (Osmond 2007).

We also observed that, at the beginning of the light period, a lag-phase in the
onset of malic acid consumption occurred which coincided with Phase II. It was for
me the first hint that, under the experimental condition applied, at the onset of light
malate stored in the vacuole is not immediately disposable for decarboxylation. The
duration of the lag phase turned out to depend on the actual vacuolar malate
concentration and temperature. Thus it was reasonable to conclude that these two
factors might be important for the determination of the malate release from the
vacuole. Some years later I came back to these findings (Kluge et al. 1991d), and
the investigation of temperature effects on the tonoplast became an important
aspect in my research on CAM.

From the beginning I guessed that the pattern of the CAM gas exchange must be
meaningful for the carbon and water balance of the concerned plants growing in the
field (Kluge and Fischer 1967) so that CAM can reasonably be interpreted in terms
of ecophysiological adaptation to environments where water is in short supply.
I had the dream to get once the opportunity to verify this interpretation by studying
the behavior of CAM plants in their natural habitats. A couple of years later this
dream became reality. However, first we wanted to prove the ecophysiological
relevance of CAM at least in the laboratory, and thus we conducted the (to my
knowledge) first stress experiment on a CAM plant (Kalanchoé daigremontiana;
Kluge and Fischer 1967). It turned out that just a few days cessation of watering
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were sufficient to completely suppress opening of the stomata during the day
(i.e. Phases II, IV), whereas nocturnal opening of the stomata with net CO, uptake
continued, although on a somewhat lower level. All stress effects on CAM gas
exchange disappeared within one hour after re-watering the plant. These findings
suggested that CAM allows the plants to retain a positive carbon balance even if
carbon acquisition during the day is prevented by water deficiency stress.

Because of compassion with our experimental plants we were not cruel enough
to extent withholding of water for longer than five days. This was a pity because
otherwise we would have discovered that, upon long-lasting water deficiency
stress, CAM plants finally close their stomata also during the night but continue
CAM behind the closed stomata by nocturnal recycling of respiratory CO, (“CAM
idling”). Szarek and Ting (1975), who discovered CAM idling, observed that in the
field it is ecophysiologically highly relevant for CAM plants which have to over-
come long-lasting drought seasons.

Our stress experiments showed us also that the [CO,], regulatory circuit
controlling the aperture of stomata operates undisturbed only if the plants do not
suffer water deficiency stress. The conclusion was that drought factors which were
still unknown to us at that time override the CO, regulatory mechanism. Today it
is textbook knowledge that a drop in the plant water potential, with abscisic acid as
molecular messenger, leads to hydroactive closure of the stomata dominating the
other regulation circuits.

3.2 Investigations at the Metabolic Level: the Problem
of CAM Regulation

Orderly functioning of CAM requires that during the day the malic acid derived free
CO, is directed quantitatively to the Calvin cycle for final assimilation. From the
beginning it was a striking question for me how it is prevented that during Phase III
the malate derived intermediary CO, is trapped by PEPCase and thus futilely recy-
cled into the malate pool instead of entering correctly the photosynthetic pathway.
By means of "“CO, tracer experiments I could show that in the light during Phase III
the PEPCase-mediated primary CO, fixation is switched off. In contrast, during the
night even under illumination CO, is nearly exclusively fixed by PEPCase thus prac-
tically not available to the Calvin cycle (Kluge 1969b; Fig. 2). These in vivo changes
in the activity of the primary CO, fixation turned out to be correlated with the diurnal
malic acid rhythm of CAM. In other words: the PEPCase pathway is in an active
state when the malate level in the CAM performing cells is low, and vice versa
(Kluge 1971). This correlation was strictly retained when the course and the ampli-
tude of the malic acid fluctuations were experimentally manipulated.

Looking for an explanation of the diel changes in the activity of the primary CO,
fixation, the lucky circumstance came to my assistance that, at the same time when
we discovered the in vivo down-regulation of PEPCase during Phase III, Queiroz
(1966) found that in vitro this enzyme can be inhibited by L-malate. This led me to
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assume that feed-back inhibition of PEPCase by the nocturnally synthesized and
stored malate might be important for suppressing CO, fixation by PEPCase during
Phase III. However, it was also evident to me that an enzymatic feed-back inhibition
alone cannot provide the complete explanation. Logically, there must be a factor
which during the night keeps the malate level low in the cytoplasm, otherwise the
PEPCase located there would be inhibited. In contrast, during Phase III the cyto-
plasmatic malate level has to be high to bring about feed-back inhibition of the
enzyme. I proposed that diel changes in the source-sink behavior of the storage
compartment for malate, notably the vacuole, could be the factor which determines
the fluctuation of the cytoplasmatic malate level important for the feed-back control
of PEPCase (Kluge 1969b). Without having already clear ideas about the mechanism
behind this, I imagined that in CAM the vacuole acts with respect to malate in analogy
to a siphon which is a highly attractive sink, thus keeping the cytoplasm free of
malate, as long it is not filled, but which overflows thus enriching the cytoplasm
with malate when it reaches a critical state of filling. In this model the sink situation
corresponds to the CAM processes during Phase I and the overflow to the processes
during Phase III (Kluge 1969a).

Although the model of co-operation between the vacuole and feed-back inhibition
of PEPcase in CAM regulation appeared to be altogether conclusive, I was aware
of the many questions remaining open and that the effort to answer them required
to learn more: (a) on the structural, kinetic and regulatory properties of PEPCase,
and (b) on the mechanisms controlling the reversible transport of malic acid across
the tonoplast. Consequently mainly of these two complexes of questions deter-
mined my research on CAM during the following years.

3.3 Biographic Insert: Visiting Research Fellow at the ANU
in Canberra, Associate Professor in Munich, Return to Darmstadt

The outlines in Sections 1.3.1 and 1.3.2 describe my struggle with CAM until summer
1969 when I finished my qualification for an academic career by Habilitation at the
Darmstadt University of Technology. Thereafter I became a Lecturer in the Institute
of Botany of this university, and I held this position until spring 1971. During this
time I won a stipend from the Deutsche Forschungsgemeinschaft which allowed me
to spend six months as Visiting Research Fellow in the group of Ralf Slatyer and
Barry Osmond (Research School of Biological Sciences, ANU, Canberra). Barry
introduced me to enzymology, and our work was mainly dedicated to the PEPCase
of CAM plants. We estimated kinetic and regulatory properties of the semi-purified
enzyme and found first indications that PEPCase is allosterically regulated, mainly
by malate as negative effector (Kluge and Osmond 1972), We also demonstrated that
pyruvate-P -dikinase, previously supposed to be a marker enzyme of C4-plants, is
active also in CAM plants and permits in the light their incorporation of malate-
derived pyruvate into carbohydrates (Kluge and Osmond 1971).
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One of the highlights of my stay in Australia was the international meeting
“Photosynthesis and Photorespiration” held in November 1970 in Canberra.
Since this meeting the view has emerged and is now generally accepted that CAM
represents an ecophysiologically relevant mode of photosynthetic carbon assimi-
lation equivalent to C3- and C4-photosynthesis. Thus, by no means could CAM
be any longer considered as a physiological curiosity featured by some specialists
among higher plants, and in the following decades this new understanding initi-
ated a boom in international CAM research. In this context it is worth mentioning
that later we could demonstrate that even classic C3 plants such as spinach can
be driven experimentally to a photosynthetic pathway analogous to CAM, with
CO, fixed in darkness into malate entering the Calvin cycle during light (Bécher
and Kluge 1978).

I owe to my stay in Australia also my first impressions of tropical rain forests,
coral reefs and deserts, really unforgettable key experiences for me as an ecologically
interested biologist.

After my stay in Canberra I went to the Technical University Munich and
became Associate Professor at the Institute of Botany. The Director of this insti-
tute was Hubert Ziegler who, briefly before I departed to Australia, had moved
from Darmstadt to Munich. There I stayed until 1974, and my work during this
time strengthened my conviction that transport across the tonoplast is a key factor
in the metabolic regulation of CAM. To get deeper insights into this matter I
looked to contact experts in cellular transport. In this situation I was offered by
the Darmstadt University of Technology the position of a Full Professor of
Botany, freshly established parallel to the traditional chair held by Ulrich Liittge
as a follower of H. Ziegler. Ulrich, a leading transport physiologist, was already
successfully active in CAM research. So, the call to Darmstadt opened to me the
ideal possibility for co-operation and to learn more on vacuolar transport. I was
the more pleased since I already knew Ulrich from our common time in Darmstadt
as pupils of H. Ziegler and I was sure that we were scientifically and personally
on the same wavelength.

Thus, my family and I decided to follow the call to Darmstadt, a decision which
we never repented. Compared with other universities, in Darmstadt the Faculty of
Biology was quite small, but it provided me such a beneficial environment for my
work that in 1978 I refused to follow a call to the University of Essen. In particular
the friendship and effective co-operation with Ulrich in research, teaching and
administration belong to the most valuable experiences of my scientific career. This
co-operation was the fundament that over the years could be founded first a DFG
Researcher Group, later the DFG Center of Excellence 199 and finally the DFG
Graduate School 340 at the Faculty of Biology in Darmstadt.

Towards the end of my stay in Munich the international boom in CAM research
had increased the knowledge on CAM to such an extent that a comprehensive con-
sideration of the many new results was highly desired. This was for me the impetus
to publish the first monograph on CAM (Kluge and Ting 1978) which was then
followed by the book by Winter and Smith (1996).
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3.4 Investigations at the Level of Enzymes: the PEP Case

The central importance of PEPCase not only for CAM and C4-photosynthesis but
also for many other metabolic processes in plants has triggered internationally a
vast number of investigations on this enzyme, covering the whole range from its
function and regulation to its molecular structure and genomic expression. Here
I want to stress briefly our own involvement in the PEPCase story.

As already outlined, aiming to understand the role of PEPCase in the regulation
of the complex CAM carbon flow, it is necessary to study the kinetic and regulatory
properties of the enzyme. I began such studies during my sabbatical in Canberra.
There we worked with plant extracts freed from low molecular substances by
Sepadex filtration aiming to measure pH optimum curves of enzyme activity, K_
values and K. values. Usually professional enzymologists refuse to take such
kinetic data into account if they are not derived from measurements on the highly
purified enzyme protein. Of course, such data are available also from PEPCase of
CAM plants. However, it turned out that sometimes it can be useful not to obey the
experts too much. Namely, it was discovered independently and nearly simultaneously
by three laboratories (including ours), that PEPcase extracted from the plants at
different times during the diurnal CAM cycle showed different K. values for
malate, provided the enzyme extracts were quickly desalted by passing through
molecular sieves and measuring strictly within a few minutes after the plant material
had been collected (v. Willert et al. 1979; Kluge et al. 1980; Winter 1980). Upon
purification of the protein the differences vanished. In close co-operation with
Jeanne Brulfert and Orlando Queiroz (CNRS, Gif-sur-Yvette, France) we then
found that not only the sensitivity of PEPCase towards malate varies along the
diurnal CAM cycle but also its sensitivity towards the activator glucose-6-phospahte
(G-6-P) and the K _ for the substrate PEP. Thus, in the early 1980s it became clear
that, during the diurnal CAM cycle, PEPCase switches reversibly from a physio-
logically active night form to a physiologically inactive day form. In vivo measure-
ments of gas exchange, '“CO, labeling patterns and malic acid fluctuations parallel
to the enzyme extraction supported the view that the changing properties of
PEPCase are relevant for up- and down-regulation of the enzyme in vivo and with
it for the regulation of the carbon flow in CAM (Kluge et al. 1981b).

It is worth mentioning that our work on the PEPCase of CAM plants founded a
long-lasting co-operation and friendship with French colleagues around Orlando
Queiroz in Gif-sur-Yvette, in particular with Jeanne Brulfert to whom I owe important
stimulation and input for my work. Jeanne and I organized in 1983 a first interna-
tional workshop on PEPCase which assembled world-wide most of the researches
involved in this enzyme. During this workshop the idea was first discussed that the
diurnal changes in the regulatory properties of CAM PEPCase might be due to
post-translational modification of the enzyme protein. Indeed, Nimmo et al. (1986)
then discovered that in the PEPCase of Bryophyllum fedtschenkoi the night-form is
phosphorylated, not however the day-form. Soon after we found the same in other
Kalanchoé species (Brulfert et al. 1986) and could demonstrate that the protein is



Ecophysiology: Migrations Between Different Levels of Scaling 17

predominantly labeled with **PO, in serine residues. The discovery of reversible
PEPCase phosphorylation was also per se interesting because in the mid-1980s
only few plant enzymes were known to be regulated by this way, and it was the only
known example of a plant enzyme where protein phosphorylation leads to
up- instead of down-regulation. Now it is generally accepted that not only in CAM
is the reversible phosphorylation of PEPCase part of a complex regulatory network
which includes also the involved PEPCase specific protein kinases and phos-
phatases (Nimmo 2000).

We have also conducted studies on PEPCase on the molecular level. Already by
means of serological techniques we could show that, in the leaves of the facultaltive
CAM-plant Kalanchoé blossfeldiana upon photoperiodic induction of CAM, a new
isoform of PEPCase appeared additionally to that already present in the C3-state of
the plant (Brulfert et al. 1982). This finding was then specified on the level of
PEPCase gene sequences (Gehrig et al. 1995). We also compared in the CAM
performing orchid Vanilla planifolia the amino acid sequences of the PEPCase
isoforms (deduced from the c-DNA) present in the different organs of the plant
(Gehrig et al. 1998a, b). We found that in all organs a constitutive PEPCase isoform
(a “house-keeping” form) is expressed functioning most likely in context with
anaplerotic reactions, whereas in the CAM-performing organs (leaves and stem)
besides the housekeeping isoform an additional one occurs specifically responsible
for the start reaction of CAM. Finally, a comparison of PEPCase nucleotide and
aminoacid sequences in 50 plant species comprising the whole range from
Bryophyta to Spermatophyta (Gehrig et al. 1998a, b, 2001a, b) convinced us that
PEPCase sequences are valuable markers for the reconstitution of phylogenetic
relations between organisms and metabolic pathways. In this context it was interesting
to learn that in the spermatophytes the PEPCase isoforms supposed to be functionally
related to CAM are widely dispersed over the different levels of taxa which support
the view (Cushman and Bohnert 1999) that CAM is of polyphyletic origin.

3.5 [Investigations at the Level of Cellular Compartmentation:
the Role of the Vacuole and of Tonoplast Properties in CAM

As outlined in Section 1.3.2 already the results of my early studies on CAM forced
me to the conclusion that diel oscillation in the PEPcase activity is the consequence
of the rhythmic changes of the source/sink behavior of the vacuole for malate. This
assumption pushed me into a long-lasting friendly controversy with Orlando
Queiroz. Orlando was convinced that the diurnal CAM carbon flow is principally
regulated by an endogenous circadian rhythm of the PEPC activity (Queiroz 1979),
following a master oscillator intrinsic to the enzyme system. Finally he believed to
have evidence “that an enzyme molecule behaves by itself as an oscillator shifting
between different conformations” (Queiroz and Queiroz-Claret 1992).

This controversy forced me to look for more theoretical and experimental argu-
ments in favor of my conviction that in CAM the vacuole is the basic oscillator.
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Stimulated by discussions with the great cyberneticist W. Oppelt and his colleague
H. Tolle, both professors of the Department of Regulation Techniques of the
Technical University Darmstadt, and in co-operation with them we developed a
dynamic computer model of the metabolic and regulatory processes in CAM
(Nungesser et al. 1984). The model was based on a minimalistic metabolic scheme
of CAM and allowed a quite realistic simulation of its typical phenomena such as
diurnal acid fluctuation and gas exchange patterns. Later Freder Beck (Department
of Physics, Darmstadt University of Technology) in co-operation with Ulrich
Liittge and his team developed a more sophisticated and thus more efficient theo-
retical model, which also identified the vacuole as master switch governing the
circadian rhythmicity of CAM (Liittge 2000).

Already our first computer model, and even more so the version developed by
Freder Beck, clearly showed that proper simulation of the diurnal CAM behavior
can be achieved by only inserting the changing flux behavior of the vacuole as an
input variable into the model. Other approaches, where rhythmic changes of
enzyme activities instead of the vacuole were supposed to represent the oscillator,
failed nearly completely.

At the experimental level we could directly demonstrate by '*C-tracer studies the
changing source-sink behavior of the vacuole for malate (Fig. 3). Then the question
arose for determining the factors controlling this changing behavior. The mecha-
nisms behind the loading of the vacuole were studied by Ulrich Liittge and his
group (see e.g. Liittge 2000, 2004; Osmond 2007). I was more interested in the
mechanisms controlling the efflux of malate. It had been shown that this efflux is
thermodynamically passive and it was assumed that at the end of the night, with
vacuolar pH being low, malic acid efflux proceeds presumably by diffusion of the
undissociated molecule through the lipid phase of the membrane (Liittge and Smith
1984). Looking for the factors which might influence this diffusion I paid attention
mainly to cell water relations and temperature.

1. Water relations. Still during my time in Munich we could show that the efflux of
malate from the vacuole might be under the control of osmotic gradients (Kluge
and Heininger 1973). In co-operation with Ulrich later in Darmstadt these investi-
gations were continued and confirmed the view that osmotic gradients between the
vacuole and its environment, thus finally the turgor, are important factors deter-
mining the acidification and deacidification of the vacuole (Liittge et al. 1975).

2. Temperature. For a long time it was known that the gas exchange and carbon
flow of CAM are phenotypically affected by temperature. As the literature
shows, this phenomenon can be explained partially at the level of the enzymes
involved in CAM. In this context we studied the temperature response of
PEPCase in relation to its allosteric effectors (Buchanan-Bollig and Kluge
1984). However, there were also observations suggesting that the vacuole is the
target of temperature effects (Kluge and Ting 1978). For instance, one of my
PhD students, Detlev Ritz, found by *C mass-spectrometric analysis that a high
temperature during the night prevents the storage of malate, while its synthesis
is still possible (Ritz et al. 1987). Then we could show that temperature, via the
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Fig.3 '“C pulse-chase experiments to show changes in the storage behavior of the vacuole during
the night and the first hours of the following day. About 50 phyllodia of Kalanchoe tubiflora were
detached from a single plant and enclosed in a glass cuvette to follow the CAM gas exchange and
the nocturnal malic acid accumulation (upper panel). At the beginning of the night 30 phyllodia
were exposed for 1h in darkness to *CO, as indicated in the upper panel (“'“CO, pulse”). After
the pulse the labeled phyllodia were transferred back to normal air and remained in darkness. At
the time points indicated by the arrows subsamples were taken from the labeled phyllodia and
exposed to light for 3h. During this time the phyllodia were continuously analyzed with respect
to changes in the label distribution. In the lower panel it can be seen that with empty vacuoles at
the beginning of the night even under illumination the labeled malate is retained in the vacuole,
thus its label is not transferred to other metabolites. In contrast, at the end of the night, when the
vacuole is filled up, upon illumination malate-derived label appears quickly in carbohydrates as
photosynthetic end products. The upper panel shows the net CO, exchange during the CAM cycle
and the nocturnal malic acid accumulation by the detached phyllodia. Closed bar at top of the
graph: duration of the night (from Kluge 1977)
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malic acid efflux from the vacuole, affects the carboxlation pathways of CAM
(Friemert et al. 1988), and clear-cut evidence came also from studies on temper-
ature effects on the onset of malic acid release from the vacuole at the beginning
of the light period (Kluge et al. 1991d). This release showed at 10°C a lag-phase of
more than two hours, while at temperatures higher than 30°C no lag-phase
occurred, suggesting that at high temperatures malic acid easily leaks out from
the vacuole and thus becomes instantaneously available for decarboxylation.
The Arrhenius plot of the temperature effects on the duration of the lag-phase
showed a break in the slope at about 15°C. We interpreted this physiological
effect in terms of phase separation of the tonoplast lipids beginning in the range
of 15°C. At temperatures higher than this critical value the tonoplast becomes
increasingly fluid, thus leaky for malic acid. At temperatures lower than the
phase separation range the opposite holds true (Kluge et al. 1991d).

The next step was to verify this hypothesis by measuring the fluidity of the tonoplast
as a function of temperature directly. Thus, we had to shift our investigation to the
level of the isolated vacuolar membrane. For this approach again co-operation with
the group of Ulrich Liittge was important because there we learned how to isolate,
to purify and to characterize the tonoplasts from CAM plant cells. We learned in the
laboratory of H.-J. Galla (Department of Organic Chemistry, Darmstadt University
of Technology) the biophysical techniques required to measure the thermotropic
phase behavior of membrane lipids (electron power magnetic resonance spectros-
copy, measurement of fluorescence depolarization). The results of our studies were
fully consistent with the predictions derived from physiological experiments (Kluge
et al. 1991d). Namely, we found that in K. daigremontiana, grown at “standard
conditions” (25°C day, 17°C night), below 10°C the tonoplast is in a rigid state.
With increasing temperature up to 52 °C tested so far, the membrane becomes steadily
more fluid, with a break in the curve in the range of 14-18°C, suggesting spontaneous
phase separation (Fig. 4, upper panel; Kluge et al. 1991b). Moreover, we discovered
that the fluidity of the tonoplast can adapt to the growth temperature (Kliemchen et al.
1989), a phenomenon called “homeoviscous adaptation” (HVA) and at that time not
known to occur in plant biomembranes, except the thylacoids of Nerium oleander.
Concerning the tonoplast of K. daigremontiana, the HVA to high temperatures
means that in the acclimated plants much higher temperature than in the controls is
required to reach a given degree of membrane fluidity, thus to elicit the phase transition
in the membrane lipids. It was a great satisfaction for us to see that, indeed, in the
plants acclimated to the higher temperature, thus having a more rigid tonoplast, the
efflux from the vacuole at a given temperature was significantly slower with respect
to the not-acclimated controls (Fig. 4). HVA of the tonoplast occurs also upon accli-
mation to low temperatures, but as to be expected in the other direction (Kliemchen
et al. 1989). Finally, we could make clear that HVA of the tonoplast is due to changes
in the membrane protein and phospholipid composition (Schomburg and Kluge
1994; Behzadipour et al. 1998).

Our data on the temperature response of tonoplast fluidity provided the experimental
input needed by Ulrich Liittge, Freder Beck and their groups for the development of
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Fig. 4 Thermotropic changes of membrane fluidity and homeoviscous adaptation in the tonoplast
in Kalanchoe daigremontiana upon acclimatization of the plants to higher growth temperature.
Upper panel (from Kliemchen et al. 1993) shows the tonoplast fluidity, indicated by the electron
power magnetic resonance (EPR) parameter “hyperfine splitting” (2a,) in spin-labeled tonoplast
preparations, in relation to the incubation temperature during EPR spectroscopy. The lower the
2a, value, the more fluid is the tonoplast. Open symbols: tonoplasts from plants grown under
standard conditions (25°C day, 17 °C night), mean values of two independent repetitions of the
experiment. Closed symbols: tonoplasts from plants grown for four weeks at “high temperature,
HT” conditions (34 °C day, 25 °C night). Values represent arithmetic means with standard devia-
tion of seven independent experiments. Lower panel (redrawn from Kliemchen et al. 1993):
Course of malic acid depletion during the light period of CAM in K. daigremontiana under the
HT conditions mentioned above. Closed symbols: plants grown already for four weeks under HT.
Open symbols: plants grown under standard conditions and exposed without acclimation to HT. The
figure shows that, in the plants having a more rigid tonoplast due to HT acclimation, depletion of
the vacuolar malate in light is retarded compared with the plants grown at standard temperature
thus having more fluid tonoplasts. Dotted line: leaf temperature. Black bar on top of the graph:
Last hour of the dark period; open bar: light period
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their theoretical model of the master switch determining the circadian rhythmicity
CAM. For instance, we could show that in Kalanchoé daigremontiana HVA of the ton-
oplast prevents the endogenous CAM rhythms from being abolished by high tempera-
tures, which is the case in not-acclimated plants (Grams et al. 1995). This supports the
prediction from the theoretical model that temperature affects the biological clock con-
trolling CAM by changing the state of order in the tonoplast.

Thus, particularly in the context with the investigation on the vacuolar malate
transport, the great benefit of our close co-operation with Ulrich’s group was evident
and became a supporting pillar for the DFG Center of Excellence 199.

3.6 Investigations at the Biotope Level: Performance
of CAM in the Field

From the beginning of my work on CAM I was certain that even the most plausible
hypothesis on the ecophysiological relevance of CAM delineated from studies in
the laboratory or climate chambers essentially requires verification by field studies,
in the case of CAM necessarily sometimes at quite exotic places. Some dyed-in-the-
grain biochemists and molecular biologists considered our plans for field studies as
“ecotourism”, which made the problem of fund raising no easier.

Field studies on CAM are still a challenging task, although today considerably
facilitated by advanced experimental technology. Modestly we began our field
work in the surroundings of Darmstadt where at dry sites the mini-succulents
Sedum acre and S. mite are abundant. By means of continuous in situ gas
exchange measurements on plants enclosed in a fully climate-conditioned cuvette
paralleled by biochemical analyses, in situ '*CO, tracer experiments and estima-
tion of the carbon isotope composition (8'3C values) we could show that the
above-mentioned species are C3-CAM intermediates which are permanently
capable of CAM performance, but make use of this pathway only if water is in
short supply (Schuber and Kluge 1981). Stimulated by P.N. Avadhani (National
University of Singapore) we investigated CAM behavior in epiphytic ferns and
orchids growing in tropical forests near Singapore (Ong et al. 1986; Goh and
Kluge 1989; Kluge et al. 1989).

In 1989 I had the opportunity to join the team of Ulrich Liittge for field work on
St. John (US Virgin Islands) dealing with the tropical CAM-tree Clusia rosea (Ball
et al. 1991).

For me a highlight of our field work was our studies on CAM in plants of the
vegetation of Madagascar. In this context once again I have to mention gratefully
Jeanne Brulfert. To her I owe not only my contacts at the University of Antanarivo
where in 1989, 1991 and 1993 I had the opportunity to give lectures and courses in
plant ecophysiology for graduate students. Without her scientific input, enthusiasm
and practical support our research in Madagascar would have been less successful.
Also the late Didier Ravelomanana (Botany Department at Antananarivo) and other
Malagasy scientists and graduate students contributed substantially to our work.
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Although we conducted in Madagascar also the usual in situ measurements of
CAM performance by means of portable CO,/H,O porometers, a suitable screening
method for large-scale analysis was required. Therefore we used mainly the estima-
tion of the stable carbon isotope composition (8'*C values) to get information on
the abundance, mode of behaviour and ecophysiological relevance of CAM in the
plants we thought were interesting. Moreover, 8"°C estimation addressing such
ecological questions can be successfully applied to plant material obtained from
herbaria. For instance, supplementary to the material collected by ourselves in the
field, we analyzed among many other species nearly all Malagasy and Continental-
African Kalanchoé samples deposed at the Musée National d’Histoire Naturelle de
Paris. I still remember the absolute silence and the specific smell which surrounded
us during our many days of work in the huge herbarium of this museum, an initially
unexpected facet of field studies. Hubert Ziegler in Munich and Eliane Deleens in
Orsay were essential partners in our work by carrying out the 8'3C analysis in the
samples we sent to them. The predictions for CAM behavior of given species
derived from their 8"*C values were in many cases verified by experiments on living
plants in the phytotron.

Our 8"C screening on plants of the Malagasy vegetation comprised all species of
Didiereaceae, many Euphorbiaceae, Orchidaceae and other families (Kluge et al.
1995). For two reasons, however, our main interest was focused on the comparison
of CAM modes in the genus Kalanchoé (Kluge et al. 1991a). First, historically CAM
was discovered in a species of this genus (K. pinnata) and many of the fundamental
insights into the biochemistry and physiology of CAM have derived from studies on
Kalanchoés, for instance K. daigremontiana. Second, most of the species are endemic
to Madagascar, they show an extraordinary diversity of growth forms, and they are
abundant in all of the very different climatic zones and in climatically very different
microhabitats of the island. Thus, we were interested to find out whether the mode of
CAM performance of the various Kalanchoé species could be related to the specific
habitat preference and to the morphological characteristics of the plants.

First we realized that most likely all species of the genus Kalanchoé are capable
of CAM, but that there are considerable differences among the species in the way
CAM is conducted. Although potentially CAM performers, some species behave as
C3 plants with CO, acquisition mainly during the day, thus low water-saving effec-
tiveness. Many other species show stereotypically the water-conserving mode of
“strong” CAM with opening of the stomata and CO, fixation taking place only dur-
ing the night, irrespective of water availability. Finally, there are species performing
highly flexible CAM with CO, fixation both during night and day, with the relative
contribution of the two modes depending on the actual water availability.

We were excited by the finding that the differences in CAM behavior are mirrored
at the biotope level (Fig. 5). In arid zones and dry microhabitats, the Kalanchoé
species performing water-saving strong CAM mode are abundant. In contrast, species
of the C3 type prefer the humid climate zones or humid, shady habitats in otherwise
dry regions, and finally, the climatic zones and habitats with frequently changing
water availability are the sites preferred by the species performing highly flexible
CAM (Kluge et al. 1991a, 1993; Kluge and Brulfert 1996).
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Fig. 5 Quantitative evaluation of 6'*C distribution in Kalanchoé species over the vegetation zones
of Madagascar. The frequency is expressed as a percentage of the total number of species (n)
analyzed for the given zone. A Xerophilous bush, B evergreen dry forest and savannah, C evergreen
rain forest and montane forest. Where CAM is taking place, 8"*C values in the range of —10%o to
—16%o are indicative of CO, uptake exclusively during the night, and those more negative than
~25%o indicate CO, uptake entirely during the day, i.e. a C3 pattern of CO, acquisition. 8"°C values
between these extreme ranges indicate that the plants in question acquired external carbon in a
changing proportion during both night and day (Kluge et al. 1991)

It was also fascinating for us to realize that the various modes of CAM behavior
in the Kalanchoé species are clearly related to the intragenic taxonomic position of
the species and their growth forms. This taxonomic approach was triggered by the
lucky circumstance that Dr. Lucile-Allorge Boiteau (CNRS, Gif-sur-Yvette, France)
generously made accessible to us a posthumous draft of a monograph on the Malagasy
Kalanchoés by her father, the late Pierre Boiteau, formerly Director of the Botanical
Gardens Zimbazaza (Antananarivo) and one of the leading authorities on the
Malagasy succulents. P. Boiteau divided the genus Kalanchoé into Section I
(Kitchingia), Section II (Bryophyllum) and Section III (Eukalanchoé). It turned out
that the C3 performers among the Kalanchoés belong altogether to the ancestral
Section I and the first two groups of Section II. They represent herbaceous, quite thin-
leafed plants. The strong CAM performers belong mainly to the phylogenetically
more derived groups of Section II and Section III. The species of these taxa exhibit
pronounced leaf succulence. We also included the Kalanchoé species of continental
Africa in our screening. They belong to the Section III, and §'*C analysis predictably
showed that CAM with predominantly nocturnal CO, uptake is the rule.

It is worth mentioning that, encouraged by our ecophysiological studies on the
genus Kalanchoé, Lucile Allorge-Boiteau finished and finally published P. Boiteau’s
posthumous monograph (Boiteau and Allorge-Boiteau 1995).
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With the results of our field work in mind we turned back to the laboratory to find
out whether the grouping of the Kalanchoé species based on the ecophysiological and
taxonomic criteria is mirrored also on the molecular level. Hans Gehrig, a post-doc
in my group, investigated in about half of the known Kalanchoé species DNA poly-
morphism derived from random-amplified polymorphic DNA (RAPD)-PCR, and he
compared the nucleotide sequences of internal transcribed spacer (ITS)-1 and ITS-2
regions (Gehrig et al. 1997, 2001a, b). He found out that within the Crassulaceae the
genus Kalanchoé forms a monophyletic clade. Within this clade the species form
three main clusters which coincide with the three intragenic sections of the genus
Kalanchoé distinguishable by classic taxonomical and ecophysiological criteria,
including the modes of CAM performance. ITS analysis showed that Section I is
phylogenetically the most ancestral, Section III however the most derived one, thus
confirming the propositions by P. Boiteau derived from classic taxonomic criteria.
Another interesting finding of the molecular study was that the Section III species are
divided into two sister groups, with one comprising only Malagasy species and the
other all African species of the genus. The African sister group appears more derived
with respect to the Malagasy Section III sister group. Thus, our molecular data pro-
vided strong support in favor of the view that the center of phylogenetic radiation of
the genus Kalanchoé is located in Madagascar, from where the species spread into
continental Africa (Boiteau and Allorge-Boiteau 1995).

Our field studies in Madagascar on the genus Kalanchoé¢ and other Malagasy
CAM plants verified very clearly the selective advantage of CAM. They permitted
the conclusion that CAM, because of its high phenotypic plasticity and genotypic
variability, allows those species furnished with this mode of photosynthesis to cope
both with short-term fluctuations and long-lasting constellations of environmental
demands. Thus, CAM enables these plants to conquer successfully highly diverse
ecological niches along gradients in the physical environment and resource availa-
bility (Kluge et al. 2001; Kluge 2005). In this context a comparison with the CAM
diversity in all 11 species of Didiereacea and in all eight Malagasy species of leafless
orchids was very instructive to us and supported our interpretation of the results
obtained with Kalanchoés (Kluge et al. 2001). Both the Didiereacean species and
the leafless orchids are specialists restricted to sites where water is long-lasting of
short supply, namely in the case of the Didiereacea the thorn bush in the semi-arid
South and South-West of Madagascar, and in the case of leafless orchids epiphytic
habitats. As predictable from the uniform environmental conditions of these habitats,
the 8"C of these plants were in all cases indicative of inflexible CAM with CO,
fixation taking place exclusively during the night.

4 Fascinated by a Curiosity: Geosiphon pyriformis

During my later years at the university besides the research on CAM I was trapped
by Geosiphon pyriformis, an organism far away from the world of succulent
higher plants. It was due to my teaching that I became involved in the organism.
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For a better understanding of the following some introductory explanations might
be helpful. Geosiphon is until now the only known example of a coenocytic soil
fungus that lives in endosymbiotic (!) association with a cyanobacterium, i.e.
Nostoc punctiforme. The fungal hyphae grow in the upper layers of soil together
with free-living Nostoc cells. If the tip of such a hypha meets Nostoc, some cells
are incorporated into the hypha by a kind of phagocytosis, and upon this act the
fungus forms an unicellular pear-shaped “bladder” up to 2mm long where the
Nostoc cells are accommodated, multiply and become physiologically active (Fig. 6).
Geosiphon is apparently very rare and, because of the unpretending appearance
of the bladders, difficult to find in nature. That is the reason why relatively little
was known on this organism when we began our work on it in 1990. It has to
be mentioned that in the early 1960s Eberhard Schnepf had investigated already
the ultrastructure of Geosiphon bladders (Schnepf 1964). This pioneering study
led to a general theory of cell compartmentation and provided strong arguments in
favor of the endosymbiosis theory of the eukaryotic cell. After E. Schnepf’s stud-
ies the organism was forgotten for more than 20 years, until Dieter Mollenhauer
rediscovered it on an arable site near Bibergemiind (Spessart Mountains; Germany;
Mollenhauer 1988). This is at present the only known site world-wide where
Geosiphon is naturally abundant.

Many years before I became directly involved in research on Geosiphon, within
the frame of my teaching I had already covered it in lectures on “Symbiosis and
Parasitism in Plants™ as an especially fascinating example of endocytosis. Then, in
1986 I needed a photograph of Geosiphon for the textbook on botany I was going
to write with Ulrich Liittge (see Section 5). With Dieter Mollenhauer I made an
excursion to the field where he had rediscovered the organism. We sampled soil
carrying some dozens of bladders and went back to the laboratory to take the needed
photographs. Dieter’s wife Resi, gifted with admirable patience and subtle intuition
for the in vitro cultivation of algae, refused to discard the precious sample and
succeeded in establishing a culture of Geosiphon (Mollenhauer and Mollenhauer
1988), although previous attempts in this direction by other researchers always had
failed. The possibility of growing Geosiphon in the laboratory was the break-
through opening the way for experimental work on this organism. We used this
chance and started a close co-operation between my group and Dieter Mollenhauer.
Sharing the tasks, we began to investigate at first physiological and metabolic
aspects, while Dieter and his wife studied the processes during the initiation and
further development of the symbiotic consortium.

Looking for financial support for research on Geosiphon, still at the beginning
of our work, we were immediately confronted with the question by referees: “And
where is your molecular approach?” To me this type of question seems to be
symptomatic for certain trends in modern plant science trying to put the cart
before the horse. It was always my opinion, and I was reconfirmed by the further
development of the Geosiphon project, that first careful work at higher levels of
the scale is required to uncover clear starting points for meaningful molecular
approaches. Nevertheless, finally our standpoint was accepted and the project
could be anchored in the DFG Center of Excellence (SFB) 199 and the DFG
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Fig. 6 Organization of a Geosiphon bladder (semi-schematic): / cell wall of the bladder, 2 plasma-
lemma of the fungus (outside view), 3 endocytotic Nostoc seen through the plasmalemma and outer
layer of the fungal cytoplasm, 4 heterocyte in a Nostoc filament, 5 central fungal cytoplasm with
large vacuoles, 6 peripheral fungal cytoplasm with small vacuoles, 7 section of a vegetative Nostoc
cell, 8 mitochondrion, 9 pericyanobacterial membrane, i.e. the membrane of the symbiosome, /0
glycogen granules, lipid droplets, microbodies and other inclusions, /7 hypha of the mature bladder
with narrow lumen. The function of the constriction is unknown (from Kluge et al. 1994)

Graduate School 340 “Communication in biological systems: from the molecule
to the organism in its environment”. A graduate student, Arthur Schiissler, joined
us to work under the supervision of E. Schnepf (University of Heidelberg) and
myself on a doctoral thesis. Arthur became particularly important for the devel-
opment of the Geosiphon research project and now, after the retirement of the
initiators, he continues it.
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An extended discussion of all results obtained over the years on Geosiphon is
beyond the scope of this chapter (for reviews see Kluge et al. 1997, 2002; Schiiffler
and Kluge 2001). In the following just some highlights are mentioned.

We found that inside the Geosiphon bladders the Nostoc cells are photosyn-
thetically active (Kluge et al. 1991c), with higher efficiency as compared with
free-living Nostoc cells of the same strain (Bilger et al, 1994). Due to its endo-
symbionts Geosiphon is most likely capable of nitrogen fixation (Kluge et. al.
1992), and it enriches phosphate in the fungal cytoplasm, not however in Nostoc
cells (Maetz et al. 1999).

A. Schiiler studied the wall of the symbiosome bordering endosymbiotic
Nostoc cells inside bladders against the fungal cytoplasma. He showed that this
interface is produced by the fungus and that its structure is strikingly similar to that
bordering the fungus against the plant root cell in arbuscular mycorrhiza (AM).
Thus, Arthur postulated that the internal structure of the Geosiphon bladder is com-
parable with the within-root situation of AM. This and other arguments make
Geosiphon a promising model system for studies on AM (Schiiller 2002) and
shifted the project unexpectedly in the direction of AM research.

D. and R. Mollenhauer uncovered the complete development of the Geosiphon
consortium from the first contacts between the future symbiotic partners via
incorporation of the Nostoc cells by the fungus in the formation of the bladders
(Mollenhauer et al. 1996). In co-operation with the “Institut fiir den wissen-
schaftlichen Film” (Géttingen) they documented this process by an excellent
video movie (reference: VHS C 1955) which is now commercially available for
teaching and research. Tragically Resi Mollenhauer was not allowed during her
life to see the publication of the video movie and the whole success of the
Geosiphon project which owed so much to her, because in 1996 after a long-lasting
illness she died.

It was also found out that only immobile Nostoc primordia, but not motile hor-
mogonia are susceptible to recognition and incorporation by the fungus (Mollenhauer
et al. 1996). Then A. Schiiller showed that the extracellular slime of the primordia
contains mannose. This sugar is absent in the other stages of the Nostoc life cycle
(SchiiBler et al. 1997) so that it is tempting to speculate but remains to be shown
that mannose has something to do with the specific partner recognition required to
establish the Geosiphon consortium.

Finally, after a couple of years of patient basic research on Geosiphon, the time
was ripe for approaches at the molecular level. A. Schiifller and his co-workers
started gene expression studies. In this context Holger David succeeded in estab-
lishing a ¢cDNA library derived from fungal mRNA of the Geosiphon bladders.
This led to the first molecular characterization of a carbohydrate transporter from a
symbiotic glomeromycotan fungus and resulted in a paper published in Nature
(SchiiBler et al. 2006). The gate is now open for expression studies on further
Geosiphon genes.

The question about the taxonomic position of Geosiphon initiated a study of the
small subunit (SSU) rRNA genes of Geosiphon (Gehrig et al. 1996), which then led
to a comprehensive analysis of the molecular taxonomy of AM fungi (SchiiBller et al.
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2001). This triggered a revision of fungal taxonomy by the description of a fifth
phylum, the Glomeromycota, which comprises all AM forming fungi. Geosiphon
turned out to represent an ancestral lineage within the Glomeromycota. Finally, the
molecular analysis of the taxonomic position of Geosiphon provided important
arguments for the reconstruction of the early evolution of Fungi using a six-gene
phylogeny. This study by an international consortium including A. Schiiller was
also published in Nature (James et al. 2006).

The discovery leads back to ecology in that Geosiphon belongs taxonomically
to the AM fungi, which are obligatory symbiotic. Because of its close relationship to
the classic AM fungi, most likely (however remaining to be shown) the mycelium
of Geosiphon interacts in situ not only with Nostoc to form the endosymbiotic
consortium rather but also with the roots of higher plants. Moreover, in nature
Geosiphon grows always together with the hornwort Anthoceros punctatus and the
liverwort Blasia spp. It is known that Anthoceros at Geosiphon stands forms with
a glomeromycotan fungus an AM-like symbiosis. In contrast, D. Mollenhauer
showed that, at the natural stand, Nostoc punctiforme not only interacts with
Geosiphon but is also a symbiotic partner of Anthoceros and Blasia. Thus, most
likely within its habitat Geosiphon could be a link in an ecological network (Kluge
et al. 2002) which integrates Nostoc, Anthoceros, Blasia and higher plants. This
network opens interesting questions for future ecological research.

S Teaching: Mainly Great Pleasure, Sometimes Frustration

After graduation I decided myself deliberately in favor of a university career
because it promised the possibility to combine two passions: research and teaching.
Looking back I think it was the right decision, although the politically motivated
over-regulation of the German university system which began in the late 1960s
became increasingly conter-productive for the genuine tasks of a university professor.
How often I wished to have the time wasted in endless and ineffective debates in
the institutions of the academic self-administration to be available for more intense
work with the students. Also in this context I mention gratefully the close co-operation
with Ulrich Liittge which was very important to overcome the frictions born by the
university system of today, thus facilitating the effort to maintain efficiency in the work
of the Institute of Botany in Darmstadt at the highest level.

Teaching, including the basic lectures in General Biology and General Botany,
always meant pleasure for me and were a permanent source of inspiration, never an
inconvenient obligation. In particular teaching to undergraduates I experienced as
a challenging and important task, because today the freshmen coming from the
gymnasium begin their study of biology with very different functional prerequi-
sites, sometimes even without clear motivation for the topic. Of course, occasion-
ally there was also frustration when all efforts to raise real interest failed. With the
lecture “General Botany” Ulrich Liittge and I took turns from one year to the other
and collected by this way a lot of common experience on the difficulties and
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demands of teaching this topic under the allowance of the current curriculum. On
the basis of this experience we wrote our textbook “Botanik™ (Liittge et al. 2005),
dedicated in particular to undergraduate students. Writing such a book requires a
permanent dialogue and reciprocal tuning between the authors, and the success of
the opus tells us that here we were on the right path.

Retrospectively sometimes I ask myself if it would not have been better to focus
the research onto a more narrow topic instead of migrating between the various
levels of scaling; for instance, to stay at the level of biochemistry and to investigate
the exciting problem of PEPCase and its regulation cascade in all its ramifications
instead of having always the whole CAM syndrome in mind. Given my propensity,
the holistic approach was more satisfying for me and corresponded more to my
understanding of the essence of ecophysiology as outlined in the introduction.
Probably I would try to follow anew the same line, but I am aware that under the
challenges of modern biology and current research politics this would be very dif-
ficult, if not impossible. With regard to teaching at a botanical institute with a rela-
tively small teaching staff like Darmstadt an utmost broad spectrum of scientific
interest and experience is essential to cope with the requirements of the curriculum.
Also in this context my holistic orientation was very helpful.
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Abstract Recombination and chiasma frequency, like other features of meiosis,
are subject to various genetic control mechanisms. Here, we give an overview of
the genetic and environmental factors as well as the genomic structures that play a
role for the variability of recombination rates in plant genomes. Suppressed or
greatly reduced recombination is observed in chromosomal regions that contain
repetitive sequences such as e.g. centromeres, pericentromeric and telomeric
regions as well as between sex chromosomes. DNA recombination plays a major role
in genome evolution and crop improvement. To estimate the variability of recom-
bination rates, both genetic and physical distances are required (measured in
centiMorgans and usually kilobases, respectively) and so far, these data are only
available for a limited number of model species. Progress in whole genome
sequencing project in the coming years will allow further analyses of more species
and a comparison of recombination rates and their variability between different
species. Additional molecular studies of recombination in plants are necessary to
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improve our understanding of the genetic mechanisms behind the variability of
recombination rates in plant genomes that is far from being comprehensive.

1 Introduction

Recombination and chiasma frequency, like other features of meiosis, are subject
to stringent genetic control (reviewed e.g. by Anderson and Stack 2002; Jones et al.
2003; Hamant et al. 2006). In numerous studies in different plant species, variabil-
ity of recombination frequencies between different genetic backgrounds was
shown; and several genes that are essential for normal meiotic levels of recombina-
tion have been identified and characterised by the use of morphological and
molecular markers as well as by cytogenetic methods, and recently by molecular
approaches using forward and reverse genetics.

Recombination varies among genomic regions in plants, but so far genome-wide
patterns of recombination are available for only a few plant species, e.g. Arabidopsis
and rice. Genetic improvement in breeding programmes depends on the generation
and selection of new recombinant progenies from intervarietal or interspecific
crosses (Wang et al. 1995). The degree of genetic variation obtained in the segre-
gating generations of a particular cross depends on the random reassortment of
chromosomes and the amount of recombination between chromosomes. The latter
can vary in species and can be influenced by both environment and genotype.

We like to give an overview about the genetic and environmental factors as well
as the genomic structures that play a role for the variability of recombination rates
in plant genomes. There is initial evidence that recombination rates might be both
greater and more variable in plants than some animals, thereby contributing to the
increased variability of genomic characteristics of plants (Gaut et al. 2007).

2 Genes and Genetic Background Modifying Recombination

2.1 General Control

Genetic control of recombination is supposed to be of two general types: coarse or
fine (Simchen and Stamberg 1969). The numerous genes comprising the coarse system
were defined to rigidly control the occurrence and the progression of meiosis. The
allelic differences in these genes are seen as a complete lack of recombination.
They uniformly affect the entire genome and are supposed to occur extremely rare.
The fine control of recombination is much more complex and requires the basic
mechanism of recombination is functionally in order. The allelic differences are
seen as wide variations in recombination frequencies. The effects of individual
elements of the fine control system are localised to small regions of the genome.
One gene can control several segments spread over the genome and, vice versa,
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recombination frequency in a particular region can be regulated by several genes
explaining continuous distributions of recombination frequencies.

Another way to classify the genetic control of recombination is focusing on
the position of the gene(s) compared to the region(s) affected. The variability in
recombination frequencies within a species among genetic backgrounds can be
attributed to two general classes of genetic factors: cis and frans (reviewed by
Yandeau-Nelson et al. 2006; Timmermans et al. 1997). Cis-acting elements are
genetic factors that affect recombination in the region in which the factor resides. In
contrast, trans-acting factors are genetic modifiers that are not closely linked to the
interval in which they affect recombination. Trans-acting modifiers of meiotic
recombination have been further divided into two categories: those that affect
recombination across the entire genome (i.e. global modifiers) and those that act
only on specific genetic intervals (i.e. region-specific modifiers).

2.2 Polygenic Quantitative Control

There are a number of reports indicating a polygenic quantitative control of
recombination frequency in plant populations.

One of the earliest reports on the variability of recombination frequencies and
its genetic control in plants was in 1927 by Rasmusson. In pea, he found significant
differences in recombination values between pairs of morphological markers and
supposed as cause different genotypes. A review of reports on variation in recom-
bination values revealed that variation had been discovered in all organisms thor-
oughly investigated (Rasmusson 1927). It was suggested to treat recombination
rates as any other quantitative trait.

In rye, genotypic control of chiasma frequency was proposed from the variation
found in inbred lines, where the differences in chiasma frequencies between lines
were highly significant compared with the differences within lines (Rees 1955).
From the continuous distribution of mean chiasma frequencies a polygenic control
was concluded. Further studies indicated that predominately additive genetic variance
accounted for the genetic variability in chiasma frequency present in rye (Rees and
Thompson 1956).

Differences in chiasma frequencies between five Hordeum subspecies were
shown to be controlled mainly by genes with additive effects and, to a lesser extent,
by genes with non-additive effects including dominance (Gale and Rees 1970). No
epistatic effects were detected. A large part of the variation in chiasma frequency was
attributed to a major gene, or to a cluster of polygenes, located on chromosome 2.

Genotypically controlled significant differences in chiasma frequencies between
populations of different origin were reported within Lolium perenne, L. multiflorum
and Festuca pratensis (Rees and Dale 1974).

Significant variability for recombination frequency showing a continuous variation
has also been found in Raphanus sativus L. (Dayal 1977) and soybean (Glycine
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max (L.) Merr.) (Pfeiffer and Vogt 1990), and has been interpreted as indicating
polygenic control.

In maize (Zea mays L.), heterogeneity in recombination frequencies has been
well documented using phenotypic and molecular markers. In a study using F, and
S, families, wide variation in recombination frequencies was documented (Tulsieram
et al. 1992). The families were randomly derived from three maize populations: a
corn belt synthetic and two composite populations of corn belt x exotic germplasm.
Recombination values differed significantly among populations and among families
in each population for all three chromosomal regions studied. Two regions showed
continuous variation for recombination frequencies, presumably indicating a
genetic control by several to many loci, each having small effects. The range in
variability in recombination among genotypes was also established in the lowa Stiff
Stalk Synthetic (BSSS) population (Fatmi et al. 1993). Variation in recombination
frequency in five regions on three chromosomes was measured. Differences
between the maximum and minimum recombination frequencies ranged from two- to
11-fold. Several intervals on different chromosomes were shown to have either
negatively or positively correlated recombination frequencies. At each chromosome
region, individual genotypes with recombination frequencies at least two standard
deviations above or below the population mean were isolated. Recombination rates
displayed continuous variation and were normally distributed, implying the segre-
gation of multiple loci controlling recombination and, thus, a quantitative genetic
control of this trait (Fatmi et al. 1993). In a subsequent study (Hadad et al. 1996) to
verify the differences among individuals in the Iowa Stiff Stalk Synthetic maize
population, the recombination frequencies were repeatably divergent among those
individuals which were selected based on high or low recombination frequencies on
specific chromosomes. The broad-sense heritability estimates derived from the
regression of six S lines on six S individuals ranged from 0.69 to 0.20. Investigation
of the variability of recombination distances and linkage heterogeneity has been
extended to a wide range of maize inbreds, wide crosses and maize X teosinte
hybrids (Williams et al. 1995). A large variability, often two-fold, was found in the
recombination rates, especially among the tropical maize open pollinated races. In all
regions except one, there was continuous variation for recombination frequency.

(Yandeau-Nelson et al. 2006) analysed the influence of different genetic backgrounds
on the variability of recombination in a relatively small genetic and physical interval. The
effects of modifiers on recombination across the about 140kb and about 0.1 cM maize
al-sh2 multigenic interval of chromosome 3L were studied in three genetically diverse
backgrounds into which a sequence identical a/-sh2 interval had been introgressed. Each
of the genetic backgrounds exhibited a statistically different recombination rate between
al and sh2 due to the action of trans-acting modifier(s). The recombination rates varied
almost two-fold. The trans-acting factors also affected the distribution of recombination
breakpoints within the a/-sh2 interval among genetic backgrounds. Recombination rates
across two genetic intervals on chromosome | did not exhibit the same relationships
among backgrounds as was observed in al-sh2. This suggested that at least some
detected trans-acting factors did not equally affect recombination across the genome and
were instead region specific (Yandeau-Nelson et al. 2006).
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In summary, the recombination modification system for maize is characterised
by large amounts of genetic variability in recombination rates among genetic back-
grounds. The genetic control is suggested to be polygenic, although the genetic
factors involved remain to be identified.

In Arabidopsis thaliana, using a selective antibiotic marker-based system allowing
to detect very small differences (Barth et al. 2001) and by analysing chiasma
frequency, variation in meiotic recombination frequency depending on the genetic
background has been revealed (Sanchez-Moran et al. 2002). In a comparison of
seven marker pairs in four Arabidopsis ecotypes and their F, crosses, recombination
frequencies for most marker pairs were almost identical between ecotypes (Barth
et al. 2001). However, substantial changes in recombination frequencies were
detected for two marker pairs among crosses of ecotypes as well as F| crosses. In
general, the recombination frequencies were smaller for all crosses involving the
Mt-0 background. In response to an altered genetic background, some genomic
regions showed pronounced changes in local recombination frequencies, while in
other regions only small changes were detected. Mean chiasma frequency showed
significant variation between eight geographically and ecologically diverse acces-
sions (Sanchez-Moran et al. 2002), but there was no significant variation between
plants within the accessions. Cvi and Ler were the two accessions having the lowest
overall mean chiasma frequencies. The analysis also revealed that the pattern of
chiasma distribution between arms and among chromosomes was not consistent
over accessions. Chromosome 4 was the least variable while chromosome 2 was the
most variable.

Selection for increased or decreased recombination frequency has also been
used to document polygenic quantitative genetic control of recombination. In
lima bean (Phaseolus lunatus), Allard (1963) studied the effect of selection over
four generations for high and low recombination values at three pairs of linked
marker loci. While there was little or no response to downward selection, a sharp
response to selection in the high direction was observed. The steadiness and
rapidity of the responses indicated that some of the polygenes involved may have
had fairly large effects.

Smiryaev et al. (2000) investigated the possibility of selection for higher fre-
quency of meiotic recombination in tomato. The selection resulted in an increase of
the recombination rate by 40% for the marker interval analysed.

2.3 Single Gene Control

Single genes controlling meiotic recombination are also known in plants. Disrupting
these genes usually results in extreme phenotypes that have very depressed levels
of recombination or show a complete breakdown of the recombination process
(reviewed by Anderson and Stack 2002). Here we focus on genes that cause variation
in recombination frequency, but do not prevent recombination. Specific alleles that
regulate the rate and distribution of crossover have been identified in plant species.
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One of the best studied is a major nuclear gene called Rm/ (recombination
modulator 1) in Petunia hybrida able to noticeably modify meiotic recombination
rates (Cornu et al. 1989). Rm1 is located on chromosome II. The regulation exerted
by Rm1 is not directed only to a particular chromosome. It acts in trans on all chro-
mosomes of petunia, the effects varying according to the chromosome segment
studied. The presence of Rm/ in the heterozygous state enhanced the recombination
rates along the seven chromosomes in 13 of 15 tested pairs of markers. As for
example, the presence of Rm/ increases recombination almost 30-fold on the An2-Rt
segment along chromosome VI (Cornu et al. 1989; Robert et al. 1991). But also a
decrease in recombination rate was observed for a single pair of moderately linked
genes on chromosome III (Cornu et al. 1989). Rm1 affects recombination in both
male and female gametogenesis, although the effect may differ in degree of expression.
The effects of Rm/ seem to be higher within chromosome regions that normally
recombine at very low rates. The regions more sensitive to the action of Rm/ contain
areas near the centromere, known to be predominantly heterochromatic (Cornu et al.
1989). RmI might affect the stage of heterochromatin, within which recombinations
are normally rare (Robert et al. 1991). The gene Rm/ shows incomplete dominance
(Robert et al. 1991). Additionally, minor modifier genes are involved in the regulation
of recombination. Some of these genes may act independently of or epistatic to Rm1.
Like Rml, they have effects that differ according to the chromosome segment
analysed. The effect of these genes may be specific to some chromosome segments,
and some of the modifier genes are probably recessive. To determine whether Rm/ is
directly involved in recombination, or whether it plays a role in chromosome synapsis,
synaptonemal complex (SC) formation was investigated in pollen mother cells of
Rml Rml and rml rml plants (Abirached-Darmency et al. 1992). No morphological
difference in their SC structure could be found. In the absence of Rm1, the chiasma
frequency was reduced, corresponding to incomplete synapsis in pachytene. SC
formation seemed to be more regular and more efficient in the presence of Rml.
It was proposed that Rm I probably corresponds to a regulatory system with multiple
effects, including the course of synapsis and the extent and quality of SC formation
(Abirached-Darmency et al. 1992).

In Arabidopsis thaliana also a single gene mutation affecting an increase in
recombination has been described (Masson and Paszkowski 1997). The recessive
mutant xrs4 demonstrates enhanced meiotic recombination. The meiotic recombi-
nation efficiency for the analysed markers was significantly increased up to approx-
imately 2.5-fold. The enhanced meiotic recombination was accompanied by a
deficiency in somatic recombination. A corresponding phenotype has not been
reported in other systems and was interpreted as an indication for a novel, plant-
specific regulatory circuit linking mitotic and meiotic recombination.

Monogenic control of recombination frequencies has also been described in
maize. Tulsieram et al. (1992) found for one of their analysed chromosomal seg-
ments (Pgml-Adhl) a discontinuous distribution of recombination frequencies
and suggested a single gene with major effects to be involved. Timmermans et al.
(1997) revealed a dominant inherited cis-acting factor causing an approximately
two-fold increase of the rate of recombination in the Sh/-Bz/ interval. This factor
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did not influence recombination in adjacent regions. Another cis-modifier was
identified in the al-sh2 interval, causing a three-fold variation in recombination
frequency (Yao and Schnable 2005). This modifier not only influenced the rate of
recombination but also the distributions of recombination breakpoints across the
al-sh2 interval. Maize meiotic mutant desynaptic (dy), a single recessive gene,
was shown to be a recombination modifier gene based on cytogenetic and segrega-
tion analyses (Ji et al. 1999). Genetic map length and chiasma frequencies through-
out the genome were reduced in dy homozygous plants. The notable exception was
increased recombination along the NOR-bearing region of chromosome 6S, a
region that typically does not recombine. In genetic backgrounds with high chi-
asma frequency, dy could reduce recombination without causing non-disjunction,
univalents, and pollen abortion. Desynaptic was proposed to be a point defect in
crossover control.

A rather unique mutation was described in Hypochoeris radicata (Parker 1975).
The desynapsis of this mutant specifically affects only one of the four chromo-
somes and is controlled by a single recessive gene.

In recent years, the Arabidopsis sequencing effort together with improved meth-
ods for cytological and molecular cytogenetic analysis had a major impact on the
identification of recombination related genes in plants (Anderson and Stack 2002;
Jones et al. 2003). Some of the meiotic genes recently identified using the molecu-
lar tools of reverse genetics show a quantitative effect on recombination or chias-
mata. In Arabidopsis Atmsh4 mutants chiasma frequency is greatly reduced to
around 15% of wild-type frequency (Higgins et al. 2004). In this detailed charac-
terisation, AtMSH4 was proposed to have a role in an early step of crossover forma-
tion. Arabidopsis mutants missing the ZYP1 protein, a protein with structural
similarity to the synaptonemal complex (SC) transverse filament proteins known in
other species, showed a slight reduction of recombination such that 70-80% of
wild-type chiasma frequency was maintained (Higgins et al. 2005). The distribution
of chiasmata was unaffected in zyp/ null mutants. In the characterisation of a series
of allelic mutants of the A. thaliana MER3 gene (also named RCK; Chen et al.
2005) a large decrease of about 75% in meiotic crossovers was detected by cyto-
logical and genetic analysis (Mercier et al. 2005). The analysis of mutants of the
Arabidopsis AtMLH3 revealed that a loss of gene function resulted in reduction in
chiasma frequency of around 60% and was accompanied by a substantial delay of
+25h in prophase I progression (Higgins et al. 2004). Despite having a relatively
low mean chiasma frequency per cell, the Armlh3 mutant showed an unusually wide
range of cell chiasma frequencies compared with wild-type meiosis. This observa-
tion suggested that chiasma formation is much less controlled in the mutant. A role
of AtMLH3 in the resolution of double Holliday junctions in favour to form crosso-
vers during meiosis was proposed.

A wealth of evidence testifies the widespread genotypic control of recombination
in plants, and various systems of polygenic and monogenic control with segment- and
chromosome-specific effects as well as those affecting the entire genome have been
established. However, the molecular basis of the observed variability in recombina-
tion frequencies is still little understood and is amenable to further studies.
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3 Influence of Breeding and Reproduction

Rees and Dale (1974) first proposed a higher recombination rate in domesticated
plants relative to their wild progenitors. This hypothesis was tested years later by
Ross-Ibarra (2004) who analysed data on chiasma frequencies available from
almost a century of literature on plant cytogenetics (>600 plant species). The results
from both an across-species analysis and a paired comparison of domesticates to
their progenitor taxa strongly suggested that the domestication process generally
increases the recombination rate of a species. Domesticated taxa showed a higher
overall recombination rate than non-domesticated taxa. None of the other charac-
teristics investigated for their correlation with recombination rate, e.g. mating system,
life form, weediness, interacted significantly with domestication.

Rees and Dale (1974) found in Festuca and Lolium that short-lived populations
had higher chiasma frequencies than longer-lived more perennial ones, and they
concluded that the variation in chiasma frequency of populations is of an adaptive
nature, allied in some way to longevity.

It seems to be fairly well established that selfing species tend to have higher
chiasma frequencies than their outcrossing relatives (e.g. reviewed by Gibbs et al.
1975; Hansson et al. 2006). In the analysis of a large plant data set, plants that regu-
larly self-fertilise had higher chiasma frequencies than outcrossing plants (Ross-
Ibarra 2004). More recently, using genetic markers to measure recombination
frequencies, a comparison of Arabidopsis thaliana and A. lyrata suggested that
recombination is more frequent across comparable physical distances in the
inbreeder, A. thaliana, as predicted (Hansson et al. 2006).

Several studies report that inbreeding leads to a decrease in recombination, e.g.
in rye (Rees 1955; Rees and Thompson 1956), radish (Dayal 1977) and Lolium
perenne (Karp and Jones 1982, 1983). In the latter species, over generations of
inbreeding there was a decrease in mean chiasma frequency and an increase in cell
and bivalent variances (Karp and Jones 1982). Also the pattern of chiasma localisa-
tion changed (Karp and Jones 1983). The restriction of chiasmata to the ends of the
chromosome arms was progressively lost with inbreeding and chiasmata occurred
in more interstitial and proximal regions.

In addition, heterotic effects for recombination have been observed in hetero-
zygous F, individuals showing enhanced chiasma/recombination frequencies com-
pared with the homozygous parents, e.g. in rye (Rees and Thompson 1956), radish
(Dayal 1977) and A. thaliana (Barth et al. 2001).

4 Inducible Changes in Recombination

Substantial variability in recombination frequency has been attributed to several
non-genetic factors. Many studies have been carried out especially on the effects
of temperature on chiasma frequency. Some claimed a negative correlation between
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temperature and chiasma frequency, others a positive correlation, a bimodal
response, or no effect at all (reviewed by Wilson 1959a; Lin 1982). Wilson (1959a)
attributed these different results to two factors. The first was that the times for
which cells were exposed to various temperatures were arbitrarily determined. The
second was the heterogeneity among individuals of a species with respect to their
chiasma frequencies. From the results obtained by different authors in various
organisms Lin (1982) followed that the most consistent effects of temperature on
chiasma formation is that, as temperature increases, chiasma frequency decreases.
Berkemeier and Linnert (1987) inferred that chiasma formation and meiotic recom-
bination is known to be maximal at optimal living conditions, but is lowered by all
kinds of alterations, especially those of altered temperature. For example, in
Endymion nonscriptus high temperature (20 °C) leads to reduced chiasma frequency,
while in Hyacinthus orientalis decreasing temperature below 20°C results in a
progressive reduction in chiasma frequency (Elliot 1955). In both Liliaceae the
effect was shown to be due to failure of chromosome pairing at pachytene. Wilson
(1959b) then found a definite correlation between increasing temperatures and
decreasing mean chiasma frequencies in E. nonscriptus. In Rhoeo spathacea var.
variegata a prolonged treatment (36—-60h) at high temperature (37 °C) significantly
reduced the chiasma frequency (Lin 1982). A heat treatment of 34 °C for 24h was
found to lower chiasma frequency in Vicia faba (Berkemeier and Linnert 1987).
Also in Allium ursinum there was a considerable reduction in chiasma frequency
concomitant with increasing duration of treatment (35 °C for 30h or longer; Loidl
1989). A high proportion of cells arrested at leptotene and showed no synapsis at all.
In Arabidopsis thaliana, different temperature regimes affected recombination
frequencies in different ways depending on the genomic region investigated (Barth
et al. 2000). However, temperature effects identified in this study were most likely
related to stress symptoms observed for the plants grown at 32°C.

Different results on the effect of environment on recombination have been
reported. For example, in Hordeum (Gale and Rees 1970) significant variation in
chiasma frequency due to season was found. While in soybean (Pfeiffer and Vogt
1990) and maize (Tulsieram et al. 1992) recombination frequencies were not
significantly different in response to environments.

Sequence of meiotic development also has an effect on chiasma frequency.
During the development of tulip anthers meiosis starts at the base and progresses to
the tip, and the first cells to pass through meiosis have the lowest chiasma
frequency (Couzin and Fox 1974). These findings parallel those of Rees and
Naylor (1960) within rye anthers, in that meiosis starts in a wave spreading from
the point of entry of the vascular bundle. However, in rye those cells which entered
meiosis first had a higher chiasma frequency. A possible causative factor is the
nutritional status of the cells in the different parts of the anther.

Haque and Godward (1985) provided a comprehensive summary on the effect
of radiation on chiasma frequency: increase, decrease, and no change in chiasma
frequency following irradiation have been reported by many authors in a number
of plant species. More recently, UV-A irradiation was shown to have no effect on
recombination in Arabidopsis thaliana (Barth et al. 2000).
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The possibility to influence recombination with nutrient salts was also inves-
tigated. The control of calcium and phosphorus levels in nutrient cultures in
soybeans did not apparently modify linkage in the considered marker pair
(Hanson 1961). Bennett and Rees (1970) found a slight increase in chiasma
frequencies in rye after a ten-fold increase in phosphate concentrations in the
culture of growing seedlings. In Arabidopsis, recombination was enhanced after
phosphate treatment in one genomic region but suppressed in another genomic
region (Barth et al. 2000).

Although many non-genetic variables affect recombination, attempts to modify
recombination in plants through environmental manipulations have to a large extent
produced only non-predictable changes.

S Chromosome Regions of Suppressed Recombination

5.1 Centromeric and Telomeric Regions

In addition to the origins of replication of DNA molecules, telomeres and centro-
mers are the most important functional elements in eukaryotic chromosomes
(Murata 2002). The former are essential for protecting chromosomes end-to-end
fusion and exonucleolytic degradation, and the latter for precise chromatid segre-
gation at mitosis and meiosis. Although centromere-specific DNA sequences
have been isolated in a wide range of plant species (reviewed by Murata 2002;
Hall et al. 2004), almost no conservation was found in their DNA sequences.
Exceptions are cereal centromeres, which contain common 7y3/gypsy-type retro-
transposon-like sequences. Compared with budding yeast (Saccharomyces cervi-
siae) centromeres, that consist of only about 125bp of unique sequence (Clark
1998), higher plant centromeres are much more complex (Ma and Bennetzen
2006). These large heterochromatic regions consist of large arrays of satellite
repeats that are usually arranged in a tandem head-to-tail fashion, intermixed with
additional repeats, including transposable elements. In all plant centromeres
investigated, the sizes of the satellite repeat units (also called monomers) are rela-
tively consistent, ranging from about 120bp to 180bp, with the exception of
wheat with 537 bp (reviewed by Hall et al. 2004). Recombination is eliminated or
at least greatly reduced in chromosomal regions that contain repetitive sequences
such as centromeres, pericentromeric heterochromatin, nucleolar organizer
regions (NOR), and telomeres (Sherman and Stack 1995; Copenhaver et al. 1998;
Kiinzel et al. 2000).

In rice, Cheng et al. (2001b) used FISH to localize 18 RFLP-anchored bacte-
rial artificial chromosome (BAC) clones together with the centromeric sequence
along the length of chromosome 10. They found a reduced crossing over in the
heterochromatic short arm and around the centromere compared with the long
arm. However, suppression of crossing over near the centromere was less than in
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tomato, wheat, and barley (Cheng et al. 2001b). A contig of 1.16 Mb from rice
centromere 4 (CEN4) revealed arrays of the CentO satellite (155bp or 164 bp)
interspersed with the Ty3/gypsy retroelement CRR (for centromere-specific retro-
transposon of rice) as well as flanking regions that are rich in transposons, retro-
elements, and pseudogenes (Cheng et al. 2002). Using FISH technology, a
dramatic variation in the amount of CentO satellite DNA between different rice
chromosomes and between the corresponding chromosomes of different varieties
of rice was revealed (Cheng et al. 2002). Wu et al. (2003) constructed physical
maps of rice chromosomes 1, 2, and 6-9 with P1-derived artificial chromosome
(PAC) and BAC clones. Six centromere-specific repeats were analysed to facili-
tate characterisation of the chromosomal recombination frequency and the
genomic composition and structure of the centromeric regions. The relative ratio
of the recombination rate within the genomic regions along each chromosome
varied markedly, with a range of 0-5.05 cM per 100 kb. Chromosomal recombina-
tion at each centromere and its flanking regions, known as pericentromeric
regions, was completely suppressed. The physical sizes of these genetically
mapped centromeric regions (without any recombination) were estimated to be
3.93, 3.3, 5.59, 3.84, 2.6, and 3.38 Mb for chromosomes 1, 2, 6, 7, 8, and 9,
respectively, corresponding to 11.4% of the entire size of the six chromosomes
(Wu et al. 2003). Recently, Ma and Bennetzen (2006) presented a detailed analy-
sis of the retrotransposons present in a 1.97-Mb sequence that included centro-
mere 8 (CENS8) of japonica rice. Thirty-three long-terminal repeat (LTR)
retrotransposon families (including 11 previously unknown) were identified in
the CENS region, totalling 245 elements and fragments that account for 67% of
the region. Assuming that 18-22% of the rice genome is composed of LTR retro-
transposons (Ma et al. 2004b), LTR retrotransposons are at least three- or four-
fold enriched in centromeric region compared with most non-centromeric regions
(Ma and Bennetzen 2006). Given that homologous recombination during meiosis
is highly repressed or completely inhibited in all rice centromeres (Wu et al.
2003), it is not surprising that a low relative abundance of solo LTR was observed
in the CENS8 region (Ma and Bennetzen 2006). A suppression of homologous
recombination would be expected to also inhibit unequal recombination events.
The observation that LTR retrotransposons in the CENS8 region are older on aver-
age than non-centromeric regions suggests that the other events that remove LTR
retrotransposon sequences from the genome, primarily small deletions caused by
illegitimate (i.e. non-homologous) recombination (Ma et al. 2004b), may also be
suppressed, allowing a longer time for intact elements to persist and for solo LTR
to accumulate (Ma and Bennetzen 2006).

Arabidopsis centromeres contain 2.8—4.0 Mb tracts of tandemly repeated 178 bp
satellites, occasionally interrupted by insertion of Athila, a Ty3/gypsy retroelement
(Copenhaver et al. 1999; Kumekawa et al. 2000, 2001; Hosouchi et al. 2002). The
middle repetitive regions that flank the satellites also contain Athila and other
retroelements, along with 5S ribosomal DNA (rDNA) tracts, transposable elements,
and pseudogenes. Arabidopsis satellites show no homology to CentO or CentC
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(Cheng et al. 2002). Drouaud et al. (2006) demonstrated that genetic recombination
rates varied along the chromosome 4 of Arabidopsis from 0cM/Mb near the
centromere to 20cM/Mb on the short arm next to the NOR region, with a chromo-
some average of 4.6cM/Mb. There was almost no genetic recombination in the
centromeric region and no clustering of cold intervals was observed outside the
centromeric region.

Other structural features that influence crossing over include chromosomal
knobs and telomeres. Knobs are primarily composed of repetitive sequences e.g. in
Arabidopsis (Arabidopsis Sequencing Consortium 2000), maize (Ananiev et al.
1998) and rice (Cheng et al. 2001b) and would be expected to suppress recombina-
tion at that location in a manner similar to that for heterochromatin. Using FISH
technology, Fransz et al. (2000) could demonstrate that the heterochromatic knob
on the short arm of Arabidopsis chromosome 4 was highly condensed and corre-
sponded to a cold spot of recombination on genetic maps. In maize, Hiatt et al.
(2002) found that heterochromatic knobs, which can serve as alternatives to the
conventional centromeres, contain two satellites (measuring 180bp and 350 bp) that
differ from the centromere-specific CentC (156 bp) of maize. Apart from consisting
largely of the CentC satellite sequences, the maize centromere region contains the
centromere-specific retrotransoposon of maize (CRM), a retroelement with homol-
ogy to CRR from rice (Nagaki et al. 2003). In maize cells carrying the abnormal
chromosome (Ab10), knobs function as meiotic centromeres (Rhoades 1942, Yu et
al 1997). Since this phenomen is suppressed by the smdl (suppressor of meiotic
drive) mutation, it was assumed that the Smd1 product is related to the activation
of ectopic centromeres (Dawe and Cande 1996).

In contrast to the centromere sequences, the telomere DNA sequences which
have been investigated so far were conserved, except for Allium and related species
(Murata 2002). In plants, telomere DNA sequences were first isolated from
Arabidopsis thaliana (Richards and Ausubel 1988). The telomere DNA is primarily
composed of tandem repeats of the sequence 5-TTTAGGG-3" and cross-hybrid-
ised to telomeres of human as well as maize. Isolation of telomere DNA from other
plant species such as Cicer arietinum (Gortner et al. 1998), Lycopersicum esculen-
tum (Ganal et al. 1991), Nicotiana tabacum (Suzuki et al. 1994), Triticum aestivum
(Bucholc and Buchowicz 1995), and Zea mays (Gardiner et al. 1996) revealed that
the sequences were almost identical to A. thaliana. However, Arabidopsis-like tel-
omeres are not present in all plants. In the monocot plant order Aspargales, two
evolutionary switch-points in telomere sequence are known (Fajkus et al. 2005).
The first leads to a telomere motif based on a TTAGGG-type repeat and the second,
in the ancestor to Allium, leads to a telomere that has yet to be fully described.
Probably many other groups with “unusual” telomeres will be found in the future
(Fajkus et al. 2005).

Repeats present in telomeric and subtelomeric regions generally suppress meiotic
crossing over at the telomeres, as demonstrated for tomato by recombination nodule
(RN) mapping (Sherman and Stack 1995) and FISH using diakinensis chromosomes
(Zhong et al. 1998).
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Plant artificial chromosomes will be useful, e.g. for testing centromere function
and identifying critical centromere elements (Hall et al. 2004). Functional assays
and comparison of centromere DNA sequences have far-reaching implications,
including an improvement in our understanding of centromere evolution and its
influence on speciation allowing analysis of cis- and trans-acting factors that are
important for proper inheritance of chromosomes, and permitting enhanced plant
transformation using artificial chromosomes (Hall et al. 2004).

5.2 Sex Chromosomes

Although higher plants can regulate sex by either autosomal genes or sex chromo-
somes (Charlesworth 2002), few flowering plants have evolved heteromorphic sex
chromosomes analogous to those of animals (Vyskot and Hobza 2004). The struc-
tural evolution of sex chromosomes poses fundamental questions for evolutionary
and reproduction biology. Sex chromosomes are supposed to have evolved from
autosomes. The Y chromosomes of plants as well as animals often consist of huge
blocks of largely non-recombining DNA. This lack of recombination is thought to
lead to the degeneration of the Y chromosome. The degeneration is characterised
by a loss of functional genes, except those with male-specific function, and the
accumulation of repetitive DNA sequences, both transposable elements and tandem
arrays of satellite DNA sequences (Charlesworth et al. 1994, 2005).

Papaya (Carica papaya L., 2n=18), is a polygamous angiosperm with male,
female, and hermaphroditic forms. Papaya contains a primitive Y chromosome,
with a male-specific region that accounts for only about 10% of the chromosome
but has undergone severe recombination suppression and DNA sequence degeneration
(Liu et al. 2004). The papaya sex locus has been genetically mapped to linkage
group 1 (LGI1). A high-density genetic map contained 1501 amplified fragment
length polymorphism (AFLP) and morphological markers from 54 F, plants (Ma
et al. 2004a). The map revealed severe suppression of recombination around the
sex determination locus with a total of 225 markers (i.e. 15% of all markers mapped
on the genome and 66% of the 342 markers on LG1) co-segregating with the sex
locus. A mosaic arrangement of conserved (X-like) and diverged (Y-like) sequences
showed that degradation of the Y chromosome is distributed across the non-
recombining region (Liu et al. 2004). The male-specific region (MSY) showed
37.7% lower gene density, 27.6% higher retroelement density, and 188.9% higher
repeat density. The severe suppression of recombination and extensive divergence
between homologues in the region containing the papaya sex-determining genes
indicates that is is an incipient sex chromosome. The discovery of an incipient Y
chromosome in papaya, of which 10% is a non-recombining, rapidly evolving, sex-
determining region flanked by normal autosome-like regions that comprise the
remaining 90% of the chromosome, provides direct evidence for the theory that the
sex chromosomes evolved from autosomes (Liu et al. 2004).
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The most well known species with sex chromosomes are white campion (Silene
latifolia) and common sorrel (Rumex acetosa). White campion is characterised by
clearly different, large heteromorphic sex chromosomes, X and Y in males and two
X in females. However, a question that remains unexplained is why the Y chromo-
some in S. latifolia is about 1.4-fold larger than the X chromosome. Comparison of
nucleotide sequences from X and Y chromosomes has shown that the Y chromo-
some, although mostly euchromatic, might be genetically degenerate, at least to
some extent (Guttman and Charlesworth 1998). There are three regions on the
(male) Y chromosome that control sexual development. These include genes
encoding gynoecium suppression, stamen promotion, and male fertility (Westergaard
1958; Negrutiu et al. 2001). A novel tandem repeat unit called TRAYC (tandem
repeat accumulated on the Y chromosome) has accumulated on the Y chromosome
of S. latifolia (Hobza et al. 2006). Its presence demonstrates that processes of satellite
accumulation are at work even in this early stage of sex chromosome evolution.
The presence of TRAYC in other species of the Elisanthe section suggests that this
repeat spread after the sex chromosomes evolved but before speciation within this
section (Hobza et al. 2006). TRAYC accumulation is most prominent near the cen-
tromere of the Y chromosome. Hobza et al. (2006) propose a role of the centromere
as the starting point for the cessation of recombination between the X and Y
chromosome. The prominent role of the centromeric region as a starting point for
X-Y recombination arrest is also supported by the finding of an accumulation of
RAYSI satellite sequences in the centromeric region of the Y chromosome in Rumex
acetosa (Shibata et al. 1999, 2000; Navajas-Perez et al. 2006). R. acetosa is a
dioecious species with a multiple chromosome system in which the females are XX
and the males are XY Y,. The two different Y chromosomes, both constitutively
heterochromatic, are necessary for male fertility but not for the development of
male flowers. During male meiosis, a sex trivalent occurs and both Y chromosomes
pair only with one end of the X chromosome (Ruiz Rejon 2003). The RAYSI
satellite DNA family is specific for the multiplex sex chromosome system, whereas
it is absent from the genomes of other dioecious Rumex species having an XX/XY
sex chromosome system (Navajas-Perez et al. 2006).

The characterisation and comparison of these plant models will enable us to
study the stages leading to the evolution of non-recombining sex chromosomes in
plants (Vyskot and Hobza 2004).

5.3 Introgressions from Wild Species

Wide interspecific crosses have played a major role in the evolution of crop species,
because crops like e.g. rapeseed (Brassica napus), wheat (Triticum aestivum), oat
(Avena sativa), and cotton (Gossypium barbadense, G. hirsutum) represent allo-
polyploids (Jencezweski and Alix 2004). Alloploid species contain more than two
sets of chromosomes related by ancestral homology (termed homoeologous) that
makes correct chromosome segregation at meiosis more complicated. Chromosome



Variability of Recombination Rates in Higher Plants 51

pairing between homologous (as opposed to homoeologous) chromosomes must be
achieved to insure proper segregation at meiosis. Newly formed allopolyploids usually
display homoeologous pairing and multivalent configurations that significantly
reduce fertility. However, the fertility of neopolyploids increases rapidly, owing
largely to selection against meiotic configurations that generate unbalanced gametes
(Ramsey and Schemske (2002). Jencesweski and Alix (2004) compiled evidence
for the presence of homoeologous pairing suppressors in several allopolyploid species
that contribute to meiotic stability of these species.

Correct segregation of chromosomes during meiosis requires a restriction of
pairing between homoeologous chromosomes. Otherwise, homoeologous associations
generate complex meiotic configurations that lead to the production of unbalanced
and aneuploid gametes, aneuploid progenies, chromosome rearrangements
(Benavente et al. 2001; Sanchez-Moran et al. 2001), and hence to reduced fertility
(Gottschalk 1978; Gillies 1989; Ramsey and Schemske 2002). Precise control of
chromosome pairing is therefore a prerequisite for the meiotic and reproductive
stability of polyploids (Jenczewski and Alix 2004). The process by which homolo-
gous chromosomes associate to segregate correctly at anaphase I involves a series
of successive events, to which the term chromosome pairing has been applied:
chromosome recognition, alignment, synapsis, and crossing over (Martinez-Perez
et al. 1999; Schwarzacher 1997).

Bread wheat, Triticum aestivum, is an allohexaploid species (AABBDD, 2n =
6x = 42). Although wheat homoeologous chromosomes retain residual homology
(Jauhar et al. 1991), they almost never pair at metaphase I of meiosis in the hexa-
ploid and corresponding haploid forms of 7. aestivum (Jenczewski and Alix
2004). The first evidence for the presence of a strong pairing suppressor in hexa-
ploid wheat was adduced simultaneously by Sears and Okamoto (1958) and Riley
and Chapman (1958). In hybrids (AA™BD) between 7. aestivum and T. monococ-
cum (A™A™, 2n = 2x = 14), Sears and Okamoto (1958) found enhanced pairing
in metaphase I of meiosis in the absence of chromosome 5B. In nulli-5B haploids
of T. aestivum, Riley and Chapman (1958) observed numerous bivalents and triva-
lents. This change in chromosome pairing was attributed to the removal of the
genetic system located on 5B" (Riley 1960; Riley et al. 1960) and named Phl
(Pairing homoeologous 1, Wall et al. 1971). Since the discovery of the role of the
Phl gene in wheat, there has been much interest to overcome its function in order
to transfer desirable genes from wild species to homoeologous wheat chromo-
somes. A Phl-defective mutant of 7. aestivum (phlb), which was obtained by X-
ray irradiation, displayed extensive homoeologous pairing at the metaphase I of
meiosis (Sears 1977). Corresponding to bread wheat, another mutation of Phl
(phlc) was induced by X-radiation of 7. turgidum ssp. durum (Giorgi 1978). The
transfer of the dominant gene Ph' (Ph inhibitor) from Aegilops speltoides to the
hexaploid wheat cultivar Chinese Spring also opened new possibilities (Chen
et al. 1994). This gene suppresses the effect of the Phl locus and permits
homoeologous recombination between wheat and alien chromosomes in F,
hybrids (Chen et al. 1994; Aghaee-Sarbarzeh et al. 2000). Recently, Aghaee-
Sarbarzeh et al. (2002) reported the successful transfer and characterisation of
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leaf and stripe rust resistance genes from A. triuncialis and A. geniculata both to
bread wheat via Ph'-induced homoeologous recombination. Jenczewski and Alix
(2004) showed that very good evidence for the presence and activity of pairing
control genes have been adduced in Avena sativa, Festuca arundinacea, Brassica
napus, Gossipium hirsutum, and G. bardadense, and in amphidiploids related to
the diploid species Lolium perenne, L. multiflorum, and L. rigidum. More cir-
cumstantial evidence has been obtained for polyploids in the genera Aegilops,
Hordeum, Nicotiana, and Coffea. Another aspect involving interest of plant
breeding in interspecific crosses is the introgression of new resistances against
abiotic or biotic stress from wild species into cultivated species. However, the
introduction of alien chromosome segments via recombination often also results
in undesirable genes from the wild species being included in the transfer, causing
a depression of yield and quality (Friebe et al. 1996). In addition, during the past
decades, the prospect of commercial release of genetically engineered plants has
put new emphasis on gene flow from crop species to weeds (Chevre et al. 2007). It
depends on the genomic structure of the species concerned, as well as on the
degree of their genome homology for intergenomic recombination to occur.

In plants, sequence divergence was assumed to lead to a decrease in recombination.
Liharska et al. (1996), investigating the impact of foreign chromatin on recombina-
tion in a genetically defined interval on chromosome 6 of tomato (Lycopersicum
esculentum), could elegantly demonstrate this. When the entire chromosome arm
of tomato was replaced with that of the related species Lycopersicum peruvianum,
the distance between the flanking markers decreased more than six-fold. When
foreign chromatin was introduced from another closer-related species (Lycopersicum
pimpinellifolium), the decrease was much more moderate (20%). These results
indicate that increasing sequence polymorphisms both within and between species
could significantly reduce recombination. Recently, Li et al. (2004, 2006) devel-
oped a GUS-based reporter system for monitoring homoeologous recombination in
Arabidopsis. The constructs contain two overlapping copies of a large intron that
act as recombination substrate. Each copy is 626 bp long and has 589 bp of overlap
with the other copy. After recombination between these two copies, a functional
GUS gene with a single copy of the intron is generated and leads to the production
of GUS following the splicing of the intron (Li et al. 2006). Sequence divergence
between the introns markedly reduced the frequency of somatic recombination. As
little as 0.5% divergence lead to a 4.1-fold reduction. Increasing divergence to 2%,
4%, and 9% led to 9.6-, 11.7-, and 20.3-fold reductions in the frequency of recom-
bination, respectively (Li et al. 2006). The authors assumed that such a range is
probably representative of the degrees of sequence divergence encountered in inter-
specific crosses in plants.

The use of the Ogu_INRA cytoplasmic male sterility (cms) in rapeseed (Brassica
napus) for hybrid breeding requires efficient restorer lines. Random amplified
polymorphic DNA (RAPD) and restriction fragment length polymorphism (RFLP)
markers tightly linked to the restorer gene Rfo have been identified. (Delourme
et al. 1994, 1995). However, considerably reduced recombination at the introgressed
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radish genome segment in the Brassica restorer line has made improvement of the
line very difficult. Primard-Brisset et al. (2005) successfully used gamma ray
irradiation to induce chromosome breakage in order to force non-spontaneous
recombination between a Rfo-carrying introgression from radish and the rapeseed
homologous chromosome from a low glucosinolate content B. napus line. The new
line R2000 recovered some of the corresponding B. oleracea rapeseed chromosome
that were originally replaced by the radish introgression line in all homozygous
restored rapeseed lines.

A high level of homology remains between the genomes of B. oleracea and
B. rapa and those of B. napus, allowing regular pairing and recombination during
meiosis between them (Parkin et al. 1995). The AAC hybrids, resulting from
crosses between B. napus (AACC) and its progenitor B. rapa (AA), are ideal struc-
tures to simultaneously assess homologous pairing and recombination occurring
between the A genomes in B. rapa and B. napus, and homoeologous pairing and
recombination between the A and C genomes or within C chromosomes (Leflon et al.
2006). In these AAC hybrids, Leflon et al. (2006) studied the pairing and recombi-
nation pattern of A and C chromosomes during meiosis. In 71% of the pollen
mother cells, homologous A chromosomes paired regularly, and usually one
chromosome of each pair was transmitted to the progeny. C chromosomes remained
mainly univalent, but were involved in homoeologous pairing in 21.5% of the cells,
and 13.0% of the transmitted C chromosomes were either recombined or broken.
The rate of transmission of C chromosomes depended on the identity of the particular
chromomsome and on the way the hybrid was crossed, as the male or the female
parent, to B. napus or to B. rapa. Gene transfers in triploid hybrids are favoured
between the A genomes of B. rapa and B. napus, but also occur between the A and
C genomes, though at lower rates.

Oriental or brown mustard (Brassica juncea) is an amphidiploid derived from
spontaneous hybridisation between B. rapa (genome AA, 2n = 20) and B. nigra
(genome BB, 2n = 16; U 1935). B. juncea (genome AABB, 2n = 36) is heat- and
drought-tolerant, resistant to blackleg disease, and more resistant to seed shatter-
ing than B. napus and B. rapa (Woods et al. 1991). However, the high erucic acid
and glucosinolate contents of. B. juncea preclude its use as an edible oilseed crop
in Canada (Cheng et al. 2001a). Addressing this problem, a line 1058 was derived
from a BC F, plant of the cross (B. juncea x B. rapa) x B. juncea, which shows
a low 3-butenyl glucosinolate content and a reduction in allyl glucosinolate
(Cheng et al. 2001a). Cytological studies revealed that line 1058 is missing one
pair of B-genome chromosomes. The reduction in 3-butenyl-glucosinolate is
likely due to the introgression of genes for low glucosinolate from B. rapa canola
into B. juncea, whereas the low allyl glucosinolate content could be the result of
the missing pair of B-genome chromosomes carrying the genes for allyl glucosi-
nolate biosynthesis (Cheng et al. 2001a). The nullisomic genomic constitution of
line 1058 opens up possibilities for chromosome engineering (Cheng et al.
2001a). Substitution of the homoeologous C-genome chromosomes for the miss-
ing B chromosome could improve the fertility and alter agronomic and quality
aspects of line 1058.
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Studies on interspecific hybrids demonstrate the need and importance of cyto-
logically monitoring the genomic constitutions of breeding lines produced by inter-
specific crosses. Although a large number of transfers with useful alien genes have
been produced, few have been exploited commercially. Reduced recombination
rates in introgressed regions often makes it very difficult to further minimise the
introgressed region in order to eliminate undesirable traits closely linked to the
favoured trait. In addition, the breeding material has often difficulties to compen-
sate well for the loss of genetic material due to deletions caused by the intergenomic
recombination.

6 Conclusions

Recent studies have shown that DNA recombination plays a major role in genome
evolution. Moreover, the technique of cross-breeding, one of the most basic and
practical methods used to improve crop varieties, is based on homologous chromo-
some recombination. However, our knowledge of recombination rates and patterns
in plants is far from comprehensive (Gaut et al. 2007). To estimate recombination
rates, both genetic and physical distances are required (measured in cM and usually
kb, respectively) and so far, these data are only available for a limited number of
model species at the moment. Progress in whole genome sequencing projects in the
coming years will allow further analyses of more species and a comparison of
recombination rates and their variability between different species. FISH localisa-
tion of mapped DNA sequences to pachytene chromosomes and synaptonemal
complexes in plants will be an important tool for integrating recombination maps
with physical maps in the context of chromosome structure (Anderson and Stack
2002). However, one difficulty in integrating genetic and physical maps in plants is
to determine how well the two different approaches reflect the biological reality of
crossing over.

Further studies of recombination in plants are necessary to improve our under-
standing for the mechanism behind the variability of recombination rates in plant
genomes.
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Abstract Severe yield loss in plant crops caused by pathogens constantly demands
plant breeders to improve disease resistance in crop species. To date, more than 90
plant resistance (R) genes have been isolated, many of them belonging to the NBS-
LRR class of R genes. These genes are often found in clusters along the chromosomes
and frequently lack genetic synteny between species, which makes them difficult to
identify based on sequence homology to previously isolated R genes. However, once
identified, R genes provide the basis for the application of functional markers (FMs),
which efficiently assist phenotypic selection in all phases of resistance breeding. FMs
are derived from polymorphic sites within genes causally involved in phenotypic trait
variation. The major advantage of FMs is that they are in complete linkage disequi-
librium with causative genes. Consequently, they can be used in a number of differ-
ent genetic backgrounds. In fact, only a few FMs for R genes have been published
in crop species up to now, although several alleles have been identified for a number
of cloned R genes. But the rapidly increasing number of cloned R genes, decreasing
costs for allele sequencing and the increasing availability of TILLING populations
(rargeting-induced /ocal lesions in genomes) for most crop species will significantly
contribute to the establishment of FMs for most major disease R genes within the
next decade. Thus, this review summarises the current status of FM development in R
genes and discusses implications of the availability of FMs for resistance breeding.
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Abbreviations Avr-gene: avriulence gene; BC: backcross; CAPS: cleaved ampli-
fied polymorphic sequence; CC: coiled coil; DUS: distinctness, uniformity and
stability; elF4E: eukaryotic translation initiation factor 4E; FM: functional marker;
GUS: B-glucuronidase; HR: hypersensitive response; LD: linkage disequilibrium;
LRR: leucine-rich repeat; MAS: marker-assisted selection; NBS: nucleotide binding
site; NIL: near isogenic line; PCR: polymerase chain reaction; QTL: quantitative
trait locus; RFLP: restriction fragment length polymorphism; RGA: resistance gene
analogue; R gene: resistance gene; SNP: single nucleotide polymorphism; SSR:
simple sequence repeat (microsatellite); TILLING: targeting-induced local lesions
in genomes; TIR: Drosophila Toll and mammalian Interleukin (IL)-1 Receptors.

1 Introduction

Plant diseases are estimated to reduce global food production by more than 10%
(James 1998). However, in some years total yield loss can occur, the most
famous example being the potato late blight epidemic in Europe in 1845.
Therefore, plant breeders have through all times aimed to improve disease
resistance in crop species. Traditionally, resistance breeding is been performed
by conventional breeding based on phenotypic selection. Conventional resist-
ance breeding is demanding, as plants can only be assayed for resistance in the
presence of respective pathogens at natural locations with high levels of disease
incidence, or after artificial infection in the field or under controlled conditions.
The success of field trials under natural conditions is strongly influenced by
environment, interference with other pathogens or abiotic stress factors and the
genetic composition of the pathogen population. Artificial inoculation experi-
ments, which overcome these problems, are more laborious and often raise the
question of transferability to field conditions. Molecular markers have been
suggested to assist in overcoming these problems.

Marker-assisted selection (MAS) is based on markers closely linked to genes of
interest and is used to assist phenotypic selection in variety (parent) development
(Lande and Thompson 1990; Francia et al. 2005). In contrast to phenotypic selec-
tion, DNA marker-based selection is not affected by environment. Selection can be
performed at any stage of plant development and from any tissue, reducing the time
required to develop a new cultivar (Francia et al. 2005). In order to use molecular
markers for MAS, it is a basic prerequisite: (a) to develop genetic maps to establish
linkage between mapped molecular markers and major genes or quantitative trait
loci (QTL) of interest and (b) to have the facilities to analyse large numbers of
individuals in a time- and cost-effective manner (Lande and Thompson 1990).
In addition, MAS is used in backcross (BC) programmes to recover the recurrent
parent. This is particularly useful when the trait of interest is difficult to phenotype,
for instance in the case of a recessive allele introgressed into a recurrent parent line
carrying the dominant allele. Here MAS markedly reduces the time spent on BC
procedures because the use of markers overcomes additional selfing or testcross
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generations after each BC. MAS can also be used in BC to select progeny with
minimum amount of donor parent germplasm outside the region of interest (Francia
et al. 2005). The overall cost compared with conventional BC might be significantly
reduced (Kuchel et al. 2005). Another use of MAS is in pyramiding genes of interest
in a breeding scheme by combining two or more genes in a breeding line, such as
disease resistance genes (Servin et al. 2004). However, for any marker application
there is a risk of recombination between the marker and the gene of interest leading
to a false selection where the gene of interest is lost. This risk can be overcome
by the use of functional markers (FMs; Andersen and Liibberstedt 2003).

The number of isolated plant resistance (R) genes has increased tremendously
during the past 10 years, especially from Arabidopsis and rice, both of which have
been fully sequenced. The number of isolated R genes can be expected to increase
substantially in the near future, especially for those species with extensive genomics
programs such as maize and cereals (http://www.ncbi.nlm.nih.gov/Genomes).
Based on this accumulating information on R genes, the development of FMs is
becoming reality. The objective of this review is to summarise the current status of
FM development in R genes and to discuss the implications of the availability of
FMs for resistance breeding.

2 Development of Functional Markers

FMs are derived from polymorphic sites within genes causally involved in pheno-
typic trait variation. The major advantages of FMs compared with conventional
markers are: (a) no recombination between marker and the gene of interest and thus
no loss of information over time, (b) transfer of information to unknown materials
resulting in a high predictive value, and (c) targeted exploitation of genetic diversity
(Andersen and Liibberstedt 2003). FMs benefit all phases in plant breeding. Genetic
resources can be studied by FMs to determine the degree of within and between
population genetic diversity. In the first phase of plant breeding, i.e the generation
of genetic variation, FMs are useful in selecting complementary parents. During the
development of parents of varieties (such as inbred lines in hybrid breeding), FMs
are useful in pyramiding genes. In hybrid breeding, prediction of the best hybrid is
another potential long-term benefit of FMs. In DUS testing (distinctness, uniformity,
stability) of new cultivars, FMs are useful in reducing the amount of field tests
required. Finally FMs can be used to accurately describe the properties of different
available cultivars, depending on the number of FMs available. The development of
FMs requires a set of steps to be fulfilled. First of all the gene of interest has to be
identified, sequenced and functionally characterised. Gene identification is achieved
by map-based gene isolation, expression profiling, use of sequence homology to
characterised genes from other species, or other methods such as transposon tagging.
Methods used to determine gene function include transformation, RNA interference
and mutant characterisation. The second step towards FM development involves the
study of allelic variation within characterised genes. Therefore, allele sequencing
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has to be performed between genotypes contrasting in the phenotype affected by the
respective gene. The next crucial step is to identify those polymorphisms that are
causative for the phenotypic trait variation, e.g. by association studies (Thornsberry
et al. 2001). A more direct approach is the use of isogenic genotypes produced by
homologous recombination or induced mutation assay screened by targeting-induced
local lesions in genomes (TILLING; Table 1). EcoTILLING, a non-transgenic variant
of TILLING has proven to be an efficient method to reveal polymorphisms between
different alleles in the resistance genes Mla and mlo (Mejlhede et al. 2006). Finally,
on the basis of the allele sequencing, co-dominant markers such as RFLP, SNP, SSR
and CAPS markers can be developed, to distinguish the polymorphic sites causally
involved in the phenotypic trait variation.

To date, only a few FMs have been published in crop species. In wheat, FMs
have been developed for quality traits such as content of glutenin, puroindolines
and granule-bound starch synthase activity (Bagge et al. 2007). The development
of these markers was slightly different from the process outlined above. Biochemical
markers previously characterised different phenotypes. Using public sequence
databases, the allelic sequences of quality trait genes were obtained and, based on
these sequences, functional genetic markers were developed (Gale 2005). One
functional and two RFLP markers were used to improve cooking quality in rice
(Zhou et al. 2003). In maize, several genomic resources are available such as public
EST libraries, BAC libraries and publicly available microarrays of more than
10 000 different ESTs, rendering the identification of genes of interest practicable
(Liibberstedt et al. 2005). Recently, an example of FM development of a maize
forage quality gene was published where, based on association studies, insertion/
deletion (INDEL) polymorphisms were identified in the Bm3 gene associated with
digestibility. These polymorphisms were converted into simple PCR-based marker
assays (Liibberstedt et al. 2005).

3 Genetics of Disease Resistance

Plants contain and employ hundreds of different defence genes, which act upon path-
ogen attack (Meyers et al. 2003; Zhou et al. 2004). Since plants and pathogens co-
evolve, every time a pathogen changes its mode of attack, the plant has to overcome
this new challenge by developing a new mode of defence. This arms race led to the
gene-for-gene theory, which was developed by Flor in the 1940s. He discovered that
for resistance to occur, complementary pairs of genes, one in the host (resistance, R
gene) and one in the pathogen (avirulence, Avr-gene), are required (reviewed by Flor
1971). It would be quite resource-intensive for the plant to express defence pathways
all the time. Therefore plants need to detect when the pathogen attempts to attack in
order to turn on the defence mechanisms only when appropriate.

More than 90R genes have been isolated so far by the use of methods such as
map-based cloning, transposon tagging and homology-based DNA library screening
(Table 2). The first R gene isolated was Hm/I from maize, which confers resistance
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to the necrotrophic fungus Cochliobolus carbonum. Hml functions by reductase
activity detoxifying the C. carbonum toxin (Johal and Briggs 1992).

With the combined use of molecular tools and genetic maps, several R genes
have been cloned and their structure deduced (Table 2). In spite of the vast amount
of R genes found against such diverse pathogens as fungi, bacteria, nematodes and
viruses, most cloned R genes can be divided into five major classes based on structural
characteristics (Dangl and Jones 2001). The largest of the R gene classes (class 1)
consists of genes with a nucleotide-binding site (NBS) and leucine rich repeats
(LRR) domain. The LRRs have an average consensus length of 23-24 amino acids,
they are involved in ligand binding and the variable number of LRR repeat units is
believed to determine R gene specificity (Hammond-Kosack and Jones 1997; Jones
and Jones 1997). The NBS fragment of the genes contains several conserved domains
such as P-loop, resistance nucleotide binding site A (RNBS-A), kinase 2, RNBS-B,
RNBS-C, GLPL (amino acid motif), RNBS-D and MHDV (amino acid motif) and
is involved in signal transduction (Meyers et al. 2003). The NBS-LRR genes can be
subdivided into two groups according to the N-terminal structural features. One
group has a domain (TIR) with homology to the domains of Drosophila Toll and
the mammalian interleukin (IL)-1 receptors. This group is therefore called TIR-
NBS-LRR. The other group have a coiled-coil domain (the CC-NBS-LRR group).
In dicot species, both the TIR-NBS-LRR and the CC-NBS-LRR groups have been
identified, whereas in monocot species, only the CC-NBS-LRR group is present (Pan
et al. 2000). However, resent findings suggest that the TIR-NBS-LRR type might
not be completely absent in monocots, as a few TIR-NBS-LRR type R genes have
been found in barley and rice (Zhou et al. 2004; Mammadov et al. 2006). The other
classes of R genes are characterised by: (class 2) transmembrane domains with
extracellular LRR, (class 3) cytoplasmic Ser/Thr kinase, (class 4) extracellular
LRR, a transmembrane domain and an intracellular kinase, or (class 5) a CC
domain with a signal anchor at the N-terminus.

Since Dangl and Jones (2001) defined the five classes of R genes, many more R
genes belonging to these classes have been cloned. In particular, class 1 (NBS-
LRR) has proven to be a widely distributed class with so far 42 of the 69 cloned R
genes belonging to this class (Table 2). R genes are known to be located in clusters
in the genomes and the clusters of NBS-LRR genes are believed to be a result of
microscale chromosomal duplication and deletion events (Meyers et al. 2003). This
class contains R genes for diverse pathogens such as viruses, bacteria, fungi and
nematodes, whereas classes 3 and 4 so far only represent bacterial resistance
(Pseudomonas syringae and Xanthomonas oryzae respectively) and class 5 only
represents fungal resistance genes (E. cruciferarum). Class 2 contains both fungal
and nematode resistance genes (Table 2).

A few resistance genes described could not be assigned to any of the five classes
defined. The mlo gene, which confers broad-spectrum resistance towards powdery
mildew, is membrane-associated with six membrane-spanning helices (Buschges
et al. 1997). A new class of R genes towards viruses was identified more recently:
three different R genes for virus resistance show homology to the eukaryotic translation
initiation factor 4E (elF4E; Table 2).
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Table 2 contains R genes for which the full sequence has been obtained. Many
studies have been performed in which fragments of R genes have been isolated,
mainly by the use of degenerate primers. Thus, R gene candidates have been identi-
fied in pea (Timmerman-Vaughan et al. 2000), barley (Madsen et al. 2003; Mammadov
et al. 2006), apple (Lee et al. 2003; Calenge et al. 2005), potato (van der Linden et al.
2004), wheat (Dilbirligi et al. 2004), apricot (Soriano et al. 2005), Avena species
(Irigoyen et al. 2006), poplar (Zhang et al. 2006) and ryegrass (Li et al. 2006).

4 Organisation of R Genes Within and Between Genomes

Plants contain large numbers of R genes. In the Columbia ecotype of Arabidopsis,
149 NBS-LRR-encoding genes have been identified, whereas as many as 480 have
been found in rice (Meyers et al. 2003; Zhou et al. 2004). These R genes are non-
randomly distributed among chromosomes both in rice (e.g. 49 on chromosome 1,
two on chromosome 2) and in Arabidopsis (e.g. 133 on chromosome 1, 20 on
chromosome 9; Arabidopsis Genome Initiative 2000; Dangl and Jones 2001; Zhou
et al. 2004). Some R genes are found in clusters or even superclusters whereas others
are singletons (Madsen et al. 2003; Mammadov et al. 2006; Yang et al. 2006). In
species with lower gene densities, R genes, although clustered, are usually farther
apart than is seen in species with a smaller genome (Sun et al. 2001; Meyers et al.
1998). Although R genes generally have a higher degree of nucleotide diversity
than other gene families (Xing et al. 2007), the level of nucleotide diversity varies
among NBS-LRR genes. In rice, it seems that singleton genes are conserved,
whereas the genes in multi-gene families or gene clusters have a higher average
diversity (Yang et al. 2006). It can be speculated that the rather conserved singleton
genes might be involved in the detection of general elicitors or other conserved
avirulence proteins, whereas the R genes having a high degree of variation are
involved in the guarding of virulence targets (Jones and Dangl 2006). As the patho-
gen might be able to change these products, plants try to cope with it by constantly
having a variety of potentially new R genes in their toolbox.

Genetic analyses of R genes are often hampered by the fact that R genes are mem-
bers of a gene family. In many studies, fragments of R genes are isolated by PCR
using degenerative primers placed in conserved motifs of the NBS-LRR gene
(Soriano et al. 2005; Irigoyen et al. 2006; Mammadov et al. 2006). Even though sev-
eral genes can be cloned by this technique, not all R genes present in the genome are
found, as some might be very similar in the conserved region (and still have very dif-
ferent functions). Genes with minor differences are often excluded from further anal-
ysis and are not mapped (Irogoyen et al. 2006). Zhang et al. (2006) developed a
technique, whereby it is possible to concentrate on one chromosome at the time.
Using this technique, R genes from one location are not mixed up with (nearly) iden-
tical R genes from other chromosomes. This strategy is advantageous when the same
family has members in different loci, as seen for pic19 in maize (Quint et al. 2003).
There seems to be a large difference between the number of gene sequences found
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and the number of ESTs, indicating that a significant proportion of the NBS-encoding
genes might be pseudogenes (Dilbirligi et al. 2004). However, it must be kept in mind
that the low number of ESTs for R genes might be due to low transcript levels result-
ing in an under-representation of these genes in EST libraries.

When working with gene families, it is often difficult to determine whether
genes mapped in related species are orthologues or paralogues (Ilag et al. 2000).
Clustered genes are usually members of multigene families, belonging to the same
phylogenetic clade (Leister 2004), although the sequence diversity between the
family members is high. These clusters are usually the result of tandem duplications
of paralogous sequences (Richly et al. 2002; Baumgarten et al. 2003, Meyers et al.
2003). Examples of such multigene families are the Rp3 and Rp/ clusters in maize
(Webb et al. 2002; Smith et al. 2004) and the RGC2 cluster in lettuce (Kuang et al.
2004). It seems that intergenic exchange is dramatically lower between NBS-LRR
sequences located in different chromosome regions than exchange within the same
chromosome region (Baumgarten et al. 2003). However, some resistance gene clus-
ters carry different resistance genes that are clearly not derived from recent duplica-
tion events (Richly et al. 2002). These clusters might have formed by chance due to
random rearrangements and might thus be relatively rare (Meyers et al. 2003).
Furthermore, some clusters of R genes contain a set of genes that control very
closely related pathogens, whereas others contain genes that control unrelated
pathogens such as viruses, fungi and nematodes (Cooley et al. 2000). Since at least
some R genes do not recognise the pathogen itself, but rather pathogen activity, we
need to know a lot more about the specific compound detected by R genes to pre-
dict the R gene specificity by looking at the genetic sequence or the active sites
within R proteins. The same holds true for a better understanding of Avr genes in
pathogens, which have in several cases not been identified so far.

Although there is a high co-linearity between grasses at the macro level (Wilson
et al. 1999), this might not always be the case at the micro co-linearity level
(Paterson et al. 2000; Brunner et al. 2003, 2005). Interspecific analyses of R genes
frequently reveal non-syntenic map locations between rice, barley and foxtail millet
(Leister et al. 1998). This might to a great extent complicate the use of synteny
studies to uncover the specificity of mapped and/or cloned R genes. Even among
varieties within species, clusters in one variety will not always be co-linear to clusters
in another (Yang et al. 2006). A remarkable number of unpaired genes were found
when two rice genomes were compared (Shen et al. 2006; Yang et al. 2006).
Another complication might be that some clusters clearly contain members of non-
functional alleles or other types of pseudo-genes (Dangl and Jones 2001; Backes et al.
2003). However, some families, such as the Solanaceae, have a higher level of
microcolinearity (Paterson et al. 2000), making it possible to use genomic information
from the model plant tomato to clone a gene from potato (Huang et al. 2005).
Several pathogens are species-specific, which also impairs the usefulness of synteny-
based gene isolation of R genes.

The number of family members can be highly variable within a cluster and
within a species. Five different haplotypes of a resistance gene cluster were found
in wild diploid wheat (Aegilops taushii), ranging from all three genes being
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present to none (Brooks et al. 2006). It was concluded that deletion haplotypes
were occurring frequently and independently in the genome. However, a gene
present in one species missing from its homologous position in another species does
not necessarily mean that it is not found in the genome, as the matching gene
homologue might be found in a non-orthologous location (Song et al. 2002). When
comparing the Pph7 locus for leaf rust resistance in rice and barley, it was found
that a major rearrangement had occurred. In barley, two HGA genes flank this
locus. In the orthologous locus in rice, five HGA genes were found, four of which
were also found at the barley locus. However, in the barley locus, six additional
genes were inserted between the HGA genes. These six genes have homologues
on eight different rice chromosomes (Brunner et al. 2003).

Direct jumping into novel R genes based on previously isolated R genes will
probably be difficult due to lack of synteny on the sequence level. However, the
growing body of physical maps and even complete genome sequences for crop species
will be major resources for efficient isolation of novel R genes in the future. A new
PCR-based approach (NBS profiling) combines the use of restriction enzymes and
degenerate primers targeting the NBS-encoding region (van der Linden et al. 2004).
NBS profiling can rapidly provide numerous polymorphic markers tightly linked to
R genes and R gene clusters, and might even be used to identify diversity in resist-
ance loci (van der Linden et al. 2004; Calenge et al. 2005). If a close sequence
homologue is found and/or a cluster is identified, this information can be used to
efficiently isolate additional candidates for particular resistance genes. The model
plant sequences will still be an important resource even if there is a lack of synteny
at the R gene level. If the regions around a mapped gene/OTL are conserved, then
this can be used to develop new markers closer to the mapped gene (Kota et al.
2006; Mammadov et al. 2005).

S Allelic Diversity in Resistance Genes

Bakker et al. (2006) investigated the degree of polymorphism in R genes in
Arabidopsis. It was found that, in general, R genes have higher nucleotide diversity,
a greater number of non-synonymous mutations and more recombination than the
background genome. However, R genes were divided into three groups, showing
high, medium and low levels of polymorphism, respectively. This emphasises that
R genes are a very diverse and complex group of genes (Bakker et al, 2006). A similar
grouping was found for R genes in rice (Yang et al. 2006). NBS-LRR genes in
Lolium perenne showed a very high SNP density, with one SNP every 22bp
between two randomly sampled allele sequences. In contrast, non-NBS-LRR resistance
gene candidates showed a lower degree of nucleotide diversity, with one SNP every
112bp (Xing et al. 2007). The NBS domain is the most conserved region among
the domains encoded by R genes, whereas the LRR region shows a very high diversity
(Zhou et al. 2004). In L. perenne, one SNP every 10bp between two sequences was
found in the LRR region in the most divergent haplotypes (Xing et al. 2007).
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Gene duplication is assumed to be a major evolutionary mechanism, acting to
expand R genes in plant genomes (Michelmore and Meyers 1998). Moreover, several
genetic mechanisms such as point mutation, recombination and unequal crossing-
over have been suggested as potential causes for genetic variation within R genes.
Li et al. (2006) found that gene mutation probably is the primary source of variation
for the majority of R genes in Lolium spp as well as in other monocots, even though
recombination events are also present. Furthermore, different kinds of selection
were found in different types of R genes. Purifying selection was found in Lolium
sp. (Li et al. 2006), whereas at least some R genes in rice seem to be under positive
selection (Yang et al. 2006). Due to the great number of R genes in most species,
however, it is challenging to perform such analyses on all R genes. At least in some
species, there seem to be two types of R genes: a slow- and a fast-developing type
(Kuang et al. 2004). Thus, the available data suggest that it might not be possible to
formulate universally applicable models explaining R gene evolution.

In order to be able to develop a FM, the functional motifs causative for the phe-
notypic trait variation have to be identified, once alleles have been sequenced from
susceptible as well as resistant genotypes. A low intragenic LD as found in the
majority of R genes will be useful to pinpoint causative polymorphisms by associa-
tion studies, which can subsequently be converted into FMs. In the case of several
functional motifs per R gene, a low LD increases the chance to identify the optimal
allele combining all favourable resistance motifs, but also to identify novel potentially
beneficial alleles in the plant—pathogen arms race. If the starting point for a candidate
gene-based association study is an R gene cluster, application of association genetics
requires a high number of markers in the case of a low LD.

6 Functional Markers in Disease Resistance — Current Status

With knowledge gained from cloned R genes it is now becoming possible to
develop diagnostic FMs for particular disease resistances. The first step in FM
development, gene identification (Table 1), is well on the way for several disease
resistances, with more than 90 different R genes cloned (Table 2). There is, how-
ever, a long way from gene identification to FMs. The next step is to identify and
discriminate different alleles of the gene. Subsequently mutant or association
studies are required to determine which polymorphisms are causative for the
resistance phenotype. Finally, development of allele-specific markers for these
polymorphisms is needed.

Several alleles have been identified for some of the cloned resistance genes (Table 3).
In general, susceptibility can be explained by two different scenarios: (a) single base
pair or amino acid changes explain resistance/susceptibility, (b) larger rearran-
gements lead to loss/gain of function. In some cases, as with Pi-d2, Cm-elF4E, RB
and Xa26/Xa3, only two alleles, a resistant and a susceptible allele, have been
reported. Where the susceptibility is due to a single mutation, a FM, such as a SNP
marker, might be developed based on this difference. However, the usefulness of
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Table 3 Resistance genes where alleles have been identified

Pathogen Plant R gene Alleles Reference
Virus
BYM-complex Barley Hv-elF4E 7 Stein et al. (2005)
LMV Lettuce Ls-elF4E 3 Nicaise et al. (2003)
MNSV Melon Cm-elF4E 2 Nieto et al. (2006)
PepMoV, PVY, TEV Capsicum Pvrl/elF4E 4 Kang et al. (2005)
PSbMV Pea elF4E 3 Gao et al. (2004)
Rymvli/elF (iso)
RYMV Rice 4G 5 Albar et al. (2006)
™V Tomato Tm-2? 4 Lanfermeijer et al. (2005)
Bacteria
Pseudomonas syringae  Arabidopsis RPS2 7 Caicedo et al. (1999)
Pseudomonas syringae ~ Tomato Pto 16 Rose et al. (2005)
Ralstonia solanacearum Arabidopsis RRS1 2 Deslandes et al. (2002)
Xanthomonas oryzae Rice Xa26/Xa3 2 Xiang et al. (2006)
Fungi
Blumeria gaminis Barley mlo 11 Buschges et al. (1997),
Srichumpa et al. (2005),
Blumeria graminis Wheat Pm3 8 Yahiaoui et al. (2006)
Cocliobolus carbonum  Zea sp. Hm?2 4-5 Tiffin et al. (2004)
Magnaporthe grisea Rice Pi-ta 4 Bryan et al. (2000)
Magnaporthe grisea Rice Pi-d2 2 Chen et al. (2006)
Melampsore lini Flax L 13 Ellis et al. (1999)
Peronospora parasitica ~ Arabidopsis RPPI3 24 Rose et al. (2004)
Phytophthora infestans ~ Solanum RB 2 Song et al. (2003)
bulbocastanum
Nematodes
Heterodera glycines Soybean rhgl 9 Ruben et al. (2006)

such a marker might be limited until more alleles are sequenced, as also other muta-
tions might give susceptibility. The development of FMs in NBS-LRR genes might
be hampered by the fact that these genes often belong to gene families or are part of
gene clusters built of closely related genes. The situation in the Rp/ locus shows that
even if several alleles are sequenced, it might be difficult to differentiate between
true alleles and paralogues (Smith et al. 2004). Even for single gene loci, the develop-
ment of PCR-based FMs can be a complex task if many alleles are identified, as in
the L locus of flax (Hausner et al. 1999). However, newer SNP techniques, such as
the Illumina technique with 1536-plexes, allow the establishment of high-level
multiplexes which should facilitate discrimination of both multiple alleles and
paralogous sequences (http://www.illumina.com/products/snp/default.ilmn).

R genes might have only one functional motif, implying that a single SNP in this
motif mutates the R gene and switches the resistance from on to off (or vice versa, as
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in the case with e[F4E). Many R genes, however, have more than one important
functional motif (e.g. one for pathogen reception, another for signal transduction)
and several different mutations could make the R protein non-functional. However,
some mutations might not turn the resistance off completely, but rather make it less
efficient. This might result in a gradient of more or less susceptible genotypes or
give resistance to different pathotypes. However, a complete ‘library’ of all possible
SNPs and their potential role in resistance is so far not available for any of the
cloned R genes.

Even though loss/gain of function types of resistance might seem simpler than a
multi-allele situation, no FM marker assays have so far been developed based on
larger rearrangements or complete loss of a resistance gene. This might be due to
the fact that a co-dominant analysis is needed in order to be sure that a missing PCR
band is due to a missing gene and not to a mismatch between primers and genomic
sequence. This often requires sequence availability not only for the gene itself but
also for the regions surrounding the gap.

Several markers have been developed to distinguish between the resistant Pi-fa
allele and the susceptible pi-ta allele in rice based on different motifs in coding as
well as non-coding regions of this gene (Jia et al. 2002, 2004). Already when it was
first cloned, a single amino acid difference within the LRR domain of the gene was
observed between the pi-fa allele of susceptible and resistant rice varieties, respec-
tively (Bryan et al. 2000). It was later found that this mutation is not in all cases the
causative mutation (Jia et al. 2002). Moreover, susceptibility in some varieties is
caused by a complete lack of the Pi-fa gene. In conclusion, as a first step, the pres-
ence or absence of the Pi-fa gene needs to be determined. Subsequently, different
causative intragenic polymorphisms yet to be identified are required to develop a
set of FMs in order to discriminate all haplotypes.

The strategy of having a specific marker for each resistance allele was success-
fully used by Yeam et al. (2005). They developed a co-dominant marker system for
the selection of three recessive alleles for eIF4E-based virus resistance in Capsicum
using CAPS markers based on the SNPs causal for the phenotype of interest (Kang
et al. 2005; Yeam et al. 2005). It should be straightforward to use similar systems
to develop FMs in other crops in which eIF4E is involved in virus resistance, e.g.
barley, lettuce, pea and rice (Table 3).

FMs specific for seven Pm3 resistance alleles in wheat have been developed
(Tommasini et al. 2006). Although highly conserved (98.5% nucleotide sequence
identity), the authors were able to identify nucleotide polymorphisms that uniquely
characterised each allele and to convert these into marker assays. Validation in a
collection of 93 cultivars or breeding lines showed the usefulness of these markers
and confirmed that Pm3a-Pm3g forms a true allelic series (Tommasini et al. 2006).
In conclusion, the first FMs for R genes in plants have been established and should
be useful tools for plant breeders. Given the rapidly increasing number of cloned
R genes, decreasing costs for allele sequencing and the increasing availability of
TILLING populations for most crop species, FMs will probably be established for
most major disease R genes within the next decade.
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7 The Impact of Functional Markers on Resistance Breeding

Compared with random markers that are generated from an anonymous region of
the genome, FMs have some additional advantages. The major advantages of FMs
are that they allow reliable application of markers in populations without prior map-
ping and that the markers can be used in mapping populations without the risk of
information loss due to recombination. The Pm3 allele specific markers have been
used in 93 accessions of winter wheat and spelt, which is a large part of the global
wheat material carrying the Pm3 allele. This illustrates the broad usefulness of
FMs, once they are established (Tommasini et al. 2006).

Elite varieties are often susceptible to major diseases and resistance genes have
to be introgressed from wild relatives (Backes at al. 2003). MAS using FMs will be
useful to efficiently reduce the amount of linkage drag in combination with closely
linked markers. FMs allow for efficient selection of recombinants between the target
gene and closely linked markers in large seedling populations. This might signifi-
cantly reduce the number of BC generations (Frisch 2005).

In clusters of several different R genes eventually conferring resistance to a
broad range of pathogens, the optimal multigenic allele combination will occur
very rarely and will be difficult to obtain without markers or with markers linked at
some distance to such a complex locus. The availability of FMs for different R
genes would give plant breeders the possibility to select rare recombinants without
the need for screening large numbers of plants with several pathogens. More generally,
correct prediction of the resistance genotype for multiple diseases at the single-
plant level is a particular strength of FMs, especially over phenotypic selection but
also compared with traditional MAS. This is also true for situations where several
redundant resistance genes confer resistance to the same pathogen. Moreover, FMs
should be a useful tool to describe the pathovar or isolate specificity of R gene alle-
les, to discriminate functionally different alleles and to search for novel alleles for
known R genes.

It has been discussed that alleles conferring resistance may confer a fitness
disadvantage in the absence of a pathogen carrying the corresponding Avr gene.
Although the major part of these disadvantages is now believed to be due to linkage
drag of closely linked genes with unwanted effects on, e.g. yield, direct negative effects
of resistance alleles on seed yield cannot be ruled out completely. As resistance on the
cost of grain yield would not be acceptable in most cases, the general performance
will still need to be evaluated in the field. Thus the full strength of FMs will first
materialise when FMs become available for both resistance and other agronomic
traits, especially in the light of continued progress in sequencing and marker
technology. Until that time, beneficial FMs for a particular resistance have to be
critically inspected for negative pleitropic effects, but also at later time-points for
their effectiveness against novel pathogen isolates.
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Abstract Photosystem I (PSI), the final complex of the photosynthetic electron
transport chain, is composed of at least 15 protein subunits. PST accumulation is tightly
regulated with approximately constant PSI amounts being present under all environ-
mental and developmental conditions. Only about one-third of the PSI subunits is
encoded in the plastid genome, the other two-thirds are nucleus-encoded, made in the
cytosol and post-translationally imported into the chloroplast. In higher plants, the
nucleus-encoded subunits must be distributed to dozens or hundreds of chloroplasts per
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cell and, as the demand for nucleus-encoded PSI proteins is likely to vary between
different chloroplasts in a cell, this may require control of PSI biogenesis at the level of
the individual plastid. In recent years, genetic work in Chlamydomonas, Arabidopsis
and tobacco has identified protein factors specifically involved in the assembly of PSI
complexes. Also, first insights have been gained into the regulatory mechanisms under-
lying PSI biogenesis in photosynthetic eukaryotes. The picture that emerges from these
studies is that the availability of the plastid-encoded reaction center subunits PsaA,
PsaB and PsaC limits PSI biogenesis. All plastid-encoded subunits are predominantly
regulated at the translational level, while transcriptional control is of limited relevance.
Besides translation initiation, also cofactor synthesis and/or insertion into the assem-
bling complex and the activity of assembly chaperones may contribute to the regulation
of PST accumulation. The majority of the proteins involved in the regulation of transla-
tion initiation, cofactor provision and PSI assembly are nucleus-encoded, thus allowing
the nucleus to exert coarse control over PSI biogenesis.

1 Introduction

Plant cells arose through the uptake of a free-living cyanobacterium by endosymbiosis
and the gradual conversion of this photosynthetic prokaryote into DNA-containing
organelles: the plastids (chloroplasts). Capture of the cyanobacterial endosymbiont was
followed by a dramatic restructuring of the genomes of both the host and the symbiont.
This involved the loss of redundant and dispensable genetic information and, most
significantly, the massive translocation of genes from the prokaryotic genome of the
endosymbiont to the eukaryotic genome in the nucleus of the host cell. As a consequence,
contemporary chloroplast genomes are drastically reduced and contain only a small
proportion of the genes that their free-living cyanobacterial ancestors once encoded.
This gene transfer from the plastid to the nucleus took place over a time-scale of hundreds
of millions of years; and both phylogenetic and experimental evidence suggests that it
is still an ongoing process (Millen et al. 2001; Huang et al. 2003; Stegemann et al. 2003;
Stegemann and Bock 2006; for reviews see Timmis et al. 2004; Bock 2006).

The intimate division of labor between two genetic compartments as imple-
mented with endosymbiosis and gene transfer poses new challenges for regulation
and coordination of gene expression. For example, only about one-third of the chlo-
roplast ribosomal proteins are encoded in the plastid genome (plastome) of higher
plants, the other two-thirds are encoded in the nuclear genome, synthesized on
cytosolic ribosomes and post-translationally imported into the chloroplast. Likewise,
none of the protein complexes involved in photosynthesis is composed entirely of
plastid-encoded subunits. The two-subunit enzyme ribulose 1,5-bisphosphate car-
boxylase/oxygenase (Rubisco) provides the classic example for this intimate plastid—
nuclear cooperation. In all flowering plants, the large subunit of Rubisco is encoded
in the plastid genome, whereas the small subunit is encoded in the nucleus, typically
by a small gene family. The situation is far more complicated for the multiprotein
complexes involved in the light reactions of photosynthesis. They contain many
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more subunits, a large number of cofactors and, in addition, require sophisticated
assembly systems to be put together in the thylakoid membrane. Moreover, the presence
of their components in uncoordinated stoichiometries would pose a severe threat to
the integrity of photosynthetic membranes (by provoking photooxidative damage and
production of reactive oxygen species). Here, we review the current knowledge about
plastid—nuclear cooperation in the synthesis and assembly of one of the largest pig-
ment—protein complexes in nature: photosystem I.

2 Structure and Function of Higher Plant Photosystem I

2.1 Photosystem I Structure

Photosystem I (PSI) catalyzes the final step of photosynthetic electron transport.
The photoactivated chlorophyll-a dimer in the PSI reaction center, Pm*, donates an
electron via phylloquinone and the three iron—sulfur clusters on the PSI acceptor
side to ferredoxin. After its photooxidation, P, * functions as a strong oxidant,
abstracting electrons from the components of the high-potential chain (i.e., cytochrome-f
and the diffusible redox carrier protein plastocyanin or cytochrome c,), which
functions as a direct electron donor to PSIL.

In angiosperms, the PSI reaction center complex consists of 15 subunits
(Khrouchtchova et al. 2005), five of which (PsaA—PsaC, Psal, PsaJ) are chloroplast-
encoded (Jensen et al. 2003; Fig. 1). In addition to the 15PSI subunits, there are five
specific LHCI antenna proteins (Lhcal-Lhca5; Ganeteg et al. 2005; Lucinski et al.
2006) which bind to the complex and, in this way, increase the antenna cross-section
of PSI. Under certain light conditions, the binding of additional LHCII antenna pro-
teins normally attached to photosystem II (PSII) can further increase the PSI antenna
cross-section, a process commonly referred to as “state transitions” (Lunde et al.
2000). Among the five chloroplast-encoded PSI subunits, there are three crucial subu-
nits (PsaA, PsaB, PsaC) which bind all redox-active cofactors for electron flux through
PSI. In addition to the chlorophyll-a dimer P, , these include the chlorophyll acceptor
A, the phylloquinone A functioning as the first non-chlorophyll acceptor, and the
three 4Fe-4S clusters F,, F, and F,. The function of the other two plastome-encoded
PSI subunits, Psal and Psal, is less well understood. Psal and Psal, both located at the
periphery of the PSI complex, are not essential for PSI biogenesis and function, as
evidenced by the lack of a strong phenotype in the corresponding knock-out mutants
under standard growth conditions (Schéttler et al. 2007a: authors’” unpublished data).
Whereas the J subunit is involved in the binding and stabilization of the PSI antenna
system (Schottler et al. 2007a), the role of the I subunit is still totally unclear.

Likewise, the majority of the nucleus-encoded subunits seem to play non-essen-
tial roles for PSI function: T-DNA insertion lines and antisense or RNAi mutants
often display only relatively mild phenotypes, usually comprising slight changes in
PSI accumulation, stability and/or antenna function (Jensen et al. 2003). The sole
exception is PsaD, the subunit forming the ferredoxin binding site, whose gene
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Fig. 1 Hypothetical model of PSI biogenesis. The factors that most likely determine rate-limiting
steps in PSI biogenesis are indicated in bold. Question marks denote uncertain involvement or
unclear mode of action (see text for details)

inactivation results in a strong PSI-deficient phenotype that is comparable with
deletion of the genes for the A, B and C subunits (Haldrup et al. 2003; Thnatowicz
et al. 2004).

The chimeric nature of PSI, with some subunits being nucleus- and others plastid-
encoded, poses the challenge of tightly coordinating gene expression and subunit
synthesis between the chloroplasts and the nucleus. This represents a highly
complicated problem because, depending on plant species and cell type, hundreds
of chloroplasts can exist per cell. The turn-over of photosynthetic complexes can
differ even between the chloroplasts in one and the same cell, so that the demand
for nucleus-encoded subunits may be chloroplast-specific and variable. Recent evi-
dence obtained for both the unicellular green alga Chlamydomonas reinhardtii and
higher plants, especially Arabidopsis thaliana and tobacco (Nicotiana tabacum),
strongly indicated that PSI biogenesis is controlled at the translational and
post-translational levels in the individual chloroplasts. Therefore, this review
predominantly focuses on these post-transcriptional steps and their contribution to
the control of PSI biogenesis. An excellent recent review covering the transcription
of PSI subunits and the post-transcriptional processing of plastid-encoded mRNAs
was published by Rochaix (2006) and the interested reader is referred to it.
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2.2 Photosystem I, Photosynthetic Flux Control and
Environmental Acclimation

The role of PSI for photosynthetic flux control and the environmental acclimation
of the photosynthetic apparatus is not yet fully resolved. Some reports suggest
strong changes in PSI accumulation in response to changing light qualities and
altered redox poise of the electron transport chain (Pfannschmidt et al. 1999; Allen
and Pfannschmidt 2000; see Section 3 for a more detailed discussion). However, the
vast majority of investigations on environmental acclimation of the photosynthetic
apparatus revealed no significant alterations in PSI contents in response to changing
environmental conditions. Neither light intensity or quality (Anderson et al. 1988;
Murchie and Horton 1998; Bailey et al. 2001; Table 1), nor leaf age or sink to
source balance (Schéttler et al. 2004, 2007b) had a pronounced effect on PSI con-
tents. Interestingly, some differences between species were observed, with PSI
contents varying across 1.5-2.5mmol PSI mol™' chlorophyll (chl.; Table 1).
However, part of the reported interspecific variation in PSI contents may be attrib-
utable to the methods of PSI quantification applied: PSI quantitation by light-
induced difference absorption signals of P, (according to Hiyama and Ke 1972)
tends to result in higher estimates of PSI contents than quantification based on dif-
ference absorption measurements by chemical oxidation and reduction of P,
(according to Whitmarsh and Ort 1984; Schoéttler, unpublished data).

When determined in parallel to PSI, the other complexes of the photosynthetic
apparatus display strong changes in contents in response to alterations in environ-
mental or metabolic conditions. Especially for the cytochrome-bf complex, more
than 5-fold changes in its abundance have been reported in response to changed light
conditions (Table 1) or an altered metabolic state of the leaf (Schéttler et al. 2004).
Cytochrome-bf complex contents varied across 0.25—1.5 mmol cytochrome-bf com-
plex mol™" chl. Stoichiometric adjustments of PSII and ATP synthase contents can
be almost as pronounced as those of the cytochrome-bf complex. Therefore, the rela-
tive constancy of PSI contents under a variety of experimental conditions is a rather
exceptional feature of the photosynthetic apparatus (Table 1).

Generally, PSI seems to accumulate to much higher levels than actually required
to support electron flow. It is well established that linear electron flux is predomi-
nantly controlled at the level of the cytochrome-bf complex (Anderson 1992;
Anderson et al. 1997), which catalyzes the slowest reaction of linear electron trans-
port, the reoxidation of plastoquinole. This reaction has a half-time in the range of
at least 2-3 ms (Haehnel 1984; Hope 2000). Although the amount of cytochrome-bf
complex is the most important determinant of electron transport rates, plastocyanin
diffusion between cytochrome-f and PSI may also contribute to flux control
(Kirchhoff et al. 2004; Schottler et al. 2004). In addition to accumulating to much
higher amounts than the cytochrome-bf complex (with cytochrome-bf complex:PSI
ratios typically varying between 1.0 and 0.1; Table 1), PSI also catalyzes reactions
that are much faster than those catalyzed by the cytochrome-bf complex. Oxidation
of plastocyanin by PSI requires less than 200us (Haehnel 1984; Hope 2000;
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Finazzi et al. 2005) and electron transfer through the PSI acceptor side to ferredoxin
takes less than 1 ms (Setif 2001). Therefore, due to both its presence in higher con-
tents and its much faster reaction halftimes, a considerable overcapacity of PSI,
relative to linear electron flux, should exist in higher plants. These considerations
render a contribution of PSI to photosynthetic flux control highly unlikely. Recent
data on mutants which dispay reduced PSI accumulation, but yet have unaltered or
even increased assimilation capacities, lend support to this conclusion (Schéttler
et al. 2007a; Schottler, Piepenburg, Fliigel, Thiele and Bock, unpublished data).

In contrast, a strict adjustment of PSI activity to the metabolic demand for ATP
and especially NADPH is absolutely essential for plant viability, as otherwise elec-
tron accumulation at the PSI acceptor side could result in high rates of production
of reactive oxygen species, especially superoxide, hydroxyl radicals and hydrogen
peroxide (H,0,). These reactive oxygen species are well known to initiate cell death
programs so that, in addition to oxidative damage to the photosynthetic apparatus,
the viability of the mesophyll tissue would be compromised by imbalances between
PSI electron donation and carbon metabolism (Desikan et al. 2001; Laloi et al.
2006). Therefore, we suggest that, in higher plants, PSI capacity is not controlled
by its contents, but rather by adjustments of electron flux towards PSI through
changes in the contents of the cytochrome-bf complex and plastocyanin.

When electron flux towards PSI is restricted, P, accumulates in its photochemi-
cally inactive oxidized state. Due to the relatively low redox potential of P *
(+470mV), this chlorophyll-a dimer radical is highly stable. It does not function as
a strong and non-specific oxidant, as the oxidized PSII reaction center chlorophyll-
a dimer P, * does, with its far more positive redox potential (+1100mV). P, *+ dis-
sipates excitation by internal conversion, thus functioning as a strong quencher of
excitation energy harvested by the PSI antenna bed (Ort 2001).

The advantage of regulating electron flux towards PSI rather than PSI contents
themselves may be that the cytochrome-bf complex comprises only eight subunits
and far fewer cofactors than PSI, so that tuning at the level of this much smaller and
simpler-structured complex might be favored. This is even more true for plastocy-
anin, which is only a single-subunit nucleus-encoded protein, and therefore would
facilitate nuclear control of photosynthetic electron flux in a much more straight-
forward and economic way than adjustment of the PSI content.

While providing a rational for photosynthetic flux control not involving dynamic
changes of PSI amounts, this model does not explain why PSI accumulates to
higher amounts than theoretically required to sustain electron transport, and why
the PSI contents are about constant under a variety of growth conditions. A poten-
tial explanation for the existence of these “surplus” amounts of PSI might lie in the
requirement for a threshold level of PSI to initiate the lateral segregation of the
thylakoid membrane as a prerequisite for grana stacking (Borodich et al. 2003;
Chow et al. 2005). In this way, PSI contents may influence membrane structure in
the chloroplast. Alternatively, high PSI contents could optimize photosynthetic
electron flux by compensating for low-affinity plastocyanin binding.

To address the functional implications of the seemingly unnecessarily large PSI pool
and its constancy under a variety of environmental conditions, a detailed understanding
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of the assembly pathway of PSI and the regulatory mechanisms governing PSI
accumulation is of pivotal importance. For example, the identification of limiting steps
in PSI biogenesis would facilitate the construction of mutants with deregulated PSI
accumulation, which in turn would allow to study the functional consequences of increased
or reduced PSI amounts without altering subunit composition of the complex.

3 Regulation of Genes for Photosystem I Subunits:
Transcription and mRNA Maturation

Most nucleus-encoded genes for photosystem I proteins are believed to be pre-
dominantly or exclusively regulated at the level of transcription, although at least
for some genes, translational control mechanisms also operate (Sherameti et al.
2002). Conflicting data exist on the significance of transcriptional regulation of
the plastid-encoded PSI genes for the control of PSI biogenesis: For higher plants,
Pfannschmidt et al. (1999) and Allen and Pfannschmidt (2000) reported pronounced
changes in psaA/psaB transcript accumulation in response to changes in the redox
poise of the electron transport chain. Using inhibitors of either plastoquinone reduc-
tion (DCMU) or plastoquinol oxidation (DBMIB), or light sources preferentially
exciting either PSII or PSI, psaA/psaB transcription rates were correlated with the
redox state of the plastoquinone pool. When the plastoquinone pool is highly reduced,
transcription of the plastid-encoded PSI reaction center subunits is increased, whereas
in response to reoxidation of the pool, transcription goes down again.

While a transcriptional upregulation of plastid PSI gene expression in response
to overreduction of the plastoquinone pool would make physiological sense, the
significance of the observed transcriptional changes is still not quite clear: Whereas
Pfannschmidt et al. (1999) reported up to 2-fold changes in PSI contents paralleling
the changes in psaA/psaB transcript abundance, other data do not support such a
close correlation between transcription rates and PSI complex biogenesis in photo-
synthetic eukaryotes. In Chlamydomonas, no redox-related changes in PST mRNA
abundance and PSI contents have been observed at all (Stampacchia et al. 1997).
Also, higher plant photosynthetic mutants with altered accumulation of the thyla-
koid protein complexes (which suffer from a strong disturbance of the chloroplast
redox poise) do not display any significant changes in PSI accumulation (Anderson
et al. 1997; Baena-Gonzalez et al. 2003; Allahverdiyeva et al. 2005; Schottler et al.
2007b; authors’ unpublished data).

A potential explanation for these discrepancies might be that Pfannschmidt et al.
(1999) used young mustard seedlings early during photomorphogenesis. The
capacity for acclimation could be lost once the photosynthetic apparatus is fully
assembled, so that differences in the developmental state of the plants investigated
might account for the discrepancy between different studies. However, in several of
the photosynthetic mutants investigated, perturbations of chloroplast redox poise
occurred already during the early steps of chloroplast development (Baena-
Gonzalez et al. 2003; Allahverdiyeva et al. 2005; authors’ unpublished data) and
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thus, the significance of changes in psaA/psaB transcript accumulation for PSI
biogenesis remains questionable. In this context, it seems noteworthy that, in
cyanobacteria, a strong correlation between PSI subunit transcription and PSI reac-
tion center accumulation has been demonstrated to occur in response to changing
environmental conditions or alterations in the cell’s metabolic state (Li and
Sherman 2001; Muramatsu and Hihara 2003; Herranen et al. 2005). However, dif-
ferent from higher plants, cyanobacteria have no choice but to regulate photosyn-
thetic electron transport at the level of the photosystems. This is because all
components of the intersystem chain, including the cytochrome-bf complex, plas-
tocyanin and cytochrome c, are also used for respiratory electron transfer processes,
which in cyanobacteria are not spatially separated from photosynthetic electron
transport (Scherer 1990; Duran et al. 2004). Therefore, any adjustment of photo-
synthetic fluxes via regulation at the level of the mobile redox carriers or the cyto-
chrome-bf complex would unavoidably also affect respiration. In contrast,
compartmentalization of respiratory (mitochondria) and photosynthetic (chloro-
plast) electron transport processes in higher plants obviates the necessity to avoid a
regulation at the level of the intersystem electron transport chain. This has allowed
the evolution of alternative mechanisms of photosynthetic flux control in chloro-
plasts, which perhaps are more efficient than adjustments of photosystem stoichi-
ometry. Thus, the occurrence of transcriptional responses to alterations in the redox
poise of the chloroplast in higher plants (Pfannschmidt et al. 1999) might be an
evolutionary relic of limited functional significance. In conclusion, there is cur-
rently no strong evidence for a significant contribution of transcriptional regulation
of plastid PSI genes to the control of PSI biogenesis in photosynthetic eukaryotes.

Plastid primary transcripts undergo a series of RNA maturation steps, including
5" and 3’ processing, intron splicing and, in most lineages of land plants, also RNA
editing. Potentially, these mRNA processing mechanisms could also be employed
to exert nuclear control over the expression of plastid genes. However, as far as
plastid PSI genes are concerned, none of the RNA processing steps seems to be
highly regulated or contributes to the control of PSI biogenesis. In some respects,
mRNA maturation in higher plants is even less complex than in Chlamydomonas.
For example, the Chlamydomonas psaA mRNA is transcribed as three separate
exons, resulting in three distinct psaA precursor mRNAs. These three mRNAs are
then joined together by two trans-splicing reactions, for which, in addition to a
small chloroplast-encoded RNA, at least 14 different nucleus-encoded gene prod-
ucts are required (reviewed by Rochaix 2006). In contrast, psaA forms a contiguous
reading frame in plastid genomes of higher plants and is cotranscribed with psaB
(and the ribosomal protein gene rpsi4) to form a polycistronic mRNA.

Until now, mutant screens in higher plants have revealed only a single RNA
maturation/RNA stability mutant (hcf745) that exhibits a specific deficiency in
functional PSI. The nucleus-encoded HCF145 protein appears to be involved in
stabilization and possibly also processing of the polycistronic psaA-psaB-rpsl4
mRNA (Lezhneva and Meurer 2004). In its absence, the stability of the psaA region
of the transcript is drastically reduced, resulting in reduction of psaA/psaB tran-
script abundance to approximately 10% of the wild-type level. Interestingly, the
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regions closer to the 3’-end of the polycistronic mRNA were less severely depleted,
with rpsi4 still accumulating to 25% of wild-type mRNA levels. As an immediate
consequence of the strong reduction in mRNAs encoding the two PSI reaction
center subunits PsaA and PsaB, PSI accumulation is also severely reduced in the
hcfl145 mutant. The trace amounts of PSI that are still produced in the mutant do
not allow for a sufficient reoxidation of the electron transport chain, which there-
fore suffers from severe over-reduction (Lezhneva and Meurer 2004).

4 Translational Control of PSI Biogenesis

In Chlamydomonas reinhardtii, the rate of translation initiation of several chloroplast-
encoded subunits of the cytochrome-bf complex (Choquet et al. 2001) and PSII
(Minai et al. 2006) turned out to be controlled by a mechanism of translational
autoregulation termed “control by epistasy of synthesis” (CES). Recently, this CES
mechanism was also demonstrated to control translation of several PSI subunits
(Wostrikoff et al. 2004). Generally, the assembly of protein complexes in the thyla-
koid membrane is dependent on one or two master subunits (also referred to as
“dominant subunits”), which integrate into the thylakoid membrane early in the
assembly process and, in whose absence, other subunits downstream in the assem-
bly process cannot assemble. While these unassembled subunits are often unstable
and rapidly turned over, some of them can accumulate to low amounts in their
unbound form. For several chloroplast-encoded subunits, it was shown that the
presence of the unassembled subunit suppresses further translation of its own
mRNA by negative feed-back regulation. This negative feed-back is mediated by a
normally unexposed domain of the subunit, which if incorporated into the complex,
is shielded and hidden inside the thylakoid membrane. However, if the protein is
present in its unassembled from, the domain becomes exposed to the stroma and
exerts its negative regulatory function by sequestering ternary factors essential for
translation initiation of its own mRNA. It is important to note that, in theory, it is
sufficient to regulate one key subunit of the complex very tightly, namely the master
subunit (dominant subunit) which functions as the starter of the assembly process.
If this dominant subunit is not available, all subunits downstream in the assembly
process cannot accumulate, either because their translation is shut off (if they are
regulated by CES) or because the unassembled proteins are highly unstable and
condemned to immediate degradation.

The CES process has been elucidated in great detail for petA, encoding cyto-
chrome-f, an essential subunit of the cytochrome-bf complex. Translation of perA
is blocked in the absence of its assembly partners, subunit IV and cytochrome-b,,
the two dominant subunits of the complex. This is because, in the absence of subu-
nit IV and cytochrome-b,, the C-terminus of cytochrome-f is exposed to the stroma
and inhibits translation of the pefA transcript. The free C-terminus does not interact
directly with the petfA mRNA, but rather binds the ternary effector TCA1, a nucleus-
encoded specific activator of petA translation initiation (Wostrikoff et al. 2001).
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TCAT1 acts as an essential translational activator protein by binding to the 5
untranslated region (5" UTR) of the petA mRNA and recruiting the ribosomes to the
start codon. If TCA1 is sequestered away by the cytochrome-f C-terminal domain,
no translation initiation can occur (Choquet and Vallon 2000). Control of transla-
tion initiation by such mRNA-specific nucleus-encoded ternary factors seems to be
a general feature of plastid gene expression (Zerges 2000).

In the regulation of PSI biogenesis in Chlamydomonas, PsaB acts as the master
subunit. In its absence, no significant translation of psaA mRNA occurs. The absence
of PsaA protein, in turn, results in suppression of psaC translation (Wostrikoff et al.
2004). In terms of the CES mechanism, this means that, in the absence of PsaB, a
ternary activator of psaA translation, which has not yet been identified, is bound to
the unassembled PsaA proteins and thus is no longer available to bind to the 5* UTR
of the psaA mRNA. Consequently, translation initiation cannot occur and the psaA
mRNA remains untranslated. In this way, translation of the psaA mRNA is autoregu-
lated by unassembled PsaA protein in Chlamydomonas chloroplasts. An analogous
CES mechanism controls translation initiation of the psaC mRNA: in the absence of
PsaA protein, unassembled PsaC autoregulates its own translation, again by decreas-
ing translation initiation (Wostrikoff et al. 2004). Whereas this CES mechanism is
well established for PSI biogenesis in Chlamydomonas, experimental evidence for its
existence in higher plants is still lacking.

In view of the crucial role of PsaB synthesis and membrane insertion for the
overall rate of PSI biogenesis, it is of pivotal importance to identify mechanisms,
by which the accumulation of PsaB in the thylakoids is controlled. The (most likely
nucleus-encoded) protein that regulates the rate of PsaB translation initiation might
represent some kind of master switch for the regulation of PSI biogenesis.

In Chlamydomonas, psaB translation initiation is controlled by the Tabl and
Tab2 proteins. Loss-of-function mutations in the nuclear genes for Tabl and Tab2
are characterized by normal psaB transcript accumulation, but lack of psaB translation.
The precise function of the 7Tabl gene has not yet been fully resolved. It encodes a
large protein with five putative transmembrane helices at its N-terminus and a lipase-
like domain at its C-terminus, which is essential for Tabl-mediated translation
initiation (Rochaix 2006). Tab2 is a soluble, stromal RNA-binding protein, which
binds to the 5" UTR of the psaB transcript. As it does not contain any recognizable
RNA-binding domain, the mechanism is not yet understood. The binding site for
Tab2 appears to be formed by A/U-rich stretches in the psaB 5" UTR. In addition to
the psaB mRNA, also the 5" UTRs of other plastid mRNAs with a low GC content
are recognized by the Tab2 protein in vitro. For the molecular function of Tab2, two
alternative models are discussed: Tab2 might either be involved in targeting of the
psaB transcript to ribosomes associated with the thylakoid membrane to facilitate
cotranslational membrane insertion of the PsaB protein, or act as a genuine and
mRNA-specific translation initiation factor (Dauvillée et al. 2003).

Tab2 is ubiquitously present in all photosynthetic organisms, suggesting that it has
evolved already in photosynthetic prokaryotes. Its orthologue in A. thaliana, ATAB2,
was recently shown to be essential for psaB translation initiation in higher plant chlo-
roplasts (Barneche et al. 2006). However, different from Tab2 in Chlamydomonas,
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ATAB2 not only affects PSI biogenesis, but also seems to be involved in PSII biogenesis.
In addition to complete loss of PSI, PSII contents were found to be strongly reduced
in atab? T-DNA insertion lines, something not observed for other PSI mutants.
Interestingly, Atab2 gene expression is induced during photomorphogenesis by blue
light in a cryptochrome-dependent manner. This finding links PSI biogenesis to light-
dependent control of plant development and may indicate that the nuclear control of
plastid mRNA translation initiation through the availability of translation initiation
factors represents indeed the key regulatory step in photosystem biogenesis.

Another translational regulator of PSI accumulation could be the pentatricopeptide
repeat (PPR) protein CRP1, which has been described as a translational activator essen-
tial for accumulation of the cytochrome-bf complex in maize. In its absence, the petA
mRNA encoding the cytochrome-f subunit of the complex is not translated. Furthermore,
in the crpl mutant, translation of the psaC mRNA is also severely reduced, resulting in
a strongly diminished PSI accumulation (Barkan et al. 1994). CRP1 functions through
specific interaction with the 5 UTRs of both petA and psaC and binds in close proximity
to the start codons of both mRNAs (Schmitz-Linneweber et al. 2005).

There is also evidence for translational regulation of several nucleus-encoded PSI
subunits, at least in some higher plant species: Association of the PsaD, PsaF and
PsalL mRNAs to cytosolic poly-ribosomes (polysomes) is strictly light-dependent in
spinach seedlings (Sherameti et al. 2002). This light-dependent ribosome binding to
mRNAs for nucleus-encoded PSI subunits can be suppressed by the application of
inhibitors of photosynthetic electron transport, indicating that the light signal is trans-
mitted via changes in the cellular redox poise after activation of photosynthetic
electron transport. For PsaD, a light- and redox-responsive element could be identi-
fied in the first 30 nucleotides of the 5" UTR of the PsaD mRNA. The mechanistic
details of this light-regulated translation of PSI mRNAs in the cytosol have not yet
been elucidated. Potentially, the cellular redox poise could modulate the binding of a
translational activator to the 5 UTR under reducing conditions or, alternatively, could
result in dissociation of a translational repressor (Sherameti et al. 2002). Interestingly,
in another higher plant, tobacco, no such regulation of PsaD mRNA translation by
light and redox could be observed and therefore, the exact contribution of redox-
regulated translation initiation in the cytosol to the synthesis of nucleus-encoded PSI
subunits and thus to the regulation of PSI accumulation remains to be clarified.

S Assembly Factors for Photosystem I

Following translation, the next step in PSI biogenesis is the insertion of the different
membrane-intrinsic subunits into the thylakoids (Fig. 1). In the case of the two large
reaction center proteins PsaA and PsaB, membrane insertion occurs cotranslationally.
Further steps, occurring either in parallel to membrane insertion or afterwards, are the
attachment of cofactors to the protein subunits and the assembly of the complex
through specific subunit interactions. These steps of PSI biogenesis are supported by
helper proteins, membrane insertases and chaperones, which mediate distinct steps of
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PSI biogenesis (Fig. 1). The majority of these assembly factors were first identified in
the unicellular green alga Chlamydomonas or in the cyanobacterium Synechocystis,
but many of these auxiliary factors seem to be highly conserved between cyanobacteria,
eukaryotic algae and higher plants. Normally, they are present at substoichiometric
amounts relative to PSI, as expected for proteins required only to support assembly
processes. A notable exception is Ycf4 (see below). The low accumulation levels and
the transient nature of the interaction between the assembly factors and the PSI subu-
nits and/or PSI assembly intermediates has greatly impaired the precise functional
characterization of these helper proteins. The vast majority of putative assembly chap-
erones were identified only indirectly due to a severely reduced or even abolished
accumulation of functional PSI complexes, while mRNAs for all PSI genes still
accumulated and were faithfully translated (as evidenced, for example, by polysome-
loading analyses). This is usually taken as a strong indication that a post-translational
step in PSI biogenesis is impaired (i.e. complex assembly and/or stability). However,
the same criteria are often also fulfilled by proteins involved in PSI cofactor synthesis
or cofactor transfer to the assembling PSI reaction center proteins. This is because lack
of an essential cofactor can also result in abolished PSI complex formation (see
Section 6). Therefore, it can be notoriously difficult to faithfully distinguish between
assembly chaperones and proteins involved in the provision of essential PSI cofactors.
An additional and more stringent criterion for chaperones would be copurification or
coimmunoprecipitation with PSI assembly intermediates, but this again is often ham-
pered by the low binding affinities between PSI subunits and their chaperones, and
until now, has only be successful for a single assembly factor (Ycf3; see below).

5.1 Albino3

Recently, Albino3 (Alb3) was identified as an interaction partner of the PSI-A subunit
(PsaA). Alb3 is a plastid-localized homologue of the mitochondrial Oxal and the
bacterial YidC proteins, which function as membrane insertases. Members of the
Oxal/Alb3/YidC protein family mediate both co- and post-translational insertion of
transmembrane proteins or protein domains into bioenergetic membranes of prokary-
otes, mitochondria and chloroplasts. In addition to membrane insertion, they may also
block non-specific interactions of the newly inserted proteins with the hydrophobic
transmembrane segments of other proteins. Oxal/Alb3/YidC-like proteins are thus
thought to function as chaperones for the very first assembly steps of large membrane-
intrinsic protein complexes, including the ATP synthase and the respiratory complexes
in bacteria and mitochondria (van der Laan et al. 2005). The thylakoid-intrinsic
protein Alb3 functions in both cyanobacteria and plant thylakoids as a membrane
insertase by mediating the cotranslational thylakoid insertion of plastid-encoded
proteins. In addition, a function of Alb3 as a chaperone in the assembly of reaction
center proteins of PSII has been reported (Ossenbiihl et al. 2004). Whether or not
Alb3 also plays a role in PSI biogenesis is still uncertain, but protein—protein interaction
assays using the yeast split-ubiquitin system have identified PsaA as an interaction
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partner of Alb3 (Pasch et al. 2005). In Chlamydomonas reinhardtii, RNAi-mediated
depletion of Alb3.2, one of two Alb3 isoforms in Chlamydomonas thylakoids,
resulted in a pronounced reduction in the accumulation of both photosystems (Gohre
et al. 2006), thus also providing further evidence for a function of Alb3 in PSI
biogenesis, potentially as a mediator of membrane insertion of PsaA and PsaB.
If confirmed, Alb3 would function in the very early steps of PSI assembly.

52 Ycf3

Ycf3 is, arguably, the most thoroughly analyzed and best understood chaperone-like
factor in the PSI assembly process. Together with Ycf4, another candidate assembly
factor for PSI (see below), it is plastome-encoded and therefore a bit more difficult to
manipulate genetically. Before its function in the PSI assembly process was uncovered
(Ruf et al. 1997; Boudreau et al. 1997), the ycf3 gene was designated hypothetical
chloroplast reading frame number 3, in accordance with the nomenclature conventions
for plastid genome-encoded open reading frames (ORFs). The Ycf3 protein turned out
to be absolutely essential for PSI accumulation in cyanobacteria (Schwabe and Kruip
2000), Chlamydomonas (Boudreau et al. 1997) and higher plants (Ruf et al. 1997). The
protein is characterized by the presence of three conserved tetratrico-peptide repeat
(TPR) domains. A TPR domain is formed by two short amphipathic a-helices of alto-
gether 34 amino acids length, and is known to mediate protein—protein interactions. In
tobacco, analysis of chloroplast gene expression and translation confirmed that Ycf3
is involved neither in transcription, mRNA maturation nor translation of any of the
plastid-encoded PSI subunits. Rather, the assembly of functional PSI reaction centers
is blocked. A detailed analysis of Ycf3 function was conducted in Chlamydomonas
(Naver et al. 2001). Biochemical studies revealed that Ycf3 is a stromal protein which
is only weakly associated with thylakoids. Nonetheless, it can be coimmunoprecipi-
tated after thylakoid solubilization with both the PsaA and PsaD subunits. In
Synechocystis, evidence for homo-oligomerization of Ycf3 has been obtained, result-
ing in the formation of complexes as large as 260kDa, which would be equivalent to
an oligomer of approximately 13 subunits (Schwabe et al. 2003). Therefore, the TPR
domains of Ycf3 could function either in Ycf3 oligomerization or in Ycf3 interaction
with its assembly partners. In conclusion, Ycf3 seems to form, or at least be part of, an
oligomeric protein complex that is loosely attached to the stromal side of the thyla-
koids and is likely involved in the assembly of the reducing side of PSI, especially the
attachment of PsaD to the PsaA/B reaction center core.

53 Ycf4

The plastome-encoded Ycf4 protein has thus far been characterized only in
Chlamydomonas, where a knock-out of the ycf4 gene results in loss of functional PSI
(Boudreau et al. 1997). Comparable with Ycf3, Ycf4 is localized on the stromal side of
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the thylakoid membrane, but it appears to be more stably associated with the membrane
than Ycf3. In contrast to all other assembly factors/chaperones, Ycf4 is suggested to
accumulate to almost equimolar amounts relative to PSI. Nonetheless, Ycf4 is not a
bona fide PSI subunit, as it accumulates in PST knock-out mutants. This circumstantially
argues in favor of a chaperone function, as all true PSI subunits are highly unstable in
the absence of their assembly partners and are present at best in very low amounts.
Interestingly, in the cyanobacterium Synechocystis, Y cf4 is not essential for PSI biogen-
esis, as in its absence, low amounts of PSI can still accumulate (Schwabe et al. 2003).

5.4 Pyg7-1

Pyg 7-1 (pale yellow green 7) is a recently identified nucleus-encoded higher plant
homologue of the cyanobacterial PSI assembly factor Ycf37 (Stockel et al. 2006).
In cyanobacteria, Ycf37 is not essential for PSI assembly, but instead, seems to
have an accessory function by supporting the more efficient accumulation of PSI
(Wilde et al. 2001). In contrast, Pyg7-1 is absolutely essential for PSI assembly in
higher plants. In its absence, no PSI accumulates and the subunits of the complex,
while being faithfully synthesized, are condemned to rapid degradation. The
phenomenon that an assembly factor for PSI biogenesis is non-essential in
cyanobacteria, but adopts an essential function in eukaryotic algae and higher
plants is not unusual and, in addition to Ycf37/Pyg7-1, has also been observed for
Ycf4 (Wilde et al. 1995; Boudreau et al. 1997) and Hcf101 (Stockel et al. 2006).

The molecular function of Ycf37/Pyg7-1 in PSI biogenesis is not yet understood.
In wild-type plants, the 27-kDa Pyg7-1 protein copurifies with the thylakoid mem-
brane and, upon thylakoid fractionation, the highest amount is found in the PSI
enriched fractions, indicating a relatively stable association of Pyg7-1 with PSI
(Stockel et al. 2006). Both Pyg7-1 and Ycf37 harbor three TPR domains, which were
suggested to mediate the binding to PSI subunits (Wilde et al. 2001; Stockel et al.
2006). In cyanobacteria, Ycf37 is additionally involved in PSI trimerization, as the
accumulation of PSI trimers is reduced to 70% of wild-type levels in Aycf37 mutants.
Monomeric PSI complexes were observed exclusively in the mutant and do not nor-
mally occur in cyanobacteria (Diiring et al. 2006). PSI trimerization does not occur
in photosynthetic eukaryotes and therefore, the essentiality of Pyg7-1 for PSI assem-
bly in Arabidopsis makes it clear that the protein must fulfill a different, trimerization-
independent obligatory function in higher plants. As Ycf37 participates in a late step
of cyanobacterial PSI biogenesis, it seems conceivable that Pyg7-1 also functions in
one of the later steps of PSI biogenesis, after the reaction center core complex has
been formed. An obvious possibility for such a late function in PSI assembly would
be, for example, incorporation of the peripheral subunits into the complex. It is known
that the loss of single peripheral subunits in higher plants does not result in strong PSI
phenotypes. Only deletion of PsaA, PsaB, PsaC or PsaD leads to a loss of PSI accu-
mulation that is comparable with the phenotype of the pyg7-1 mutant (see Section
2.1). However, if Pyg7-1 was involved in the coordinated binding of several periph-
eral subunits, its absence might have a severe effect on PSI biogenesis.
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6 Cofactor Biogenesis and Cofactor Attachment
to Photosystem I

PSI biogenesis could also be controlled at the level of cofactor biosynthesis and
insertion into PSI. PSI contains one unique cofactor, phylloquinone, and three
4Fe-4S clusters termed F,, F, and F, (Fig. 1). As all known enzymes involved in
cofactor biogenesis and incorporation into PSI are nucleus-encoded and PSI is
highly unstable and rapidly degraded in the absence of either phylloquinone or
the 4Fe-4S cofactors, a highly regulated production or insertion of cofactors
could represent another mechanism of nuclear control over PSI biogenesis. In
theory, regulation at the level of cofactor synthesis should be most efficient for
the unique cofactor phylloquinone, whereas the 4Fe-4S clusters, which PSI
shares with other plastid enzymes, could only be specifically regulated at the
level of their insertion into the complex.

Recently, phylloquinone biosynthesis was elucidated in higher plants (Gross
et al. 2006; Lohmann et al. 2006). Except for the final step of phylloquinone
biosynthesis, all mutations in the biosynthetic pathway result in a PSI-deficient
phenotype. Only the menG mutant, which is defective in the final step of phylloqui-
none synthesis, the methylation of 2-phythyl-1,4-naphtoquinone to phylloquinone,
does not display a strong phenotype. In this mutant, 2-phytyl-1,4-naphtoquinone is
incorporated into PSI, resulting in small changes of the cofactor’s redox potential
and steric orientation, which in turn increases the rate of oxidative damage to PSI
under stress conditions, such as high light or chilling (Lohmann et al. 2006).
However, there is no indication that phylloquinone availability could limit PSI
biogenesis, as a considerable fraction of the phylloquinone pool (more than 30% of
total phylloquinone) accumulates in plastoglobules, small lipoprotein vesicles
attached to the thylakoids, and in the inner envelope membrane of the chloroplast.
Only a maximum of 60% of phylloquinone seems to localize to the thylakoids, where
it is almost exclusively associated with PSI (Lohmann et al. 2006). It thus seems
reasonable to assume that the phylloquinone subpools in the plastoglobules and
the inner envelope membrane provide a storage from which phylloquinone can be
rapidly mobilized to PSI upon demand.

In contrast to phylloquinone biosynthesis, the biogenesis of the 4Fe-4S clusters
in plastids is far less understood. In addition to PSI, at least seven other plastid
enzymes, such as ferredoxin—thioredoxin oxidoreductase, nitrite reductase, sulfite
reductase and adenosine 5’-phosphosulfate reductase, also require 4Fe-4S clusters
(Balk and Lobréaux 2005). Furthermore, the early steps in the biogenesis of 2Fe-2S
clusters share the same enzymatic machinery with 4Fe-4S biosynthesis. The
biogenesis of Fe-S clusters takes place inside the chloroplast and recent evidence
indicates that the plastid Fe-S assembly machinery is related to the bacterial suf sys-
tem (standing for sulfur utilization factor) and not to the isc-type regulon. The isc
regulon (iron sulfur cluster assembly) encodes the predominantly active enzymatic
machinery of Fe-S cluster synthesis in both prokaryotes and mitochondria. However,
under conditions of oxidative stress or iron limitation, the suf regulon is additionally
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induced in bacteria. The Suf enzyme system appears to be more stable under oxidative
conditions, which may explain why it evolved into the preferred system for Fe-S
cluster synthesis in plastids, whereas in the less aerobic environment of the mito-
chondria, the Isc-type enzyme system is active (Balk and Lobréaux 2005).

The Suf system of chloroplasts utilizes the cysteine desulfurase SufS (also
named NFS2, CpSufS or CpNifS in higher plants) to generate the organic sulfide
required for Fe-S cluster synthesis by cleavage of cysteine (Ye et al. 2005; Xu and
Moller 2006). The SufE (AtSufE in Arabidopsis) protein functions as an essential
stromal activator of SufS and increases its substrate affinity to cysteine (Xu and
Moller 2006). Interestingly, SufE over-expression results in deregulation of Fe-S
cluster synthesis and a general increase in Fe-S cluster-containing proteins,
including PsaC and the Rieske protein. This indicates that provision of the Fe-S
clusters may be a highly regulated and limiting factor of photosynthetic complex
biogenesis. It is noteworthy that, in addition to having elevated levels of cyto-
chrome-bf complex and PSI, the SufE overexpressors also suffer from severe
growth retardation and chlorosis, potentially due to elevated sulfur levels (Xu and
Moller 2006).

The function of the other genes of the Suf system is less well understood. The
sulfur mobilized from cysteine by the action of SufS and SufE could be transferred
to the scaffold protein SufA, where the further steps of Fe-S cluster biogenesis
might take place. The SufB homologue AtNAPI (Xu et al. 2005) and the SufC
homologue AtNAP7 (Xu and Moller 2004) seem to function together with SufD as
part of a large multiprotein complex that provides the Fe** ions for Fe-S cluster
biogenesis. SufC belongs to the ATP-binding cassette (ABC) proteins and seems to
energize the whole Suf system via its ATPase activity, presumably by providing the
free energy to release Fe** from the plastid iron storage protein ferritin. Whether or
not synthesis of the complete 4Fe-4S clusters occurs outside the target apoproteins
(e.g., the PSI reaction center subunits) is currently unknown. Alternatively, the final
steps of cluster assembly could take place at the apoprotein. Solid experimental
evidence supports the idea that the transfer of the nascent or the fully assembled
clusters to some target proteins, including the PSI reaction center heterodimer,
requires additional transfer proteins.

Studies conducted in the cyanobacterium Synechocystis PCC 6803 indicate that
binding of F, to the PsaA-PsaB heterodimer is a prerequisite for subsequent binding
of PsaC to the reaction center core complex. However, PsaC also cannot bind as
an apoprotein, but must bind its two 4Fe-4S clusters F, and F prior to attachment
as mature holoprotein to PsaA-PsaB (Jung et al. 1997; Yu et al. 1997). In the fol-
lowing section, proteins identified as candidates for the 4Fe-4S cluster insertion
process into PSI are described in more detail. These proteins are not components
of the standard bacterial Suf system and their proposed functions range from
additional scaffolds for cluster assembly and transfer to roles in the adjustment
of the redox state of the PSI acceptor side to facilitate cluster incorporation.
Such additional proteins might be necessary to adjust the machinery for cluster
synthesis to both the highly aerobic environment and the extreme redox poten-
tials inside the chloroplast.
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6.1 RubA

RubA belongs to the family of rubredoxins, small redox-active proteins involved in
electron transport processes in sulfur-metabolizing bacteria and archaea. A stromal
rubredoxin protein is essential for the biogenesis of the F, cluster in Synechocystis,
and, as it is highly conserved in eukaryotic algae and higher plants, it may serve a
comparable function there (Shen et al. 2002a, b). In rubA deletion strains of
Synechocystis, no functional PSI can assemble. Nevertheless, transient formation of
an unstable PsaA-PsaB heterodimer binding both the chlorophylls and phylloqui-
none and being capable of charge separations in the reaction center, is possible in
the mutants. However, all further assembly steps at the reducing side of PSI are
blocked, and F, is absent from the complex. As binding of F, to the reaction center
heterodimer is a prerequisite for the subsequent assembly of PsaC and PsaD into
the PSI acceptor side, a function of RubA for F, insertion into the heterodimer was
suggested (Shen and Golbeck 2006). The current hypothesis for RubA function is
that it keeps the strongly reducing PSI acceptor side, especially the phylloquinone
A, oxidized. Otherwise, A| might reduce the assembling F, and thereby impair the
insertion into the reaction center.

6.2 CnfU

AtCnfU-V and AtCnfU-IVb are plastid-localized Arabidopsis homologues of the
NifU protein from Azotobacter vinelandii, which is involved in the biogenesis of
the 4Fe-4S cluster of the nitrogenase, but does not seem to be involved in the
synthesis of other bacterial Fe-S clusters. NifU functions as a scaffold protein for
the assembly and transfer of the Fe-S cluster. In higher plants, CnfU seems to be
involved in the synthesis of both 2Fe-2S and 4Fe-4S clusters, as in a T-DNA
insertion line lacking AtCnfU-V, the biogenesis of ferredoxin is impaired and PSI
contents are also strongly reduced (Yabe et al. 2004). Interestingly, the biogenesis
of other proteins containing Fe-S clusters, such as the Rieske protein, glutamate
synthase and sulfite reductase, is not impaired, possibly indicating that, for the
synthesis and transfer of Fe-S clusters to these proteins, different scaffolds such
as SufA could be used (Touraine et al. 2004; Yabe et al. 2004). However, it is
known that a severe antisense repression of ferredoxin to levels comparable with
those observed in the CnfU insertion mutants can result in quantitative loss of PSI
(Holtgreve et al. 2003), most likely due to electron accumulation at the PSI
acceptor side and oxidative damage (PSI photoinhibition; see Section 7).
Therefore, the reduced PSI contents in the AtCnfU-V mutants need not be a
direct consequence of an impaired synthesis or insertion of the 4Fe-4S clusters,
but could also arise as a secondary consequence of an impaired ferredoxin
biogenesis. In conclusion, further analyses are required to resolve whether or not
the CnfU proteins contribute directly to PSI biogenesis.
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6.3 Apol

Novel plant-specific proteins involved in Fe-S cluster synthesis have been identified
in screens for photosynthetic mutants. One of them is the accumulation of photosys-
tem one 1 mutant (Apol; Amann et al. 2004). In contrast to all other proteins
involved in Fe-S cluster biogenesis in chloroplasts, which have homologues also in
cyanobacteria, Apol is one out of four members of a small gene family exclusively
found in vascular plants. The other members of the Apo family either also localize
to the chloroplast stroma (Apo2) or to mitochondria (Apo3, Apo4). Apol is essential
for the biogenesis of 4Fe-4S clusters, whereas the accumulation of proteins containing
2Fe-2S clusters is not affected in the corresponding T-DNA insertion lines.

64 Hcfl01

Hcf101 was identified by Stockel and Oelmiiller (2004) and Lezhneva et al. (2004)
as a nucleus-encoded protein, whose knock-out results in a high chlorophyll-a fluo-
rescence (HCF) phenotype. Electron transport in hcf/0I mutants is blocked due to
the absence of functional PSI, resulting in elevated PSII fluorescence due to over-
reduction of the electron transport chain. In hcf101 knock-out mutants, PSI subunits
are synthesized, but they do not assemble into a stable complex, indicating a func-
tion of the Hef101 protein in a post-translational step of PSI biogenesis. In addition
to PSI biogenesis, the accumulation of ferredoxin-thioredoxin reductase (FTR) is
also strongly and specifically impaired, whereas accumulation of proteins contain-
ing 2Fe-2S clusters, such as the Rieske protein or ferredoxin, is not affected. This
suggests an involvement of the stromal Hcf101 protein in the biogenesis of 4Fe-4S
clusters (Lezhneva et al. 2004). In other PSI mutants, accumulation of FTR is not
affected, ruling out that this effect could be a direct consequence of the loss of
functional PSI. Hcf101 belongs to the ubiquitous family of P-loop ATPases. As is
the case for Apol, the exact function of Hcf101 in 4Fe-4S cluster biogenesis and
its relationship to the Suf system is still unknown.

7 PSI Stability, Turnover and Degradation

In addition to the regulation of PSI biogenesis, the level of PSI accumulation could
also be determined by complex stability and rate of degradation. Unfortunately,
next to nothing is known about PSI stability and turnover in higher plants. Once the
photosynthetic apparatus is assembled, the turnover rates of PSI seem to be very
low, clearly differing from PSII, where the D1 protein of the reaction center has a
high turnover rate and can be replaced under light stress conditions at least once per
hour. Whereas, due to this high D1 turnover, PSII assembly and repair can be easily
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studied by pulse-chase experiments in algae and higher plants (Pliicken et al. 2002;
Ossenbiihl et al. 2004), no such studies have yet been performed with PSI. This is
because the rates of radiolabel incorporation are extremely low, with PsaA/PsaB
normally being the only detectable PSI subunits, suggesting that PSI as a whole is
highly stable and has a much lower turnover than PSII.

This scenario is further supported by the observation that, upon PSI photoinhibi-
tion by chilling stress, damaged PSI complexes disassemble and cannot efficiently
be replaced by de novo synthesized PSI. Chilling stress conditions combined with
only moderate light intensities damage the 4Fe-4S clusters at the PSI acceptor side,
as low temperatures decrease both the rate of NADPH consumption by the Calvin
cycle and the capacity of the antioxidative systems, whereas photosynthetic electron
transport is less severely affected. This results in an over-reduction of the PSI
acceptor side and increased generation of reactive oxygen species, which then can
no longer be detoxified by the Mehler—Asada cycle. Depending on the capacity of
the antioxidative system, even a few hours under chilling conditions can be suffi-
cient to damage more than 50% of the PSI complexes. Damaged PSI complexes
appear to disassemble and the reaction center subunits are subsequently degraded.
Thus, PSI can only be replaced by de novo biogenesis of PSI (reviewed by Scheller
and Haldrup 2005). In some plant species, such as Arabidopsis (Zhang and Scheller
2004), recovery of PSI requires several days, whereas in other species, such as
cucumber, loss of PSI is irreversible and therefore recovery from PSI photoinhibi-
tion results in a readjustment of the whole photosynthetic apparatus to the remain-
ing PSI contents, including a proportional degradation of PSII and antenna proteins
(Kuduh and Sonoike 2002). In addition, we have observed leaf age-dependent dif-
ferences in the capacity of PSI to recover from chilling stress in tobacco: Whereas
young tobacco leaves can completely recover within a week after the end of chilling
stress, mature leaves have lost the capacity for sufficient de novo synthesis of PSI
and therefore suffer from strongly accelerated senescence (C. Fliigel, M. Schottler
and R. Bock, unpublished data). Obviously, once the photosynthetic apparatus is
assembled in young leaves, the capacity for PSI biogenesis declines sharply or may
be even almost completely lost. The molecular basis for these ontogenetic and/or
developmental changes in the capacity for PSI biogenesis is not yet understood.

7.1 BitpA

In Synechocystis PCC 6803, a screen for PSI mutants resulted in the identification
of BtpA (Bartsevich and Pakrasi 1997). BtpA (biogenesis of thylakoid proteins A)
is an extrinsic thylakoid protein, facing the cytoplasm (Zak et al. 1999). A btpA
knock-out strain suffers from severely reduced PSI contents, accumulating less than
20% of the wild-type level of PSI. As the transcript accumulation of PSI subunits
was normal, Bartsevich and Pakrasi concluded that BtpA functions at a post-
transcriptional level of PSI biogenesis. However, subsequent experiments by Zak
and Pakrasi (2000) revealed a role for BtpA rather in the stabilization of existing
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PSI than in PSI biogenesis, as a block of translation by chloramphenicol application
resulted in a dramatically accelerated loss of PSI in the mutants, which could not
be explained by a direct effect on PSI biogenesis. This effect was most pronounced
under chilling conditions, resulting in the complete loss of PSI in AbtpA strains
within hours, whereas the wild-type Synechocystis strain was not affected. Another
indication for BtpA acting as a PSI-stabilizing factor is the strong induction of this
protein under stress conditions (Zak and Pakrasi 2000). A possible explanation of
this protective function of BtpA for assembled PSI complexes might be its involve-
ment in the activation or stabilization of antioxidative enzymes or their sequestra-
tion towards PSI under specific stress conditions, thereby reducing the oxidative
damage that induces PSI degradation. Alternatively, BtpA could counteract specific
PSI proteases and block their access to the complex.

7.2 PSI Proteases

Thus far, it has not been possible to identify proteases involved in PSI degradation.
Therefore, nothing is known about PSI proteolysis and its regulation. Likewise, the
conditions and mechanisms by which PSI may become prone to degradation are
largely unknown. However, the appearance of distinct degradation intermediates
for both PsaA and PsaB after chilling stress was observed in barley, possibly indi-
cating a complex series of different proteolytic processing steps. For PsaB, as many
as seven distinct degradation fragments could be resolved by immunoblotting (Tjus
et al. 1999).

8 Outlook

Due to recent progress, we now have gained a rough overview over the different steps
of PSI biogenesis (summarized in Fig. 1). The presently available evidence suggests
that PSI accumulation is predominantly regulated at the level of translation initation
of the plastid-encoded reaction center subunits PsaA, PsaB and PsaC, with PsaB syn-
thesis representing the most important control point (at least in Chlamydomonas,
where PsaB constitutes the dominant subunit of the CES process). In contrast, tran-
scriptional regulation, the predominant level of regulation of gene expression in the
nucleus, does not seem to contribute significantly to PSI gene regulation in plastids.
Regulation at the level of cofactor synthesis and especially cofactor insertion into the
assembling PSI complex cannot be ruled out yet. However, several important aspects
of PSI biogenesis and turn-over still remain enigmatic and therefore represent impor-
tant challenges for future research efforts. As the exact molecular functions of the
assembly factors involved in PSI biogenesis are not yet understood, protein—protein
interaction studies will be of utmost importance to: (a) reveal the mechanistic details
of the assembly process and (b) identify further assembly chaperones and accessory
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factors for PSI biogenesis. Also, PSI stability and turnover rates in mature leaves,
whose photosynthetic apparatus is fully established, warrant further analysis, includ-
ing attempts to identify possible PSI-specific proteases and their regulation. A better
understanding of these processes will be crucial to our picture of the integration of
PSI biogenesis into the developmental program of the leaf, and the elucidation of the
molecular basis of the leaf age-dependent differences in the capacity for PSI
biogenesis (as suggested by the different capacities of PSI to recover from chilling
stress-induced photoinhibition).

Furthermore, it will be necessary to dissect the influence of key endogenous and
exogenous factors, like phytohormones, light intensity gradients and the metabolic
state of the leaf, on the developmental changes in PSI biogenesis capacity during
leaf ontogenesis. In this context, the interaction between chloroplasts and mito-
chondria will also be of high relevance, as revealed by the recent identification of
a maize mutant with a defect in mitochondrial electron transport. The NCS6 mutant
is defective in the mitochondrial cytochrome-c oxidase, which as a secondary
consequence also results in strongly impaired PSI accumulation, whereas other
photosynthetic complexes, such as PSII and the ATP synthase, are not affected by
the mitochondrial mutation underlying the NCS6 phenotype (a cytochrome oxidase
subunit 2 deletion; Jiao et al. 2005). The loss of PSI was attributed to a severe
reduction in PsaC and the nucleus-encoded PsaD and PsaE subunits, whereas
the PsaA-PsaB reaction center dimer seemed to accumulate at least transiently.
Although the underlying mechanisms are not understood at all, these observations
strongly indicate that the signaling network controlling the different steps of PSI
biogenesis might be much more complex than currently recognized. In addition to
intimate plastid—nuclear cooperations, plastid—mitochondrial cross-talk can also
strongly affect PSI biogenesis, a discovery opening up a new direction for future
research.
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Abstract Senescence processes can influence many important agricultural traits;
however, our knowledge concerning regulatory mechanisms controlling senescence
is still limited. Free radicals are thought to play an essential role in senescence,
especially those derived from oxygen. In addition to their deleterious functions,
they might serve as signalling molecules. The critical balance between production
and scavenging of reactive oxygen species (ROS), which normally is very tightly
regulated, appears to be specifically disrupted during the progression of senescence
in different cellular compartments either by depletion of antioxidants or excess
production of ROS. Hydrogen peroxide (H,O,) is very likely the most important
ROS. In contrast to other ROS, it has a relatively long half-life and can also pass
membranes; therefore, it can be assumed that it executes signalling functions.
Hydrogen peroxide is produced in different cell compartments but can also be
released into the cytosol or vice versa. The role of ROS originating from different
cellular compartments like chloroplasts, peroxisomes or mitochandria is discussed
here with respect to senescence.
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1 Introduction

With regard to global climate changes, one of our future challenges will be to
develop crop plants that cope better with changing environmental conditions.
Abiotic stress is estimated to be the primary cause of crop loss worldwide, with the
potential to cause a reduction of more than 50% in the average yield of the main
crops. Climatic extremes are known to trigger senescence processes. Many different
agriculturally important traits are affected by senescence, like number and quality of
seeds, timing of seed set, fruit ripening, etc.. Despite the importance of the senes-
cence processes, our knowledge on the regulatory mechanisms of senescence is still
poor. However, senescence is not a chaotic breakdown, but an orderly loss of normal
cell functions. In contrast to aging processes which have a passive and non-regulated
degenerative character (for a review, see Krupinska et al. 2003), senescence is an
active and highly regulated process. Senescence can be initiated by exogenous and
endogenous triggers. The most important endogenous factors inducing senescence
are the age of the leaves and the age and developmental stage of the plant. The leaves
of annual plants show a continuous decrease in their photosynthesis rate after full
expansion (Batt and Woolhause 1975; Hensel et al. 1993). In fast-aging plants like
Arabidopsis, photosynthetic capacity of the leaves decreases by 50% within 4-6
days of full leaf expansion under continuous light conditions (Hensel et al. 1993).
The endogenous signals that are involved in the onset of leaf senescence are still
under debate. A decline in photosynthetic activity under a certain threshold may act
as a senescence-inducing signal (Matile et al. 1992; Smart 1994). However, autumn
senescence in free-growing aspen (Populus tremula) is apparently initiated solely by
the photoperiod, and progresses steadily without any obvious influence of other
environmental signals (Keskitalo et al. 2005).

It is also discussed whether leaf senescence is induced by sugar starvation or by
sugar accumulation. In contrast to a possible role of sugar starvation in the
senescence of petals (van Doorn 2004), an external supply of sugars has been shown
to induce symptoms of senescence, such as leaf yellowing. In tobacco, sugars
accumulate during early senescence, but decline during later stages (Masclaux et al.
2000). Leaf sugar contents have been shown to increase during senescence in several
plant species, e.g. tobacco, soybean, wheat, maize, castor bean (Noodén et al. 1997;
Wingler et al. 1998; Jongebloed et al. 2004), and Arabidopsis (Quirino et al. 2001;
Stessman et al. 2002; Diaz et al. 2005). In contrast to sugars, total amino acid content
declines throughout leaf development. Changes in the sugar relative to nitrogen
content during the sink/source transition of leaves could thus play a role in the induc-
tion of leaf senescence and thereby stimulate nitrogen remobilisation from the old
leaves (Masclaux et al. 2000; Pourtau et al. 2004; Wingler et al. 2004). Glucose and
fructose accumulate strongly during senescence in Arabidopsis leaves, indicating
that senescing leaves are not sugar-starved. The observed hexose accumulation
could result from phloem blockage (Jongebloed et al. 2004) or from nitrogen
starvation (Pourtau et al. 2004). Recent microarray analyses revealed that the senescence-
associated gene SAG2, which was previously thought to be sugar-repressible, was
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induced over 900-fold by glucose. Induction of SAGI2, which is expressed during
late senescence, demonstrates that processes characteristic for late stages are sugar-
inducible (Pourtau et al. 2006).

However, besides sugar many other signals trigger developmental senescence,
including more or less all phytohormones. Cytokines are generally regarded as
inhibitors of senescence (Van Staden et al. 1988; Gan and Amasino 1995). Ethylene
has been shown to play an essential role in the timing of leaf senescence in
Arabidopsis rosette leaves but it is neither necessary nor sufficient as a senescence-
promoting signal. The ethylene-insensitive mutant etrl/-1 of Arabidopsis and
antisense 1-amino-cyclopropane-1-carboxylic acid (ACC)-oxidase tomato plants
indicate that mainly age-dependent factors are involved in the regulation of leaf
senescence (Grbic and Bleecker 1995; John et al. 1995). Recently, expression pro-
files of senescing leaves of Arabidopsis lines defective in signalling pathways
involving salicylic acid (SA), jasmonic acid (JA) and ethylene have shown that all
three pathways are required for expression of many genes during developmental
senescence (Buchanan-Wollaston et al. 2005).

Brassinosteroids also have a leaf senescence-promoting role (He et al. 2001),
as has JA. It was found that several genes involved in JA biosynthesis are upregu-
lated during leaf senescence in Arabidopsis and that the JA level in senescing
Arabidopsis leaves increases (He et al. 2001). Since JA induces the expression of
several senescence-enhanced genes (He et al. 2002; Buchanan-Wollaston et al.
2005), JA appears to be an important senescence-promoting factor. Salicylic acid,
which is mainly involved in pathogen defence, has also been shown to be required
for expression of some SAGs (He et al. 2002; Buchanan-Wollaston et al. 2005).
Abscisic acid (ABA) is implicated in the regulation of stress-induced senescence
and the expression of several SAGs can be induced upon treatment with ABA
(BuchananWollaston et al. 2005). By contrast, auxin and gibberellic acid have a
negative effect on leaf senescence. Recently, the involvement of auxin responsive
transcription factors in senescence regulation was reported (Ellis et al. 2005).
However, overall senescence is controlled most likely by the interaction of all
hormones in specific concentrations acting in synergistic or antagonistic ways and
in concert with other signals like sugar, calcium and free radicals.

2 Oxygen Free Radicals and Life Span

There are several lines of evidence that reactive oxygen species (ROS) trigger leaf
senescence. Oxidative stress arises from an imbalance between generation and
elimination of ROS, often leading to cell death. Oxidative stress occurs when this
critical balance is disrupted because of depletion of antioxidants or excess accumu-
lation of ROS. Regardless of how or where they are generated, an increase in
intracellular oxidants results in two very important effects: damage to various cell
components and activation of specific signalling pathways, both of which influence
numerous cellular processes (Fig. 1). However, oxidative damage in plant tissues is
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Fig. 1 Involvement of H,0, (and NO) in cellular responses to various stimuli, modified after
Desikan et al. (2004) and Neill et al. (2002)

especially important during senescence and is characterised by a notable increase in
the metabolism of activated oxygen species (Kar and Feierabend 1984; Thompson
et al. 1987; Halliwell and Gutteridge 1989). For the mediterranean plant Cistus
clusii, it could be shown that oxidative stress associated with the aging in plants
accumulates progressively in chloroplasts (Munne-Bosch and Alegre 2002).

Obviously, oxidative stress resistance and potential life span seem to be correlated
in many organisms ranging from Caenorhabditis to mammals (Harman 1956, 1998;
Orr and Sohal 1994; Martin et al. 1996; Sohal and Weindruch 1996). The loss of
antioxidative capacity during the progression of senescence has also been reported for
many different plants (Chia et al. 1981; Dhinsda et al. 1981; McRae and Thompson
1983; Pauls and Thompson 1984; Pastori and del Rio 1994; Jimenez et al. 1998;
Panavas and Rubinstein 1998; Orendi et al. 2001), implying that this may be a more
general phenomenon for many aerobic organisms. However, the relationship between
life span and oxidative stress tolerance in plants is poorly understood.

Analyses of different late-flowering/extended-longevity mutants suggested that
control of longevity and oxidative stress tolerance are tightly linked in Arabidopsis
(Kurepa et al. 1998). The most extended longevity mutant was gigantea3 which
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Fig. 2 Phenotype and catalase activity profiles of wild-type and gigantea3 mutant plants (gi3).
When plants were grown under the same conditions, gi3 flowering time and leaf senescence was
delayed. Catalase staining of native protein gels revealed that gi3 showed higher CATALASE3
activity than wild-type plants of the same age (8-week-old plants, 8w) or the same developmental
stage (6-week-old plants, 6w). CAT3 CATALASE3 activity, CAT2 CATALASE?2 activity

also showed the highest tolerance against paraquat treatment. GIGANTEA was
previously reported to function in red light signalling, central clock function, and
flowering time regulation. Recent results indicate that GIGANTEA acts in blue
light signalling and has biochemically separable roles in circadian clock and flowering-
time regulation (Martin-Tryon et al. 2006). However, the link between this nuclear
localised protein and resistance to oxidative stress is still unclear. Clock-controlled
genes like CATALASE?2 (CAT2) and CATALASE3 (CAT3) might be candidates
for this link. Analyses of catalase activities in the gigantea3 mutant revealed a
much higher activity of the stress inducible catalase3 isoform (Fig. 2) which might
be responsible for the elevated oxidative stress tolerance. The delayed leaf senes-
cence mutants of Arabidopsis thaliana orel, ore3, and ore9 also exhibit increased
tolerance to various types of oxidative stress. However, the activities of antioxidant
enzymes were similar or lower in these mutants, as compared with the wild type,
providing evidence that oxidative stress tolerance is also genetically linked to con-
trol of leaf longevity in plants (Woo et al. 2004). Conversely, elevated levels of
ROS influence the expression of SAGs. Eight of 12SAGs characterised for
Arabidopsis are induced by ozone (Miller et al. 1999) and the expression of many
other SAGs was also enhanced by increased levels of ROS (Navabpour et al. 2003),
indicating that elevated levels of oxygen free radicals might be used as a signal to
promote senescence.
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3 Oxygen Free Radical Sources and Antioxidants

Aerobic organisms use molecular oxygen as a terminal oxidant during respiration
as it is relatively harmless and not very reactive. However, it has the potential to be
reduced incompletely to toxic intermediates like singlet oxygen ('O,), the superox-
ide radical (O,"), the hydroperoxyl radical (HO,™), hydrogen peroxide (H,0,), and
the hydroxyl radical (OH). These radicals are extremely reactive and are able to
oxidise all kinds of macromolecules, but have different specificities (for a review,
see Dat et al. 2000). The most reactive radical is the hydroxyl radical, which has no
preference for specific macromolecules, often leading to irreparable metabolic
misfunction and cell death (Knox and Dodge 1985). Superoxide radicals preferentially
oxidise amino acids like histidine, methionine and tryptophane. Hydrogen peroxide
oxidises SH groups; it differs from the other ROS through its higher stability and
its diffusibility; and it is most likely the most important ROS. It can be produced in
almost all cell compartments but it can also pass membranes. The endogenous H,O,
contents of plant cells can be much higher than those found in animals and bacteria;
plant cells happily survive H O, levels that would kill animal cells. This high tolerance
is due to an extensive antioxidant system composed of enzymatic and non-enzymatic
components (Noctor and Foyer 1998). Ascorbate peroxidase (APX) is the most
important enzyme scavenging H,O, produced in the chloroplast and uses ascorbate
to reduce H,O, to water. To maintain ascorbate levels, it has to be regenerated via the
ascorbate—glutathione cycle (Bowler et al. 1992). The respective enzymes driving
these reactions are also present in peroxisomes and mitochondria; and the
participation of this cycle in the control of H,O, concentration in both cell organelles
has been proposed (Jiménez et al. 1997, 1998). The capacity of leaves to produce
ascorbate declines with leaf age (Foyer 2004). The content of reduced glutathione
(GSH) also significantly decreases in pea leaf mitochondria during senescence,
which is probably due to the decrease in glutathione reductase (GR) activity under
these conditions (Jiménez et al. 1998). Decreases in total glutathione have also been
linked to nodule senescence (Dalton et al. 1993; Evans et al. 1999; Puppo et al.
2005). Exposure to stress can result in changes in antioxidants levels, particularly
in glutathione and ascorbate. In many plant organs, altered levels of these com-
pounds and the ratio of their reduced to oxidised forms act as a signal to trigger
specific cellular responses (Noctor and Foyer 1998; Pastori et al. 2003). However,
ascorbate and glutathione are multifunctional compounds with functions that
extend beyond the antioxidative system (May et al. 1998; Noctor and Foyer 1998),
e.g. ascorbate and glutathione are also required for the operation of the cell cycle
(Potters et al. 2004). The degree of coupling between the ascorbate and glutathione
redox couples varies greatly between different cellular compartments, and this
flexibility of coupling between these antioxidant pools is crucial to differential
signalling by ascorbate and glutathione (Noctor et al. 2002; Foyer et al. 2005).
Catalases (CAT) detoxify H,O, produced in the peroxisomes. Whereas APX
has a high affinity for H,O, and is able to detoxify low concentrations of H,O,, CAT
has a high reaction rate, but a low affinity for H,O,. However, besides its role in the

elimination of peroxisomal H,O,, catalase plays a critical role in maintaining the redox
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balance during oxidative stress and appears to be indispensable for stress defence
in some C3 plants (Willekens et al. 1997).

In addition, many different peroxidases are involved in many physiological
processes during the plant life cycle. Their activity and expression is modulated by
internal and external stimuli and is probably regulated by a fine-tuning that has yet
to be elucidated and that meets the demands of plants during stress conditions and
senescence (Passardi et al. 2005). Plant metallothioneins are involved in the
reduction of metal-induced oxidative stress (Thomas et al. 2005). Peroxiredoxins
(Prx) constitute the most recently identified group of H,O,-decomposing antioxi-
dant enzymes. In addition to the reduction of H,O,, Prx proteins also detoxify
alkyl hydroperoxides and peroxinitrite, despite the fact that significant differences
exist in substrate specificity and kinetic properties (Dietz et al. 2006).

Furthermore, additional non-enzymatic low-molecular-weight antioxidants are
involved in redox balancing. Nitric oxide (NO) is also a bioactive molecule which
is able to scavenge ROS and can strongly counteract many ROS-mediated cytotoxic
processes in plants (Beligni and Lamattina 1999). In Arabidopsis, it was shown that
NO can also act as a negative regulator of leaf senescence (Mishina et al. 2007).
Even though considered a non-essential element in plants, selenium (Se) might also
act as an antioxidant and was shown to play a role as an antioxidative protectant in
soybean during senescence (Djanaguiraman et al. 2005). Tocopherols are also well
known low-molecular-weight antioxidants (Munne-Bosch and Falk 2004). The
content of alpha-tocopherol as well as that of gamma-tocopherol increased signifi-
cantly in leaves of aging Arabidopsis plants (Hollander-Czytko et al. 2005). In
conclusion, the various antioxidative systems appear to be tightly regulated during
senescence. Transgenic tobacco plants with enhanced glutathione reductase activity
or with autoregulated senescence-induced production of cytokinins show that the
antioxidative capacity is sufficiently balanced with the plant metabolism and that
its decline with increasing age is not a cause but a consequence of senescence and
aging in plants (Dertinger et al. 2003). However, there is increasing evidence that
ROS are also involved in the regulation of senescence as signalling molecules.

4 The Role of Different Cellular Compartments

More or less all cellular compartments produce ROS and have their own scavenging
systems. However, the kind of ROS and the amounts produced can highly differ
between compartments, and as already mentioned H,O, can also pass membranes
and might be released from different compartments into the cytosol (Fig. 3).

4.1 Chloroplasts

In contrast to animal systems, chloroplasts are the main source of ROS in plants.
During photosynthesis, light energy is absorbed by a series of redox reactions and
transferred to the reaction centres of the photosystems. Finally, the electrons are
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transmitted to CO,. Since in most plants the rate of CO, fixation is not high enough
to convert more than 50% of the light energy (Baker 1991), alternative electron
acceptors like molecular oxygen are used, leading to the formation of superoxide
radicals (O,"). Furthermore, the chloroplasts can form significant amounts of singlet
oxygen ('0,). Normally, the excited singlet status of the chlorophyll serves the trans-
fer of energy or electrons. To emit energy, chlorophyll uses either fluorescence or
conversion to the triplet status, which can, in combination with oxygen, lead to the
formation of singlet oxygen (Arora et al. 2002). During senescence, chloroplast are
converted into “gerontoplasts”. This term was established to describe the organelle
of a senescing, formerly green tissue (Parthier 1988). Electron microscopy revealed
that the chloroplasts of senescing leaves show an increased number of enlarged
plastoglobuli, a disorientation of the grana stacks, and a swelling of the thylacoids.
It is assumed that the formation of plastoglobuli is associated with the degradation
of the thylacoids (Smart 1994). In cucumber (Cucumis sativus), the involvement of
the light-harvesting complex of photosystem II (LHC II) in the structural reorganisa-
tion of the thylakoid membranes during cotelydon senescence was shown (Prakash
et al. 2001); and recently the protease FtsH6 degrading LHC II during leaf senes-
cence was isolated from Arabidopsis (Zelisko et al. 2005). It is likely that FtsH6 is
a general LHC II protease and that FtsH6-dependent LHC II proteolysis is a feature
of all higher plants (Zelisko et al. 2005).

This loss of chloroplast integrity can be observed in the very early stages of
senescence; it is associated with the breakdown of the chlorophylls, and the degra-
dation products are transported into the vacuole (Thomas and Stoddart 1980; Matile
et al. 1996; Gan and Amasino 1997). The composition and fluidity of the thylacoid
membrane appears not to be changed. The conversion of chloroplasts to geronto-
plasts in leaves is reversible in some, possibly all higher plants (Zavaleta-Mancera
et al. 1999a, b; Thomas et al. 2003). However, the chloroplasts may play a regula-
tory role during leaf senescence reminiscent to that of mitochondria during animal
programmed cell death (PCD). Transgenic tobacco with a knock-out of the plastid
ndhF gene (AndhF) shows low levels of the plastid Ndh complex (plastidic
NAD(P)H dehydrogenase analogous to complex I of mitochondria) and a >30-day
delay in leaf senescence with respect to wild-type tobacco plants (Zapater et al.
2005). The level and activity of the Ndh complex increase during leaf senescence
(Zapater et al. 2005), which strikingly parallels the increased transcription of the
mitochondrial complex I during human aging (Pich et al. 2004). Chloroplastic
control of leaf senescence provides an unexpected role of the plastid ndh genes that
are present in almost all higher plants.

The regulation of leaf senescence by chloroplasts opens up the question
whether chloroplasts are targets for proapoptotic and antiapoptotic proteins

<
<

Fig. 3 Production and scavenging of H,O, in the different cellular compartments, modified after
Shigeoka et al. (2002) and del Rio et al. (2006). Whether H,O, is also formed in the nucleus or
exclusive imported and whether there are nucleus specific scavenging systems like those proposed
for the peroxiredoxins is still an open question. Most likely the redox state of different transcrip-
tion factors (TFs) and thereby their activity and/or DNA-binding can be influenced by the concen-
tration of H,O, in the nucleus
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which affect mitochondria in animal PCD. There, mitochondria integrate signals
of proapoptotic and antiapoptotic proteins regulating the release of cytochrome ¢
and the production of ROS that direct subsequent apoptotic processes (Green and
Reed 1998; Jones 2000; Ferri and Kroemer 2001; Dufour and Larsson 2004). In
this case, complex I is the main site for the production of superoxide; complexes
IT and III are involved to a lesser extent (Dufour and Larsson 2004). In chloroplasts,
the Ndh complex regulates the redox level of cyclic electron transporters by
providing electrons that are removed by the Mehler reaction, and the coordinated
action of superoxide dismutase (SOD) and peroxidase when transporters become
over-reduced. Cytochrome c¢ release from mitochondria and the decrease of
Calvin cycle activity in chloroplasts both lead to an increased generation of ROS
in the respective organelle. In addition, the decrease of SOD activity (Casano
et al. 1994; Orr and Sohal 1994; Jimenez et al. 1998) in both organelles would
amplify the levels of ROS. Moreover, the chloroplast NADPH thioredoxin
reductase (NTRC), with a thioredoxin domain, uses NADPH to reduce the
chloroplast 2-Cys peroxiredoxin BAS1 and might be a key detoxification system
during darkness, with NADPH produced by the oxidative pentose phosphate
pathway as the source of reducing power. Prolonged darkness followed by light/
dark incubation produced an increase in H,O, and lipid peroxidation in leaves and
an accelerated senescence of NTRC-deficient plants, also indicating a regulatory
role for ROS produced in the chloroplast during plant senescence (Perez-Ruiz
et al. 20006).

4.2 Mitochondria

Mitochondria are also an important source of reactive oxygen in plants. The mito-
chondrial electron transport chain consists of several dehydrogenase complexes
which reduce a common pool of ubiquinone (Millenar and Lambers 2003).
Cytochrome ¢ oxidase or alternative oxidases serve as terminal electron acceptors.
Here, the superoxide radical is mainly produced by ubiquinone and the NADH
dehydrogenases, namely by autooxidation of the reduced components of the respi-
ration chain (Richter and Schweizer 1997). In contrast to chloroplasts and due to
the persisting energy demand, the function of mitochondria is maintained during
the gradual breakdown of the cell up to a late time-point in senescence. However,
electron microscopy studies showed that senescence in pea leaves induced
deterioration in the mitochondrial membrane structure and a slight disorganisation
in the matrix and cristae (Pastori and del Rio 1994). A decrease in mitochondrial
membrane integrity could allow the leakage of H,O, from mitochondria into the
cytosol during senescence. This extrusion of H,O, could be favoured by the
decrease of APX and monodehydroascorbate reductase (MDHAR) activities in
mitochondrial membranes (Jiménez et al. 1998).

In parallel, the alternative respiration pathway is activated during senescence
(Hiser and MclIntosh 1990; Svensson and Rasmusson 2001; Maxwell et al. 2002).
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An important function of the alternative oxidase (AOX) is to prevent the formation
of excess free oxygen radicals. AOX ensures a low reduction status of the ubiqui-
none pool by oxidising ubiquinol. Thus, the electron flow is guaranteed (Millenaar
and Lambers 2003). This reaction is necessary, if the cytochrome ¢ dependent path-
way is restricted by naturally occurring cyanide, NO, sulfide, high concentrations
of CO,, low temperatures, or phosphorus deprivation (Millenaar and Lambers
2003), as well as wounding, drought, osmotic stress, ripening, and pathogen
infection (MclIntosh 1994; Moore et al. 2002).

There is some evidence that alternative respiration is also correlated with
senescence. Aging potato slides showed a decline in the capacity of cytochrome
c-dependent respiration whereas both the alternative respiration and the protein
content of AOX increased (Hiser and McIntosh 1990). In the fungus Podospora
anserina, inactivation of subunit V of the cytochrome ¢ oxidase complex led to the
exclusive use of the alternative respiration pathway and to a decline in ROS forma-
tion in these mutants. This inactivation of the cytochrome ¢ oxidase resulted in an
extraordinary longevity of this fungus (Dufour et al. 2000). Long-term treatment of
Arabidopsis plants with antimycin A also lead to a reduction of H,O, levels but not
to a delay of senescence (P. Zimmermann and U. Zentgraf, unpublished data).
However, a microarray study using an AOX anti-sense line of Arabidopsis showed
AOX influences outside mitochondria, particularly in chloroplasts and on several
carbon metabolism pathways (Umbach et al. 2005).

In Podospora anserina, copper depletion also leads to the induction of an
alternative respiratory pathway which appears to be induced by specific impair-
ments of the copper-dependent cytochrome ¢ oxidase. During senescence of the
wild-type strain, copper is released from mitochondria. The mechanism
involved is still unknown. However, it is striking that the permeability of mito-
chondrial membranes in animal systems changes during apoptosis and that
mitochondrial proteins with an important impact on this type of cellular death
are released (Borghouts et al. 2001). In Arabidopsis, a copper chaperone (CCH)
is upregulated during leaf senescence, suggesting that certain metal ions are
mobilised in leaves and are transported to other growing parts of the plants. The
CCHs are also involved in defence mechanisms against oxidative stress in
Arabidopsis, tomato, and poplar. Emerging data suggest that the mechanisms
regulating plant copper homeostasis could be implicated in stress and senes-
cence signal transduction pathways (Himmelblau et al. 1998; Mira et al. 2002;
Lee et al. 2005).

Mitochondrial NO production is also involved in senescence regulation, since
dark-induced senescence of detached leaves and intact plants progressed more
rapidly in the nos/-mutant compared with the wild type (Guo and Crawford
2005). However, there is some doubt whether this protein really encodes an plant
nitric oxide synthase (NOS; Zemoijtel et al. 2006). Although it has been con-
firmed that basal NO production is impaired or that nos/ mutants have a reduced
capacity to mount a NO burst, no direct NOS activity can be confirmed so far
(Crawford et al. 2006). In contrast, it was suggested that AtNOS1 is a GTPase
involved in mitochondrial ribosome biogenesis and/or processes of translation.
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In this scenario, AtNOS1 deletion would lead to defects in mitochondrial
biogenesis, resulting in an observed decrease in NO production (Zemojtel et al.
2006). Whether the AtNOS gene might encode a new kind of NOS with low
activity which uses N-®-hydroxyarginine (NOHA) as substrate is still under
investigation (Guo 2006).

The copy number of mitochondrial genomes is kept constant during leaf
development, indicating that organellar gene expression in higher plants is not
significantly regulated at the level of genome copy number (Li et al. 2006).

4.3 Peroxisomes

Another source for ROS formation, especially for H,O,, is photorespiration in the
peroxisomes. During CO, fixation, ribulose-1,5-bisphosphate-carboxylase
(RubisCO) uses CO, to carboxylate ribulose-1,5-bisphosphate. This enzyme can
also use molecular oxygen to oxygenate ribulose-1,5-bisphosphate (Foyer 1996).
During this reaction, glycolate is formed and transported from the chloroplasts into
the peroxisomes and then oxidised there, with H,O, formed as a byproduct. After
the reverse transition of leaf peroxisomes into glyoxysomes, which occurs during
senescence, additional H,O, is produced by increased beta-oxidation of fatty acids.
Moreover, it is very likely that the peroxisomal NADH-dependent production of
O, radicals is intensified by this transition (Landolt and Matile 1990; Pistelli et al.
1996; Pastori and del Rio 1997), since more NADH would also be available as a
result of the induction of fatty acid beta-oxidation and the glyoxylate cycle (Jiménez
et al. 1998). Peroxisomes and ROS generated in these organelles were shown to
play a central role in natural and dark-induced senescence in pea (del Rio et al.
1998). Here, peroxisomes have a ROS-mediated cellular function in leaf senes-
cence and in stress situations induced by xenobiotics and heavy metals. Moreover,
peroxisomes appear to play an important role as a supplier of signal molecules like
NO® (nitric oxide), O,", H,0,, and possibly S-nitrosoglutathione (Pastori and del
Rio 1997; del Rio et al. 1998, 2002, 2003). Whereas the superoxide- and H,0 -
generating enzymes (e.g. xanthine oxidase, urate oxidase, MnSOD) and the
NADPH-dependent generation of superoxide on the membranes of these organelles
increased during leaf senescence (Pastori and del Rio 1997; del Rio et al. 1998),
CAT activity was almost completely lost (Pastori and del Rio 1994, 1997).
Therefore, H,O, levels and lipid peroxidation rate significantly increased in these
organelles during senescence. Remarkable differences in redox components and
progression of senescence can be observed when pea plants grow under different
nitrogen supply conditions (Vanacker et al. 2006). In contrast to ROS, NO produc-
tion is clearly down-regulated during leaf senescence of pea plants. Confocal laser
microscopy analyses with 4,5-diaminofluorescein diacetate in pea leaf sections
revealed that endogenous NO was predominantly detected in the vascular tissues,
suggesting that it could be involved in long-distance communication (Corpas et al.
2004). Taken together, these data suggest that peroxisomes could act as subcellular
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sensors of plant stress and senescence by releasing NO, superoxide, and H,O, as
signalling molecules to the cytosol and thereby also triggering specific gene expression
(Corpas et al. 2001, 2004; del Rio et al. 2002). If the mitochondrial and peroxisomal
ascorbate—glutathione cycles are compared during the progression of senescence, it
can be speculated that peroxisomes may participate in the cellular oxidative mecha-
nism of leaf senescence longer than mitochondria, since mitochondria appear to be
affected by oxidative damage earlier than peroxisomes (Jiménez et al. 1998; del
Rio et al. 2003). Moreover, stresses that generate H,O, as a signalling molecule can
result in peroxisome proliferation via up-regulation of components (PEX genes)
required for the biogenesis of these organelles and import of proteins into these
organelles (Lopez-Huertas et al. 2000). However, whether the number of peroxisomes
generally increases during leaf senescence still has to be elucidated; in senescent
pea leaves the number of peroxisomes increases up to five-fold (Pastori and del Rio
1994, del Rio et al. 1998).

4.4 The Nucleus

In contrast to the numerous studies on antioxidants in the cytoplasm, the nuclear
antioxidant system has not been studied in much detail. However, nuclear redox
states influence the activities of several transcription factors; and oxidative injury
or DNA replication errors caused by ROS are serious problems for aerobic organ-
isms. Therefore, it is reasonable to speculate that eukaryotic cells evolved nuclear
antioxidant systems distinct from their cytosolic ones. In barley, a dormancy-
related peroxiredoxin anti-oxidant, PER1, was localised to the nucleus of barley
embryo and aleurone cells and protective roles for PERI in seeds were discussed
(Stacy et al. 1999). Recently, the localisation of at least one family member of the
peroxiredoxins was reported in the nucleoplasm of rice and Arabidopsis (Dietz
et al. 20006).

Oxidative stress can lead to DNA damage by the formation of 8-oxo-7,8-dihydro-
2’-deoxyguanosine (8-oxo-dG) in cucumber, most likely induced by H,O,
(Watanabe et al. 20006). In general, the nucleotide pool is also a significant target
for the formation of extranuclear 8-oxo-dG (Haghdoost et al. 2006). In mammalian
cells, it was observed that H,O, plus Cu(Il) induces 8-0xo-dG formation in telomere
sequences more efficiently than in non-telomere sequences. These oxidative
damages are repaired less efficiently in telomeric DNA than elsewhere in
the chromosome. Moreover, oxidative stress accelerates telomere loss whereas
antioxidants delays it (Von Zglincki 2002). During development from immature
embryos to mature barley plants with senescent leaves, telomeres shorten dramati-
cally. This telomere shortening cannot be explained by the continuous loss of
telomeric repeats during replication, indicating that a different mechanism for
teleomere shortening exists, which is most likely involved in developmental
regulation (Kilian et al. 1995). In other plants, telomere length is kept constant
during development and post-replicative senescence (Fajkus and Zentgraf 2000).
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However, the intranuclear localisation of the telomeres in Arabidopsis at the
nucleolar boundary changes with the age of the cells (Fajkus and Zentgraf 2000)
and the protein structure of the Arabidopsis telomeres is modified at an early
stage in leaf senescence when a small protein is recruited to the telomeres by
protein—protein interaction (Zentgraf et al. 2000). It still has to be elucidated
whether this has any implication for telomere function or nuclear architecture
and, as a consequence, active chromatin domains and gene expression patterns.
In humans, oxidative DNA damage may exert deleterious effects on telomeres by
disrupting the association of the telomere-maintenance proteins TRF1 and TRF2
(Opresko et al. 2005).

S Oxygen Free Radical Signalling

ROS were originally considered to be exclusively detrimental to cells, but it is clear
now that redox regulation involving ROS plays a key role in cell signalling. ROS
likely participate far more in cellular activities than anticipated (see also Fig. 1). In
yeast, transcriptome analyses revealed that the response to oxidative stress involves
about one-third of the genome (Gasch et al. 2000); and a number of transcription
factors that regulate the expression of antioxidant genes are well characterised, e.g.
ACEIl, MACI, YAPI1, YAP2, HAPI1, and HAP2/3/4 of yeast (for a review, see
Scandalios 2002). In yeast, the glutathione peroxidase (GPX)-like enzyme GPX3
was identified as a second component of the pathway, serving the role of sensor and
transducer of the H,O, signal to the YAPI transcription factor (Delaunay et al.
2002). In higher eukaryotes, oxidative stress responses are more complex and are
modulated by many regulators.

Despite some limitations, it became clear through the use of microarrays that in
plants there are far more genes and gene clusters responding to ROS and/or senes-
cence than previously thought and that there is a remarkable overlap (Desikan et al.
2001; Scandalios 2002; Navabpour et al. 2003; Buchanan-Wollaston et al. 2005). Many
of the H,O,-responsive genes have no obvious direct role in oxidative stress, but
may be linked to stress or developmental signalling functions, explaining their
sensitivity to H,O, (Desikan et al. 2001). Indeed, global expression analysis
revealed that H,O, is involved in the regulation of a large number of genes in
tobacco (Vandenabeele et al. 2003) and Arabidopsis (Vanderauwera et al. 2005). In
plant cells, little is known about how the signals are perceived and transduced.

In alfalfa, an oxidative stress-activated MAP triple kinase 1 (OMTK1) was iden-
tified which is exclusively activated by H,O, and which directly interacts with a
MAPK (MMK3) and induces cell death (Nakagami et al. 2004). H,O, can also
activate a specific Arabidopsis MAP triple kinase, ANP1, which initiates a phos-
phorylation cascade involving two stress MAPKs, AtMPK3 and AtMPK6 (Kovtun
et al. 2000). Expression of the MAP triple kinasel (MEKK1) of Arabidopsis can
also be induced by H,0O, and shows its expression maximum during onset of leaf
senescence (Miao et al. 2007; http://www.genevestigator.ethz.ch). This triple MAP
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kinase can directly phophorylate the senescence-associated transcription factor
WRKYS53 and thereby increase its DNA binding activity (Miao et al. 2007).
WRKYS53 was shown to be involved in senescence regulation in an upstream posi-
tion (Miao et al. 2004). A coordinated regulation of the H O, scavenging enzymes
CAT and APX on the transcriptional and posttranscriptional level most likely cre-
ates a distinct increase of the hydrogen peroxide right at that time-point when plants
start to bolt and a coordinated senescence process of all rosette leaves should be
induced (Ye et al. 2000; Zimmermann et al. 2006). Most likely the expression of
MEKKT1 is induced by this increase in H,O, levels; and WRKY53, which can also
be induced by H,O, treatment (Miao et al. 2004), is switched from a leaf age to a
plant age-dependent expression (Hinderhofer and Zentgraf 2001) at that
time-point.

Whether H,O,-induced expression of SAGs is transduced by MAPK signalling
or directly by redox-sensitive transcription factors still has to be elucidated.
However, the redox-sensitive zinc-finger DNA-binding domain of the WRKY pro-
teins in which two cysteines together with two histidines interact electrostatically
with a zinc atom to form a “zinc finger” makes it an excellent candidate for direct
redox regulation (Arrigo 1999). For WRKYS53 there is some evidence that this
could be the case. It could be shown that WRKY53 can negatively regulate its own
expression (Miao et al. 2004). Hydrogen peroxide can induce reporter gene expres-
sion which was driven by the WRKY53 promoter in protoplasts prepared from wild-
type plants. In contrast, this induction was abolished in protoplast prepared from
WRKY53 knock-out lines, indicating that the WRKY 53 protein is directly involved
in the transduction of the hydrogen peroxide signal to the WRKY53 promoter
(Miao et al. 2007). Further hints for the involvement of ROS and antioxidants came
from the ascorbate-deficient Arabidopsis vtcl mutant which shows altered timing
of senescence (Barth et al. 2004). ROS, ascorbate, and glutathione decline in a regu-
lated manner during nodule development and senescence. This does not necessarily
cause oxidative stress but all components might be involved in signalling processes
or in a development-related shift in redox-linked metabolite cross-talk during nod-
ule senescence (Groten et al. 2005).

6 Conclusions and Perspectives

Many different agriculturally important traits are affected by plant senescence, such
that understanding senescence processes might contribute to solve the problems
approaching with global climatic changes. As described above, ROS play an
important role during leaf senescence in two different aspects: in signalling and in
molecule degradation. Despite extensive investigation of the role of H,O,, to date
no complete ROS signal transduction pathways have been described (Foyer et al.
2005). Obviously, plants have developed a very fine-tuned network of enzymatic
and low-molecular-weight antioxidative components in different cell compart-
ments; and different plants have different strategies to balance their redox potential
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and regulate their ROS status. The network managing the ROS balance is highly
dynamic and redundant, and includes ROS-scavenging and ROS-producing pro-
teins. Although recent studies have unravelled some of the key players in the net-
work, many unanswered questions remain, related to its mode of regulation, its
protective roles, and its modulation of signalling networks that control growth,
development, and stress response (Mittler et al. 2004). A very comprehensive over-
view is also given in the special issue of the Journal of Experimental Botany pub-
lished in May 2006: “Oxygen metabolism, ROS, and redox signalling in plants”.
New approaches like metabolic modelling are being developed as tools to analyse
network regulations, like e.g. redox reactions composing the SOD-ascorbate—
glutathione pathway (Polle 2001). These kinds of modelling approaches cannot yet
make exact predictions but can contribute to the theoretical understanding of the
functioning of antioxidant systems by pointing out questions that need to be
validated (Polle 2001). Developing in vivo imaging systems for different ROS to
visualise local changes in ROS levels in different compartments will help to
integrate our current data in a holistic view of the cells.
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Abstract The present state of different laser-assisted microdissection methods and
their application in various disciplines of plant science is reviewed. The first part of
the present review describes the basic effects of a laser beam on biological tissue, and
following sections dealing with practical aspects of sample preparation and the tech-
nologies implemented in laser-assisted microdissection procedures. An attempt is
made to distinguish laser-capture microdissection from laser cutting, to distinguish
different varieties of laser cutting, and to discuss the advantages and drawbacks of the
various methods for specific applications. The second part of the review covers appli-
cations of laser-assisted microdissection in various areas of plant science. Using
lasers to conduct microsurgery on plant tissue and to dissect chromosome parts are
two highly specialized areas that are discussed. RNA isolation and cell-specific gene
expression analysis are the most frequent reasons for using laser-assisted microdis-
section methods, so a section comprising recent applications is included. Although
proteomic methods for analyzing the contents of specific cell populations are availa-
ble, proteins have been analyzed infrequently in laser-microdissected plant tissue.
Therefore, the corresponding section also includes examples from animal samples.
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The final section is dedicated to the emerging field of cell type-specific metabolite
profiling, including secondary metabolites, in extracts of laser-microdissected plant
samples by mass spectrometry and nuclear magnetic resonance spectroscopy.

Abbreviations LAM: laser-assisted microdissection; generic term; LCM: laser
capture microdissection; target cells are bonded by laser to a plastic film and
captured by lifting; LMD: laser microdissection; laser cutting method, sample
collected by gravity; LMPC: laser microdissection and pressure catapulting; laser
cutting method, sample transferred to the collecting device by pressure catapulting.

1 Introduction

Detailed knowledge of non-uniform expression of RNA transcripts and cell type-
specific biosynthesis of proteins and metabolites is fundamental for understanding the
biochemical and physiological processes of organisms and their ecological interac-
tion. Hence, microanalytical approaches suitable for miniaturized analysis of biologi-
cal tissue and single cells have been developed, based on different methodological
platforms and intended to achieve various objectives (Kehr 2003; Brandt 2005; Day
et al. 2005). In the scope of the present review, the chemical composition, i.e. the
identification and quantification of biomacromolecules and low-molecular-weight
compounds occurring within specific cell types or single cells is of particular interest.
Depending on the underlying physical principles, information about cell ingredients
can be obtained in a minimally destructive manner or after disrupting the tissue or
cells of interest. Methods such as highly sensitive UV and fluorescence detection,
Fourier-transform infrared, and Raman microscopy are suitable for gaining spectro-
scopic information non-invasively. Moreover, widely used immunolocalization, his-
tological staining, and in situ hybridization can be categorized as minimally invasive.
In contrast, amplification of nucleic acid and methods of proteomic and metabolomic
analysis require tissue to be disrupted and the contents processed. Therefore, although
the results obtained by invasive methods from isolated plant cells might not always
reflect the in vivo situation, the analysis of contents of isolated cells or cell popula-
tions represents considerable progress.

Several methods for harvesting single cells or specimens of microscopic size have
been developed. Methods based on cell sorting by flow cytometry and micromanipula-
tion of cultured cells, protoplasts, or homogenized tissue are not within the scope of this
review. In a first step toward identifying cell ingredients, we focus here on the physical
selective collection of specialized cells from the matrix of intact tissue or organs. Manual
microdissection has been used, for example, to harvest specific plant cells and analyze
their contents for metabolites (Outlaw and Lowry 1977). Glass microcapillaries are
common tools for harvesting the contents of single cells (Karrer et al. 1995; Lochmann
et al. 1998; Brandt et al. 1999). They are controlled by a micromanipulator and can be
used in combination with a microchisel to dissect tissue areas of interest. A protocol for
chisel-assisted mechanical microdissection of vascular bundles from A. thaliana and
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cucumber leaves has been reported (Brandt et al. 2003). These mechanical methods,
though time-consuming, are useful for selecting and isolating groups of cells rather than
individual cells. However, laser-assisted technologies seem to be more efficient than
manual methods and currently are the first choice for harvesting single cells or other
small-scale samples from intact tissue. After the effects of focused light energy on matter
(see Section 2) were discovered, a variety of such laser-assisted microdissection tech-
niques was developed (Meier-Ruge et al. 1976; Greulich and Weber 1992; Kubo et al.
1995; Emmert-Buck et al. 1996; Schiitze and Lahr 1998). All these otherwise relatively
different methods (see Section 4) directly visualize the cells of interest using a micro-
scope and select them on the basis of morphological or other distinguishing characteris-
tics. Laser-assisted dissection methods were primarily used for microsurgery and the
microautopsy of mammalian tissue, especially neoplastic cells, in order to characterize
disease morphology. After being used successfully for mammalian cancer tissue, their
application extended to other life science disciplines, including plant physiology and
plant biochemistry (Asano et al. 2002; Kerk et al. 2003; Nakazono et al. 2003).

Although this review is focused mainly on the application of laser-assisted micro-
dissection (LAM) to plants, it starts with a description of the major basic processes
that occurs when a laser impinges on biological tissue (see Section 2). Generally, the
effects of the laser are not plant-specific but operate in almost the same way on all
living matter. Moreover, LAM has been combined with various downstream analytical
methods, which, in contrast to some steps of sample preparation (see Section 3), a
priori are not plant-specific. Therefore, although our focus in this review is on plants,
examples have also been selected from animal tissue, if they appeared feasible.
Sections 5 and 6 deal with laser microsurgery of plant tissue and chromosome
dissection, respectively. Among the analytical downstream methods, various tech-
niques for gene expression analysis (see Section 7) have been combined with LAM
and are used frequently for both plant and animal tissue. The situation is different
for protein analysis of laser-microdissected tissue (see Section 8), which is still the
domain of animal researchers. Nevertheless, a number such studies are reviewed
here because the techniques are generally transferable to plants. To our knowledge,
in contrast to proteins, metabolite analyses have been reported for plants only.
Hence, Section 8 is dedicated to the emerging field of analysis of low-molecular-
weight compounds in laser-microdissected plant samples.

2 Relationships Between Laser and Biological Systems

The development of the laser technique can be regarded as a technical revolution. Since
the first demonstration of light amplification by stimulated emission of radiation by
Maiman (1960), lasers are used in an almost uncountable number of applications in many
fields of science, technology, and engineering, in addition to medical and biological
sciences (Solon et al. 1961; Krasnov 1973; Srinivasan 1986; Gitomer and Jones 1991).
In contrast to metals and other solids such as synthetic polymers, biological tissues
are low-absorbing and low-scattering materials. Biological samples show interaction
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phenomena not only on their surface but also in their interior (Lubatschowski and
Heisterkamp 2004). The processes involved are complex because of the tissues’ large
water content and structural and chemical heterogeneity. Depending on the inten-
sity and duration of the laser radiation, different processes of interaction with
biological tissues have been described: photochemical reactions, coagulation,
vaporization, photoablation, and photodisruption (Boulnois 1986). The laser parameters
for photochemical reactions, coagulations, and vaporizations include low laser
intensity and longer pulse duration times. According to the literature, photodisruption
can be distinguished from the other processes because of the different energy
absorption mechanisms involved. Details of these processes have been reviewed
(Boulnois 1986) and are not discussed here.

In the early 1980s, a first description of a UV-laser treatment of organic polymers
was published by Srinivasan and Mayne-Banton (1982). Using pulsed energy-rich
UV radiation, a precise and gentle removal of organic material was achieved. A few
years later, pulsed IR lasers were developed for removing biological tissue. Because
the two different laser systems (UV, pulsed IR) lead to very similar phenomeno-
logical results, the term “photoablation” is used to describe the effect on biological
material for both of them. However, depending on the laser system used and the
chosen parameters, different mechanisms are thought to be responsible for removing
biological tissue (Kawamura et al. 1982; Srinivasan and Mayne-Barton 1982;
Garrison and Srinivasan 1985). In the case of UV lasers, photochemical processes
seem to dominate the removal of the bioorganic matrix (Srinivasan and Leigh 1982;
Garrison and Srinivasan 1985). Explosion-like vaporizations of water caused by IR
laser radiation are suggested for removing biological material. The reasons for the
differences between pulsed IR and UV laser ablation are still under discussion
(Schmidt et al. 1998; Vogel and Venugopalan 2003).

Generally speaking, the term “ablation” can be used for any process of tissue
removal, regardless of the photochemical or photophysical mechanisms involved.
But not only the laser parameters determine the ablation process: the elasticity and
mechanical strength of the biological tissue, its optical properties, and the amount,
distribution, and organization of different compounds occurring in the target material
also influence the process of tissue removal by pulsed laser ablation. Depending on
the laser wavelength, tissue type, and optical penetration depth of laser activity in
the biological material, the tissue area around the direct site of laser treatment can
be seriously damaged. In practical applications, this necrotic area of biological tissue
caused by the laser radiation should be kept as small as possible and the energy
deposition should be confined to a small volume. Thermal damage to the biological
tissue and heat transfer into neighboring tissue areas can be minimized by choosing
laser duration times shorter than the so-called thermal relaxation time (Boulnois
1986). In unfavorable cases, however, the mechanical damage of the biological
material induced by cavitation can be recognized even as far as 0.5mm from the
ablation site of the laser application. To avoid large thermal and mechanical side-
effects and to achieve as precise a pulsed laser ablation as possible, the laser wave-
length chosen should have a very small optical penetration depth and an ultrashort
pulse duration.
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The thermal denaturation of biopolymers can start with the weakening of hydrogen
bonds and van der Waals interactions, which in intact chemical structures are a
stabilizing configuration (Cantor and Schimmel 1980). In the case of UV laser
ablation especially, the fission of covalent chemical bonds offers the possibility of
removing biological tissue. The main polymer chain was found to be degraded after
the photochemically induced breaking of side-chain bonds of biomacromolecules
and the generation of volatile fragments (Kitai et al. 1991). But UV laser ablation
seems to be an interplay of photochemical and thermochemical mechanisms. The
process of ablation is driven by the formation of cavitation bubbles, the collapse of
these bubbles, and the development of a jet formation (Oraevsky et al. 1995;
Paltauf and Schmidt-Kloiber 1995, 1996). The process of ablation starts with the
development of a vapour plume, and the ejection of material is the next step in the
ablation process, coupled with photoacoustic phenomena.

The formation of shock waves and (under certain conditions) the development
of a shock front are caused by explosive heating, the formation of bubbles, and the
subsequent expansion of tissue after laser treatment (Emmony et al. 1976; Walsh
and Deutsch 1991; Brinkmann et al. 1996; Vogel et al. 1996, 1999; Frenz et al.
1998). The recoil of the ablation fragments leaving the sample with extremely high
velocity can cause very high pressure amplitudes in the samples (Zweig 1991;
Ventzek et al. 1992; Doukas et al. 1995; Oraevsky et al. 1995). Although considerable
progress has been made in recent years, much work remains to be done for the
further understanding of pulsed laser ablation processes (Vogel and Venugopalan
2003; Vogel et al. 2005).

3 Sample Preparation

One of the most critical steps in LAM is the development and application of opti-
mized specimen preparation methods. Preparation and (if necessary) staining
techniques should both avoid causing structural disturbance within the cells and
distorting the arrangement of the cells of interest in the plant tissue, and exclude the
harvest of non-target neighboring cell groups. Furthermore, tissue preparation for
localization studies requires preserving the chemical integrity of the target
molecules, i.e. mRNA, proteins, or metabolites. Hence, the method of sample
preparation must be balanced with the requirements for downstream analysis of the
probed molecule type (Fig. 1).

Goldsworthy et al. (1999) reported protocols for the fixation and laser microdis-
section-assisted harvesting of frozen and paraffin-embedded animal material. One
of the advantages of using frozen material, compared with paraffin embedding, is
the higher yield of RT-PCR amplification products obtained from cell-specific
RNA. As a consequence of specific structures and the compositions of plant and
animal cells, different histological methods have to be used. The existence of cells
walls and vacuoles in plant cells requires plant-specific tissue preparation.
Vacuolated cells can be easily damaged after freezing and thawing because of the
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Fig. 1 Workflow of laser-assisted microdissection (LAM) and analysis of dissected cells or
tissue. RT-PCR Reverse transcriptase polymerase chain reaction, MALDI matrix-assisted laser
desorption/ionization, SELDI surface-enhanced laser desorption/ionization, 2D PAGE two-dimen-
sional polyacrylamide gel electrophoresis, MS mass spectrometry, NMR nuclear magnetic reso-
nance spectroscopy

formation of large ice crystals in the vacuoles and intercellular spaces. Plant cell
walls can tightly link cells of neighboring tissue, which should be separated from
each other during LAM. To ensure cellular resolution of LAM and stability of plant
tissue material, Kerk et al. (2003) and Nakazono et al. (2003) developed protocols
to use paraffin-embedded plant material to harvest cell-specific RNA for amplifica-
tion and expression analysis. Although different LAM technologies (see Section 4
for details) such as laser capture microdissection (LCM; Liu et al. 2005; Murata
and De Luca 2005; Cai and Lashbrook 2006) and laser cutting methods, like laser
microdissection (LMD; Klink et al. 2005; Sanders et al. 2005; Nakada et al. 2006)
and laser microdissection and pressure catapulting (LMPC; Ivashikina et al. 2003;
Ramsay et al. 2004), have been used for collecting specific cell types or tissue from
plant material, many experiments are based on the protocol developed by Kerk
et al. (2003) for fixation and sectioning. Other studies have introduced slight modi-
fications to optimize the sample preparation procedure. Kerk et al. (2003) reported
the differences in RNA yield when starting the fixation of plant cells with a
coagulating (precipitative) fixative like ethanol-acetic acid or a cross-linking
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(non-coagulating) fixative like formaldehyde—acetic acid—ethanol. Two to three
times more RNA was recovered from plant material fixed with the coagulating fix-
ative. However, this fixative was frequently found to be suboptimal in preserving
cell structures (Kerk et al. 2003; Ramsay et al. 2004). If necessary, the fixation step
was coupled with vacuum treatment of the plant material to improve the sinking
and extent to which the fixative infiltrated the tissue. Prior to paraffin embedding,
Kerk et al. (2003) dehydrated the material with a graded series of ethanol followed
by treatment with an ethanol:xylene series. After sectioning, the samples were
deparaffinized in xylene and then warmed to remove traces of xylene. After that
procedure, sections were ready to be cut.

In an additional preparation step, Nakazono et al. (2003) transferred maize kernel
sections into 10% and 15% sucrose solutions to minimize the disastrous effect of
ice crystal formation (Woll et al. 2005; Wu et al. 2006). The density of embryonic
tissue of Arabidopsis thaliana made it possible to use freezing in liquid nitrogen-
cooled isopentane instead of paraffin embedding prior to LCM to harvest intact
cells for RNA isolation (Casson et al. 2005).

As demonstrated by Kerk et al. (2003) and other authors, treatment of plant tissue
with solvents for fixation and dehydration is an important prerequisite for extracting
intact RNA. However, this approach is not useful for tissue dedicated to the analysis
of small molecules, which are soluble in the solvent used. For example, the fixative-
free procedure of cryosectioning offered the only chance to exclude the total
extraction of secondary metabolites from Dilatris species during preparation of the
specimen. The development of a glass metal frame system made it possible to
directly cut the secretory cavities from the leaves of herbarium material of Dilatris
using a laser (Holscher and Schneider 2007) without any sectioning method; and this
seems to be the method of choice for desiccated plant material. Additionally,
this method is also promising for other objects of limited thickness (Holscher and
Schneider, unpublished data). In conclusion, it has to be noted that the procedure for
sample preparation depends on the type of target molecule and that it is necessary to
optimize conditions for each cell type.

4 Laser-Assisted Microdissection Technologies

After the tissue has been prepared for LAM, the microtome section, which usually
is mounted on a supporting membrane or a glass slide, has to be placed on the
microscope table. The next critical step is the proper identification of the cells or
areas of interest by means of the microscope. In favorable cases, this is possible on
the basis of the shape, color, or autofluorescence of the target cells. Discrimination
of originally non-recognizable target cells from surrounding non-target tissue fre-
quently requires pretreatment such as staining, immunolocalization, or reporter
gene expression. The potential impact of the pretreatment on the integrity of the
material to be analyzed has to be taken into consideration early in the LAM procedure
(see Section 3). Automatic cell recognition algorithms are integrated into most
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commercial laser-microdissection instruments. They are capable of automatically
detecting and discriminating different cell types, if the target cells exhibit features
which can be distinguished by the recognition software.

For the purposes of this review, the central step in harvesting cells and tissue of
interest is laser-assisted microdissection. As outlined in Section 2 on the effect of
laser light on biological tissue, the criterion for denominating a method as LAM is
the ability to remove or to support the removal of tissue pieces, cells, or cell
compartments by the action of a laser beam. LAM is the most inclusive term for
this group of methods. According to the specific approaches and instrumentation,
different terms and abbreviations were used to name special LAM methods.
However, all these slightly different approaches can be attributed to two basic
variations: LCM and laser cutting. The LCM methodology (Emmert-Buck et al.
1996) makes use of a low-energy near-infrared laser to melt a thermoplastic polymer
film onto the region of interest of a tissue section, which is mounted on a glass
slide. The film is attached to a transparent transfer cap through which the laser
beam is targeted to the tissue. The cap moves downwards until the film is close to
or touches the tissue, then the IR laser starts pulsing to expand the thermoplastic
polymer and make it adhere to the target cells. When the cap is lifted, the fused
cells are selectively removed while the surrounding tissue remains on the glass
slide. Thus LCM does not ablate the tissue but mechanically separates it, assisted
by the laser beam which attaches the cells of interest to the target.

Unlike LCM, laser cutting (comprising “laser microdissection”, LMD, LMPC),
makes use of a pulsed UV laser microbeam (nitrogen gas or solid state) that is
focused on the tissue to be dissected. The energy of the laser beam at the point of
the focus is sufficiently high to disintegrate biomolecules by photofragmentation
(see Section 2). The tissue outside the focus remains almost unaffected. For cutting
aregular or irregular area of interest, the laser beam moves, following an imaginary
track predefined by the software (Fig. 2A). When, after one round of cutting around
the delineated area (or several rounds in the case of thick sections or dense material),
the laser beam reaches the starting point again, the desired specimen is separated
from the matrix (Fig. 2B). At this point, the separated cells or tissue piece has to be
transferred into a collection device for further treatment. In an upright microscope

Fig.2 Microscopicimages illustrating how asecretory cavity of Dilatris pillansii (Haemodoraceae)
is cut by a laser beam (Holscher and Schneider 2007). a Track for microdissection marked by
LMD software. b Secretory cavity immediately after microdissection. ¢ Secretory cavity detected
by the microscope in the collection device
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configuration, the laser comes from above and the transfer happens simply by gravity.
The laser-microdissectate falls into a microcentrifuge cap placed directly beneath
the membrane slide on which the section is mounted. In the case of an inverted
microscope configuration, the laser comes from below and collection by gravity is
not possible. However, a laser from the same source, but in a defocused mode, can
be used for catapulting the separated specimen upward where it is captured in a
collection device. Alternatively, capturing the laser-dissected specimen onto an
adhesive film is possible. Manual transfer using a sharp dissecting needle under a
stereomicroscope (Holscher and Schneider 2007), though time-consuming, is
feasible for large cells or multicellular specimens.

From the many applications reported in the literature, it is obvious that LAM
methods are extremely useful for harvesting specific tissue or cells from various
organisms, including plants, and that intact biomacromolecules (see Sections 7, 8)
and small metabolites (see Section 9) can be isolated from the dissectates. Each of
the LAM technologies, in addition to sample preparation (see Section 3), has its
specific advantages and drawbacks (Nelson et al. 2006). Negative or undesired
effects may occur due to enhanced temperature and laser irradiation. Contamination
may originate from adjacent tissue, polymer foil, adhesive material, and other
external sources. The pluses and minuses of a LAM workflow may differently
affect the downstream analysis of DNA, RNA, proteins, and small molecules. For
example, contact with adhesive material is not a problem for nucleic acid amplifi-
cation and protein analysis but has to be taken into account for the identification of
low-molecular-weight metabolites. Contamination especially is problematic for
analysis, e.g. by "H NMR spectroscopy, of crude extracts without separating indi-
vidual components (Holscher and Schneider 2007; Li et al. 2007). The use of
nitrogen or solid state lasers does not influence the structural integrity of DNA and
RNA in the target cells for two reasons. First, the energy is high only in the narrow
focus of the laser. Second, the irradiation wavelength of the nitrogen and the solid
state laser are outside the absorption maxima of nucleic acids and most proteins. In
the case of low-molecular-weight metabolites, photochemical reactions cannot be
excluded. However, no photochemical degradation of cell-specific metabolites has
been reported yet upon laser cutting (Schad et al. 2005b; Holscher and Schneider
2007; Li et al. 2007).

During LAM, the samples are exposed to room temperature or, due to the action
of the IR laser in LCM, even elevated temperature. This is also the case for cryosec-
tions because the dwell time on the microscope table almost exceeds the thawing time
for frozen tissue. Hence, sensitive proteins may denature during the procedure.

During laser-cutting, the motion of dissectates to the collecting vial, forced
either by gravity (during LMD) or laser catapulting (during LMPC), may by dis-
turbed by hydrodynamic instability, density changes, and convection, resulting in
deviation from the desired straight trajectory line. Thus, although most of the
microdissected specimens properly approach the target vial, a certain fraction does
not, but instead drifts laterally away. The dynamic behavior of dissectates depends
on their particle size, shape, and mass:size ratio (Elvers et al. 2005). The yield, i.e.
the fraction of successfully collected dissectates depends also on the velocity of the
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specimen and the distance of the collecting vial from the dissection site. It is
plausible that larger dissectates having higher mass and compact shape fall down
faster and are less influenced by convection in a gravity-driven collection system.
Items catapulted against gravity have an upper limit of mass and the efficiency
seems to depend on the shape of the dissectate. Such issues do not account for LCM
and LMD variants which capture the dissectate by adhesion to a transfer cap.

In summary, the availability of various commercial LAM instruments making
use of different methodology allows the costumer to select the most appropriate one
for user-specific applications. Further information about LAM technology is avail-
able by personnel communication with the producers, at their websites (http://www.
arctur.com/; http://www.leica-microsystems.com; http://www.molecular-machines.
com/; http://www.palm-microlaser.com/; Burgemeister 2005), and in partly or fully
independent studies and reviews (Elvers et al. 2005; Kehr 2003; Nelson et al. 2006;
Day et al. 2007).

S Laser-Ablative Microsurgery of Plant Tissue

Laser ablation for removing or damaging specific microscopic plant tissue or
organs in order to observe the effect of this manipulation offers the opportunity
to revisit and extend concepts of classic microsurgical plant investigations
carried out between the 1920s and the 1970s. The combination of modern micro-
scopy techniques and LAM technologies provides access to smaller and better-
defined pieces of plant tissues, with minimal destruction of adjacent tissue, as
was possible in classic microsurgical plant experiments. Depending on the optical
penetration depth, only a small zone of plant tissue at the ablation site is damaged
by laser activities.

A series of high-precision laser ablation and microsurgical tissue removal
experiments to test the functions of different parts of the meristem of Lycopersicon
esculentum and to reveal their interactions have been reported (Reinhardt et al.
2003). An infrared Er:YAG laser with high ablation efficiency and precision was
used to ablate the central zone and different cell layers (e.g. the external L1 layer)
of the tomato meristem. The results indicated that, while the zones of the meristem
show a remarkable capacity to regenerate after interference, L1 cells were never
observed to regenerate after ablation. Instead, terminal differentiation occurred.
Elegant control experiments excluded wound effects from the lesion or secondary
stress signals as causes for the ectopic induction of the WUSCHEL gene, which
plays a key role in specifying and maintaining stem cells.

Repeating classic studies (Snow and Snow 1931) on phyllotaxis and the leaf
polarity of Lycopersicon esculentum, Reinhardt et al. (2005) showed that laser abla-
tion techniques yielded different results, compared with classic incision procedures.
The precise removal of the incipient primordium by laser ablation led to the forma-
tion of a new primordium either close to the lesion or in an ectopic position.
Previous surgical incisions had not shown such a high degree of flexibility in the
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meristem (Snow and Snow 1931). Unlike laser ablations, mechanical incisions
caused major damage to the peripheral zone and reduced the space available for a
new primordium. Two examples (Reinhardt et al. 2003, 2005) demonstrate the
technical superiority of laser ablation compared with the conventional surgical
techniques used in classic studies on phyllotaxis and leaf polarity.

6 Laser-Assisted Microdissection of Chromosomes

The preciseness of LAM not only allows tissue pieces and individual cells to be cut,
but also subcellular-sized particles. Experimental laser devices or commercial laser
microdissection instruments have been used since the early 1980s for collecting chro-
mosomes or chromosome fragments of human and animal material (Scalenghe et al.
1981; Monajembashi et al. 1986), and only a decade later botanists were starting to
use this technique. Fukui et al. (1992) used a cell work station equipped with an
argon-ion laser to cut the chromosomes of Oryza sativa cv. Nipponbare and Hordeum
vulgare cv. New Golden. These authors determined the optimal intensity needed for
a laser beam to dissect chromosomes and were able to prepare chromosomal samples
of the two species on a polyester membrane and on ordinary glass slides. The laser
proved useful for obtaining specific regions of the centromere, satellites, and short or
long arms of the barley and rice chromosomes. A successful transfer of the microdis-
sected chromosome material into Eppendorf tubes completed this first laser-assisted
separation of chromosomes and chromosome fragments from plant material.

Sex chromosomes have been studied in the dioecious plant Silene latifolia. Scutt
et al. (1997) isolated X and Y chromosomes from mitotic metaphase preparations
of S. latifolia on polyester membranes. Autosomes were ablated using an argon-ion
laser and the DNA from isolated sex chromosomes was subjected to degenerate
oligonucleotide-primed (DOP)-PCR. The results were used to get more information
about the repeat sequences and genomic organization of the sex chromosomes.

After a hole was drilled in a pollen grain from the anthers of a male flower of
S. latifolia with a UV laser microbeam, the pollen grain was catapulted by LMPC
into the cap of a PCR tube (Matsunaga et al. 1999a). The entire genome of the
single pollen grain was amplified with primer-extension preamplification (PEP)-
PCR. The authors detected a number of genes in a single pollen grain. In the same
year, Matsunaga et al. (1999b) published a UV laser application approach for
isolating Y chromsomes to analyze sex-determining genes located on the male
chromosome of the heteromorphic chromosomes of S. latifolia.

For further investigations into the sex chromosomes of the diploid genome of
S. latifolia, Hobza et al. (2004) developed an improved FAST-FISH protocol. The
X and Y chromosomes, which can be easily distinguished during metaphase from
each other and from the autosomes, were isolated by LMPC. Ten microdissected
chromosomes were subjected to DOP-PCR. The FISH experiments revealed a
strong signal of the DOP-X probe on the entire X chromosome and signals of low
intensity on all the other chromosomes.
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7 Analysis of RNA in Laser-Microdissected Samples

Numerous examples exist in the biomedical literature of how LAM, especially LCM,
has been used to isolate RNA and to analyze gene expression. Although launched later
than LMD for mammalian systems, RNA isolation combined with gene expression
profiling is by far the most frequent downstream application for plant dissectates (Kehr
2003; Day et al. 2005; Lange et al. 2005; Nelson et al. 2006; Ramsay et al. 2006).

Asano et al. (2002) were the first to publish the application of LAM for plant
tissue. A modified version of LMPC was used to dissect phloem cells of rice (Oryza
sativa) leaf tissue and subsequently to analyze gene expression profiles. The mor-
phology of the phloem cells is apparently different from that of the surrounding
cells and therefore they are easily detectable with the microscope. Cryosections of
20um thickness were used to harvest approximately 150 individual phloem cells.
From this material, total RNA was isolated, amplified using T7 RNA polymerase,
and a cDNA library was constructed. Sequencing the library identified a variety of
genes localized in the phloem, indicating that a limited number of microdissected
phloem cells were sufficient for gene expression analysis. The efficiency of the
method was proved by in situ hybridization-based detection of a putative amino
acid permease, which is specifically expressed in phloem cells.

Kerk et al. (2003) optimized the protocols of sample preparation for a variety of
plant tissues and species, and evaluated the suitability of LCM for gaining cellular
information on the genome and proteome levels. The authors suggested the precipi-
tative fixation with ethanol-acetic acid as a method of choice for successful RNA
recovery. The advantages of paraffin embedding were reported, different RNA
extraction methods tested, and the specificity and quality of RNA from neighboring
mesophyll and bundle sheath cells evaluated from paraffin-embedded sections of
Zea mays leaves. The successful detection of the presence of C4-specific NADP-
malic enzyme showed the possibility of RNA recovery from laser-microdissected
individual plant cells.

Nakazono et al. (2003) used ethanol—acetic acid-fixed coleoptiles of Z. mays to
obtain more than 10 000 laser-microdissected epidermal cells and a complex of
vascular bundles and bundle sheath cells. Approximately 40ng of RNA were isolated
and used for T7 RNA amplification. Hybridization with a Z. mays cDNA microarray
showed, for example, the high expression of genes of the phenylpropanoid and
phenylpropanoid—acetate pathway in epidermal cells. In total, expression data
specific to cell type were reported for more than 120 novel maize genes. LCM and
cDNA microarray techniques were demonstrated to be a feasible combination for
conducting high-resolution global gene expression analyses of plants.

Root-knot nematodes (Meloidogyne spp) induce the formation of specific feeding
cells called giant cells in host roots. Knowledge about the molecular processes
involved in the induction and differentiation of giant cells is limited because it is
difficult to obtain pure cytoplasm specifically from the highly specialized cells.
LMPC was used by Ramsay et al. (2004) to overcome this problem. Paraffin-
embedded root material of Lycopersicon esculentum inoculated with Meloidogyne
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was used four days post-inoculation to get pure cytoplasmic contents from individual
giant cells. Acridine orange staining indicated that RNA is retained through the
various stages of sample preparation. Total RNA was isolated from the dissected
giant cells and used in RT-PCR to investigate gene expression. The expression of
cell cycle-related cyclin genes was higher in giant cells than in cells of the sur-
rounding tissue. Finally, the authors reported the construction of a cDNA library for
studying further host—pathogen interactions.

Conditions for LAM are not generally useful for each plant tissue, but it is
necessary to optimize tissue preparation and the dissection procedure for each
target cell type. For example, due to the specific morphology, isolating certain cells
or tissue for cell-specific transcriptome and proteome analysis from the model plant
A. thaliana can be difficult. The leaf vasculature, especially, is a difficult tissue to
access (Pommerrenig et al. 2006; Holscher and Schneider, unpublished data).
Ivashikina et al. (2003) applied LMPC to the isolation of Arabidopsis vascular
mRNA from flower stalks. One hundred and fifty phloem regions were pooled and
probed for the vascular-specific expression of novel phloem-specific transcripts,
like the ArSUC?2 Suc transporter gene, the AKT2 K*-channel gene, and AHA3, the
gene of the plasma membrane H™-ATPase. In the same article, 700 expressed
sequence tags (ESTs) were reportedly derived from Arabidopsis companion cell
(CC) protoplasts and stress-induced ArSUC3 transcripts detected in the protoplasted
mesophyll cells.

Casson et al. (2005) applied LCM to analyze embryogenesis of A. thaliana.
A special cryosectioning procedure for the dense embryonic cells was developed
to avoid formation of ice crystals, which often appear in vacuoles and intracellular
spaces of mature tissue. Using nitrogen-cooled isopentane and cryosectioning at
—22 °C were essential steps for successful RNA extraction. The RNA quality from
the microdissected cells was sufficient for RNA amplification and for hybridiza-
tion to Affymetrix microarrays. The combination of LCM with DNA microarray
analysis identified strongly differentially expressed genes, which are regulated
both spatially and temporally. Approximately 65% of the genome of A. thaliana
was shown to be expressed in the developing embryo. The limits of combining
LCM and DNA microarray analysis on genes that encode for low levels of tran-
scripts were also discussed.

A topical research involves cell-specific localization of the biosynthesis of the
dimeric indole alkaloids vinblastine and vincristine, which are important anticancer
drugs. Recent data obtained by in situ hybridization and immunolocalization of
Catharanthus roseus suggested that specific leaf cells are involved in vindoline
biosynthesis. Murata and De Luca (2005) demonstrated that LCM is a useful
technique for harvesting different cell types from leaves of C. roseus. They adapted
the methodology of tissue fixation, embedding, and LCM reported by Kerk et al.
(2003) to capture specific cell types from epidermis cells, palisade mesophyll cells,
palisade-assisted idioblast cells, cross-connected laticifer cells, and vascular cells
from the base part of young leaves of C. roseus. RNA was extracted from 2000—
5000 pooled cells from each cell type. Nevertheless, the amount of RNA obtained
from LCM-dissected cells was insufficient for direct RT-PCR analysis. Therefore
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the RNA was subjected to T7-based amplification. The majority of key enzymes of
the vindoline biosynthesis, e.g. tabersonine 16-hydroxylase, were shown to be
detectable in the epidermal cells; and it was shown that at least the last three steps
of the pathway are probably expressed in separate cells (mesophyll/idioblast/
laticifer) within the leaf of C. roseus. A complementary non-laser-assisted technology,
a modified carborundum abrasion technique, was applied to obtain epidermis-
enriched leaf extracts to measure alkaloid metabolite levels, enzyme activity, and
gene expression.

The adventitious rootless 1 (ARL1) gene, a key regulator of adventitious root
development in Oryza sativa, was identified by Liu et al. (2005) from a tissue culture-
derived rice mutant. Ar/l1 mutants showed impaired formation of the adventitious
primordium. The investigation of genes expressed at the initiation of periclinal division
revealed that the rice WUSCHEL-type homeobox gene QHB and the OsSCR gene,
compared with wild-type plants, were not expressed in ar/l mutant plants. Tissue-
specific RNA was obtained from paraffin-embedded and laser capture-microdissected
stem base tissues and used for RT-PCR analysis. The quality of the LCM-based tissue
separation was validated by strong expression of the marker gene OsNAS1 exclusively
in pericycle cells of both the wild-type and ar/l mutant plants.

The plant cells selected by nematodes as a site for feeding and accommodation
during certain phases of their life cycle undergo a variety of well studied cytological
changes. Ongoing molecular changes during the formation of syncytia caused by
the soybean (Glycine max) cyst nematode Heterodera glycines were studied by
Klink et al. (2005). Root samples enriched in syncytial cells were collected at a
defined time-point (day 8) by LCM. RNA from LCM-derived tissue enriched for
syncytia was used to create a cDNA library for cloning and gene ontology analysis,
to perform RT-PCR experiments, and to generate probes for in situ hybridization.
Using this strategy, a subset of genes was detected which was differently expressed
in LCM-derived syncytia-enriched tissue and whole roots.

In the case of Nicotiana tabacum, dehiscence, which is the terminal step in anther
development that releases pollen grains, requires two groups of cells: the stomium
and the circular cell cluster. Sanders et al. (2005) isolated approximately 400-500
stomium cells (a specialized set of epidermal cells that degenerate and break at
flower opening to allow pollen grains to be released) from the notch region of the
anthers. The paraffin-embedded anther material was microdissected using the LMD
method. Real-time quantitative reverse transcription (QRT)-PCR revealed the presence
of TA56 and TA20 mRNAs, which encoded for a thiol endopeptidase and a protein
of unknown function, respectively, and confirmed earlier in situ hybridization
procedures (Cox and Goldberg 1988). The authors estimated the presence of 7000
TA20 mRNA and 2000 TA56 mRNA molecules per stomium cell, representing
approximately 1.4% and 0.4% of the mRNA transcripts at a certain stage (+6) of
stomium development. The results indicated that temporally regulated cellular proc-
esses involving specific gene sets are required for anther dehiscence.

Cai and Lashbrock (2006) used LCM to harvest cells from ovules, replums, and
stamen abscission zones of A. thaliana to extract structurally intact RNA. Paraffin
embedding and an ethanol-acetic acid mixture for fixation were used for preparing
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samples in these experiments. The authors checked the RNA yield and integrity
throughout the entire procedure and optimized the protocol. Mounting the sections
onto slides was identified as the most critical part of the procedure. A tape-based
paraffin section-mounting system (which makes use of adhesive-coated slides and
completely avoids exposure to both water and heat) resulted in maximum RNA yield
and structural integrity. Integrity was assessed directly by electrophoretically separating
picogram and nanogram levels of total RNA isolated from multiple cell types. The
system was shown to have the sensitivity to reliably detect transcripts below 0.002%
mRNA abundance. Nevertheless, the expression of other extremely rare transcripts
likely falls below the sensitivity threshold of the experimental system. RNA amplifi-
cations were hybridized to GeneChips and 37 significantly regulated genes were
identified from gene families involved in modifying the structure of cell walls, signal
transduction, cellular metabolism, protein transport, and protein storage.

Recently Corpas et al. (2006) used LMPC on cryosections of different cell types
of Olea europaea cells. They reported using 14—16um thick microdissected leaf
sections of spongy, mesophyll, palisade mesophyll, xylem, and phloem tissue. The
region-specific RNA was isolated and subjected to qRT-PCR, and the differences
of distribution of superoxide dismutase (SOD) were measured. Gene expression of
the different SOD isozymes (Fe-SOD, Mn-SOD, CuZn-SOD) varied depending on
the tested cell types of the leaf.

Jiang et al. (2006) used LCM on paraffin sections of different cell types from the
root tip of Zea mays to verify results obtained from qRT-PCR experiments and
Affymetrix GeneChip arrays after manually microdissecting Z. mays root cap tissue.
The RNA was obtained from laser-microdissected material from the proximal
meristem, from the quiescent center, and from cells from two regions of the root
cap: the central columella and the lateral root cap (LRC). The upregulation of GDP-
mannose pyrophosphorylase, especially, in laser-microdissected LRC could easily
explain the high fucose concentration in the root cap of Z. mays.

Since flower buds of Muscari armeniacum are too small to be manually separated
into floral organs, LMD was used to collect the individual organs, and from these, total
RNA was then prepared for RT-PCR (Nakada et al. 2006). In this study, MaDEF, a
DEF-like class B gene (classified into MADS-box genes) from M. armeniacum, was
isolated and its expression pattern assessed by Northern blot analysis and RT-PCR.
MuaDEF expression was searched for in 20 sections of the outer tepal, inner tepal and
stamens, and in 21 sections of the carpels from M. armeniacum; and it was found in
the inner and outer tepals and stamens. The authors recognized the non-similarity of
the expression pattern of the DEF-like genes compared with other members of the
asparagales and intend to start further investigations of the expression pattern of class
B genes from Convallariaceae and Asparagaceae.

Cryosections of the ovary of Gossypium hirsutum were subjected to LMPC in
order to probe for spatial and temporal expression patterns of genes involved in
early cotton fiber development (Wu et al. 2006). The extracted RNA was subjected
to RT-PCR. The homeodomain gene and a Myb transcription factor (GhMyb25)
were shown to be specifically expressed in ovules and to coincide with the time and
location of cotton fiber initiation. GhMyb25 overexpression in transgenic tobacco
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revealed similarities between cotton fiber initiation and leaf trichome formation,
depending on DNA endoreduplication.

The regulation of the GAMYB gene, a component of gibberellin signaling in
cereal aleurone cells which plays an important role in flower development, was
examined in Oryza sativa (Tsuji et al. 2006). When co-expressed, GAMYB and
GAMYB-like genes showed a negative correlation with microRNA (miRNA159)
levels during anther development. After in situ hybridization experiments failed,
LMD was used to obtain the tapetum layer as well as the epidermis with endodermis
and vascular tissues from anthers, and to confirm the regulation of the expression
of GAMYB genes by miR159. RNA was extracted from the microdissected material
and amplified by qRT-PCR. Tissue-specific expression of GAMYB and GAMYB-like
genes was found and the level of the product derived from miR159 was similar in
all investigated tissues, confirming the miR159 regulation of the expression of
GAMYBs in their natural context. Microarray analysis revealed the regulation of
different sets of genes by GAMYB in anthers and aleurone cells.

Woll et al. (2005) studied cell-type-specific transcriptome profiling of the primary
root pericycle of maize (Z. mays), where lateral roots are initiated. The authors com-
pared pericycle cells from Z. mays wild type and the ruml (rootless with undetectable
meristems 1) mutant, which were affected in lateral and seminal root initiation. Using
cryosections and a tape-transfer system, LCM resulted in the isolation of over 13 000
cells of primary roots. Subsequent microarray analyses of 12k maize microarray
chips revealed 90 genes preferentially expressed in the wild-type pericycle and 73
genes preferentially expressed in the ruml pericycle. A detailed discussion of
the differences of auxin transport in the rum/ mutant in comparison with the wild
type of Z. mays showed the importance of LCM as one of the tools for elucidating
putative checkpoints in the molecular network of Z. mays root system formation.

8 Analysis of Proteins in Laser-Microdissected Samples

The total protein level has been reported to be as low as 2% in potato tuber cells
and 37% in lupin seed cells (Piihler et al. 2000). One single cell may contain up
to several thousand different proteins with molecule numbers ranging from 10 to 102,
In contrast to RNA and DNA, amplification techniques for proteins are not
available. Clearly protein analysis suffers from low concentrations and is dependent
on tissue and sample. Taking the limited availability of laser-microdissected
material into account, only a small number of the most abundant and sufficiently
stable proteins are available for analysis, and these may in addition have only
housekeeping functions rather than a role in specific questions of interest. Despite
recent developments in protein isolation and separation, identifying proteins in
some cases is still a challenge. Nevertheless a number of investigations have
identified proteins from laser-microdissected cell populations, most of which
were obtained from human tissue; their aim was to detect differences in protein
patterns between healthy and diseased cells. The methodology, especially when
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combined with techniques of protein analysis developed in human and animal
studies, may be useful for plants as well.

Details of tissue preparation and the suitability of various human pathological
samples and their impact on the potential of LCM in combination with 2D-PAGE
have been evaluated (Craven et al. 2002). In this study, the success of this combina-
tion was judged by protein yield as well as the degree of enrichment relative to the
original material, protein modifications or degradation, and the time taken for
dissection.

Immunoassays are another group of techniques with great potential for detecting
a subset of proteins in a specific tissue. For example, a quantitative chemoluminescent
immunoassay has been used to determine a prostate marker protein from stained
human prostate tissue cells selected and procured by LCM (Shekouh et al. 2000).
For further examples of combining antibody technologies and LCM, see the review
of Craven and Banks (2001).

LCM has been coupled to reverse phase protein arrays, a technology involving
proteomics microarrays with which the fluctuating state of the proteome in minute
quantities of cells can be studied. The method has been used, for example, to inves-
tigate signaling changes during the progression of prostate cancer (Paweletz et al.
2001; Grubb et al. 2003).

A protein mixture obtained by LCM from dehydrated breast cancer cells and
solubilized with a denaturing buffer was digested with trypsin; the resulting peptide
mixture was fractionated using reversed-phase HPLC coupled to mass spectrometry
(LC-MS/MS). The identity of the proteins was determined by comparing fragments
with genomic and proteomic databases (Wu et al. 2003). A LC-MS/MS approach
was also employed by Zang et al. (2004).

LCM was used to generate sufficient proteins of suitable quality for 2D electro-
phoresis-based protein expression profiling (Shekouh et al. 2003). Coomassie-stained
protein spots of interest were excised from the SDS PAGE gel and trypsin-digested.
Differences in protein expression between normal and malignant cells were
reproducibly detected and one protein was identified by matrix-assisted laser
desorption/ionization—time of flight (MALDI-TOF) mass spectrometric analysis.

Direct acquisition of MALDI-TOF spectra without elaborate sample preparation
and purification steps was used to obtain abridged protein expression profiles from
microdissected cells of human samples (Palmer-Toy et al. 2000; Bhattacharya
et al. 2003). An improved method for preparing cells obtained by LCM and subse-
quent analysis with MALDI MS was developed and used to study various human and
animal samples (Xu et al. 2002). The authors demonstrated that histological staining
of tissue prior to LCM reduced the quality of the spectra, while dehydration of tissue
using organic solvent washes did not result in significant protein loss from the samples.

SELDI-TOF-MS represents an alternative protein expression profiling technique
that makes use of ProteinChip technology to selectively analyze subsets of proteins
retained on affinity surfaces due to their physico-chemical characteristics, followed
by direct TOF-MS analysis. In combination with 2D gel electrophoresis, tandem
mass spectrometry, and immunohistochemistry, for example, the method was
applied to identify a marker protein from malignant human cell populations (Melle
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et al. 2003) and other human carcinoma cells (Melle et al. 2004). In contrast to
other human and animal protein studies cited in this review, all of which employed
LCM to dissect the cells, the two latter investigations used the LMPC technique.
The method did not influence the protein profile. In these studies, the minimum
quantity of tissue that was required to generate satisfactory results by SELDI TOF-
MS analysis was about 700 cells. It was reported that 500-2000 laser-microdis-
sected cells were sufficient for recording complex protein profiles (Kwapiszewska
et al. 2004).

The possibilities and limitations of LCM in proteomic analysis have been
reviewed (Craven and Banks 2001; Ball and Hunt 2004). The authors emphasized
that established protein detection methods such as 2D PAGE and Western blotting
are compatible with LCM methodology. Though mass spectrometry-based methods,
especially MALDI MS and SELDI MS, are more sensitive, they are considered
complementary to PAGE since they are more useful for smaller proteins between
2kDa and 70kDa (Caldwell and Caprioli 2005). Most of the sample preparation
procedures originally developed for human and animal samples can be easily
adapted to plant applications.

Schad et al. (2005a) evaluated 2D electrophoresis and LC-MS/MS for the tissue-
specific protein profiling of laser-microdissected material of A. thaliana. Prepara-
tion of samples from 40-day-old plants was carefully optimized. Cryopreparation
retained the morphology of plant tissue sections and was efficient in protein extrac-
tion because it did not lead to protein degradation or modification. Vascular bundles
and sections without vascular bundles were dissected from cryosections using
LMPC (nitrogen laser method). Protein analysis was conducted either by classic 2D
gel electrophoresis or by LC-MS/MS. The latter method required less plant material
and was selected as the more suitable approach. The optimized nanoLC-MS/MS
method resulted in the identification of 33 proteins in vascular bundles and 131
proteins from sections without vascular bundles.

9 Laser-Microdissection for Analysis of Cell
Type-Specific Metabolites

The spatial distribution of small molecules in plant tissue is of great interest to
researchers in plant physiology, biochemistry, and chemical ecology. Various
approaches have been used to identify the distribution of primary and secondary
metabolites in or from plant tissue. These methods can be divided into in vivo
methods, which non-invasively detect the metabolites within the intact cell of
interest, and methods based on sampling the cell contents followed by physical
and chemical analytical methods. In situ measurements of UV absorption (micro-
spectral photometry) and confocal laser scanning microscopy-based fluorescence
detection are suitable tools for detecting metabolites or groups of related metabo-
lites by means of their absorption or emission properties in intact cells. Raman
spectroscopy is increasingly employed to analyze metabolite composition on the
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plant surface with cellular resolution (Petry et al. 2003). One possible way to
sample the contents of an individual cell is to use a microcapillary mounted on a
micromanipulator. Such techniques, combined with analytical methods which are
sufficiently sensitive to separate and/or identify metabolites obtained from an
individual cell, were reviewed by Tomos and Sharrock (2001). Though an estab-
lished method, sampling from individual cells using a microcapillary is very
time-consuming and almost restricted to cells at the surface of a tissue or section.
A suitable technique for separating the contents of a single cell is micellar
electrokinetic chromatography, which has been used for amino acid analysis in
nanoliter samples from plants (Zhu et al. 2005).

Metabolic profiling of vascular bundles obtained by laser microdissection of
Arabidopsis cross-sections has been carried out (Schad et al. 2005b). Cryosectioned
stem material (cross-sections of 30 um thickness) was subjected to LMPC. Vascular
bundles were dissected by a focused laser beam (UV 337 nitrogen laser) and cata-
pulted by a defocused laser pulse into the cap of a 0.5-ml reaction tube which was
filled with ethanol to denature metabolic enzymes and protect the cell contents
from unwanted modification. About 100 vascular bundles, corresponding to
approximately 5000 cells, were harvested, extracted with ethanol and, after deriva-
tization with MSTFA, subjected to GC-TOF MS analysis. The results were com-
pared with those from the remaining material (sections without vascular bundles).
Sixty-eight metabolites were identified in vascular bundles and 65 in the sections
without vascular bundles. Principal component analysis was used for statistical
evaluation. About half of the identified metabolites were shown to be either
enriched or depleted in vascular bundles compared with the sections without
vascular bundles. Since only about the half of the metabolites identified from
Arabidopsis vascular bundles and samples without vascular bundles were specified
(Schad et al. 2005b), it is unclear whether secondary metabolites were among these
compounds. Some of the metabolites found in this study proved sensitive to the
sample preparation procedure. For example, the ratio of dehydroascorbic acid
found in fresh cryosections versus that found in LMPC sections was 8.5. Moreover,
the procedures used to prepare tissue for protein and RNA analysis, especially
dehydration by organic solvent (see Section 3), would have resulted in the loss of
small molecules. However, it is essential for metabolite analysis to avoid using
staining, cryoprotecting, and dehydrating agents because the materials used for sample
preparation are the sources of many low-molecular-weight contaminants such as
plastifiers, adhesives, and lipids. In contrast to metabolite identification, proteomic
and nucleic acid analysis is less susceptible to low-molecular-weight impurities.
Contamination originating from adhesive tape were found in our preliminary
experiments to laser-dissected plant samples. Chemically different contaminants
were detected by NMR when adhesive tape from different suppliers was used, even
if the tape did not directly touch the dissected cells.

Quantitative microanalysis of hydrolysed cell wall polysaccharides of lignified
and unlignified parenchyma cells and xylem fibres obtained by LMPC of Urtica
dioica has been reported (Angeles et al. 2006). Purification, cell wall hydrolysis,
and other downstream steps for analyzing the micro-quantity material of each cell
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Fig. 3 'H NMR spectrum (500 MHz) of an extract of laser-microdissected secretory cavities of
Dilatris pillansii (Holscher and Schneider 2007). The compounds of the phenylphenalenone type
shown above the spectrum were identified by means of authentic standards. The symbols indicate
assignment of the 'H NMR signals to hydrogen atoms of the three structures

type were performed in a one-pot sequential procedure. After derivatization, the
monomeric sugar components were analyzed by GC-MS. Contamination originating
from paraffin embedding was distinguished by analyzing blanks.

LMD (nitrogen laser beam) was used as a tool to harvest secretory cavities from
the leaves of Dilatris pillansii Barker (Haemodoraceae; Holscher and Schneider
2007; Fig. 3). The storage cavities, relatively large lipophilic cells (75-120 um)
with low water content, are well suited for laser dissection. After cryosectioning
the leaf, slices were mounted on a simple glass slide and cut by laser beam.
An extremely sharp dissecting needle was used to pick up the laser-dissected cells
under a stereo microscope. The cavities were transferred directly to a microcentrifuge
tube containing extraction solvent. The extract was analyzed by reversed-phase
HPLC and cryogenic 'H NMR spectroscopy. Comparing the UV traces and 'H
NMR spectra with those of leaf total extracts identified several phenylphenal-
enones, which are typical secondary metabolites of the Haemodoraceae. A signal-to-
noise ratio of 310 was obtained, for example, from only ten dissected cavities when
the sample was measured by 'H NMR spectroscopy for 35 min. Integrating the
corresponding '"H NMR signals of the three major metabolites allowed their relative
amounts in the secretory cavities of D. pillansii to be determined. Moreover, secretory
cells were laser-dissected from leaves and flowers of herbarium specimens (more
than 180 years old) of D. corymbosa Berg. and D. viscosa L (Holscher and
Schneider 2007). The material was simply fixed between a thin glass slide and a
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specially manufactured metal frame. Secretory cavities dissected from herbarium
material were collected in the cap of an Eppendorf tube by gravity. Again, '"H NMR
spectroscopy using a cryogenically cooled probe head was used to identify phenyl-
phenalenones in these cells.

LMD was also applied to ablate tissue from woody samples, namely so-called
stone cells from the bark of Picea abies (Norway spruce; Li et al. 2007). The stone
cells were detected in cryosections by means of their characteristic fluorescence and
microdissected using a nitrogen laser beam. Non-fluorescing phloem tissue, which
did not contain stone cells, was microdissected from the same cryosections. The
dissected cells were collected by gravity and, without any further treatment, trans-
ferred to a NMR tube to which deuterated methanol was added for extraction and
subsequent NMR analysis. '"H NMR, 2D COSY, and 'H-C heterocorrelation
(HSQC) spectra were measured using a cryogenically cooled probe head. Comparison
with the spectra of authentic reference compounds, together with mass spectrometric
analyses, identified astringin and dihydroxyquercetin 3'-O-f-p-glucopyranoside as
the two major components in both the stone cells and stone-cell-free phloem tissue.
An internal standard (rutin) was added and the samples measured again to quantita-
tively determine the two major compounds. Surprisingly, the stone cells contained
lower concentrations of astringin and dihydroxyquercetin glucoside than did sur-
rounding phloem cells, indicating that they are not only involved in mechanical
defense but also contribute to chemical defense against pathogens.

In light of the intrinsic low sensitivity of NMR spectroscopy, the unambiguous
identification of secondary metabolites in special laser-microdissected plant cells
and the determination of their ratios (in secretory cavities of Dilatris) and contents
(in stone cells and phloem tissue of Norway spruce) are astonishing. The recently
introduced cryogenically cooled probe heads (Kovacs et al. 2005) and other techni-
cal improvements have considerably increased NMR sensitivity and made this
progress possible. Though only the major components were accessible in the two
studies by Li et al. (2007) and Holscher and Schneider (2007), it was shown that
the combination of LMD and cryogenic NMR spectroscopy is suitable for analyzing
secondary metabolites from specialized cell populations. Some of the advantages of
NMR spectroscopy for metabolite analysis are, for example, that: (a) almost all
biomolecules contain protons, i.e. they are detectable by '"H NMR, (b) '"H NMR
enables metabolite ratios to be determined simply by integrating signals in the
spectrum, (c) derivatization is not required, and (d) analysis of mixtures containing
only a limited number of components is possible without separation. Furthermore,
coupling methods such as HPLC-SPE-NMR and HPLC-NMR-MS, applied to
extracts of laser-microdissected plant cells, are anticipated to become important
microphytochemical tools for identifying low-molecular-weight compounds in
complex mixtures.

A study on the association of UV-protecting flavonols with the nuclei of various
conifer species (Polster et al. 2006) used LMPC methodology. For example, seed
wings of Tsuga canadensis were treated with “Nuclear Fast Red” in order to improve
absorption of the laser beam for catapulting the nuclei out of a cell. The excised
nuclei were then catapulted into a drop of p-dimethylamino-cinnamaldehyde on a
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cover slide for staining. The blue coloration of the nuclei indicated the presence of
flavanols. More specifically, titration experiments found associations with pheno-
lics such as rutin or quercetin but not with DNA.

10 Conclusions and Perspectives

Although known for many years and used in biomedical investigations for more than
a decade, laser-assisted microdissection technologies have been used only recently
for harvesting single plant cells and cell populations. Protocols describe how to pre-
pare plant tissue for laser capture and laser cutting, and outline which dissection
methods are most useful for the specific requirements of the plant and the molecules
being studied; results from these studies have been impressive. Clearly the focus is
still on collecting cells and tissues for RNA extraction, because the methodology
available for gene expression analysis can be applied without restrictions to such
microsamples. Protein analysis, though rarely performed with laser-microdissected
plant samples, is an emerging area of research. Further developments in instrumental
analysis — microcapillary electrophoresis and mass-spectrometry-based methods for
protein and proteomic analysis, and NMR and hyphenated techniques for metabolite
analysis — will open the doors for further applications. Microphytochemical metabolite
profiling studies are a reality and it may be that even de novo structural elucidation of
natural products from specific cell types will soon be possible by combining NMR
and mass spectroscopic techniques.

Acknowledgement Emily Wheeler (Jena) is gratefully acknowledged for editorial assistance.
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Abstract Electron transport processes are mainly associated with photosynthesis and
respiratory chain. Nowadays the occurrence and possible roles of electron transport sys-
tems in plant plasma membranes appear well established. Besides quinones, NAD(P)H
dehydrogenases, and b-type cytochromes have been purified and characterized in detail.
Members of the flavocytochrome b family have been identified by nucleotide sequence
analysis in several plant species and shown to be involved in iron uptake and oxidative
stress including biotic interactions, abiotic stress factors and plant development. Recent
work supports not only the existence of microdomains (so-called lipid rafts) in plant
plasma membranes but also the occurrence of redox systems therein. Furthermore par-
ticipation of plasma membrane-bound redox enzymes in protein—protein interactions
and high molecular mass protein assemblies has been suggested. For this reason it is
the aim of this overview to summarize the current knowledge about plasma membrane-
bound redox systems with a special focus on their possible structures and functions,
their occurrence in lipid rafts and their participation in protein assemblies.
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1 Introduction

Nowadays the occurrence and possible roles of oxidoreductase (redox) systems
in plant plasma membranes appear well established. Since the discovery of elec-
tron transport activities at the plasma membrane (PM) of plants 35 years ago (e.g.
Chaney et al. 1972; Bienfait 1985; Bottger and Liithen 1986; Marschner et al.
1986; Rubinstein and Stern 1986), investigations have focussed mainly on the
purification and biochemical characterization of redox components (see refs in
Doring and Liithje 1996; Liithje et al. 1997, 2005; Asard et al. 1998; Bérczi and
Mgller, 2000) and their functions in iron uptake (see refs in Connolly and
Guerinot 1998; Schmidt 1999; Grotz and Guerinot 2006) and oxidative stress,
including biotic interactions, abiotic stress factors and plant development (see
refs in Doring et al. 1998a, b; Liithje et al. 2000; Torres and Dangl 2005). The
recent progress in the research on PM redox systems has also been documented
by a series of interdisciplinary and international conferences on “(Plasma)
Membrane redox systems and their role in biological stress and disease” (special
issues of Protoplasma 184, 205, 217, 221; Biofactors 20; Acta Biologica
Szegediensis 50) and symposia on “Iron nutrition and interactions in plants”
(Plant Physiology and Biochemistry 45(5), 2007).

However, proteomic approaches suggest that most PM redox proteins belong to
the group of hypothetical proteins with unknown functions (e.g. Santoni et al. 1998,
2000; Alexandersson et al. 2004; Marmagne et al. 2004; Lilley and Dupree 2006;
Morel et al. 2006). Consequently, complete amino acid sequences have only been
presented for a minor part of these proteins (Mika 2005). Whereas others could be
identified by N-terminal sequencing (Bérczi and Mgller 1998; Cordobd-Pedregosa
et al. 1998) or by nucleotide sequence analysis in comparison with genes of animal
and yeast systems (Keller et al. 1998; Torres et al. 1998; Amicucci et al. 1999;
Robinson et al. 1999; Yoshioka et al. 2001; Simon-Plas et al. 2002; Waters et al.
2002; Li et al. 2004).

According to the fluid mosaic model, all membranes have the same basic
molecular organization (Singer and Nicolson 1972). The properties of proteins and
the composition of lipids confer them with their unique functional characteristics,
but they are variable for each membrane and the respective physiological
conditions. Thus, the existence of lipid rafts and their interactions with specific
membrane proteins has become the currently favored model for the molecular
organization of plant plasma membranes (see refs in Bhat and Panstrugah 2005;
Martin et al. 2005). PM-bound redox systems and lipid rafts are both suggested to
be involved in signal transduction and membrane transport and some other
functions. Evidence for the occurrence of redox systems in lipid rafts and their par-
ticipation in protein assemblies have been presented (e.g. Bagnaresi et al. 1997;
Trost et al. 1997; Borner et al. 2005; Morel et al. 2006). For this reason it is the aim
of this review to summarize the current knowledge about PM redox systems with a
special focus on their possible structures and functions, their occurrence in lipid
rafts and participation in protein assemblies.
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2 Transmembrane Electron Transport

The first evidence for a transmembrane electron transport system in the plant PM
was presented by in vivo experiments. The application of artificial electron
acceptors like ferricyanide (hexacyanoferrate III, HCF III) caused a depolariza-
tion of the membrane potential, a reduction of the probe and an increase in proton
secretion (see Doring and Liithje 1996 and refs therein). Two models were
presented which aimed to explain these observations. Rubinstein and Stern
(1986) suggested that a transmembrane iron reductase could activate H*-ATPase.
Simultaneously, Bottger and Liithen (1986) postulated that an electron transport
chain transfers protons to the apoplast, while oxygen is reduced by a two-electron
transfer mechanism at the cytosolic surface. Consequently, the application of
HCEF III presents a short-cut in this electrogenic system and causes the observed
depolarization of the membrane potential. Two years later, Bienfait and Liittge
(1988) postulated the existence of an electron transport chain involved in redox
regulation and the production of reactive oxygen species (ROS). According to
this model, thiol groups of inactivated transport proteins are reduced by the
system and thereby reactivate the transporters. In all these models NADH or
NADPH is suggested as the natural electron donors of the constitutive and
transmembrane redox activity.

In recent years it became obvious that the grasses evolved an iron uptake strategy
distinct from all other plants (see refs in Connolly and Guerinot 1998; Schmidt
1999). While so-called “strategy I plants” (dicots, non-grass monocots) reduce the
iron before uptake by a transmembrane redox activity (Robinson et al. 1997, 1999;
Waters et al. 2002), grasses (strategy II plants) release phytosiderophores of the
mugineic acid (MA) family, chelate the Fe**, and reduce the Fe**-chelate inside
the cell (Chaney et al. 1972; Takagi 1976; Takagi et al. 1984; Bienfait 1985;
Marschner et al. 1986).

In addition, evidence has been presented for an inducible iron reductase in the
PM of a range of chlorophyte algae (Weger and Espie 2000; Weger et al. 2002,
20006), including Chlamydomonas (see refs in Merchant et al. 2006). This strategy
also appears to be used by some marine diatoms (Jones et al. 1987; Maldonado and
Price 2000, 2001), whereas Thalassiosira appears to have an iron acquisition
strategy that is distinct from chlorophytes and strategy I plants (Davey et al. 2003).

A second, constitutive redox system — the so-called standard system — has been
detected in all plants (including grasses). It appears to fulfil a house-keeping
function (see refs in Doring and Liithje 1996; Liithje et al. 1997; Bérczi and Mgller
2000). Due to their distinct iron uptake strategy, grasses are ideal model organisms
for the investigation of the standard system (see refs in Doring and Liithje 1996)
and a few years ago a significant transmembrane electron transport activity was
observed with NAD(P)H-loaded and sealed right-side-out (apoplastic side out) PM
vesicles isolated from maize (Zea mays L.) roots (Menckhoff and Liithje 2004).
Although this observation fits nicely with in vivo experiments on the standard
system (see refs in Liithje et al. 1997; Doring et al. 1998a), the underlying structural
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components of this transmembrane activity still have to be elucidated. So far none
of the NAD(P)H oxidoreductases characterized from plant plasma membranes can
provide a molecular basis for the observed transmembrane HCF III reduction of
maize roots (Menckhoff and Liithje 2004).

Besides HCF 1III reduction (126nmol min~' mg™' protein), low rates of
superoxide anion radical production (765 pmol min~' mg~' protein) were observed
with NADPH-loaded vesicles. ROS are known as key regulators of metabolic and
defense pathways (see refs in Neill et al. 2002; Kawano 2003; Desikan et al. 2004a;
Laloi et al. 2004; Gevhev and Hille 2005; Torres et al. 2006). Thus the observed
transmembrane activity was suggested to be involved in signaling (Menckhoff and
Liithje 2004).

3 PM-Bound Redox Systems

In the 1990s, aqueous two-phase partitioning was established as the state of the
art method for the purification of highly enriched PM vesicles (Widell et al.
1982; Yoshida et al. 1983; Larsson et al. 1994). This break-through allowed the
characterization of transport processes with PM vesicles of defined orientation
(e.g. Palmgren et al. 1990; Horemans et al. 2000), the characterization of lipids
(e.g. Uemura and Steponkus 1994; Uemura et al. 1995, 2006; Cowan et al. 1993;
Bohn et al. 2001; Sperling et al. 2005; Bohn et al. 2006), proteins and redox com-
ponents located therein (see refs in Liithje et al. 1997; Asard et al. 1998; Bérczi
et al. 1998; Bérczi and Mgller 2000).

Although PM preparations are generally assumed to be comparatively pure
(>95%) one has to keep in mind that: (a) soluble proteins are an often overlooked
contaminant in PM preparations (Bérczi and Asard 2003; Mika et al. 2004) and (b)
even minor contaminants (<5%) of endomembrane systems in PM preparations
may result in the erroneous detection of a major protein of these membranes (e.g.
Bérczi et al. 2001; Griesen et al. 2004; Kjell et al. 2004; Preger et al. 2004). As a
consequence, low activities and/or highly varying amounts of a compound found
with independent membrane preparations should be discussed cautiously.

For example, an oscillating, touch and diphenylene iodonium (DPI)-sensitive but
cyanide-insensitive NADH oxidase-like activity was purified from PM preparations
by Morré and co-worker (Brightman et al. 1988; Morré 1998). This protein has prop-
erties comparable with a protein disulfide isomerase (Chueh et al. 1997). Due to its
very low NADH oxidase-like activity (e.g. Brightman et al. 1988), indistinct proper-
ties and a lack of sequence information for the plant system, further proof is needed
for an unequivocal identification and localization of this protein (Liithje et al. 1997,
Bérczi and Mgller 2000). So far all protein disulfide isomerases identified in PM
preparations by proteomic approaches appear to be the result of contamination from
the endoplasmatic reticulum (e.g. Borner et al. 2005). More convincing examples of
redox components which have been identified, purified and characterized from plant
PM are discussed in more detail in the following paragraphs (Table 1).
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3.1 Flavocytochrome b Family

The flavocytochrome b family is conserved throughout the animal, plant and fungal
kingdoms (see refs in Lambeth 2002, 2004; Babior et al. 2002; Kimball and Saier Jr
2002; Philpott 2006; Kaplan et al. 2006) and its existence in red algae was
demonstrated recently (Herve et al. 2006). The o-subunit of the phagocyte NADPH
oxidase (NADPH oxidase homolog 2, NOX2; also named glycosylated protein
rough molecular mass 91kDa phagocyte oxidase, gp°'"™*) is the most investigated
member of this protein family (Henderson 2001; Lambeth 2002, 2004; Segal 2005).
Fe**-chelate reductases (ferric chelate reductase/oxidase, FRO) and respiratory burst
oxidase homologs (Rboh) have been identified by nucleotide sequence analysis in
several plant species. Up to ten transmembrane domains, two heme, FAD and
NADPH binding sites have been predicted for the gene products; additional EF-hand
motifs suggest a regulation of Rboh by calcium (Keller et al. 1998; Torres et al. 1998;
Amicucci et al. 1999; Robinson et al. 1999; Yoshioka et al. 2001; Simon-Plas et al.
2002; Waters et al. 2002; Li et al. 2004).

3.1.1 Fe*-Chelate Reductase (E.C. 1.16.1.7)
Iron uptake strategies of plants are illustrated in Fig. 1 and discussed in detail

below. PM-bound Fe**-chelate reductase activity was demonstrated by in vivo (see
refs in Bienfait 1985; Schmidt 1999) and in vitro experiments with isolated plasma

Strategy | Strategy |1
(turbo system) Fed (graminaceae)

Fod Fe? MA Fe?*-MA Fe?
I t 1 1
out /:_\ ! J pH 55

FRO !
Flavin !H.T PM
heme? ]
1
p— LA
in 1 1 ] pH7.0
I I I
¥ + +

Fig. 1 Tron uptake strategies of plants. Strategy I plants (dicots and non-grass monocots) reduce
the iron before uptake by a transmembrane redox activity (FRO, ferric chelate reductase/oxidase).
Once iron is reduced, it is transported across the PM by iron regulated fransporters (IRT1), which
is the major iron uptake system in Arabidopsis. Grasses (strategy II) release phytosiderophores of
the MA family, chelate the Fe** and reduce the Fe**-chelate inside the cell. Fe**-chelates are taken
up by MA transporters, i.e. yellow stripe 1-like (YSL) proteins. In addition to absorbing Fe’**-MA,
rice possesses an iron uptake system (OsIRT1) that directly absorbs Fe**
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membranes (Holden et al. 1991, 1995). Iron-insufficient plants showed a significant
increase in Fe**-chelate reductase activity (turbo system) and proton secretion. Both
NADH-dependent and NADPH-dependent activities could be detected in plasma
membranes of strategy I plants. However, only the NADH-dependent activity
increased under iron deficiency. Initial attempts to purify and characterize the
protein with this NADH-dependent Fe**-chelate reductase activity (Table 1) have
been presented for tomato (Lycopersicon esculentum Mill.) roots (Holden et al.
1991, 1995; Bagnaresi et al. 1997).

Major progress in this field has been made by molecular biological approaches
(Connolly and Guerinot 1998; Mori 1999; Connolly et al. 2003; Curie and Briat
2003; Bauer et al. 2004; Durrett et al. 2006; Mukherjee et al. 2006; Vasconcelos
et al. 2006). As a result, the tomato gene coding for LeFRO1 (81kDa) was isolated
and characterized in detail (Li et al. 2004). The first Fe**-chelate reductase gene
identified was FRO2 from Arabidopsis thaliana L. Heyn. (Robinson et al. 1999).
Overexpression of the FRO2 transcript and reduced growth of a FRO2 delition
mutant were observed under conditions of iron deficiency. Meanwhile, eight genes
for Fe**-chelate reductases (FRO1 to FROS8) and two for iron regulated fransporters
(IRTI, IRT2) have been isolated from Arabidopsis (Eide et al. 1996; Robinson
et al. 1997, 1999; Vert et al. 2001, 2002; Hall and Williams 2003; Wu et al. 2005;
Colangelo and Guerinot 2006; Grotz and Guerinot 2006). Tissue-specific expression
profiles of AtFRO genes suggest that AtFRO2 and AtFRO3 are Fe**-chelate
reductases with roles in iron acquisition and metabolism in roots, whereas AtFROS,
AtFRO6, AtFRO7 and AtFROS are required for iron homeostasis in different
tissues of shoots (Wu et al. 2005). After iron transport across the PM, members of
several different transport families are implicated in the intracellular and intercellular
transport of iron, including the Natural resistance associated macrophage protein
(Nramp) family and the YSL family (Eckhardt et al. 2001; Bereczky et al. 2003;
Hall and Williams 2003; Grotz and Guerinot 2006; Puig et al. 2006).

Sequence analysis of a putative FRO predicts eight to ten transmembrane domains,
heme, flavin and NADPH binding-sites (Robinson et al. 1999; Waters et al. 2002).
However, such predictions have to be treated with caution because, in the case of the
topology of FRO2, recently published experimental data revealed significant differ-
ences from those obtained by theoretical predictions (Schigerlof et al. 2006).

Nonetheless a highly conserved membrane domain, present in the whole
flavocytochrome b family, seems to consist of a four-helix bundle. Helices V and
VII contain the invariant histidine residues, which are responsible for heme binding
in FREI, the yeast homolog of FRO2 (Thrasher and Keep 1994; Finegold
et al. 1996). An additional transmembrane helix, helix VIII, is present at the start
of the water-soluble domain (Schigerlof et al. 2006). The water-soluble domain,
which contains NADPH, FAD and oxidoreductase sequence motifs, is located on
the inner (cytoplasmic) surface of the PM and between helices VIII and IX. Helices
I, II, IX and X are not conserved within the whole protein family. Evidence for a
transmembrane location for the oxidoreductase motif region was not found in this
study, although it had been suggested by others (Waters et al. 2002; Schwacke
et al. 2003; Li et al. 2004).
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The increase in proton secretion measured under iron deficiency suggests
activation of the PM-bound H*-ATPase (see refs in Schmidt 1999). However, a
possible function of FRO in proton channelling appears to be another explanation
for this observation (Kimball and Saier Jr 2002; Liithje et al. 2005). Both hypo-
theses and biochemical properties of FRO have to be further elucidated. FRO
homologs have never been shown in strategy II plants. In contrast to strategy
I plants, grasses increase the production and secretion of MA in response to iron
deficiency, and Fe**-MA complexes are taken up by specific transporters (Fig. 1).
The genes for MA synthesis have been isolated from several graminaeous plants
(Herbik et al. 1999; Higuchi et al. 1999, 2001; Takahashi et al. 1999; Nakanishi
et al. 2000; Kobayashi et al. 2001; Mizuno et al. 2003; Bashir et al. 2006) and high
affinity Fe**-MA transporters (yellow stripe 1, YSI) have been isolated and
characterized for maize, rice (Oryza sativa L.) and barley (Hordeum vulgare L.)
roots (Curie et al. 2001; Koike et al. 2004; Roberts et al. 2004; Schaaf et al. 2004,
Murata et al. 2006). In addition to absorbing Fe**-phytosiderophores, rice possesses
an iron uptake system (OsIRT1) that directly absorbs Fe’, a strategy that is
advantageous for growth in submerged conditions (Ishimaru et al. 2006).

3.1.2 Respiratory Burst Oxidase Homologs

So far excellent work has been published on the regulation and physiological functions
of Rboh. It was demonstrated that a massive production of ROS (so-called oxidative
burst) occurs during the first phase of pathogen defense; and expression profiles of
Rboh indicated that its gene product may be involved in these reactions (Yoshioko
et al. 2001, 2003; Simon-Plas et al. 2002; Torres et al. 2002; Kwak et al. 2003; Torres
and Dangl 2005; Kobayashi et al. 2006). It was also suggested that production of ROS
by Rboh may have a function in growth regulation and stress responses (Foreman
et al. 2003; Kwak et al. 2003; Desikan et al. 20044a, b).

A PM localization of Rboh was shown by protein immuno-reaction with specific
antibodies (e.g. Simon-Plas et al. 2002; Desikan et al. 2004b) and the detection
of StRboh:green fluorescence protein (GFP) fusion constructs at the PM after
transient expression in onion epidermal cells (Kobayashi et al. 2006). In contrast
to the thoroughly investigated physiological functions of Rboh, a biochemical
characterization of the gene product is still lacking. Rboh was predicted to be a
transmembrane spanning protein with its NADPH binding-site at the cytoplasmic
surface (Groom et al. 1996; Keller et al. 1998; Torres et al. 1998; Amicucci et al.
1999; Yoshioka et al. 2001; Simon-Plas et al. 2002).

NAD(P)H oxidase-like activity measured with sealed and right-side-out PM
vesicles could be attributed to peroxidases (see refs in Vianello and Macri 1991;
Mika et al. 2004). A calcium-sensitive and transmembrane ROS production was
observed with NADPH-loaded and sealed right-side-out PM vesicles isolated
from maize roots (Menckhoff and Liithje 2004). However, the occurrence of
superoxide dismutase (SOD) at the cell surface (Kukavica et al. 2005) could not
be excluded in these experiments and its presence may significantly reduce the
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detectable amount of superoxide anion radicals. Nonetheless, the detected
transmembrane activity may suggest the contribution of a constitutively Rboh in
plasma membranes of maize roots, but the origin of this activity needs further
investigation.

Initial attemps at purification of plant Rboh have been presented. A protein with
NADPH oxidase-like activity was purified from PM of bean (Phaseolus vulgaris L.)
hooks (Van Gestelen et al. 1997). Its enzymatic characteristics pointed to similarities
with NOX2 with respect to inhibitor sensitivities, but the partially purified enzyme
apparently contained FMN instead of FAD and no b-type cytochrome could
be detected. Besides this enzyme, proteins with NAD(P)H-dependent quinone
reductase (NQR) activity have been isolated from the PM of elicitor responsive
been hooks (Van Gestelen et al. 1998). ROS production by these proteins was
demonstrated and increased significantly in the presence of quinones. Unfortunately,
specific antibodies against Rboh are not yet available for this plant species. Thus
a possible contribution of a putative Rboh to any of these activities cannot be
confirmed.

Arabidopsis RbohA was partially purified from microsomal fractions and
detected by protein immuno-reaction (Keller et al. 1998). The protein could not be
identified by N-terminal sequence analysis and no biochemical characterization of
the partially purified AtRbohA was presented. In addition, it has to be mentioned
that their documented cross-reactions with specific antibodies were stronger in the
microsomal fractions than in PM fractions.

In contrast to this study, the accumulation of NtrbohD in the PM of tobacco
leaves was clearly proved by Simon-Plas et al. (2002) whereas no band was
immunodetected in any fraction isolated from elicited gp3T cells transformed with
antisense constructs of NtrbohD cDNA. After elicitation with cryptogein, these
tobacco cells showed the same extracellular alkalinization as the control, but no
further production of ROS.

3.2 Standard System

ROS are produced by different enzymes and sources at the PM and in the apoplast
(Liithje et al. 2000; Mika et al. 2004). This production of ROS at the plant PM is
thought to cause lipid peroxidation (Qiu and Liang 1995; Quartacci et al. 2001;
Rawyler et al. 2002; Jalloul et al. 2002) which necessitates the existence of
antioxidant and detoxifying strategies that regulate the production of ROS at the
PM and protect the lipid bilayer against oxidative stress (Doring and Liithje 1996;
Doring et al. 1998b). One of the key players in this cell detoxification is SOD, which
was recently shown to be associated with the PM (Alscher et al. 2002; Kukavica
et al. 2005).

Judging from the currently available biochemical characterizations of redox
components isolated from plasma membranes, it appears likely that the following
electron transport chain (known as the “standard system”) exists in the plant PM
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Fig. 2 Hypothetical structure of the standard system in plant plasma membranes. Although the
structure of the ubiquitous and constitutive standard system is still unknown, increasing evidence
exists for an electron transport chain with vitamin K, as mobile electron and proton carrier inside
the lipid bilayer. Besides the function as electron carrier, vitamin K and ASC are antioxidants that
protect the PM against oxidative stress. The other components were suggested to be involved in
regeneration of these antioxidants, cell detoxification and redox regulation. SOD and PM-bound
peroxidases detoxifies ROS at the cell surface. Further details are explained in the text

ASC

(Fig. 2). Electrons are transferred from cytosolic NAD(P)H via NQRs, vitamin K
and a b-type cytochrome to the apoplast. In tandem with electrons, protons are
transported to the apoplastic space by this transmembrane redox chain (Déring and
Liithje 1996; Liithje et al. 1997).

The following subsection aims to summarize the most relevant findings
which have been presented in the most recent reviews during recent years
(Liithje et al. 1997; Asard et al. 1998; Bérczi et al. 1998; Doring et al. 1998a, b;
Stohr 1998; Bérczi and Mgller 2000) and to add progress on newly identified
proteins in more detail.

3.2.1 NAD(P)H:Quinone Reductase Activities

At least two different proteins with NQR activities have been purified from plasma
membranes (Table 1). They were isolated from plasma membranes of different
species and tissues. An NAD(P)H dehydrogenase (24-27kDa) capable of reducing
HCF III and artificial quinones (Luster and Buckhout 1989; Serrano et al. 1994a, b,
1995; Trost et al. 1997, Liithje et al. 1998). The protein showed no preference for
NADH or NADPH in the presence of HCF IIl. However, when naphthoquinones
(vitamin K) were the electron acceptor, the redox activity with NADPH was con-
siderably higher than with NADH. Further investigations and comparison with sol-
uble enzymes suggest the interaction of a soluble cytosolic NQR with the PM
(Sparla et al. 1996, 1999; Trost et al. 1997).
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An NADH-dependent NQR activity (31kDa protein) was characterized in PM
isolated from root tissues. This enzyme reduced HCF III > cytochrome c¢ =
naphthoquinones > Fe**-chelates by a one-electron transfer mechanism (Serrano
et al. 1994a, b, 1995; Sparla et al. 1997; Liithje et al. 1998). In contrast to the
protein with NQR activity purified from onion (Allium cepa L.) roots (Serrano
et al. 1994a, b), the respective proteins isolated from plasma membranes of maize
roots could be found in two separate peak fractions (Liithje et al. 1998).

As shown in Fig. 2, the 27kDa and 31kDa NAD(P)H dehydrogenases with
NQR activities appear to be peripheral proteins, located at the cytosolic surface
of the PM (Liithje et al. 1998). A further protein with NQR and NAD(P)H oxi-
dase-like activity has been isolated from PM of elicitor responsive bean hooks
(Van Gestelen et al. 1998). ROS production observed with sealed and NADPH-
loaded PM vesicles isolated from maize roots (Menckhoff and Liithje 2004)
appears to be due to an integral NQR activity that showed properties comparable
with that of the bean protein (N. Lepin, M. Menckhoff and S. Liithje, unpublished
data). Sequence analysis has not been presented for any of the characterized NQR
isolated from plant plasma membranes so far.

3.2.2 Quinones

Quinones act as mobile electron and proton carriers in mitochondria, thylacoid
membranes and animal PM (e.g. Kdlen et al. 1987; Villalba et al. 1998).
Together with ASC, ubiquinone (coenzyme Q, CoQ) acts as antioxidant and
regenerates tocopherol (TQ) inside biomembranes. CoQ, however, has not been
detected in plant PM (Askerlund 1990; Liithje et al. 1998). Lipid analysis of
plasma membranes isolated from carrot (Daucus carrota L.) cells and maize
roots revealed a component that showed an absorbance spectrum comparable
with that of vitamin K  (Barr et al. 1992; Liithje et al. 1998) and a comparison
of microsomal and PM fractions further suggested an accumulation of this
component in the PM.

Due to its relatively high concentration, it appears possible that vitamin K in
plant plasma membranes has an analogous function to CoQ (Déring and Liithje
1996; Doring et al. 1998b; Lochner et al. 2003). Vitamin K has been found to be
possess about 80% of the effectiveness of TQ as an antioxidant (Canfield et al.
1985). In addition a number of biological hydroquinones (including CoQ and
vitamin K) have been found to regenerate TQ (Mukai et al. 1992, 1993;
Fiorentini et al. 1997; Vervoort et al. 1997; Ortiz and Aranda 1999) which
suggests that mixtures of TQ and these hydroquinones (as well as those of TQ
and ASC) may function synergistically as antioxidants in various tissues and PM.
Inhibition of lipid peroxidation was demonstrated in the order of CoQ-10 > K,
> K, (Ohyashiki et al. 1991). Thus, vitamin K may act as a mobile electron and
proton carrier and simultaneously as an antioxidant inside the plant PM (Doring
and Liithje 1996).
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3.2.3 ASC-Reducible Cytochrome b

As shown in Fig. 2, heme-containing proteins (100-800 pmol heme mg™" protein)
have also been located in plant PM (see refs in Asard et al. 1998). The major
component (60—-80%) is an ascorbate (ASC)-reducible cytochrome b (o-band
maximum 559-562 nm) with a standard redox potential around +150 mV (Askerlund
et al. 1989; Asard et al. 1989). Several attempts to purify and characterize this pro-
tein have been made, but its amino acid sequence and function are still unknown
(Trost et al. 2000; Berczi et al. 2001, 2003; Preger et al. 2004).

This compound does not appear to belong to the cytochrome b-561 family,
which is known to exist in tonoplasts (Asard et al. 2001; Verelst et al. 2003, 2004;
Griesen et al. 2004; Preger et al. 2004). This suggestion is further supported by
genome studies of Arabidopsis. A cytochrome b-561 homolog has not been
predicted for plasma membranes of this species.

Despite this fact, two cDNA species have been isolated for wild watermelon
(Citrullus lanatus L.) cytochrome b-561, designated CLb56IA and CLb56IB
(Nanasato et al. 2005). Levels of both CLb56/A mRNA and protein increased sig-
nificantly in the leaves during drought stress. A CLb561A-GFP fusion construct
was shown at the PM. But the properties of the ASC-reducible cytochrome b iso-
lated from plant plasma membranes (Table 1) were distinct from those of the cyto-
chrome b-561 family — a finding which makes further investigations necessary
(Trost et al. 2000; Bérczi et al. 2003). Besides ASC, vitamin K was able to reduce
the PM-bound cytochrome b in the presence of NAD(P)H at the cytosolic surface,
as were quinoles (Liithje et al. 1998; Preger et al. 2004). This observation further
supports the hypothesis of an electron transport chain in the PM (Fig. 2).

In addition to the ASC-reducible cytochrome b, two minor components have
been identified in PM fractions with redox potentials of —20mV to +20mV and
+220mV (see refs in Asard et al. 1998; Liithje et al. 2005). FRO and/or Rboh may
contribute to the remaining 20-30% of the cytochrome content. But the presence of
a heme group has never been directly demonstrated for members of the flavocyto-
chrome b family in plant plasma membranes.

3.3 Peroxidases (E.C. 1.11.1.7)

PM-bound peroxidases (pmPOX) were shown for several plant materials (see refs
in Vianello and Macri 1991; Mika et al. 2004) and characterized in detail for maize
roots (Mika and Liithje 2003). At least three isoperoxidases (pmPOX1, pmPOX2a,
pmPOX2b) have been purified from plasma membranes of this plant species. The
heme-containing enzymes belong to the classic secretory plant peroxidases (class
III peroxidases), i.e. the superfamily of peroxidases from plants, bacteria and fungi
(Welinder 1992). Complete amino acids sequences have been identified for
pmPOX1 and pmPOX2b (Mika 2005). The deduced amino acid sequences showed
three potential glycosylation sites, histidin residues for heme binding, eight
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structural cystein residues and a hydrophobic domain at the N-terminus. So far the
data suggest a localization of the active center of both the enzymes pmPOX1 and
pmPOX2b on the outer (apoplastic) surface of the membrane. Although the
physiological functions of PM-bound peroxidases have to be further elucidated, a
membrane protective function was suggested for these enzymes and appears most
likely (Mika and Liithje 2003; Mika et al. 2004).

3.4 Monodehydroascorbate Reductase (E.C. 1.6.5.4)

A cytochrome b, reductase (45kDa) was isolated from PM of spinach (Spinacea
oleracea L.) leaves (Askerlund et al. 1991). The protein was detected by cross-
reaction with antibodies purified against cytochrome b, reductase from endoplasmatic
reticulum of potato (Solanum tuberosum L.) tuber. However, N-terminal amino acid
sequence analysis of the purified enzyme showed a strong similarity to cytosolic
monodehydroascorbate reductase (MDAR; Berczi et al. 1995, 1998). Its specificity,
kinetics, inhibitor sensitivity and cross-reactivity with anti-MDAR antibodies confirm
this identification. FAD is a cofactor of MDAR, which appears to be strongly associ-
ated with the inner (cytoplasmic) surface of the PM under in vivo conditions. Together
with the ASC-reducible cytochrome b, the PM-associated MDAR was suggested to
have a function in the reduction of ASC in both the cytosol and the apoplast (Fig. 2).
Thus, this antioxidant may be regenerated directly at the PM.

3.5 Malate Dehydrogenase (E.C. 1.1.1.37)

An oxaloacetate (OA) reductase activity was found in plasma membranes of
different plant species and purified from onion and maize roots (Van Gestelen et al.
1997; Cérdoba-Pedregosa et al. 1998, Liithje et al. 1998; Hadzi-Taskovic Sukalovic
et al. 1999). The relative molecular mass of PM-associated malate dehydrogenase
(MDH; 40-41kDa) was slightly higher than soluble cytosolic (¢c)MDH and other
membrane-associated MDH (30-36kDa) identified in peroxisomes (Struglics et al.
1993), inner mitochondrial membranes (Srere et al. 1997) and renal brush border
membranes (Hanss et al. 2002). N-terminal sequence analysis of the PM-associated
MDH showed a strong similarity to the amino acid sequence of cMDH (Cérdoba-
Pedregosa et al. 1998).

The structure, regulation and physiological functions of the PM-associated
MDH are still unclear. Cérdoba-Pedregrosa et al. (1998) suggested a regeneration
of malate by the PM-associated MDH which could be transported by a malate
shuttle across the membrane. According to this model, apoplastic OA crosses the
PM and is reduced by the PM-associated MDH at the expense of cytosolic NADH.
Together with cell wall MDH, this system could be involved in growth control (i.e.
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cell wall cross-linking) or protection against environmental stresses (Martinoia and
Rentsch 1994; Delhaize and Ryan 1995).

3.6 Nitrate Reductase Activity

A PM-bound protein with nitrate reductase activity (PM-NRA) was purified from
algae and higher plants (see refs in Stohr 1998; Lo Piero et al. 2003). The proteins
isolated from Chlorella and sugar beet (Beta vulgare L.) were attached to the PM via
a glycosylphosphatidylinositol (GPI)-anchor at the extracellular surface of the PM
(Stohr et al. 1995; Kunze et al. 1997). Some investigations suggest an additional
association of a cytosolic isoenzyme at the inner surface of the PM (see refs in Stohr
1998). Meanwhile, two isoenzymes (63kDa, 93kDa) that showed distinct substrate
specificities were identified in roots and leaves (Stohr and Ullrich 1997; Stohr 1999).
Peptide analysis of PM-NRA isolated from tobacco (Nicotiana tabacum L.) roots
suggests the presence of an unknown protein; evidence for a true nitrate reductase
protein, however, has not been found (Stohr and Stremlau 2006). PM-NRA was pos-
tulated to act as a nitrate sensor and/or to contribute to nitric oxide (NO) production
at the plant PM (Stohr et al. 2001; Stohr and Stremlau 2006).

3.7 Nitrite:NO Reductase Activity

Nitric oxide (NO) plays an important role in several physiological processes in plants
and is produced by different enzymes and sources (see refs in Stohr and Ullrich 2002;
Shapiro 2005; Griin et al. 2006). NO formation has been shown for plasma membranes
of tobacco roots (Stohr et al. 2001). The protein (310kDa) corresponding to this activity
could be separated from PM-NRA. Nitrite:NO reductase (NI-NOR) activity appears to
reduce apoplastic nitrite produced by PM-NRA in vivo and may have a function in
nitrate signaling. Rates of NO production depend largely on the physiological condi-
tions, mainly the availability of nitrate and oxygen (Stohr and Stremlau 2006). In this
context, NO is proposed to play a role during anoxia as an indicator of the external
nitrate availability and in regulating symbiotic interactions at the root surface.

4 Molecular Organization of the PM

The physiological roles of biological membranes are defined by their protein and
lipid profiles. According to the fluid mosaic model (Singer and Nicolson 1972),
proteins have been proposed to be peripheral or integral components of the lipid
bilayer (Vereb et al. 2003). Nowadays it appears that the PM is organized in
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microdomains, so-called lipid rafts (Simons and Ikonen 1997; Brown and London
1998; Pike 2004; Martin et al. 2005; Bhat and Panstrugah 2005).

Up to now approximately 550 polypeptides could be resolved from plant PM
preparations by proteomic approaches (Masson and Rosignol 1995; Santoni et al.
1998, 2000; Alexandersson et al. 2004; Marmagne et al. 2004, 2006; Santoni 2007).
A recent study identified 145 proteins in lipid rafts of tobacco leaves (Morel et al.
2006). Functional grouping of these proteins by homology searches revealed five
groups, which were in agreement with the main physiological cellular processes
involving the plant PM. It was further demonstrated that transport proteins seem to be
under-represented in lipid rafts, whereas other groups of proteins are disproportion-
ately more abundant. Among these are proteins involved in signaling and response to
biotic and abiotic stress, cellular trafficking, cell wall synthesis and degradation, and
metabolism. Nonetheless, a significant amount (~20%) of the PM-specific protein
spots still corresponds to hypothetical proteins with unknown functions.

4.1 Lipid Rafts

Ten years ago, Simons and Ikonen (1997) and Brown and London (1998) put
forward the hypothesis that PM lipids of eukaryotic cells do not form a homogeneous
phase consisting of sterols and glycerophospholipids, but form a mosaic of domains
with unique biochemical compositions . The controversy regarding the existence,
size and molecular nature of lipid rafts is still a matter of debate (e.g. Pike 2004;
Lagerholm et al. 2005). There is, however, a steadily increasing body of evidence
for animal, plant and fungal cells that supports the raft hypothesis (Pike 2004; Bhat
and Panstrugah 2005; Martin et al. 2005; Wachtler and Balasubramanian 2006).

Lipid rafts appear to have unique physicochemical properties that direct their
organization into liquid-ordered phases floating in a liquid-crystalline ocean of
glycerophospholipids (Brown and London 2000). These domains are resistant to
solubilization by non-ionic detergents like Triton X-100 at 4°C (detergent resistant
membranes, DRM; also named detergent insoluble membranes, DIM) and are desta-
bilized by cholesterol- and sphingolipid-depleting agents (Brown and London 1998).

Lipid rafts have been morphologically characterized as small membrane patches
(e.g. Brown and London 2000; Ishitsuka et al. 2005). Cellular and/or exogenous
proteins that interact with lipid rafts can use them as transport shuttles on the cell
surface. Thus, rafts act as molecular sorting machines capable of co-ordinating the
spatiotemporal organization of signal transduction pathways, transport proteins and
others within selected areas of the PM.

Lipid rafts are heterogeneous in terms of both their protein and their lipid
content and can be localized to different regions of the cell (Degroote et al. 2004;
Pike 2004). Sterols and (glycol-)sphingolipids were suggested for the outer half of
rafts and saturated phospholipids for the cytosolic half. It was further postulated
that rafts are embedded in unsaturated phospholipids. Apart from abundant integral
proteins, the peripheral proteins in rafts are either GPI-anchored at the outer surface
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or associated by lipid—protein interactions at the cytosolic surface (see Fig. 2 in Pike
2004). Protein migration into lipid rafts seems to be mediated by lipid—lipid interac-
tions, whereas protein—lipid and protein—protein interactions appear crucial for the
specific localization of proteins in lipid rafts. Nowadays different models are under
discussion for apical sorting of GPI-anchored proteins in polarized epithelial cells
(e.g. Paladino et al. 2004; Tivodar et al. 2006). The PM of those cells is divided into
two domains, apical and basolateral, which display different protein and lipid com-
positions, therefore resulting in specialized functions.

4.1.1 Lipid Rafts in Plants

To date, little is known about lipid rafts in plants (see refs in Bhat and Panstruga
2005; Martin et al. 2005). Phospholipids, sterols and (glycol-)sphingolipids in the
form of glucocerebroside were thought to constitute the major lipid classes in plant
plasma membranes (e.g. Yoshida and Uemura 1984; Grandmougin et al. 1989;
Uemura and Steponkus 1994; Uemura et al. 1995, 2006; Bohn et al. 2001, 2006).
These lipids and the proportion of unsaturated fatty acids define the fluidity of the
membrane (e.g. Lynch and Phinney 1995; Warude et al. 2006). Very long chain
fatty acids (VLCFA) may either increase the diameter or possibly regulate
membrane curvature (Millar et al. 1998; Wallis et al. 2002). Sterols contribute to
bilayer thickness and may influence the dynamic trafficking of proteins with polar
distributions in the PM (Schroeder 1984; Hartmann 1998; Clouse 2002; Zuckermann
et al. 2004; Betts and Moore 2003). In addition, the presence of non-bilayer lipids
may also define the functionality of membrane proteins (De Kruijff 1997; Lee
2000) and the formation of hexagonal-II phases may hamper the most salient
function of the PM the compartmentalization of cells (Webb et al. 1994).
Evidence for microdomains in plant plasma membranes has been provided by the
following observations. In vitro studies demonstrated that plant sterols and
sphingolipids promote the formation of ordered membrane domains (Xu et al. 2001).
DIM were found to be greatly enriched in glycosylceramide and a mixture of differ-
ent sterols, whereas phospho- and glycoglycerolipids of the PM were largely excluded
(Mongrand et al. 2004; Borner et al. 2005; Laloi et al. 2006). However, a detailed
analysis of long-chain sphingobases of different plant materials and species revealed
that the resulting sphingobase profiles from cerebrosides and PM showed large quali-
tative and quantitative differences (Sperling et al. 2005). A major part of these lipids
appears to contribute to hydrophobic anchors of PM proteins (i.e. diacylglycerol-
based GPI anchors and inositol-phosphoryl—ceramide moieties with a different glyc-
osyl headgroup, GIPC-anchors). Several hundred of those proteins were preliminarily
identified by a genomic analysis of Arabidopsis (Borner et al. 2003) and GPI-
anchored proteins have been identified in plasma membranes and DIM (Stohr et al.
1995; Kunze et al. 1997; Peskan et al. 2000; Eisenhaber et al. 2003; Borner et al.
2003, 2005). Besides lipids, proteins of Triton X-100 insoluble membranes have been
investigated by proteomic approaches. A recent study grouped DIM proteins by their
physiological functions (Morel et al. 2006). Proteins with hydrophobic modifications
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(e.g. GPI-anchored, palmitoylation, myristoylation, etc.), integral proteins and signal-
ing components have been identified (Peskan et al. 2000; Elortza et al. 2003, 2006;
Shahollari et al. 2005; Morel et al. 2006; Sutter et al. 2006).

One major drawback of almost all studies dealing with lipid rafts in plant plasma
membranes is the fact that most of them were limited to Triton X-100 insoluble
membrane fractions from PM preparations with so-called “minor contaminations”
(Peskan et al. 2000; Morel et al. 2006). However, those DIM fractions do not
appear to be specific for PM (Phinney and Thelen 2005; Laloi et al. 2006) and the
detection of major proteins of endomembrane systems in lipid rafts (e.g. Morel
et al. 2006; Uemura et al. 2006) supports the existence of Triton X-100 insoluble
membrane fractions containing membrane systems other than plasma membranes.

4.1.2 PM-Bound Redox Systems and Lipid Rafts

Triton X-100 and CHAPS are most effective in membrane solubilization and hence
selectively extract glycerophospholipids (and some proteins), yielding a raft that is
highly enriched in cholesterol and sphingolipids (Pike 2004). Most of the PM-
bound redox proteins described so far appear to be poorly soluble in Trtion X-100
or CHAPS, with the exception of peripheral NQR, MDAR and PM-associated
MDH. Although the ASC-reducible cytochrome b of bean hooks was easily
solubilized by Triton X-100 from PM (Trost et al. 2000), the respective protein
from plasma membranes of maize roots and Arabidopsis leaves was very resistant
to solubilization with that detergent (Bérczi et al. 2001). Due to this observation, it
was assumed that the composition of lipids in the PM of different tissues might
influence the solubilization of proteins (Bérczi and Horvath 2003). Analysis of total
lipids extracted from these tissues revealed that sterols and cerebrosides are present
in much higher amounts in plasma membranes from Arabidopsis leaves than in
those from etiolated bean hooks. However, the lipid profiles of plasma membranes
isolated from Arabidopsis leaves were consistent with data obtained for maize roots
(Bohn et al. 2001; Bérczi and Horvath 2003). Figure 3 shows redox components
most likely associated with DIM. Besides the ASC-reducible cytochrome b, GPI-
anchored proteins are predicted as components in lipid rafts. Thus raft localization
appears sure for PM-NRA. Besides blue light signaling, a function of PM-NRA in
the production of NO has been proposed (Stohr 1998; Stohr and Stremlau 2006).
Both suggestions fit nicely with the proposed function of lipid rafts in signaling.
As shown in Table 2, a GPI-anchored monocopper oxidase-like protein of the
multicopper oxidase family was identified in PM and DIM preparations (Borner
et al. 2005; Elorza et al. 2003, 2006; Morel et al. 2006). This observation is consistent
with the detection of copper in plasma membranes of higher plants (Liithje
et al. 1995; Mgller et al. 1991).

Detection of NtrbohD and its small cytosolic interaction partner NtRac5 in DIM
further implicates a function of lipid rafts in ROS signaling (Morel et al. 2006).
A possible spatiotemporal control of ROS production by Rboh for polarized growth
was suggested for lipid rafts in root hair apices (Foreman et al. 2003; Mittler et al.
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Fig. 3 Plasma membrane redox systems and lipid rafts. Evidence for the occurrence of PM-
bound redox systems in lipid rafts has been presented. Since rafts may be heterogeneous in their
composition, components may participate in different raft fractions. Nitrate reductase activity
(NRA) is the protein most likely located in rafts, because of its GPI-anchor. NtrbohD and NtRac5
were identified by peptide sequence analysis of raft proteins, as were NQR (Table 2). Interaction
of these peripheral NQR with lipid rafts has to be further investigated. PM-bound peroxidases, the
ASC-reducible cytochrome b, and the integral NQR are poorly soluble by Triton X-100 or
CHAPS, which suggest raft localization

Table 2 Redox proteins identified in lipid rafts. DIM were prepared from highly enriched PM
fractions by Triton X-100. Proteins were separated by 2D-electrophorese techniques (isoelectric
focussing/SDS-PAGE) and protein spots were analysed by mass spectroscopy. MW_, Calculated
molecular mass (kDa), p/ point isoelectric, PTM post-translational modifications. Ref. / Borner
et al. (2005), Ref. 2 Morel et al. (2006)

Accession
Species Protein family number of gene MWcalc pl PTM Ref.
A. thaliana ~ Putative quinone reductase At4g36750 28.7 517 1
Flavin mononucleotide-binding ~ At5g54500 21.8  6.84 1
quinone reductase (FQR1)
FAD-binding domain At4g20830 60.5 1
N. tabaccum FAD-binding domain At4g20830 60.5 1
NtrbohD Q8RVI9 105.8 893 2
Monocopper oxidase-like Q8VXXS 659 690 GPI 2
protein SKS1 (precursor)
Putative monocopper oxidase QoSU40 65.6 7.74 GPI 2
SKUS (precursor)
1,4-Benzoquinone-like reductase Q9LSQ5 21.8 596 2

2004). In animal systems, NOX did not appear to be restricted to the PM and
targeting of NADPH oxidase to discrete subcellular compartments was discussed
as a mechanism of localizing ROS and activation of downstream redox signaling
events that mediate various cell functions (Ushio-Fukai 2006).
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Solubilization studies of the calcium-sensitive NQR — a putative integral protein
of plant plasma membranes (Fig. 2) — point to an accumulation in Triton X-100
insoluble membranes. Although the precise nature and function of this protein still
has to be investigated, superoxide anion radical production was observed in vitro
and suggests a possible function in signaling (Menckhoff, Lepin and Liithje, unpub-
lished data). Due to the hydrophobic domain at the N-terminus, PM-bound peroxi-
dases were found to be poorly soluble in Trition X-100 (Mika and Liithje 2003).
Localization in lipid rafts may allow PM-bound peroxidases to move next to ROS
producing and detoxifying enzymes in the membrane (Fig. 3). Thus PM-bound
peroxidases could probably not only detoxify H,O, directly at the site of origin to
guarantee the optimal protection of the membrane, but also protect specific func-
tional regions of the PM, in a similar manner as discussed for the thylacoid ascor-
bate peroxidase (Asada 1992; Asada et al. 1996; Yoshimura et al. 1998; Kieselbach
et al. 2000).

The identification of redox proteins in DIM (Table 2) fits nicely with postu-
lated functions of these microdomains (Brown and London 2000; Bhat and
Panstrugah 2005; Morel et al. 2006). Studies on DIM isolated from Arabidopsis
and tobacco leaves identified at least three NQR: a putative quinone reductase, a
benzoquinone-like reductase and a flavin mononucleotide-binding flavodoxin-
like quinone reductase (FQR1; Borner et al. 2005; Morel et al. 2006). The theo-
retical molecular masses of these proteins were comparable with those of the
peripheral NQRs purified and characterized from plant plasma membranes (Table
1). However, the latter proteins were solubilized with Triton X-100. FQR1 was
characterized after heterologous expression in Escherichia coli and was sug-
gested to be a soluble component (Laskowski et al. 2002). Interactions of this
protein with membrane proteins or the PM have not been described so far and
need further proof.

4.2 Protein Assemblies

Most physiological processes are not carried out by single proteins, but rather by
protein assemblies (Alberts 1998). The importance of membrane-bound protein
complexes is clearly illustrated by their involvement in different physiological
processes, like photosynthesis, respiration, etc. (Kiigler et al. 1997; Poetsch et al.
2000; Jéansch et al. 1996). Such complex formations and their respective activities
are strongly regulated by parameters such as the participating proteins, cofactors,
posttranslational modifications and interaction with inhibitory or activating com-
pounds (Rajan et al. 2002; Helms 2002).

Nowadays blue native polyacrylamide gel electrophoresis (BN-PAGE) is one of
the state of the art methods to study integral membrane protein complexes at the
proteome scale (Schigger and von Jagow 1991; Schigger 2003). For example, sev-
eral studies demonstrated not only the existence of complexes but also that of super-
complexes in plant mitochondria and thylacoide membranes by BN-PAGE (e.g.
Aseeva et al. 2004; Komenda et al. 2004; Aro et al. 2005; Dudkina et al. 2006).
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On the one hand, the existing lack of sequence information of PM-bound redox
systems will hamper the investigation and identification of those enzymes in
protein assemblies. On the other hand, evidence was presented for protein—protein
interactions of PM-bound redox proteins. BN-PAGE applied to plant PM confirmed
the existence of several high molecular mass protein complexes in spinach
(Spinacea oleracea L.) leaves (Kjell et al. 2004). Preliminary data from our group
suggest that these complexes vary with respect to the plant species and tissue inves-
tigated. So far redox proteins have not been identified, with the exception of a GPI-
anchored monocopper oxidase-like protein, which was found in a high molecular
mass protein complex in plasma membranes of Arabidopsis leaves (A. Schmitt, F.
Buck and S. Liithje, unpublished data). Although the aggregation of proteins or
detergent—protein micelles has to be carefully excluded from those investigations,
participation of PM-bound redox proteins in protein—protein interactions and
protein complexes appears likely and has to be further elucidated.

Purification of Fe**-chelate reductase activity from plasma membranes of tomato
roots revealed a 200 kDa complex (Bagnaresi et al. 1997). Subunits of soluble NQR
are linked together by disulfide bridges and build a tetramer of 85-100kDa (Sparla
et al. 1999). The authors claimed that a similar quinone reductase participated in an
intrinsic protein complex (300kDa) in the PM of zucchini (Cucurbita pepo L.)
hypocotyls (Trost et al. 1997). The complex was active with lipophilic quinones and
markedly sensitive to the inhibitor DPI. Following purification the complex dissoci-
ated, which caused significant changes in the biochemical properties of the NQR.

Malate dehydrogenases are multimeric enzymes that consist of identical subu-
nits mainly organized as dimers or tetramers (see refs in Minarik et al. 2002;
Scheibe 2004). The PM-associated MDH co-purifies with an unidentified protein
of 28kDa (Cérdoba-Pedregrosa et al. 1998; Liithje et al. 1998). It was suggested
that the smaller protein could be responsible for the association of soluble cMDH
with the PM. This hypothesis will be worth further investigation, because a
membrane-associated cMDH was purified from brush border plasma membranes
(Hanss et al. 2002). This protein co-purifies with an anion channel and reconstitu-
tion experiments indicate that the membrane-associated cMDH confers the nucleic
acid selectivity of the ion channel.

A tight association between NI-NOR and PM-NRA was suggested by solubili-
zation studies (Meyer and Stohr 2002); and finally soluble NtRac5 was identified
by peptide mass analysis, together with NtRbohD in DIM of tobacco (Mongrand
et al. 2004; Morel et al. 2006). The detection of NtRac5 in these preparations was
suggested to be caused by protein—protein interaction with NtRbohD.

5 Conclusions

Despite the intensity of current research on PM-bound redox systems and their
physiological functions, it has to be admitted that we still lack fundamental knowledge
in this field. Several of these redox proteins have been isolated and characterized in
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detail, but their functions are still unknown. Complete amino acid sequences have
been presented only for a minor part of these enzymes, which hampers further
functional analysis. So far, investigations have focussed on the physiological func-
tions of the flavocytochrome b family. Some basic biochemical properties of FRO
have been documented, whereas the properties of Rboh are still unknown.

In spite of the fact that the presence of redox systems in plant plasma membranes
seems to be well established, the molecular structure and function of the standard
system still needs further clarification. The same applies to the plentiful evidence
for redox systems in lipid rafts. The participation of those enzymes in protein—
protein interactions of the plant PM is clearly evident but an unequivocal structural
and functional characterization will necessitate a lot of further research work.
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sense pathogens, excess salinity, hormonal signals and light. Through membrane
transporters, soluble environmental signals are imported into the cytosol, where the
ion, redox and pH homeostasis is controlled. Endomembranes and microbodies form
small cellular sub-compartments involved in environmental sensing and signal
transduction. Light sensing, which strongly controls plant metabolism, is separated
into qualitative light sensing by photoreceptor proteins at the plasma membrane
and in the cytosol and quantitative light sensing through photosynthesis. Embedded
into the cytosol, besides light sensing, the organelles mainly integrate environmental
signals, respond to cytosolic changes and trigger metabolite fluxes, the energy
supply and developmental programmes such as cell death. Covering a selection of
environmental sensing mechanisms, recent insights into the diversity of subcellular
sites and mechanisms of environmental sensing will be reviewed.

1 Introduction

Plants continuously adapt to their changing abiotic and biotic environment. Key
parameters are specifically monitored by sensors and receptors in different cellular
compartments and activate adaptive responses via signal transduction networks in
a co-ordinated manner (Fig. 1). Many physical and chemical constraints as well as

As, Cd, Hg,
Zn, Pb, Mn,
Cu, Fe

light,
temperature

elicitor
stretch

Fig. 1 Subcellular sites of signal perception. Exemplarily, nine sites are indicated by circled
numbers. They are localized to the apoplast @, plasma membrane @, cytosol ®, @, peroxisome
®, endomembrane system ®, tonoplast @, chloroplast ® and mitochondrion ®. Some input
parameters are named and characterized by a solid line with an arrow head; output signals are
denoted by dotted lines. ROS Reactive oxygen species
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biotic attack first interact with the extracellular matrix (apoplast) and the plasma
membrane. The extracellular matrix of plant cells consists of carbohydrate constituents,
such as celluloses, hemicelluloses and (up to 10% by dry weight) proteins, for
example structural proteins, hydrolases, peroxidases and pathogenesis-related
proteins, as well as receptor proteins that are involved in diverse developmental and
environmental sensing (Dietz 1996).

The plasma membrane separates the cell from its environment. It is the receptor
site for many signals and it controls the uptake of chemical signals sensed inside the
cell. In the cytosol extracellular signals are integrated with metabolic signals control-
ling the redox, pH and ion homeostasis. Cell organelles also function in signal per-
ception and represent intracellular integration points of signal transduction.
Chloroplasts and mitochondria are part of the cellular metabolic network, producing
cellular ATP, reducing power and C-intermediates and having a specific role in the
biosynthesis of nucleotides, amino acids, fatty acids, vitamin cofactors and iron—
sulfur clusters (Foyer and Quick 1997). Co-ordination is achieved by reciprocal
communication between the different cellular compartments (Foyer and Noctor
2003). For example, mitochondrial respiration and photosynthesis in the chloroplast
are intimately linked (Carrari et al. 2003; Raghavendra and Padmasree 2003; Van Lis
and Atteia 2004; Nunes-Nesi et al. 2005). Besides, mitochondria and chloroplasts
are implicated in cell signalling (Vandecasteele et al. 2001; Logan and Knight 2003;
Baier and Dietz 2005) and the induction of programmed cell death (Jones 2000;
Youle and Karbowski 2005; Yao and Greenberg 2005). In addition chloroplasts are
the main sites for quantitative light sensing and integrate many environmental sig-
nals, such as temperature, heavy metals and CO, availability through imbalances
between the biophysical processes of photosynthesis and chloroplast biochemical
reactions. The review attempts a broad approach to the topic of environmental signal
perception. Its focus is taken from a cell-centred perspective, i.e. the involvement of
diverse subcellular sites. This rather ambitious claim implies necessarily that we only
describe examples of site-specific environmental sensing. For this reason, we apolo-
gize to anyone who misses a specific stressor or signal perception mechanism.

2 Apoplast and Plasma Membrane

2.1 ROS and Pathogen Sensing in the Apoplast

Although the apoplast has long been considered to have no function in cellular
signalling, the picture now emerges that this cellular compartment might play
an essential role in perceiving and triggering environmental signals to the cell
(Table 1). The apoplast is, for example, a major site of H,O, synthesis by apoplastic
NADPH oxidases and nitric oxide (NO) is generated non-enzymatically at acidic
pH in the apoplast next to its enzymatic synthesis at the plasma membrane, in the
cytosol, in mitochondria and in chloroplasts (Bethke et al. 2004; Wendehenne
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et al. 2004). Nitric oxide functions as a component of signal transduction pathways
in response to wounding and in defence; in addition, nitric oxide activates
intracellular Ca®* permeable channels and has a role in salicylic- and jasmonic
acid-mediated signalling and ABA-induced closure of guard cells (Neill et al. 2002;
Wendehenne et al. 2004; Lamotte et al. 2006). Interestingly, ABA-induced genera-
tion of nitric oxide is dependent on the synthesis of H,O,, as was shown in an
Arabidopsis thaliana double mutant of the NADPH oxidases AtRbohD and
AtRbohF in which both the synthesis of nitric oxide and the ABA-induced stomatal
closure were reduced (Bright et al. 2006). In the A. thaliana ethylene receptor
mutants etr/-1 and etr/-3 the closure of stomata was insensitive to H,O, and eth-
ylene, indicating a cross-talk of both signalling components during stomatal move-
ments (Desikan etal. 2006). Inresponse to pathogen attacks, NADPH oxidase-derived
reactive oxygen species contribute as second messengers to oxidative bursts and
hypersensitive response, and can suppress salicylic acid-dependent cell death in A.
thaliana (Torres and Dangl 2005; Torres et al. 2005). Ozone damages plant cells by
oxidation of biomolecules in the apoplast and by lipid peroxidation of the plasma
membrane. As an adaptational response, the application of ozone activates an
oxidative burst and a hypersensitive response, induces changes in Ca** fluxes and
triggers intracellular signal transduction that involves ethylene, jasmonic and sali-
cylic acid (Samuel et al. 2000; Rao et al. 2000; Rao and Davis 2001; Torres and
Dangl 2005).

2.2 Sensing of Salt and Temperature Changes
by Plasma Membrane Fluidity

The fatty acid composition of membranes is of crucial importance for membrane
integrity and function under various environmental conditions; and plants respond
to many abiotic and biotic stresses by a modulation of the biosynthesis of fatty
acids, indicating a key role of these biomolecules for environmental sensing and
adaptation. By time-resolved X-ray scattering, Amenitsch et al. (2004) showed in
situ that oriented lipid multilayers under salinity display phase changes due to water
diffusion followed by relaxation, suggesting that membranes may act as primary
sensors for osmotic stress. After decreasing the membrane fluidity in A. thaliana by
mutation of oleate and linoleate desaturase, the cold-induced activation of the
diacylglycerol signalling pathway was affected, suggesting that membrane rigidifi-
cation is a first step of cold sensing in plant cells (Vaultier et al. 2006). Over-expression
of the -3 desaturases FAD3 and FADS in tobacco increased the ratio of linolenic
to linoleic acids in membranes that enhanced heat sensitivity and improved tolerance
to drought and osmotic stress (Zhang et al. 2005). Changes in the fluidity of the
plasma membrane may induce Ca?* influx by modulating the activity of Ca** channels
that subsequently induces intracellular signalling cascades and leads to metabolic
and physiological adaptation of cells.
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2.3 The Signalling Function of Calcium in Plasma
Membrane Localized Sensing

Transient cytosolic Ca** bursts as second messengers mediate responses to cold,
heat, drought, salt, UV light and wounding, and activate intracellular signalling
cascades that involve calcium-dependent protein kinases (CDPKs), CDPK-
related kinases (CRKs), calmodulin-dependent protein kinases (CaMKs), and
SnRKs that are related to SNF1 from yeast (Knight 2000; Hepler 2005; Kaplan
et al. 2006). For example, A. thaliana SnRK3 kinases are implicated in salt
stress responses. Protein kinases of the SnRK2 and SnRK3 type are involved in
ABA signalling (Halford et al. 2000; Guo et al. 2001, 2002; Shen et al. 2001;
Gong et al. 2002; Mustilli et al. 2002; Yoshida et al. 2002). Ca?* sensing is a
molecular mechanism in the early salt stress response. In A. thaliana the Ca*
binding protein SOS3 activates the serine/threonine protein kinase SOS2 and
the plasma membrane Na*/H* antiporter SOS1 that are involved in regulation of
the intracellular Na*-homeostasis (Chinnusamy et al. 2004). Expression of the
plasma membrane-localized Ca?*-ATPase LCAI of tomato is induced by ABA
and might function in modulating Ca?* signals by restoring steady-state Ca?*
levels and thus affecting the frequency and amplitude of Ca?* bursts (Navarro-
Avino and Bennett 2005). Interestingly, Beffagna et al. (2005) observed co-
ordinated changes in Ca?" influx, extracellular generation of reactive oxygen
species (ROS) and cytosolic pH. In response to hypo-osmotic treatment, in A.
thaliana Ca® influx was accompanied by H,O, accumulation in the apoplast,
changed K* and H* net fluxes across the plasma membrane and cytoplasmic pH
changes, indicating a role of the plasma membrane H*-ATPase and Ca**-ATPase
in signal transduction triggering ROS production under environmental stresses
(Beffagna et al. 2005). Expression of two isoforms of plasma membrane Ca*-
ATPases in A. thaliana (AT-ACAS, AT-ACA9) was stimulated by ABA, suggest-
ing a role for plasma membrane Ca?*-ATPases also in ABA signalling (Cerana
et al. 2006). Based on transcriptome analyses, Kaplan et al. (2006) identified an
abscisic acid-responsive element (ABRE) as a potential Ca**-responsive cis ele-
ment that mediates transcriptional activation in response to transient changes in
cytosolic Ca**.

2.4 Light Sensing at the Plasma Membrane

An important signal for plant development and environmental adaptation is
light that is sensed by photoreceptors in the classes of red/far-red light absorbing
phytochromes and the blue light absorbing cryptochromes and phototropins (Briggs
et al. 2001; Frankhauser 2001). The plasma membrane-associated phototropin
proteins (Phot) contain two flavin monocleotide (FMN) binding domains that are
sensitive to light, oxygen and voltage (LOV domains), as well as a serine/threonine
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kinase domain; and autophosphorylation of Phot receptors in response to blue light
has been shown (Fedorov et al. 2003). The Phot photoreceptors are involved in
phototropism, chloroplast movement and stomatal movement, as well as light-
regulated transcription of enzymes of chlorophyll and carotenoid biosynthesis, as
described for Clamydomonas reinhardtii (Im et al. 2006; Cho et al. 2007).
Interestingly, the A. thaliana cryptochrome double mutant cryl cry2 also showed a
reduced stomatal reponse to blue light, indicating additive effects of CRY to Phot
in stomatal opening (Mao et al. 2005).

2.5 Sensing of Wounding, Abscisic Acid and Osmotic Changes
by Plasma Membrane-Integrated Receptors

Another class of proteins that has a central function in sensing environmental
signals and in activating adaptational downstream signalling pathways are the
plasma membrane-integrated receptor-like kinases (RLK). RLKs belong to a
large protein family that consists of more than 600 members in A. thaliana,
whereas in rice more than 1100 proteins of this type have been identified (Shiu et
al. 2004; Morillo and Tax 2006). RLKs contain an intracellular cytoplasmic
kinase domain that is linked by a transmembrane domain to an extracellular
region that probably functions in perceiving intercellular and environmental sig-
nals. RLKs play an essential role in plant growth and development, such as for
example the RLK CLAVATAI that regulates the shoot meristem maintenance
(Kessler and Sinha 2004). In addition, RLKs function in plant defence and in
pathogen and abiotic stress responses (Morillo and Tax 2006). Suppression of the
plasma membrane-localized leucine-rich repeat RLK WRK (wound-induced
RLK) in transgenic tobacco decreased the wound-induced expression of patho-
genesis-related genes in a jasmonic acid-dependent manner, indicating involve-
ment of the kinase in sensing and mediating wound signals (Takabatake et al.
2006). Interestingly, perception of phytohormones that have a key function in
plant development and environmental adaptation by plasma membrane localized
receptors was reported recently. Yamazaki et al. (2003) visualized abscisic acid
(ABA) binding sites on the surface of Vicia faba guard cell protoplasts by admin-
istering biotinylated ABA and fluorescence-labelled avidin. ABA binding was
blocked by pre-treatment with proteinase K. The results of this experimental
approach elegantly demonstrate ABA perception by plasma membrane-localized
receptor proteins that possibly mediate ABA-induced signalling to intracellular
pathways. The A. thaliana RLK AtLecRK?2 is localized at the plasma membrane
and is characterized by an extracellular lectin-like domain (He et al. 2004). Salt
stress induced the expression of AtLecRK2 but it was inhibited in transgenic
A. thaliana over-expressing the salt-inducible ethylene receptor NTHK, suggest-
ing that AtLecRK?2 is involved in a salt-responsive signalling pathway that is
influenced by ethylene (He et al. 2004). Antisense repression of the A. thaliana
leucine-rich repeat receptor-like kinase RPKI decreased the sensitivity of the
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transgenic plants to ABA; and down-regulation of ABA-inducible genes was
observed, indicating involvement of the kinase in ABA perception and signalling
(Osakabe et al. 2005). As an example for two-component signal transduction in
response to environmental stress, the hybrid histidine kinase ATHK! that func-
tions as an osmo-sensor has been identified; and in a Populus species a HK1
homologous protein was inducible by osmotic stress and interacted with histi-
dine-containing phosphotransfer proteins that might be another component of the
plant osmo-sensing pathway (Chefdor et al. 2005).

3 Cytosol

The cytosol integrates many diverse types of stimuli released from different com-
partments or entering from the extracellular space via the plasma membrane,
particularly chemical stimuli such as protons, transient Ca** spikes or metal ion
accumulation. Chemical sensors need to have a very high specificity and suffi-
ciently high sensitivity for binding the signalling molecule. Following binding, the
specific response must be triggered.

3.1 Sensing Metal Ions

Along these lines activation of phytochelatin synthase is an exemplary straight-
forward sensing mechanism of a defined abiotic stressor with subsequent induction
of specific defence activity upon exposure to some metal pollutants. Detoxification
of Cu, Cd, Hg and, to a lesser extent, Zn but also arsenate is linked to binding the
metals to phytochelatin (PC) which is an oligopeptide synthesized ribosome-
independently from glutathione by phytochelatin synthase PCS (Grill et al. 1989)
and consisting of repeating units of y-glutamylcysteine and a C-terminal Gly, Ser
or beta-Ala residue [(y-Glu-Cys) -Xaa; n = 3—11]. Immunopurified AtPCS1 binds
Cd** at high affinity (K, = 0.54x0.20uM) and high capacity (stoichiometric ratio
=7.09+0.94 mol mol™"). The binding sites are localized within the protein structure
(Maier et al. 2003). In the absence of bound metal ions, the PCS protein is catalyti-
cally inactive (Vatamaniuk et al. 1999). Upon ligand binding, the enzyme is
switched on and catalyses phytochelatin synthesis. Relative to Cd-dependent
activation which was set to 100%, Ha et al. (1999) reported activitation to 253%
with Cu, 230% with Ag, 97% with Hg and 10% with Zn. Accumulating PCs
sequester metals, thereby lowering free metal ion activity in the cytosol and
enabling transport, e.g. export of metal-PC complexes to the vacuolar lumen in
yeast (Ortiz et al. 1992) and probably also from the mitochondrion to the cytosol in
plants (Kim et al. 2006). Activation of PCS by metal ions may be considered as a
minimized signalling pathway, with the cytosol being the site of sensing and
response to adapt to an environmental constraint.
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3.2 pH Sensing

Cytosolic pH alterations are caused by metabolic changes, for example during the
diurnal cycle of crassulacean acid metabolism (Hafke et al. 2001), under anoxia
(Sanders and Slayman 1982), after signal-induced changes in transport processes
(Felle 1988), after exposure to acidic gases such as SO, (Yin et al. 1990) or as a
consequence of pathogen or rhizobia infection, in the first case leading to alkalization,
in the latter to acidification (Felle et al. 1996; Mathieu et al. 1996). The cellular pH
stat counteracts any pH disturbance. It consists of two functionally distinct components:
the short-term physical pH stat linked to membrane transport and the biochemical
pH stat which depends on metabolic reactions and is involved in long-term pH
adjustment (Davis 1986). The activity of enzymes that are involved in cytoplasmic
pH homeostasis responds to alterations in pH. The phosphoenolpyruvate carboxylase
(PEPC) is considered to be a main player in readjustment of proper cytoplasmic pH
after alkalization. PEPC activity in barley mesophyll protoplasts increases with
increasing pH in the range pH 7.2-8.8 (Kromer et al. 1996). The presence of malate
increases the sensitivity of PEPC towards changes in cytosolic pH. However, the
physiological significance of PEPC pH dependency and thus as a pH sensory
mechanism may be low due to three characteristics:

1. The cytosolic pH changes are transient.

2. In the presence of physiological glucose-6-phosphate concentrations the pH
dependency is greatly reduced.

3. The phosphorylation state of PEPC protein correlates with kinetic properties of
PEPC, i.e. the affinity to its substrate PEP increases with increasing phosphor-
ylation state of the protein.

At least in the context of nitrogen metabolism, where PEPC activity was suggested
to balance NO, -dependent acidification of the cytosol, its role in pH homeostasis
was questioned and reduced to the anaplerotic role in refilling the citric acid cycle
to generate carbon skeletons for amino acid synthesis (Britto and Kronzucker
2005). In any case, protonatable amino acids in proteins function as pH sensors
with implications in homeostasis and signalling.

3.3 Redox Sensing

Cells are redox systems that function in a narrow range of redox potentials. The
redox environment of the cell is mostly defined by a few important redox couples.
S-containing organic compounds that undergo thiol-disulfide transitions constitute a
ubiquitous cell redox system at millimolar concentrations. Deviations from metabolic
equilibrium often alter the redox state of specific subcellular protein targets or cause
rather general oxidative stress (Jacob et al. 2006; Stroher and Dietz 2006). Enzymatic
antioxidants counteract the redox imbalance. Peroxiredoxins and glutathione
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peroxidases are thiol-based peroxidases that detoxify hydrogenperoxide, alkylhy-
droperoxide and peroxinitrite (Dietz 2003b). During the catalytic cycle of 2-Cys
peroxiredoxins, the peroxidatic thiol group is oxidized and a disulfide is formed with
a second thiol group. The affinity to the substrates is high. Thus, peroxiredoxins trap
toxic peroxides. Thiol reductases such as thioredoxins, glutaredoxins and cyclophi-
lins with conserved Cys residues regenerate the active form of reduced peroxiredoxins.
Recently this mechanism was suggested to enable peroxiredoxins to function as redox
sensors transmitting information on peroxide concentration to interacting targets (Dietz
et al. 2006). Drainage of electrons into peroxide reduction through peroxiredoxins shifts
the redox state of the electron donor to a more oxidized state and indirectly also alters
the redox states and functions of other targets of the respective donor. Specificity versus
non-specific thiol oxidation and redundancy of pathways is a central question in redox
regulation. The Arabidopsis thaliana genome encodes large-size gene families involved
in thiol-disulfide homeostasis, e.g. disulfide dithiol reductases with 30 glutaredoxin-like
genes (Lemaire 2004) and 42 thioredoxin genes (Meyer et al. 2005), as well as thiol-
dependent antioxidants with potential redox sensor function, i.e. ten genes encoding
peroxiredoxins (Horling et al. 2003) and five glutathione peroxidases (Rouhier and
Jacquot 2005). These high figures imply a significant degree of specificity. In yeast the
Yapl transcription factor regulates hydroperoxide homeostasis. Yapl is not directly
oxidized by hydroperoxide but through a glutathione peroxidase (GPX)-like enzyme
Gpx3. Apparently Gpx3 serves as sensor and transducer of the hydroperoxide signal to
Yap1 by inducing formation of a disulfide bond. Thioredoxin turns off the pathway by
reducing both sensor and regulator (Delaunay et al. 2002). The systems allows for
specific sensing and transmission of redox information to decisive regulators. Similar
systems are also likely to exist in plants. At least one type II Prx (in Arabidopsis
thaliana three, i.e. PrxIl B, C, D, with a yet uncharacterized chimeric PrxIl A that
possibly is not expressed; Dietz 2003a) and one 1-Cys Prx reside in the cytosol of
higher plants and may be involved in redox-sensing mechanisms.

Apart from these three selected examples, the cytosol is the site of sensing many other
chemical and physical cues. In fact it is likely that the significance of the cytoplasm
as a site of environmental signal perception and signal integration is far from being
understood comprehensively. Light sensors such as phytochrome (Franklin and
Whitelam 2004), their integration with the circadian clock (Schoning and Staiger
2005), cytoplasmic Ca sensing (White and Broadley 2003) or the signal-controlled
nucleocytoplasmic partitioning of gene regulatory proteins (Kircher et al. 1999;
Meier 2005) are other prominent examples for cytoplasmic signal perception.

4 Endomembranes

The endomembrane system comprises the endoplasmic reticulum, Golgi apparatus
and vacuoles which are connected by dynamic intracellular vesicle trafficking. Its
role in intracellular signalling is established, e.g. as site of Ca release from internal
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stores through phosphoinositol-sensitive Ca’* release channels, and at the tono-
plast also through cADPR-activated Ca®* channels. These processes are involved in
signal transduction. Endomembranes also emerge as site of immediate signal
perception.

1. Recent evidence suggests that the guard cell tonoplast senses osmotic gradients
and responds to water flow into the vacuole by increased vacuolar ion efflux to
minimize cytoplasmic dilution. An aquaporin is suggested to function as sensor
involved in the signal transduction chain (MacRobbie 2006).

2. The endocytic network participates in plant gravisensing and graviresponses.
Endocytosis proteins and endomembrane functions are modified by the gravita-
tional input signal that affect transcellular auxin transport (Samaj et al. 2005).
Mutations in candidate proteins such as the VTI11-SNARE, a protein involved in
vesicular fusion, alters gravisensing of Arabidopsis shoots (Yano et al. 2003).

3. The vacuolar V-ATPase functions as temperature sensor in chilling sensitive
plant species. Acidification of the cytosol upon lowering the temperature is
linked to the inhibition of V-ATPase (Yoshida et al. 1999). Cytoplasmic acidifi-
cation might involve temperature-dependent dissociation of the V1 and VO
domains of V-type ATPase.

5 Peroxisomes

Peroxisomes are the site of oxygen-dependent metabolism. Significant rates of
ROS are released, particularly in oxidase-linked metabolism such as photorespiration.
Foyer and Noctor (2003) estimated H,O, generation in the light to amount to about
216 nmol m=2 s7! in mitochondria, 4030 nmol m~ s~ in chloroplasts and about
10 000nmol m= s7! in peroxisomes. High-efficiency ROS detoxification is mediated
by a set of catalase isoforms and ascorbate peroxidase (del Rio et al. 2003).
Catalase is sensitive to light inhibition. Inactivation by blue light occurs in achlo-
rophyllous plant tissues. In addition it was shown for winter rye leaves (Secale
cereale L.) that catalase is inactivated by both blue and red light. While the former
is caused by direct light absorption through the catalase prosthetic heme group, the
latter is mediated by photosynthesis-dependent release of ROS and possibly of
protonated superoxide radical, HO,, from the chloroplast and is correlated with the
reduction state of the plastoquinone pool (Shang and Feierabend 1999). As a con-
sequence of catalase inhibition, H,O, may be released from the peroxisome at
increased rates, with the risk of photo-oxidative damage. The photo-inactivation of
catalase usually remains latent due to continuous de novo synthesis of catalase. In
a type of compensatory reaction post-transcriptional mechanisms affect the rate of
de novo catalase synthesis. This includes a light-regulated reversible modification
of the catalase mRNA (catl) by methylation. The thereby increased translation
efficiency of the rye catl mRNA by cap N-7 methylation is stronger than that of a
lheb transcript (Schmidt et al. 2006). Photo-inhibition of catalase may be considered
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as asensor mechanism linking environmental stimuli to ROS signalling. Transcriptome
analysis of transgenic plants expressing catalase on a low level demonstrated the
importance of peroxisomal ROS as signals modifying nuclear gene expression
(Vandenabeele et al. 2003).

6 Chloroplast

Endosymbiosis of photosynthetic prokaryotes combines the advantages of eukaryo-
tic cell biology with photo-autotrophism. Embedded in the cytosol and surrounded
by two additional membranes, chloroplasts are less affected by chemical signals
than the apoplasm, the plasma membrane and the cytosol, but are the main light and
CO, sensors and integrate quantitative light signals with signals triggered by biotic
and abiotic stressors (Fig. 2, Table 2).

6.1 Thylakoid Membrane

In the light-harvesting complexes, carotenoids and chlorophylls perceive light
energy and “sense” the light intensity and quality. X-ray and electron diffraction

nos Calvin-cycleenzymes

ATP-Synthase

-

Photosystem I Photosystem |

Fig. 2 pH, redox and Ca*-sensing in chloroplasts. The luminal pH regulates chloroplast ATP-
synthase and inhibits plastocyanin (PC). In addition ATP-synthase is sensitive to Ca** and to the
stromal redox poise, which is triggered through NADPH and thioredoxin by photosynthetic elec-
tron transport relative to the metabolic activity and the antioxidant capacity. Peroxiredoxins (Prx)
and ascorbate peroxidase (Apx) control floodgates regulating chloroplast ROS accumulation
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Table 2 Sensing environmental signals in chloroplasts
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ATP-synthase Luminal pH ATP synthesis Schwarz and Strotman

PsbS

VDE

Plastocyanin

Plastoquinone

TCP34

Oxygen evolving
complex

Chloroplast stroma
PS-I acceptor site

Rubisco

PII-homologues

Membranes
Membrane

Ca’*-sensing

Luminal pH

Luminal pH

Luminal pH

Electron transport
efficiency

Heavy metal
sensing

Electron pressure
on ferredoxin

generation
of ROS

Temperature
sensing
CO,-sensing

Carbon:nitrogen
sensing

ABA-sensing

Cd**-sensing

Increased luminal pH,
modulation of grana
stacking

Activation of non-pho-
tochemical quench-
ing

Activation of non-pho-
tochemical quench-
ing

De-coupling of
photosynthetic
electron transport

State transition via
LHCII-phosphoryla-
tion, transcription of
psaAB

Regulation of
PEP-activity

Regulation of
electron transport

Reduction of small redox
proteins (thioredox-
ins, glutaredoxins,
cyclophilins)

Reduction of NADP*

Regulation of
metabolism and
gene expression

Regulation of ascor-
bate peroxidase
and peroxiredoxin
floodgates

Triggering hypersensi-
tive cell death

Regulation of gene
expression

Regulation of carbohy-
drate metabolism
and photorespiration

Regulation of amino
acid biosynthesis

Regulation of drought
and cold responses

Membrane stability

(1998)

Haripal et al. (20006),
Niyogi et al. (2005)

Emanuelsson et al.
(2003)

Sas et al. (2006)

Pfannschmidt et al.
(1999), Bellafiore
et al. (2005),
Bonadi et al. (2005)

Weber et al. (2005)

Shutilova (2006)

Summarized by
Buchanan and
Luan (2005), Dietz
(2003a, b)

Baier et al. (2004),
Piippo et al. (2006)

Miyake et al. (2006),
Konig et al. (2003),
Dietz et al. (2006)

Kodama and Sano
(2006)

Huner et al. (1996),
Ensminger et al. (2006)

Sugiyama et al. (2004)

Shen et al. (2006)
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crystallography provided atomic resolution of the reaction centres involved and
pigment localization (Kiihlbrandt et al. 1994), from which the energy transfer
pathway between the pigments has been concluded (Broess et al. 2006; Frahmcke
and Walla 2006). Excitation of chlorophyll molecules in the reaction centres triggers
photosynthetic electron transport, which generates a proton motif force over the
thylakoid membrane and redox signals in the chloroplast stroma. Passage of
protons along the proteolipid ring of chloroplast ATPase induces a rotatory moment
to the CF, complex (o.,f3,y,,€,; Storck et al. 1999), which endows the B-subunits with
low, medium and high nucleotide affinities and regulates ATP release, binding of
ADP and inorganic phosphate and ATP synthesis (Abrahams et al. 1994). ATP synthase
is activated in a two-stage process with pK values of 6.8 and 4.9. Low thylakoid
acidification activates ATP synthesis, while strong acidification destabilizes the
complex (Schwarz and Strotmann 1998). The pH sensitivity depends on reducing
conditions, which couple the e-subunit to y rotation (Richter 2004) by cleavage of the
disulfide bond between Cys199 and Cys205 of the y-subunit (Samra et al. 2006).

In H* domains sequestered within the proteo-lipid core of the thylakoid mem-
brane (Ewy and Dilley 2000) protonation of E122 and E226 of PsbS supports
zeaxanthin binding (Haripal et al. 2006) and facilitates energy transfer between
pigment protein complexes (Niyogi et al. 2005). Lumen acidification also regulates
protonation of histidine residues in violaxanthin de-epoxidase (VDE) (Emanuelsson
et al. 2003) and regulates binding of VDE to the thylakoids (Gisselsson et al. 2004),
where it reduces epoxidized end-group moieties in xanthophylls (Eskling et al.
1997). In addition, below pH 5.3, reduced plastocyanin performs structural changes
at the metal binding site, leading to reversible inhibitory aggregation of the electron
transmitter protein (Sas et al. 2006).

Because plastoquinone oxidation is the slowest redox reaction within the pho-
tosynthetic electron transport chain (Allen 1993), the redox state of the plastoqui-
none pool sensitively shifts to more reduced values whenever there is an
imbalance between photoreaction centre activation and electron consumption. As
recently confirmed by isolation of mutants in Arabidopsis thaliana and
Chlamydomonas reinhardtii (Bellafiore et al. 2005; Bonardi et al. 2005), plasto-
quinone reduction activates a protein kinase which triggers state transition by
phosphorylation of the light-harvesting complexes. In parallel, transcription of
the psaAB operon is induced (Pfannschmidt et al. 1999), which encodes the two
reaction centre proteins of PS-I. Expressional activation of PS-I alleviates the
electron pressure on the plastoquinone pool and, therefore, is part of the long-
term acclimation mechanism of plants to increased light intensities or changes in
the light quality. Co-regulation has been suggested for several nuclear encoded
genes, but may be dominated either by ROS-ABA-signalling, the carbohydrate
status or by redox signals depending on the acceptor availability at PS-I (Piippo
et al. 2006; Rossel et al. 2006).

Two-component redox regulatory systems have been postulated to sense
photosynthetic signals and to adjust chloroplast function (Allen 1993). Forsberg et al.
(2001) reported the identification of nucleus-encoded chloroplast-targeted histidine
sensor kinases and aspartate response regulators for higher plants. Recently, TCP34
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response regulators were shown to be part of a thylakoid His/Asp-phospho-relay
system. Supercomplex formation of phosphorylated TCP34 with plastid-encoded
RNA polymerase (PEP; Weber et al. 2006) suggests that TCP34 translates information
from the photosynthetic membrane into transcriptional activity.

In parallel with the loss of all prokaryotic genes for two-component response
regulators from the plastome, nucleus-encoded redox-sensitive electron transmit-
ters have diversified. Chloroplast targeting of thioredoxins, glutaredoxins and
cyclophilins (summarized by Dietz 2003a) suggests that the prokaryotic sensors are
modularized and translocated into the chloroplast stroma.

6.2 Stromal Site of the Thylakoid Membrane
and Chloroplast Stroma

6.2.1 The Acceptor Site of Photosystem I

At the stromal site of the thylakoid membrane, the reduction of ferredoxin provides
the reducing power used for reduction of NADP* and thioredoxin. NADPH is
involved in many metabolic reactions, such as the Calvin cycle and nitrite reduction,
and thioredoxin is the major electron coupling protein regulating the reduction state
of protein thiols (Buchanan and Luan 2005). Depending on the photosynthetic
electron pressure, NADPH and thioredoxin distribute the reduction signal all over
the chloroplast and the extra-plastid compartments. Combined transcript and
metabolite profiling of Arabidopsis leaves (Kolbe et al. 2006) demonstrated that the
total biosynthesis of organic acids, amino acids, starch, proteins and cell wall
increases upon reduction, while the levels of metabolites consumed in these biosyn-
thetic pathways, such as pyruvate, 2-ketoglutarate and hexose-phosphates, decrease.
On the transcript level, the strongest changes were observed for thioredoxins and
glutaredoxins. In addition, experimental data accumulate that the expression of
various nuclear genes encoding, e.g. thylakoid proteins, Calvin cycle enzymes and
antioxidant enzymes, correlates with the redox state at the acceptor site of PS-I
(Baier et al. 2004; Piippo et al. 2006). In the promoter of the 2-Cys peroxiredoxin-A
gene, a 216-bp redox-sensitive promoter domain was identified (Baier et al. 2004)
which is presently under investigation. Most likely metabolite exchange, such as
the antiport of malate and oxaloacetate (Scheibe and Stitt 1988), couples the redox
poise in chloroplasts with that in the cytosol (Baier and Dietz 2005) and may trigger
cytosolic signalling cascades such as phospho-relays (Baier and Dietz 2005).
Temperature is mainly sensed through imbalances between the less temperature-
sensitive biophysical processes of photosynthesis and the highly temperature-sensitive
chloroplast biochemical reactions (Huner et al. 1996), which decrease the redox
state of photosynthetic electron transport components (Salvucci and Crafts-Brandner
2004; Ensminger et al. 2006). Consistently, for example, 2-cys peroxiredoxin-A
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transcription is induced by the combination of light and cold, while cold alone does
not activate expression (Baier et al. 2004).

6.2.2 ROS Sensors in the Chloroplast Stroma

If PET intensity exceeds the acceptor capacities of the NADP* and thioredoxin-
related systems, e.g. in response to excess light, drought or nutrient deficiency,
increasing amounts of electrons are transferred to alternative acceptor molecules,
such as molecular oxygen (Asada 2000). Increased superoxide formation leads to
D1 inactivation (Aro et al. 1993), decreased Calvin cycle activity (Salvucci and
Crafts-Brandner2004) andre-organization of nuclear gene expression (Vanderauwera
et al. 2005). In response to reactive oxygen species (ROS), the transcriptional activ-
ity of genes encoding proteins of the photosynthetic membrane and Calvin cycle
enzymes decreases (Rizhsky et al. 2003), while e.g. expression of lipoxygenase is
stimulated (Kiddle et al. 2003).

Low molecular weight antioxidants and antioxidant enzymes, such as superoxide
dismutases and peroxidases, counteract the generation of ROS (Asada 2000). However,
despite their antioxidant function, especially the ascorbate peroxidases and peroxire-
doxins are sensitive to ROS. Excess H O, oxidizes the catalytic iron ion in the reac-
tion centre of ascorbate peroxidase, which inhibits the enzyme (Miyake et al. 2006).
If the redox poise of the chloroplast stroma shifts, peroxiredoxin activity is also lost.
Over-oxidation of the catalytic cysteinyl residues inactivates the enzyme and increases
thylakoid attachment (Konig et al. 2003). Decreased ascorbate peroxidase and perox-
iredoxin activities accelerate H,O, accumulation. Therefore, these enzymes may
serve as floodgates in the induction of oxidative bursts.

In addition, the redox state of low molecular weight antioxidants is influenced
by ROS. A signalling function has been postulated, especially for glutathione and
ascorbate (Irihimovitch and Shapira 2000; Kiddle et al. 2003), whose redox infor-
mation can be transmitted by antioxidant-dependent enzymatic reactions, such as
violaxanthin de-epoxidation (Eskling et al. 1997) or act via modification of the
protein thiol/disulfide status. Glutathione redox signals can also specifically be
transmitted via protein glutathionylation. For example, the MAP-kinase-kinase
MEKKI1, which transmits wounding responses (Hadiarto et al. 2006), is inactivated
by glutathiolation of the ATP-binding site (Cross and Templeton 2004).

A recent study suggests that hypersensitive cell death is regulated by chloroplast
wound-induced WIN4 (Kodama and Sano 2006). The 17-kDa putative basic
helix-loop-helix protein is hypothesized to be a chloroplast transcriptional or
translational regulator which evolved from a nuclear transcription factor. Constitutive
over-expressors of WIN4 died, transient over-expressors developed chlorosis, while
RNA:i-lines exhibited reduced hypersensitive cell death, demonstrating that WIN4
is involved in cell death regulation.
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6.2.3 Sensing CO, Availability

The CO, availability can be directly sensed in the chloroplast stroma by Rubisco,
whose activity feeds back on the NADPH/NADP* ratio and is regulated by the
chloroplast thiol system. Depending on the relative concentrations of CO, and O,,
either the Calvin cycle or photorespiration is initiated, which gives different
carbohydrate signatures.

Under most environmental conditions, CO, availability is limiting and plants
adapted by the evolution of carbon concentration mechanisms (CCM). In many
photosynthetically active organisms, e.g. in the unicellular green alga Chlamydomonas
reinhardtii, the CCM is regulated by CO, availability. Screens for mutants with altered
CCM induction allowed the isolation of mutants defective in the post-translationally
regulated transcription factors Ccm1 (Fukuzawa et al. 2001) and Cia5 (Wang et al.
2005) and demonstrated that CCM induction is regulated extra-plastidially.

6.2.4 Metabolite Sensing

Availability of excess reductive energy facilitates a high biosynthetic potential of
plants. Homeostatic regulation upon changes of enzyme activities provides flux
control. NADP-glyceraldehyde 3-P dehydrogenase (GAPDH) is one of the key
enzymes sensing the metabolic status of chloroplasts. It combines energy and
thioredoxin- and NADPH-dependent redox information and translates it into a spe-
cific carbohydrate signature. Triose-phosphate export couples the Calvin cycle reg-
ulation to extraplastidic metabolism depending on the availability of inorganic
phosphate (Fliigge and Heldt 1984). In the chloroplast, GAPDH is assembled in
two complexes with molecular masses of 550kDa and 600kDa (Scheibe et al.
2002). The 600-kDa A B, -complex is redox-regulated and sensitive to 1,3-bisphos-
phoglycerate. The 550-kDa assembly of GAPDH, phosphoribulokinase and CP12
binds 60-70% of GAPDH, but is insensitive to 1,3-bisphosphoglycerate (Scheibe
et al. 2002), which facilitates differential relaying of the regulatory metabolite 1,3-
bisphosphoglycerate into GAP-DH activity. In addition to energy and redox sens-
ing, chloroplasts sense the carbon:nitrogen status. Following reduction of nitrite to
ammonium, 2-oxoglutarate is aminated to glutamate. Nitrogen storage metabolites,
such as glutamine and asparagine, are formed in subsequent trans-amination reac-
tions. In bacteria, PII monitors the carbon:nitrogen balance by sensing 2-oxoglutar-
ate availability (Ninfa and Atkinson 2000). Recently, a PII-homologous protein was
identified in rice (Sugiyama et al. 2004). It interacts with N-acetylglutamate kinase-
1, which regulates arginine biosynthesis (Caldovic and Tuchman 2003), suggesting
that conserved sensory and regulatory mechanisms adjust N-metabolism to the
carbon availability in plants and bacteria.
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6.3 Transition Metal and Heavy Metal Sensing at the
Water-Splitting Complex and at Membranes

In chloroplasts, transition metals (such as Cu, Fe, Mn) are essential components of
the active sites of various antioxidant enzymes, such as superoxide dismutases and
ascorbate peroxidase, and of the water-splitting complex at PS-II. For uptake, various
ion channels have been recorded electrophysiologically (Goetze et al. 2006;
Hemmler et al. 2006). Chloroplast compartmentalization of various heavy metal
ions is so effective that Ruiz et al. (2003) even suggested the use of chloroplast-
transformed plants expressing mercuric ion reductase (merA) and organomercurial
lyase (merA) for the phytoremediation of Hg?*.

Lead and mercury are most strongly sensed in chloroplasts due to changes in
membrane permeability, inactivation of sulfhydryl groups and replacement of
essential ions (Patra et al. 2004). Hg*, like Zn**, Cd** and Pb*, also efficiently
binds to the oxygen-evolving complex, presumably to hydroxyl residues of the
ligands in the electron-donor part (Shutilova 2006). These ions are sensed by
inhibition of PET (Shutilova 2006), which leads to increased photo-oxidative damage
and finally to chlorosis and necrosis.

7 Mitochondria

7.1 Heat Shock Transcription Factors as Sensors of Reactive
Oxygen Species/Oxidative Stress

Oxidative stress is a key underlying component of most abiotic stresses (Apel and
Hirt 2004; Kuzniak and Sklodowska 2004; Mittova et al. 2004). Production of
reactive oxygen species (ROS) increases dramatically during abiotic stress condi-
tions. Oxidative stress occurs when the rate of ROS production outstrips the
capacity of antioxidant systems to detoxify them. The result is oxidative damage
to proteins, lipids and DNA, leading to cellular dysfunction and ultimately cell
death (Halliwell 2006). In order to avoid these cell death scenarios, plants invoke
a molecular response that allows them to cope with the oxidative stress situation.
The precise nature of this molecular response remains poorly characterized.
Many stress-related genes, antioxidant enzymes and metabolites present in plants
have been identified (Mittler 2002). It is also apparent that there are specific
transcriptomic responses to oxidative stress (Gadjev et al. 2006) and specific reg-
ulatory elements of this transcriptomic response are beginning to be uncovered
(Davletova et al. 2005). However, knowledge about the different sensor types
responsible for the induction of the pathways is still far from comprehensive
(Kacperska 2004).
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Kuzmin et al. (2004) reported that maize respiration-deficient mutants showed a
reduced mitochondrial transmembrane potential, leading to constitutive expression
of heat-shock proteins. Miller and Mittler (2006) hypothesized recently that certain
heat-shock transcription factors function as molecular sensors that directly sense
reactive oxygen species and control the expression of oxidative stress response
genes during oxidative stress.

7.2 Metabolite Sensing — Involvement of Metabolic
Changes Within the TCA Cycle

In yeast, it is well established that metabolic change plays a central role in its
response to oxidative stress. For example, upon H,O, treatment, carbon is diverted
away from respiratory pathways and into the oxidative pentose phosphate pathway
(OPPP) to provide reductant for antioxidant metabolism (Godon et al. 1998).
According to Liu et al. (2005) this re-routing event is accompanied by a distinct
gene expression pattern regulated by specific redox-sensitive transcription factors
(McCammon et al. 2003; Butow and Avadhani 2004). However, the role of metabolism
during oxidative stress in plants remained rudimentary. The sensitivity of enzymes
in the TCA cycle, such as aconitase, pyruvate- and 2-oxoglutarate dehydrogenase
to oxidative inhibition (Verniquet et al. 1991; Sweetlove et al. 2002), as well as the
connection between the oxidative modification of proteins (Heazlewood et al. 2003;
Millar et al. 2004, 2005; Mgller and Kristensen 2004, 2006) and the loss of protein
function have been demonstrated (Hancock et al. 2005). Feeding the redox-active
quinone, menadione, to heterotrophic Arabidopsis cells and thereby inducing
oxidative stress (Thor et al. 1982) caused a pronounced metabolic phenotype
originating in the mitochondrion (Baxter et al. 2006). The TCA cycle and large
sectors of amino acid metabolism were inhibited. The sequential accumulation of
metabolites in specific pathways led to a subsequent strengthening of glycolysis
and a diversion of carbon into the oxidative pentose phosphate pathway. Also,
transcripts encoding enzymes of inhibited pathways such as the TCA cycle and
amino acid biosynthesis were down-regulated (avoiding wastage of energy in
producing proteins that would only be immediately oxidatively damaged or have no
function in anabolic pathways starved of precursors). Transcripts involved in
catabolic pathways (such as lipid and amino acid breakdown) which lead to a
mobilization of internal carbon reserves or reconfiguring metabolic fluxes to
bypass inhibited pathways were induced. Finally, an increased expression of key
antioxidant enzymes and a re-routing of glycolytic carbon flow into the oxidative
pentose phosphate pathway were monitored (Baxter et al. 2006).
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7.3 Two-Component System-Like Sensors?

In bacteria, adaptation to changing environmental conditions is mediated through
conserved two-component regulatory systems (Chang and Stewart 1998; Mann
2000). These systems are commonly composed of a histidine sensor kinase that
perceives the environmental signal and acts as a transmitter and a response regulator.
The perception of a signal leads to activation of the transmitter domain and
autophosphorylation of a conserved histidine residue of the histidine sensor kinase.
The phosphate group is then transferred to the aspartate residue of response regula-
tors resulting in the activation of an “output” domain (e.g. transcription factor) that
may regulate different target genes. Like in bacteria, histidine phosphorylation is
also present in higher plants. Forsberg et al. (2001) identified nuclear encoded histidine
sensor kinases and aspartate response regulators similar to bacterial response regu-
lators that seem to be targeted to chloroplast or mitochondrial membranes. For
example, a 37-kDa histidine phosphoprotein of plant mitochondria represents the
o-subunit of the succinyl-CoA synthase that is phosphorylated on a histidine residue
(Héakansson et al. 1995). Additionally, the pyruvate dehydrogenase kinase located
in the mitochondrial matrix contains a bacterial histidine kinase domain.

7.4 AOX and UCP: Role of Respiratory Bypass Proteins

Mitochondrial alternative oxidases (AOXs) and plant uncoupling mitochondrial pro-
teins (UCPs) are two mitochondrial energy-dissipating systems, encoded by multi-
genic families in plants (Nogueira et al. 2005). These systems allow a fine tuning of
the mitochondrial membrane potential and can thus decrease ROS production caused
by ETC over-reduction (Camacho et al. 2004; Borecky et al. 2006). AOXs and UCPs
do not pump protons; and proton flow through uncoupling proteins is not coupled to
ATP synthesis. Therefore, flux through the alternative pathways does not contribute
to respiratory ATP production. Respiratory bypass proteins are implicated in several
physiological processes, including thermogenesis (Siedow and Day 2000), the pre-
vention of reactive oxygen species formation (Fernie et al. 2004; Mgller 2001) and
the dissipation of excess redox equivalents (Raghavendra and Padmasree 2003).
Indirect evidence also suggests that rapid adjustments in the respiratory chain occur
primarily through regulation of the alternative pathways: the multiprotein basal respi-
ratory complexes appear to be relatively insensitive to external factors, while the res-
piratory bypasses display rapid quantitative changes in response to various biotic and
abiotic stimuli (Finnegan et al. 1997; Simons et al. 1999; Svensson and Rasmusson
2001; Yu et al. 2001; Escobar et al. 2004). Clifton et al. (2006) hypothesized that
AOX may play a central role as a mediator of a cellular response to changing condi-
tions. Its rapid induction and subsequent changes that result from its activity may act
as the signals to induce the changes in expression of a variety of other components to
achieve an overall cellular response to changing conditions.
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7.5 Programmed Cell Death

Biotic and abiotic stressors often activate programmed cell death (PCD), which is
intricately connected with signalling from and ROS production in the mitochondrion
(Jones 2000; Vianello et al. 2007). In mammalian cells mitochondrial ROS acts as an
important intracellular signal in PCD and disease (Hoebrichts and Woltering 2003)
involving mitochondrial thioredoxin (Tanaka et al. 2002) and possibly AOX (Robson
and Vanlerberghe 2002). This is probably also the case in plant cells. Preceding PCD
is a decrease in the mitochondrial transmembrane potential, representing a permeabil-
ity transition that can be attenuated by cyclosporin A. Plant mitochondria are known
to contain the key components that constitute the animal permeability transition pore
(PTP), cyclophilin D-homologue, adenine nucleotide translocator and a voltage-
dependent anion channel (Godbole et al. 2003; Romano et al. 2004). Under PTP-
inducing conditions, swelling of purified potato mitochondria proceeded with kinetics
similar to that in animals and this resulted in selective rupture of the outer mitochon-
drial membrane and release of intermembrane space proteins, including cytochrome
¢ (depending on mitochondrial Ca** concentrations; Arpagaus et al. 2002). Vacca et
al. (2006) showed recently that cytochrome c release can be blocked by antioxidants,
an observation that can be taken as evidence that cytochrome c release depends on
ROS. Metabolic responses activated in cells differ greatly not only depending on the
different kinds of ROS generated under environmental stimuli, but also depending on
both the intensity of the oxidative stress and the different timing of ROS production
(de Pinto et al. 2006). Under anoxia (leading to accelerated ATP depletion and
increased levels of Pi), the onset of the Ca®*-induced swelling as well as the rate of
the process are accelerated, indicating that, in vitro, plant mitochondria undergo a
faster mitochondrial permeability transition (Arpagaus et al. 2002; Virolainen et al.
2002). Additionally, it has been shown that, in response to oxidative stress, increases
in electron transport in mitochondria trigger H,O, production, depletion of ATP,
opening of PTP and cell death (Tiwari et al. 2002).

8 Summary and Outlook

Environmental sensing mechanisms are of diverse natures and are distributed among
all subcellular compartments. The cell is a multi-responsive sensing system, in which
a wide range of environmental stimuli are perceived, inducing homeostasis control
mechanisms and acclimation responses. The small selection of sensing mechanisms
presented here demonstrates that the same signal, e.g. heavy metal concentrations,
alters activities and functions in various compartments by diverse sensory proteins,
while e.g. redox poise and pH homeostasis are sensed and controlled by conserved
mechanisms in different subcellular compartments. Recent developments in bioinfor-
mation-based systems biology will help to combine signalling processes from differ-
ent compartments in a cellular concept of environmental sensing and cellular
responsiveness and to generate models on cellular signalling.
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Abstract Salt stress can induce ionic stress and osmotic stress in plant cells.
A direct result of these primary effects is the enhanced accumulation of reactive
oxygen species (ROS) that are harmful to plant cells at high concentrations. To cope
with the oxidative stress resulting from the ROS, higher plants have developed a
complex scavenging system including enzymatic and non-enzymatic (antioxidants)
system. In plant cells, specific ROS producing and scavenging systems are found in
different organelles such as chloroplasts, mitochondria, and peroxisomes; and the
ROS-scavenging pathways from different cellular compartments are coordinated.
Relatively low levels of ROS can be used for signaling molecules to control abiotic
stress responses. Coordinated work of ROS-scavenging pathways from different
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cellular compartments in modulating the level of ROS in cells preventing cellular
damage and controlling ROS signaling may play a key role in plant salt tolerance.
Here we attempt to summarize the recent researches on ROS and the mechanism
of salt tolerance of plants under salt stress, and we also propose some perspectives
involved in ROS and plant salt tolerances in the future.

1 Introduction

Salinity is a worldwide problem that limits distribution and production of major crops.
One-fifth of irrigated agriculture is adversely affected by soil salinity (Flowers and Yeo
1995). So increasing crop salt tolerance is essential for sustaining food production.

Salinity can induce ionic stress and osmotic stress. As a consequence of these
primary effects, secondary stresses such as oxidative stress often occur. Salt stress
induces the accumulation of reactive oxygen species (ROS) that are harmful to
plant cells at high concentrations. They cause oxidative damage to membrane
lipids, proteins, and nucleic acids (Gomez et al. 1999; Herndndez et al. 2001).
Therefore, it is important to understand how plants respond and adapt to oxidative
stress. Antioxidant resistance mechanisms may provide a strategy to enhance plant
salt tolerance. In this review, recent progress in research on oxidative stress induced
by salinity and salt tolerance is discussed.

Molecular oxygen (O,) has a relatively low reactivity toward most biological
substances. Partially reduced forms of O, are extremely reactive and may oxidize
biological molecules. Reduction of O, to an active oxygen molecule results from
the addition of one, two, or three electrons to form a superoxide radical (O,"),
hydrogen peroxide (H,O,), or hydroxyl radical (OH"), respectively (Asada and
Takahashi 1987; Apel and Hirt 2004).

The first step in O, reduction produces O,". The half-life for O, is approximately
2-4ms. O, can oxidize specific amino acids, such as histidine, methionine, and
tryptophane. In the cellular environment, O, also causes lipid peroxidation, thereby
weakening cell membranes. Via the Mehler reaction, more harmful ROS such as
OH' are produced if O, accumulates in the cells.

The second O, reduction generates H,O,, a relatively long-lived molecule (1 ms) that
can diffuse some distance from its site of production (Levine et. al. 1994; Willekens et.
al. 1997). H,O, can oxidize SH groups. The biological toxicity of H,O, can be enhanced
in the presence of metal catalysts through Haber—Weiss or Fenton-type reactions.

The third production of reduced oxygen is that of the hydroxyl radical (OH").
It is the most reactive ROS causing oxidative damage and has a half-life of <1 ms.
As result, it has a very high affinity for biological molecules at its site of
production, reacting at almost diffusion-controlled rates. There is no specific
antioxidant to scavenging the OH'. So the cell should be equipped with a perfect
scavenging system for O,~ and H,O, to protect itself from oxidative damage.

Under high salinity conditions, the production of ROS is increased dramatically
and the physiological homeostasis of the cell is disrupted. To cope with the
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oxidative stress resulting from the ROS, higher plants have developed a complex
antioxidant system consisting of low molecular weight antioxidants, including
carotenoids, ascorbate, glutathione (GSH), and tocopherol (V,), as well as
antioxidant-enzymes such as superoxide dismutases (SOD), catalase (CAT), and
the ascorbate—glutathione cycle (Asada 1999).

2 Production of ROS in Plant Cells Under Salinity

Under normal conditions, the production and removal of ROS are at an equilibrium.
Many stresses such as salt stress, drought, chilling, heat shock, and high-light stress
disturb the balance and enhance the production of ROS. In plants, ROS are continu-
ously produced predominantly in chloroplasts, mitochondria, and peroxisomes.

2.1 Chloroplasts

The chloroplast is considered to be a focal point of ROS metabolism because, under
light, the oxygen pressure in chloroplasts is much higher than in other organelles.
Therefore, the chloroplast is considered as a major producer of O,” and H,O,
(Davletova et al. 2005). In chloroplast thylakoids, the reaction centers of PSI and
PSII are the major generation sites of ROS.

Superoxide (O,7) is generated by the one-electron reduction of molecular oxygen
in the plastoquinone (PQ) pool by plastosemiquinone, by ferredoxin (Fd) or by iron—
sulfur redox centers in the electron transport chain within PSI (Dat et al. 2000). The
O, formed is rapidly converted to hydrogen peroxide (H,O,) either spontaneously or
by SOD. Production of ROS by this source is enhanced in plants by conditions limit-
ing CO, fixation, such as salt stress, as well as by the combination of these conditions
with high-light stress (Mittler et al. 2004). H,O, can also lead to the production of the
hydroxyl radical (OH’). Singlet oxygen ('0,*) is mainly produced by the reaction
centre of PSII (P680). Oxygen in the ground (triplet) state (302) is excited to the sin-
glet state ('O,) by excited triplet chlorophyll molecules in the reaction center (Fryer
et al. 2002; Hideg et al. 2002). The yield of 'O, * is increased by high light or UV and
this is accompanied by the photoinhibition of PSII (Hideg et al. 2002).

2.2 Mitochondria

The mitochondrial electron transport chain (mtETC) contains four electron
transporting complexes (complexes I-IV) and one H*-translocating ATP synthetic
complex (complex V). Two of these complexes were shown to be responsible for
much of the O, generated: complex I (the NADH ubiquinone oxidoreductase) and
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complex III (the ubiquinol-cytochrome c¢ oxidoreductase; Boveris and Chance
1977, Takeshiga and Minakami 1979; Beyer 1991; Mittler 2002). In contrast, O,
generation via the mitochondrial respiratory chain in most organisms is probably
also produced by a non-enzymatic mechanism. In the course of electron transport
reactions in the respiratory chain, ubisemiquinone (UQ10) species donate electrons
to oxygen and provide a constant source of O,” (Raha and Robinson 2000).

O, generated from the respiratory chain is reduced by dismutation to H,O, and O,.
H,O, is a relatively low-toxic compound. It can react with reduced Fe** and Cu* to
produce highly toxic hydroxyl radicals and diffuse from the mitochondrion into
other cellular parts (Grene 2002; Sweetlove and Foyer 2004).

In green tissue ROS production in the mitochondrion is very low, compared
with mitochondria in mammalian cells. One reason is that plant mitochondria
have an alternative oxidase (AOX). AOX competes with the cytochrome bcl
complex for electrons and catalyzes the tetravalent reduction of O, by ubiquinone
producing H,O, which reduces ROS production (Apel and Hirt 2004). However,
in the dark or in non-green tissues, mitochondria are a major source of ROS
(Puntarulo et al. 1988).

Through perturbing mtETC and increasing mtROS, salt stress is at least partly
responsible for oxidative stress and plant responses (Herndndez et al. 1993; Mittova
et al. 2003).

2.3 Peroxisomes

In plant cells, peroxisomes are probably the major intracellular H,O,-producing
organelle. In recent years, it was demonstrated that O, is also produced in
peroxisomes. There are at least two sites of O, generation (del Rio et al. 2006).
One site occurs in the peroxisomal matrix. Xanthine oxidase catalyzes the oxidation
of xanthine and hypoxanthine to uric acid and produces O, radicals (Halliwell and
Gutteridge 2000). The other site is the peroxisomal membrane, where a small
electron transport chain appears to be involved (del Rio et al. 2006). Three integral
peroxisomal membrane polypeptides (PMPs) of this electron transport chain with
molecular masses of 18, 29, and 32kDa have been characterized and demonstrated
to be responsible for O, generation (L6pez-Huertas et al. 1999).

H,0, production in peroxisomes has at least two pathways: one is the
disproportionation of O, generated in this organelle. The other is a direct pathway.
During photorespiration glycolate is catalyzed by glycolate oxidase, yielding H,O,.
Fatty acid B-oxidation, the enzymatic reaction of flavin oxidases, can also produce
H,O, (Baker and Graham 2002; del Rio et al. 2002).

Salt stress can increase lipid peroxidation of peroxisomes. However, peroxisomal
H,0, content is unaffected by salinity (Mittova et al. 2003). This may be correlated
with porins in the peroxisomal membranes (Reumann et al. 1997). Further studies
are needed in order to find direct evidence for the relationship between peroxisomal
ROS production and salt stress.
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2.4 Other Sources

Plasma membrane NADPH oxidases contain a multimeric flavocytochrome that
forms an electron transport chain capable of reducing O, to O,~. This enzyme could
be the enzymatic source participating in ROS accumulation during NaCl stress
(Herndndez et al. 2001). In addition to NADPH oxidases, pH-dependent cell wall
peroxidases, germin-like oxalate oxidases, and amine oxidases are proposed to
generate ROS in the apoplast (Bolwell and Wojtaszek 1997; Hu et al. 2003; Walters
2003). Cell wall peroxidases produce O, at the expense of NADH in a Mn*-
dependent reaction (Elstner and OBwald 1994).

3 ROS Scavenging Systems and Salt Tolerance in Plants

Salt stress enhances ROS production in plant cells. In order to keep the balance
between ROS production and scavenging, plants developed scavenging systems
against ROS, involving both enzymatic and non-enzymatic (antioxidants) systems.
Major ROS-scavenging enzymes include SOD, ascorbate peroxidase (APX), CAT,
glutathione peroxidase (GPX), glutathione reductase (GR), and peroxiredoxins
(Prxs). Antioxidants include ascorbic acid (AsA), GSH, carotenoids, and V..
Interestingly, higher plants also developed specific ROS-scavenging systems in dif-
ferent organelles to efficiently remove the ROS produced in these cellular parts; and,
in particular under environmental stress such as salt stress, they coordinately work
to provide plant cells with a highly efficient machinery for detoxifying ROS.

3.1 Chloroplasts

Thylakoid SOD (tSOD), thylakoid APX (tAPX), and Fd-dependent reduction of
mondehydroascorbate (MDA) form the thylakoidal scavenging system, which
functions as the first defense against ROS (Mittler et al. 2004). The O,
photogenerated by the PSI complex is in situ disproportionated to H,O, and O,,
catalyzed by tSOD. Then the H,O, is reduced to water by AsA, catalyzed with
tAPX, and AsA is oxidized to the MDA radical. All the above reactions make up
the water—water cycle. Subsequently, MDA is directly reduced to AsA by either
reduced ferredoxin (redFd; Miyake and Asada 1994) or spontaneously
disproportionated to dehydroascorbate (DHA). Then MDA or DHA is reduced to
AsA by the ascorbate—glutathione cycle (AsA-GSH cycle). Reduction of H,O, by
Prx is another mechanism to inactive ROS at PSI (Dietz 2003).

ROS that escape from the thylakoid or are produced in the stroma undergo detoxi-
fication by stromal SOD, stromal APX, and the stromal AsA-GSH cycle. PrxR and
GPX cycle are also involved in H,O, removal in the stroma (Mittler et al. 2004).
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H,0O, can convert to OH" by the Haber—Weiss reaction (Imlay and Linn 1988). OH"
is the most reactive ROS, causing oxidative damage to chloroplast components. No
specific scavenging enzyme is available for OH". In fact, damage by H,O, and O,
results primarily from their role in hydroxyl radical production rather than from direct
action (Imlay and Linn 1988). So the cell should be equipped with a perfect
scavenging system for O, and H,O, to protect itself from oxidative damage.

In the chloroplasts 'O, is a ROS without unpaired electron. Once formed, 'O, rapidly
reacts with nearby molecules, causing oxidative damage to proteins, lipids, and DNA.
In the PSII reaction center two molecules of 3-carotene participate in the quenching of
'O, generated via *P680*. Tocopherols (V,) can also quench 'O,, but the rate is two
orders of magnitude lower than that with 3-carotene (Krasnovsky Jr 1998).

Non-enzymatic antioxidants such as AsA and GSH are the major cellular redox
buffers. AsA concentration in chloroplasts is high. It can react directly with hydroxyl
radicals, superoxide, and singlet oxygen (Buettner and Jurkiewicz 1996).

Chloroplastic SOD, APX, and GR play a central role in the enzymatic scavenging
system. They all have two types: thylakoid-bound and stromal type. CuZn-SOD is
the major isoform of SOD in the chloroplast. Several plants such as tobacco also
contain Fe-SOD (Kurepa et al. 1997). It is exclusively localized in the chloroplast
stroma. Our results showed that thylakoid-bound SOD, APX, GR, and stromal
SOD, APX, GR in the chloroplasts of the halophyte Suaeda salsa L. are markedly
enhanced under high salinity (Pang et al. 2005; Zhang et al. 2005). This is possibly
an important mechanism of salt tolerance in halophytes. Overexpression of tAPX
(Yabuta et al. 2002; Murgia et al. 2004) can increase tolerance to methyl viologen
(MV)-induced oxidative stress. Transgenic plants overexpressing Escherichia coli
catalase in chloroplasts show enhanced resistance to photooxidative stress by MV
(Miyagawa et al. 2000). Plants with cytosolic APX overexpressed in chloroplasts
show enhanced tolerance to salt and drought stresses (Badawi et al. 2004).
Transgenic tobacco plants expressing both SOD and APX in chloroplasts have
enhanced tolerance against MV-mediated oxidative stress (Kwon 2002). Mutants
of tAPX are thought to be lethal (Yabuta et al. 2002). Plants with reduced tAPX
activity are sensitive to MV stress (Tarantino et al. 2005) or paraquat-induced
photooxidative stress (Tarantino et al. 2005). All these results suggest that the ROS
enzyme scavenging system in chloroplasts plays a central role to protect the
chloroplast from oxidative damage induced by environmental stresses.

3.2 Mitochondria

ROS produced in mitochondria can damage mitochondrial lipids, proteins, and DNA.
So the overproduced ROS must be scavenged in time. Mitochondrial Mn-SOD cata-
lyzing the production of H,O, from O, is the first step in scavenging the O,~ gener-
ated from the mitochondrial electron transport chain (Kliebenstein et al. 1998; Mgller
2001; Mittler et al. 2004). O, can also be converted to H,O, by spontaneous dismuta-
tion. Consequently, H,O, is removed by mitochondrial APX through the AsA-GSH
cycle (Jiménez et al. 1997; Chew et al. 2003) or CAT, which was reported in maize
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(Zea mays) mitochondria (Sweetlove and Foyer 2004). Prxs also could reduce
mitochondrial H,O,. These enzymes use reduced thioredoxins as reductant sources,
which in turn are reduced by thioredoxin reductase (Sweetlove and Foyer 2004).

In addition to directly detoxifying ROS, plant mitochondria also can modulate
superoxide production from mtETC. There are two modulation mechanisms. In the
first, AOX acts to maintain a basal ubiquinone pool reduction state as initially
proposed by Purvis and Shewfelt (1993) and diminishes mtROS production (Popov
et al. 1997; Purvis 1997; Maxwell et al. 1999). Second, uncoupling protein (UCP)
uncouples by facilitating a proton leak across the membrane, consequently removes
inhibition of the mtETC (Hourton-Cabassa et al. 2004; Sluse and Jarmuszkiewicz
2004), and then decreases ROS formation.

When oxidative damage is produced, some enzymes such as GST and the type
IT Prx /thioredoxin system may be involved in repairing lipid peroxidation and
some forms of protein oxidation (Rhoads et al. 2006).

Salinity up-regulates the levels of ASA and GSH and the activities of SOD, APX
MDHAR, DHAR, and GPX in root mitochondria of the wild salt-tolerant tomato spe-
cies Lycopersicon pennellii (Mittova et al. 2004). Transcript levels of mitochondrial
MnSOD were strongly induced by salt treatment in the salt-tolerant variety but not in
the NaCl-sensitive variety (Herndndez et al. 2000). Overexpression of mitochondrial
Mn-SOD from Nicotiana plumbagnifolia in Nicotiana tabacum mitochondria pro-
tected the latter from oxidative damage (Bowler et al. 1991). A yeast strain deficient in
mitochondrial MnSOD regained its resistance to oxidative stress when plant mitochon-
drial MnSOD was expressed in it (Scandalios 1993; Zhu and Scandalios 1992). Among
several potential mechanisms for ROS detoxification in plant mitochondria, only
MnSOD is firmly established. Further experiments are needed to testify other ROS
detoxification mechanisms in plant mitochondria and their roles in salt tolerance.

3.3 Peroxisomes

Plant peroxisomal SOD has been reported in at least nine different plant species
(del Rio et al. 2002). Three of them have been purified and characterized (del Rio
et al. 2002): a CuZn-SOD and a Mn-SOD from watermelon and a Mn-SOD from
pea leaves. They convert the O, generated in peroxisomes to H,O, and O,.
Peroxisomal H,O, can be converted to H,O through CAT and the AsA-GSH cycle
in peroxisomes (Mittler et al. 2004). APX, monodehydroascorbate reductase
(MDAR), dehydroascorbate reductase (DHAR), and GR of the cycle in
peroxisomes were purified from pea leaves and tomato leaves and roots (del Rio
et al. 1998; Mittova et al. 2004; Kuzniak and Sktodowska 2005). The intraperoxi-
somal distribution and function of the AsA-GSH cycle have also been identified
(del Rio et al. 2006). DHAR and GR are found in the matrix of peroxisomes,
whereas APX and MDAR are bound to the cytosolic side of the peroxisomal
membrane. The presence of APX and MDAR in the leaf peroxisomal membrane
suggests a dual complementary function in the peroxisomal metabolism of these
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membrane-bound antioxidant enzymes. First, MDAR reoxidizes NADH to maintain
a constant supply of NAD* for peroxisomal metabolism. Second, the membrane-
bound antioxidant enzymes prevent H O, leaking from the peroxisomes (del Rio
et al. 2002). GPX has been reported in leaf peroxisomes of tomato plants
(Kuzniak and Sktodowska 2005) and a putative Prx with a molecular mass of
60kDa has been localized in the matrix of pea leaf peroxisomes (Corpas et al.
2003). They can also decrease the level of H,O,.

Salt-induced peroxisomal oxidative stress probably results from salt-induced sto-
matal closure. Under these conditions, the photorespiratory peroxisomal glycolate
oxidase increases the rate of ROS generation and leads to oxidative stress (Smirnoff
1993). Salinity up-regulates the levels of ASA and GSH and the activities of SOD,
APX, CAT, and MDAR in root peroxisomes of the wild salt-tolerant tomato species
Lycopersicon pennellii (Mittova et al. 2004). Overexpression of an Arabidopsis per-
oxisomal APX gene in tobacco increases protection against oxidative stress caused
by aminotriazole which inhibits catalase activity. However, the overexpression cannot
protect plants from oxidative damage caused by paraquat, which leads to the produc-
tion of reactive oxygen species in chloroplasts (Wang et al. 1999). These results indi-
cated that the protection provided by the targeted expression of antioxidant genes may
be selective, depending on the nature of oxidative stress.

3.4 Apoplast

The enzymatic components responsible for ROS detoxification in the apoplast
and cell wall are only partially known. Previous studies have failed to detect the
antioxidant enzymes of the AsA-GSH cycle in the apoplast (Castillo and Greppin
1988; Polle et al. 1990; Luwe 1996; Vanacker et al. 1998a, b). However, recently
the presence not only of SOD activity, but also of the AsA-GSH cycle and CAT
in the apoplast of both barley (Hordeum vulgare) and oat (Avena sativa) leaves
were identified. Little or no GSH has been found in the apoplast of plant cells
(Luwe 1996; Vanacker et al. 1998a, b). Salt stress can change the apoplastic ROS-
scavenging components of two pea cultivars (Hernandez et al. 2001).

4 Salt Stress, Oxidative Stress, ROS Signal
Perception/Sensing and Salt Tolerance in Plants

A high concentration of ROS can lead to phytotoxicity whereas relatively low
levels can be used for signaling. Under salt stress, ROS production in plant cells,
including extracellular and intracellular spaces, can be sensed by ROS sensors.
Salt-induced ROS are predominantly formed as H,O, and this process occurs inside
the cell. A possible signal transduction pathway under salt stress is proposed
(Fig. 1) which is maybe different from the pathway induced by extracellular H,O,
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Balance between ROS production and removal
(Chloroplast, mitchondria, perxiosome and cytosol)

Salt tolerant gene regulation
Oxidative stress Phosphatases /

Salt Stress——> ROS——> ROS Sensors — MAPK Cascade——= Transcription factors
(Extracellular and
intracellular )
Oxidative stress

NADPH Oxidase <————————

Fig. 1 A possible ROS signal transduction pathway in plant cells under salt stress

(Avsian-Kretchmer et al. 2004). Salt stress rapidly activates the mitogen-actived
protein kinase (MAPK) casade. Intracellular ROS can also influence the ROS-
induced MAPK signal pathway through inhibition of phosphatases or downstream
transcription factors. Then gene expression in response to salt stress can be
regulated. In salt-tolerant plants, ROS production and removal was found to be kept
in balance and the level of oxidative stress to be low. NADPH oxidases possibly
amplify ROS signaling (Mittler et al. 2004).

S Perspectives

Different plant species have different responses to salt stress and their capacity for
resistance to salt stress is also not identical. Salt stress can secondarily induce
oxidative stress and lead to the accumulation of ROS. The mechanism of ROS
production and scavenging in different organelles has been described in many
published papers. There are still many uncertainties in understanding signal
transduction under salt stress conditions.

5.1 Sensors of ROS Perception

To date, no ROS receptor has been unambiguously identified in plants. Plant cells
sense ROS possibility via at least three different mechanisms:

1. ROS sensors: redox-sensitive transcription factors, such as NPR1(non-expressor
of pathogenesis-related genes 1), control the onset of systemic acquired
resistance, plant immunity, to a broad spectrum of pathogens that is normally
established after a primary exposure to avirulent pathogens.
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2. Heat-shock transcription factors (HSFs) are the terminal components of the
signal transudation pathway for gene activation in response to heat stress.
3. Direct inhibition of phosphatases by ROS (Mittler et al. 2004).

How the plant cells sense ROS under salt stress is still an open question.

5.2 Key Components in ROS Signal Transduction Cascade

Salt stress rapidly (within 5—10min) activates Arabidopsis mitogen-activated protein
kinase kinase kinase (AtMEKKI1; Ichimura et al. 1998), mitogen activated
protein kinase kinase (AtMKK?2; Teige et al. 2004), and MAPKs (ATMPK3,
ATMPK4, ATMPK6; Mizoguchi et al. 1996; Ichimura et al. 2000). A role for the
MAPK module consisting of MEKK1-MKK2-MPK4/MPK6 has now been
confirmed in cold and salt stress (Nakagami et al. 2005). Mutant plants mkk2-null
are hypersensitive to salt stress (Nakagami et al. 2005). Plants with overexpression
of ANPI (a MAPKKK; Kovtun et al. 2000) and MKK2 (Nakagami et al. 2005)
are more tolerant to salt stress. Different transcript factors (WRKY, Zat, RAV,
GRAS, Myb families) induced or activated by the MAPK casade regulate the
ROS-scavenging and ROS-producing pathways (Mittler et. al. 2004).

H,O, is sensed via the modification of thiol groups in certain proteins.
The inactivation of Arabidopsis protein tyrosine phosphatases (AtPTP1) by H,O,
may be mediated by the oxidation state of the active-site cysteine. AtPTP1 can
inactivate Arabidopsis MPK6 (Gupta and Luan 2003). When oxidative stress
occurs, AtPTP1 is inactivated by H,O,. Then the MAPK casade is activated and
transcription factors are regulated.

Thus, it can be seen that transcription factors and the MAPK casade are key
components in ROS signal transduction. In Arabidopsis, the role of the MAPK
casade has been investigated under salt stress. Nevertheless its role in other plants
is still unclear. The expression of different transcription factors is enhanced by ROS
and this includes members of the WRKY, Zat, RAV, GRAS, and Myb families
(Mittler et al. 2004). To find out which transcription factors could be regulated by
salinity is a challenge. Large-scale transcriptome analyses coupled with proteomic
and metabolomic analyses of plants perturbed at the levels of individual or multiple
components of the salt induced ROS network will be essential for future studies.

5.3 The Mechanism of Salt Tolerance Involved
in Antioxidants in Plants

Salt stress does not induce oxidative damage in salt-tolerant plants (Herndndez
et al. 2000; Mittova et al. 2004; Wang et al. 2004; Pang et al. 2005; Zhang et al.
2005). This is due to an enhancement of the ROS scavenging system. Conversely,
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salt-sensitive plants can be damaged by salt stress-induced ROS (Herndndez
et al. 2000; Mittova et al. 2004). There are perhaps different signal transduction
or transcript factors in the salt-tolerant and salt-sensitive plants. It is also
possible that there is considerable difference in non-coding regions of antioxidant
enzyme genes, such as SOD, between halophytes and nonhalophytes. This needs
more direct proof.

5.4 Coordinated Work of the Different Cellular
Parts Under Salinity

Different organelles have their special ROS scavenging systems. The function of
the components of the different organelles’ ROS scavenging systems has been clari-
fied. It is considered that the different compartments are protected by their own
ROS-scavenging systems at first, and they then also somehow work coordinately to
protect plant cells from oxidative damage. It is reported that the cytosolic H,O,~-
scavenging enzyme ascorbate peroxidase 1 (APX1) can protect chloroplasts during
light stress (Davletova et al. 2005). This provides evidence for cross-compartment
protection of thylakoid and stromal/mitochondrial APXs by cytosolic APXI.
At present there is a new view of the ROS network: the coordinated function of
ROS-scavenging pathways from different cellular compartments in modulating the
level of ROS in cells prevents cellular damage and controls ROS signaling. In the
future, research on the relationship between the different subcellular ROS-
scavenging pathways will be a powerful approach for understanding plant salt
tolerance at the cellular level.

Acknowledgements We are grateful for financial support from the National Natural Science
Research Foundation of China (NSFC, projects No. 30670177, No. 30070069) and the Specialized
Research Fund for the Doctoral Program of Higher Education (SRFDP, 20050445003).

References

Apel K, Hirt H (2004) Reactive oxygen species: metabolism, oxidative stress, and signal
transduction. Annu Rev Plant Biol 55:373-99

Asada K (1999) The water—water cycle in chloroplasts: scavenging of active oxygen and
dissipation of excess photons. Annu Rev Plant Physiol Plant Mol Biol 50:601-639

Asada K, Takahashi M (1987) Production and scavenging of active oxygen in photosynthesis. In:
Kyle DJ, Osmond CB, Arntzen CJ (eds) Photoinhibition. Elsevier, Amsterdam, pp 227-287

Avsian-Kretchmer O, Gueta-Dahan Y, Lev-Yadun S, Gollop R, Ben-Hayyim G (2004) The salt-
stress signal transduction pathway that activates the gpx/ promoter is mediated by intra-cellular
H,0,, different from the pathway induced by extracellular H,O,. Plant Physiol 135:1685-1696

Badawi GH, Kawano N, Yamauchi Y, Shimada E, Sasaki R, Kubo A, Tanaka K (2004)
Overexpression of ascorbate peroxidase in tobacco chloroplasts enhances the tolerance to salt
stress and water deficit. Physiol Plant 121:231-238



242 C.-H. Pang and B.-S. Wang

Baker A, Graham I (2002) Plant peroxisomes. Biochemistry, cell biology and biotechnological
applications. Kluwer, Dordrecht

Beyer R (1991) An analysis of the role of coenzyme Q in free radical generation and as an anti-
oxidant. Biochem Cell Biol 70:390-343

Bolwell GP, Wojtaszek P (1997) Mechanisms for the generation of reactive oxygen species in
plant defence — broad perspective. Physiol Mol Plant Pathol 51:347-366

Boveris A, Chance B (1977) Mitochondrial production of superoxide radical and hydrogen
peroxide. In: Reivich M, Coburn R, Lahiri S, Chance B (eds) Tissue hypoxia and ischemia.
Plenum, New York, pp 67-82

Bowler C, Slooten L, Vandenbranden S, De Rycke R, Botterman J (1991) Manganese superoxide
dismutase can reduce cellular damage mediated by oxygen radicals in transgenic plants.
EMBO J 10:1723-1732

Buettner GR, Jurkiewicz BA (1996) Chemistry and biochemistry of ascorbic acid. In: Cadenas E,
Packer L (eds) Handbook of antioxidants. Dekker, New York, pp 91-115

Castillo FJ, Greppin H (1988) Extracellular ascorbic acid and enzyme activities related to ascorbic
acid metabolism in Sedum album L. after ozone exposure. Environ Exp Bot 28:231-238

Chew O, Whelan J, Millar AH (2003) Molecular definition of the ascorbate—glutathione cycle in
Arabidopsis mitochondria reveals dual targeting of antioxidant defenses in plants. J Biol Chem
278:46869-46877

Corpas FJ, Pedrajas JR, Sandalio LM, Leén AM, Carreras A, Palma JM, Valderrama R, Rio LA
del, Barroso JB (2003) Localization of peroxiredoxin in peroxisomes from pea leaves. Free
Radical Res 37[Suppl 2]:19

Dat J, Vandenabeele S, Vranova E, Montagu MV, Inzé D, Breusegem FV (2000) Dual action of
the active oxygen species during plant stress responses. Cell Mol Life Sci 57:779-795

Davletova S, Rizhsky L, Liang HJ, Zhong SQ, Oliver DJ, Coutu J, Shulaev V, Schlauch K, Mittler R
(2005) Cytosolic ascorbate peroxidase 1 is a central component of the reactive oxygen gene
network of Arabidopsis. Plant Cell 17:268-281

Dietz KJ (2003) Plant peroxiredoxins. Annu Rev Plant Biol 54:93-107

Elstner EF, OBwald W (1994) Mechanisms of oxygen activation during plant stress. Proc R Soc
Edin B 102:131-154

Flowers TJ, Yeo AR (1995) Breeding for salinity resistance in crop plants. Where next? Aust J
Plant Physiol 22:875-884

Fryer MJ, Oxborough K, Mullineaux PM, Baker NR (2002) Imaging of photo-oxidative stress
responses in leaves. J Exp Bot 53:1249-1254

Goémez JM, Hernandez JA, Jiménez A, Rio LA del, Sevilla F (1999) Differential response of anti-
oxidative enzymes of chloroplast and mitochondria to long term NaCl stress of pea plants.
Free Radical Res 31:S11-S18

Grene R (2002) Oxidative stress and acclimation mechanisms in plants. In: Somerville CR,
Myerowitz EM (eds) The Arabidopsis book. American Society of Plant Biologists, Rockville.
Available at: www.aspb.org/publications/Arabidopsis/

Gupta R, Luan S (2003) Redox control of protein tyrosine phosphatases and mitogen-activated
protein kinases in plants. Plant Physiol 132:1149-1152

Halliwell B, Gutteridge JMC (2000) Free radicals in biology and medicine. Oxford University
Press, Oxford

Hernandez JA, Corpas FJ, Gomez M, Rio LA del, Sevilla F (1993) Salt induced oxidative stress
mediated by activated oxygen species in pea leaf mitochondria. Physiol Plant 89:103-110

Hernandez JA, Jiménez A, Mullineaux P, Sevilla F (2000) Tolerance of pea (Pisum sativum L.) to long-
term salt stress is associated with induction of antioxidant defenses. Plant Cell Environ 23:853-862

Hernandez JA, Ferrer MA, Jiménez A, Barcelo AR, Sevilla F (2001) Antioxidant systems and
O,7H,0, production in the apoplast of pea leaves. Its relation with salt-induced necrotic
lesions in minor veins. Plant Physiol 127:817-831

Hideg E, Barta C, Kalai T, Vass I, Hideg K, Asada K (2002) Detection of singlet oxygen and
superoxide with fluorescent sensors in leaves under stress by photoinhibition or UV radiation.
Plant Cell Physiol 43:1154-1164



Oxidative Stress and Salt Tolerance in Plants 243

Hourton-Cabassa C, Matos AR, Zachowski A, Moreau F (2004) The plant uncoupling protein
homologues: a new family of energy-dissipating proteins in plant mitochondria. Plant Physiol
Biochem 42:283-290

Hu X, Bidney DL, Yalpani N, Duvick JP, Crasta O, Folkerts O, Lu GH (2003) Overexpression of
a gene encoding hydrogen peroxide-generating oxalate oxidase evokes defense responses in
sunflower. Plant Physiol 133:170-181

Ichimura K, Mizoguchi T, Irie K, Morris P, Giraudat J, Matsumoto K, Shinozaki K (1998)
Isolation of ATMEKKI1 (a MAP kinase kinase kinase)-interacting proteins and analysis of a
MAP kinase cascade in Arabidopsis. Biochem Biophys Res Commun 253:532-543

Ichimura K, Mizoguchi T, Yoshida R, Yuasa T, Shinozaki K (2000) Various abiotic stresses
rapidly activate Arabidopsis MAP kinases ATMPK4 and ATMPK®6. Plant J 24:655-665

Imlay JA, Linn S (1988) DNA damage and oxygen radical toxicity. Science 240:1302-1309

Jiménez A, Hernandez JA, Rio LA del, Sevilla F (1997) Evidence for the presence of the ascorbate-
glutathione cycle in mitochondria and peroxisomes of pea leaves. Plant Physiol 114:275-284

Kliebenstein DJ, Monde RA, Last RL (1998) Superoxide dismutase in Arabidopsis: an eclectic
enzyme family with disparate regulation and protein localization. Plant Physiol 118:637-650

Kovtun Y, Chiu WL, Tena G, Sheen J (2000) Functional analysis of oxidative stress-activated
mitogen-activated protein kinase cascade in plants. Proc Natl Acad Sci USA 97:2940-2945

Krasnovsky AA Jr (1998) Singlet molecular oxygen in photobiochemical systems: IR phospho-
rescence studies. Membr Cell Biol 12:665-690

Kurepa J, Hérouart D, Van Montagu M, Inzé D (1997) Differential expression of CuZn- and Fe-
superoxide dismutase genes of tobacco during development, oxidative stress and hormonal
treatments. Plant Cell Physiol 38:463-470

Kuzniak E, Sktodowska M (2005) Fungal pathogen-induced changes in the antioxidant systems
of leaf peroxisomes from infected tomato plants. Planta 222:192-200

Kwon SY, Jeong YJ, Lee HS, Kim JS, Cho KY, Allen RD, Kwak SS (2002) Enhanced tolerances
of transgenic tobacco plants expressing both superoxide dismutase and ascorbate peroxidase in
chloroplasts against methyl viologen-mediated oxidative stress. Plant Cell Environ 25:873-882

Levine A, Tenhaken R, Dixon R, Lamb C (1994) H,0, from the oxidative burst orchestrates the
plant hypersensitive disease resistance response. Cell 79:583-593

Lépez-Huertas E, Corpas FJ, Sandalio LM, Rio LA del (1999) Characterization of membrane
polypeptides from pea leaf peroxisomes involved in superoxide radical generation. Biochem J
337:531-536

Luwe M (1996) Antioxidants in the apoplast and symplast of beech (Fagus sylvatica L.) leaves:
seasonal variations and responses to changing ozone concentration in air. Plant Cell Environ
19:321-328

Maxwell DP, Wang Y, Mclntosh L (1999) The alternative oxidase lowers mitochondrial reactive
oxygen production in plant cells. Proc Natl Acad Sci USA 96:8271-8276

Mittler R (2002) Oxidative stress, antioxidants and stress tolerance. Trends Plant Sci 7:405-410

Mittler R, Vanderauwera S, Gollery M, Breusegem FV (2004) Reactive oxygen gene network of
plants. Trends Plant Sci 9:490-498

Mittova V, Tal M, Volokita M, Guy M (2003) Up-regulation of the leaf mitochondrial and
peroxisomal antioxidative systems in response to salt-induced oxidative stress in the wild salt-
tolerant tomato species. Plant Cell Environ 26:845-856

Mittova V, Guy M, Tal M, Volokita M (2004) Salinity up-regulates the antioxidative system in root
mitochondria and peroxisomes of the wild salt-tolerant tomato species Lycopersicon pennellii.
J Exp Bot 55:1105-1113

Miyagawa Y, Tamoi M, Shigeoka S (2000) Evaluation of the defense system in chloroplasts to
photooxidative stress caused by paraquat using transgenic tobacco plants expressing catalase
from Escherichia coli. Plant Cell Physiol 41:311-320

Miyake C, Asada K (1994) Ferredoxin-dependent photoreduction of monodehydroascorbate
radicals in spinach thylakoids. Plant Cell Physiol 35:539-549

Mizoguchi T, Irie K, Hirayama T, Hayashida N, Yamaguchi-Shinozaki K, Matsumoto K, Shinozaki K
(1996) A gene encoding a mitogen-activated protein kinase kinase kinase is induced simultaneously



244 C.-H. Pang and B.-S. Wang

with genes for a mitogen-activated protein kinase and an S6 ribosomal protein kinase by touch,
cold, and water stress in Arabidopsis thaliana. Proc Natl Acad Sci USA 93:765-769

Murgia I, Tarantino D, Vannini C, Bracale M, Carrabvieri S, Soave C (2004) Arabidopsis thaliana
plants overexpressing thylakoidal ascorbate peroxidase show resistance to paraquat-induced
photooxidative stress and to nitric oxide-induced cell death. Plant J 38:940-995

Mgiller IM (2001) Plant mitochondria and oxidative stress: electron transport, NADPH turnover, and
metabolism of reactive oxygen species. Annu Rev Plant Physiol Plant Mol Biol 52:561-591

Nakagami H, Pitzschke A, Hirt H (2005) Emerging MAP kinase pathways in plant stress
signalling. Trends Plant Sci 10:339-346

Pang CH, Zhang SJ, Gong ZZ, Wang BS (2005) NaCl treatment markedly enhances H,O,-
scavenging system in leaves of halophyte Suaeda salsa. Physiol Plant 125:490-499

Polle A, Chakrabarti K, Schiimann W, Rennenberg H (1990) Composition and properties of
hydrogen peroxide decomposing systems in extracellular and total extracts from needles of
Norway Spruce (Picea abies L., Karst.). Plant Physiol 94:312-319

Popov VN, Simonina RA, Skulachev VP, Starkov AA (1997) Inhibition of the alternative oxidase
stimulates H,O, production in plant mitochondria. FEBS Lett 415:87-90

Puntarulo S, Sdnchez RA, Boveris A (1988) Hydrogen peroxide metabolism in soybean embryonic
axes at the onset of germination. Plant Physiol 86:626-630

Purvis AC (1997) Role of the alternative oxidase in limiting superoxide production in plant
mitochondria. Physiol Plant 100:165-170

Purvis AC, Shewfelt RL (1993) Does the alternative pathway ameliorate chilling injury in
sensitive plant tissues? Physiol Plant 88:712-718

Raha S, Robinson BH (2000) Mitochondria, oxygen free radicals, disease and ageing. Trends
Biochem Sci 25:502-508

Reumann S, Bettermann M, Benz R, Heldt HW (1997) Evidence for the presence of a porin in the
membrane of glyoxysomes of castor bean. Plant Physiol 115:891-899

Rhoads DM, Umbach AL, Subbaiah CC, Siedow JN (2006) Mitochondrial reactive oxygen species.
Contribution to oxidative stress and interorganellar signaling. Plant Physiol 141:357-366

Rio LA del, Pastori GM, Palma JM, Sandalio LM, Sevilla F, Corpas FJ, Jiménez A, Lopez-
Huertas E, Hernandez JA (1998) The activated oxygen role of peroxisomes in senescence.
Plant Physiol 116:1195-1200

Rio LA del, Corpas FJ, Sandalio LM, Palma JM, Gémez M, Barroso JB (2002) Reactive oxygen
species, antioxidant systems and nitric oxide in peroxisomes. J Exp Bot 53:1255-1272

Rio LA del, Sandalio LM, Corpas FJ, Palma JM, Barroso JB (2006) Reactive oxygen species and
reactive nitrogen species in peroxisomes. Production, scavenging, and role in cell signaling.
Plant Physiol 141:330-335

Scandalios JC (1993) Oxygen stress and superoxide dismutases. Plant Physiol 101:7-12

Sluse FE, Jarmuszkiewicz W (2004) Regulation of electron transport in the respiratory chain of plant
mitochondria. In: Day DA, Millar AH, Whelan J (eds) Plant mitochondria: from genome to func-
tion, vol 1. (Advances in photosynthesis and respiration) Kluwer, Dordrecht, pp 229-245

Smirnoff N (1993) The role of active oxygen in response of plants to water deficit and desiccation.
New Phytol 125:27-58

Sweetlove LJ, Foyer CH (2004) Roles for reactive oxygen species and antioxidants in plant-
mitochondria. In: Day DA, Millar AH, Whelan J (eds) Plant mitochondria: from genome to
function, vol 1. (Advances in photosynthesis and respiration) Kluwer, Dordrecht,
pp 307-320

Takeshiga K, Minakami S (1979) NADH and NADPH dependent formation of superoxide anions
by bovine heart submitochondrial particles and NADH-ubiquinone reductase preparation.
Biochem J 180:129-135

Tarantino D, Vannini C, Bracale M, Camp M, Soave C, Murgia I (2005) Antisense reduction of
thylakoidal ascorbate peroxidase in Arabidopsis enhances paraquat-induced photooxidative
stress and nitric oxide induced cell death. Planta 221:757-765

Teige M, Scheikl E, Eulgem T, Doczi R, Ichimura K, Shinozaki K, Dangl JL, Hirt H (2004) The
MKK?2 pathway mediates cold and salt stress signaling in Arabidopsis. Mol Cell 15:141-152



Oxidative Stress and Salt Tolerance in Plants 245

Vanacker H, Carver TLW, Foyer CH (1998a) Pathogen induced changes in the antioxidant status
of the apoplast in barley leaves. Plant Physiol 117:1103-1114

Vanacker H, Harbinson J, Carver TLW, Foyer CH (1998b) Antioxidant defenses of the apoplast.
Protoplasma 205:129-140

Wang BS, Liittge U, Ratajczak R (2004) Specific regulation of SOD isoforms by NaCl and
osmotic stress in leaves of the C3 halophyte Suaeda salsa L. J Plant Physiol 161:285-293

Wang J, Zhang H, Allen RD (1999) Overexpression of an Arabidopsis peroxisomal ascorbate peroxidase
gene in tobacco increases protection against oxidative stress. Plant Cell Physiol 40:725-732

Walters DR (2003) Polyamines and plant disease. Phytochemistry 64:97-107

Willekens H, Chamnongpol S, Davey M, Schraudner M, Langebartels C, Van Montagu M (1997)
Catalase is a sink for H,O, and is indispensable for stress defence in C, plants. EMBO J
16:4806-4816

Yabuta Y, Motoki T, Yoshimura K, Takada T, Ishikawa T, Shigeoka S (2002) Thylakoid membrane-
bound ascorbate peroxidase is a limiting factor of antioxidative systems under photo-oxidative
stress. Plant J 32:912-925

Zhang QF, Li YY, Pang CH, Lu CM, Wang BS (2005) NaCl enhances thylakoid-bound SOD
activity in the leaves of C3 halophyte Suaeda salsa L. Plant Sci 168:423-430

Zhu D, Scandalios JG (1992) Expression of the maize MnSod (Sod3) gene in MnSOD-deficient
yeast rescues the mutant yeast under oxidative stress. Genetics 131:803-809



Crassulacean Acid Metabolism: a Cause
or Consequence of Oxidative Stress in Planta?

Ewa Niewiadomska and Anne M. Borland(’«)

Contents
1 Introduction..........cceceeveevveneennnenne. .. 248
Photoinhibition in CAM Plants .. 248
2.1 Does CAM Confer Photoprotection? ...........cc.ecueieiririeniiniinienienienieeeeeice e 249
3 Photorespiration in CAM PIants ............coccoiviirieiiiiiiiiiiiiceeecseee e 251
4 ROS Formation and Scavenging.............c.cccceeveeee. .. 253
4.1 CAM Induction and Antioxidant Metabolism ... .. 253
4.2 Do ROS Induce CAM?......ccovvviriiiinccnieeenn ... 255
5 Redox Adjustment and Other Protective Strategies.........cceieiririerienienienieieieieeeeeeeiee 256
6 CONCIUSIONS ...ttt ettt b bbbttt et ettt eb e b e nes 260
RETEIEIICES ...ttt ettt ettt a et e ae et e e et esbe et e ebeeae et e sneebeeaee 261

Abstract The photosynthetic specialization of crassulacean acid metabolism (CAM) is
typically found in plants growing in environments where water and/or CO, is limiting
and, by analogy, where irradiance and daytime temperatures may be high. Such abiotic
factors are known to lead to the generation of reactive oxygen species (ROS) in planta
which can elicit potentially damaging oxidative stress and/or act as signals for engaging
mechanisms that ameliorate oxidative stress. It has been proposed that CAM prevents
the production of ROS, since the daytime CO, concentrating effect prevents over-
energization of the photosynthetic machinery under water-limited conditions. However,
CAM per se has the potential to elevate the oxidative burden in planta as a consequence
of sustained electron transport behind closed stomata, which can elevate internal O2
concentrations to around 42%. This review considers and discusses evidence for the
photoprotective function of CAM, alongside considerations of the extent of photorespi-
ration and other potential sinks for O, consumption. Anti-oxidant metabolism in CAM
species is also reviewed and considered along with the potential role of ROS in triggering
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ments. The overall aim of the review is to assess whether or not CAM alleviates the
oxidative burden in plants exposed to potentially limiting environmental conditions.
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1 Introduction

Crassulacean acid metabolism (CAM) is a specialized mode of photosynthetic
carbon acquisition that has evolved many times in response to exceptional
environmental conditions. In CAM plants, CO, is taken up at night (phase I) via the
enzyme phosphoenolpyruvate carboxylase (PEPC) and the products of dark
carboxylation (i.e. organic acids) are subsequently decarboxylated during the day
(phase IIT), thereby elevating [CO,] around Rubisco and behind closed stomata.
Depending on environmental conditions, stomata may open at the start (phase II)
and end (phase IV) of the day, permitting direct uptake of atmospheric CO, and
thereby supplementing the overall carbon balance of CAM plants. At an ecological
level, CAM is typically found in plants growing in environments where water and/
or CO, is limiting and, by analogy, where irradiance and daytime temperatures may
be high (Winter and Smith 1996a; Cushman and Bohnert 1997; Cushman and
Borland 2002). Such abiotic factors are known to lead to the generation of reactive
oxygen species (ROS) in planta which can elicit potentially damaging oxidative
stress and/or act as signals for engaging mechanisms that ameliorate oxidative
stress (Foyer and Noctor 2005). It has been proposed that CAM prevents the
production of ROS, since the daytime CO, concentrating effect prevents over-
energization of the photosynthetic machinery under water-limited conditions
(Griffiths 1989). Indeed, the anti-oxidant and photoprotective role of CAM has
been proposed as a major driver for the evolution of the pathway in water-limited
environments (Gil 1986). Such considerations have also prompted more recent
suggestions that ROS are implicated in signaling the induction of CAM in
facultative species, including the model halophyte Mesembryanthemum crystallinum
(Slesak et al. 2003; Borland et al. 2006). Further, CAM per se has the potential to
elevate the oxidative burden in planta as a consequence of sustained electron
transport behind closed stomata, which can elevate internal O, concentrations to
around 42% (Spalding et al. 1979). It seems reasonable to speculate that the rate of
oxygen release, as well as its consumption, influences the probability of ROS
formation and the extent of oxidative stress in CAM plants. Here we review
evidence for the photoprotective function of CAM, alongside considerations of the
extent of photorespiration and other potential sinks for O, consumption. We also
discuss anti-oxidant metabolism in CAM species and consider the role of ROS in
triggering this photosynthetic specialization with an overall aim of assessing
whether or not CAM alleviates oxidative burden in planta.

2 Photoinhibition in CAM Plants

According to the general view, CAM plants are typically expected to inhabit
exposed arid and semi-arid environments. This might imply that CAM species
should, in general, be well adapted to high irradiance. However, a review by
Liittge (2000) revealed a rather limited capacity of CAM plants to acclimate to
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high irradiances. Moreover, a comparison of the diverse habitats favoured by
CAM species implied that high irradiance is not a persistent stress factor for
many species (Liittge 2004). Whilst some C,~CAM intermediate species like
Clusia minor and Guzmania monostachia can switch rapidly into CAM in
response to high irradiance, both species prefer semi-shaded sites (Grams et al.
1997, Liittge 2000; Maxwell 2002; Miszalski et al. 2006). Moreover, the above-
ground morphology of many CAM species implies that self-shading and leaf/
cladode orientation reduce PFD interception in the most exposed habitats. Such
observations question the dogma that CAM species are truly tolerant of exposed,
high-light environments.

Measurements of chlorophyll a fluorescence have been widely used to evaluate
the photoprotection afforded by CAM. Maximum quantum yield of PSII (F /F )
after dark acclimation is the fluorescence parameter most commonly used to assess
light-use efficiency, where values below 0.83 are indicative of PSII photoinhibition
(Bjorkman and Demmig 1987). Rapidly reversible (acute) photoinhibition is
considered a photoprotective down-regulation of the amount of absorbed light that
is proportional to the generation of heat in the xanthophyll cycle (Horton et al.
1996; Niyogi 2000; Miiller et al. 2001; Ruban et al. 2001). In most physiological
conditions, this parameter of light acclimation is described by non-photochemical
quenching (NPQ). Slowly reversible photoinhibition (monitored by pre-dawn
measurements) is attributed to restitution of the D1 protein of PSII reaction centres.
Under conditions of extreme photodamage when degradation of DI protein is
promoted, chronic photoinhibition develops (Osmond 1994).

2.1 Does CAM Confer Photoprotection?

The carbon-concentrating consequences of organic acid decarboxylation imply a
beneficial role of CAM in alleviating midday photoinhibition (for a review, see
Liittge 2000). This effect may be attributed to the increased ‘sink’ capacity of the
photosynthetic carbon reduction (PCR) cycle at the elevated concentrations of CO,
which predominate during phase III of the CAM cycle. The photoprotective
impacts of the carbon-concentrating components of CAM are indicated by
comparative studies of sympatric C, and CAM species of the same (as in the case
of Clusia or Guzmania) or different genera (Skillman and Winter 1997; Liittge
2002; Maxwell 2002). A study on a C,-CAM intermediate, Talianum triangulare,
also illustrated that induction of CAM played a crucial role in the protection of
photosynthetic machinery against photoinhibition (Pieters et al. 2003). Adams and
Osmond (1988) and Griffiths et al. (2002) provided direct support for the
photoprotective function of the carbon-concentrating phase of CAM in Kalanchoe
pinnata and Clusia fluminensis by treating plants with CO,-free air overnight in
order to manipulate the extent and duration of phase III decarboxylation. Thus,
when nocturnal accumulation of malate was curtailed, photosynthetic light-use
efficiency was reduced.
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The photoprotective benefits of CAM however only appear to be evident during
phase III, since a decrease in photochemical quenching (qP) and an increase in NPQ
have been observed during phases II and IV when stomata are open at the start and
end of the day respectively (Heber et al. 1996; Maxwell et al. 1998, 1999b; Griffiths
et al. 2002). In CAM-induced M. crystallinum at moderate irradiance (350 UE m™
s71), the photoinhibition which was noted pre-dawn was at least partly reversible
during the remainder of the photoperiod (Schéttler et al. 2002). This was accompa-
nied by a slow relaxation of P, , indicating nocturnal reduction of the PQ pool. It
seems that this pre-dawn phenomenon of photoinhibition might be promoted by
conditions of extended night-time (Schottler et al. 2002) or low irradiance (E.
Niewiadomska, unpublished data) and is associated with a decreased rate of photo-
synthetic electron transport (PET) in the proximity of PSII.

A decreased rate of PET at the onset of the day has been repeatedly shown in
various CAM plants (Skillman and Winter 1997; de Mattos et al. 1999; Maxwell
2002). This may in part be attributed to a continued activation of PEPC for several
hours after dawn (Borland et al. 1993; Borland and Griffiths 1997) and a delay in
Rubisco activation (Maxwell et al. 1999b). The maintenance of PEPC activation
over phase II ensures continued accumulation of malate up to a threshold level, at
which point PEPC is inactivated/de-phosphorylated (Borland et al. 1999). In cases
where PEPC inactivation is delayed, the commencement of net malate decarboxy-
lation is deferred until several hours after dawn when irradiance has increased and
the risk of photodamage is amplified. Thus, it would appear that the dynamic shifts
in photon-use efficiency over the daytime phases of CAM indicate an increased risk
of photoinhibition during the non-CO, concentrating phases at the start and end of
the day. However, it is important to recognize that, under natural field conditions,
the lower levels of irradiance that prevail at the start and end of the day are less
likely to invoke a requirement for photoprotective strategies than the maximal
levels of irradiance experienced at midday.

Whilst the carbon concentrating action of CAM over phase III clearly increases
the sink capacity of the PCR cycle, in many field situations where plants experience
moderate to high light, other strategies are required to optimize light-use efficiency
and curtail oxidative stress. In many epiphytic and understorey CAM plants,
extraordinarily high rates of electron transport have been reported that are in excess
of that predicted from the re-fixation of CO, during phase III decarboxylation
(Skillman and Winter 1997). This phenomenon is associated with a high capacity
for NPQ (Skillman et al. 2005) and appears to be beneficial in the case of
photosynthetic acclimation to short and intensive sun flecks, but not for prolonged
exposure to high light. When high light is experienced in conjunction with severe
water deficits, CAM does not curtail photoinhibition, as demonstrated by the
inferior performance of the C-CAM intermediate C. minor compared with
the constitutive C, species C. multiflora (Grams et al. 1997; Miszalski et al. 2006).
Moreover, despite the induction of CAM by high light in the epiphytic bromeliad
Guzmania monostachia, this was accompanied by a range of other photoprotective
strategies that included a strong reduction in chlorophyll and thylakoid content, as
well as granal stacking, in concert with the protective aggregation of LHCII
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(Horton and Ruban 1994; Maxwell et al. 1999b). In the obligate CAM plant
Kalanchoé¢ daigremontiana exposed to drought under high irradiance (i.e.
1500 umol m~ s7'), acute photoinhibition occurred at midday (Lu et al. 2003). This
was not attributed to photodamage but rather to photoprotection, whereby the
xanthophyll cycle played a key role in dissipating excess electron transport energy.
At this point it is also important to note that elevated irradiance and temperature
can lead to a shortening of the carbon-concentrating phase of CAM by more rapid
consumption of malate (Skillman and Winter 1997; Liittge 2000; Barker et al.
2004). Hence, it would appear that the carbon-concentrating function of CAM is
just one component of an integrated suite of photoprotective mechanisms that are
required to facilitate photosynthetic acclimation to changes in the availability of
light and water. These include mechanisms that adjust PSII performance and the
composition of photosynthetic membranes in order to down-regulate and balance
energy absorption with the shifting requirements for utilization of ATP and
reductants over the phases of CAM (Barker et al. 2004).

3 Photorespiration in CAM Plants

As a major sink for electrons in C, plants, photorespiration is a key strategy for
protection from photoinhibition (Kozaki and Takeba 1996; Wingler et al. 1999;
Badger et al. 2000). The question arises as to whether or not the carbon-concentrating
consequences of CAM dispense with photorespiration as a potential mechanism of
photoprotection. During phase III, the decarboxylation of organic acids generates
an elevated partial pressure of CO, at Rubisco active sites (P ) and thereby increases
carboxylation efficiency through a reduction in oxygenase activity. However, high
rates of oxygen evolution and consumption have been documented during phase II1
of CAM (Robinson et al. 1992; Maxwell et al. 1998). According to the estimates of
Edwards et al. (1996), the amount of CO, generated internally from malate
decarboxylation during phase III could only account for 5-10% of O, evolved in
CAM-performing M. crystallinum. Other studies on K. pinnata, using stable
isotopes of O, to distinguish between '*O, uptake and 'O, evolution have shown
that O, uptake during phase IIT represents 21-25% of gross O, evolution and is
light-dependant (Maxwell et al. 1998; Osmond et al. 1999). The possibility of
photorespiration occurring during the carbon-concentrating phase III of CAM has
to be considered, particularly in light of the very low transfer conductance of CO,
that is presented by the densely packed, highly vacuolated leaves of CAM species
(Maxwell et al. 1997). This low CO, conductance, together with the high (>40%)
O, concentrations that are generated during phase III (Spalding et al. 1979),
indicate that P_ may not be high enough to preclude O, uptake by Rubisco. Indeed,
gross O, uptake was found to be CO, sensitive in the CAM species Hoya carnosa
during phases III and IV, suggesting Rubisco oxygenase activity (Maxwell et al.
1997). From the time of maximal decarboxylation in phase III to the time when
direct uptake of atmospheric CO, occurs during phase 1V, a dramatic drop (up to
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450-fold) in P can occur in a matter of a few hours. In leaves of K. daigremontiana
for example a P_of only 109 ubar (1 ubar = 100 Pa) was calculated during phase
IV (Maxwell et al. 1997). Thus, the rate of photorespiration during phase IV is
likely to be considerable for many CAM species. Comparisons between plants of
C. minor operating in either C, or CAM modes of photosynthesis indicated that, at
the beginning of phase IV, photorespiratory O, uptake was higher by ~39% in
CAM-performing plants (Duarte and Liittge 2007). Such results appear to confirm
that the high internal [O,] that remains during the transition from phases III to IV
can exacerbate Rubisco oxygenase activity (Liittge 2007). Other metabolic sinks
for O, consumption during phase III are considered below (see Section 5).

Other lines of evidence indicate that CAM does not entirely curtail photorespiration.
The activities of several enzymes linked to photorespiratory metabolism, namely
glycolate oxidase, NAD-dependent hydroxypyruvate reductase, glutamine
synthetase, and glutamate dehydrogenase, remained unchanged in M. crystallinum
after CAM was induced (Whiteside et al. 1991). Thus, in principal, the enzymatic
capacity for photorespiration appears largely unchanged with the induction of CAM.
Catalase is necessary for the decomposition of photorespiratory H,O, (Chamnongpol
et al. 1996; Willekens et al. 1997; Dat et al. 2003) and may also serve as an indicator
of photorespiration. Although a decrease in extractable CAT activity was noted in
the facultative species Sedum album and M. crystallinum after CAM was induced by
drought/salinity (Castillo 1996; Niewiadomska et al. 1999), under high irradiance
the CAM-associated decline in CAT activity was less pronounced (Broetto et al.
2002). This appears to indicate that, in CAM species, photorespiratory flux can be
rapidly adjusted in line with prevailing environmental conditions.

Although a measure of enzyme activity in vitro can provide an indication of the
inherent capacity for photorespiration, the activities of photosynthetic and
photorespiratory enzymes in vivo are likely to be modulated in line with the dynamic
changes in [CO,] and [O,] that occur over the diurnal phases of CAM.
It is now apparent that Rubisco exhibits dynamic changes in activity and activation
state over the daytime phases of CAM in a number of species (Maxwell et al. 1999b;
Griffiths et al. 2002). The carbamylation of Rubisco, i.e. formation of a carbamate-
Mg complex at the active site of the enzyme, has been found to be extremely
protracted in some CAM species; and it peaks much later in the day than C, species
grown under the same environmental conditions (Maxwell et al. 1999b). CAM
species maintain a high carbamylation state even under high [CO,] (phase III), whilst
in C, plants carbamylation generally decreases in response to elevated CO,, as a
result of limitation in RuBP and/or Pi (Maxwell et al. 1999b). The delayed activation
of Rubisco noted in CAM plants might suggest the slow removal of an inhibitor,
which in turn could depend on the activity of Rubisco activase. It is believed that
activase acts as a chloroplast-localized ATPase which is activated by ATP and is,
presumably, dependent on the redox state and ATP energy charge in the chloroplasts
(Jensen 2000; Portis and Salvucci 2002; Portis 2003). Significant nocturnal increases
in the ATP/ADP ratio have been reported in the starch-forming CAM plants (Chen
and Nose 2003; Niewiadomska et al. 2004), suggesting that activase may not be
limited by the availability of ATP in phase II. Rather, the slow activation of Rubisco
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during phase II appears to be regulated (at least in part) via transcriptional control of
activase since the abundance of activase transcripts and protein are low at this time
and increase during phases III and IV (Griffiths et al. 2002). Such observations are
in line with suggestions that circadian and metabolite control of gene transcription
plays a central role in controlling many of the metabolic, transport, and physiological
components of CAM (Borland and Taybi 2004; Boxall et al. 2005).

In conclusion, CAM species appear to possess an enzymatic capacity for
photorespiration that is at least equivalent to that found in C, plants. However, the
magnitude of photorespiration in vivo is determined by diffusional limitation,
the prevailing [CO,]:[O,], and by transcriptional regulation of photosynthetic gene
expression. In the morning phase II of CAM, photorespiration could be limited by
the slow activation of Rubisco. The magnitude of photorespiration appears to be
maximal during phase IV, when malate stores are exhausted and when Rubisco has
reached a maximum activation state.

4 ROS Formation and Scavenging

The light reactions of photosynthesis are the most important sources of ROS in
illuminated mesophyll cells (Mittler et al. 2004; Foyer and Noctor 2005) and
environmental factors that reduce CO, availability, i.e. drought, salinity, and ele-
vated temperatures, can enhance the generation of these potentially damaging
species (Zhu 2002; Parida and Das 2005). This could imply an enhanced risk of
ROS generation in CAM plants which typically inhabit environments where CO, is
limiting and where the succulent nature of photosynthetic organs presents diffusional
constraints to CO, uptake during the daytime phases I and IV, when stomata are open.
In addition, during phase III, enhanced ROS generation might be expected due to
the oxygen production by photosynthetic water splitting in the absence of photores-
piration (Osmond et al. 1999; Liittge 2002). As concluded in Section 2 above, the
functioning of the CCM of CAM precludes photooxidative stress only under moderate
irradiance. However, when CAM plants are exposed to conditions of extreme water
and/or osmotic stress plus high irradiance, susceptibility to over-excitation of PSII
and to photooxidative stress seems to be enhanced (Miszalskiet al. 2001). All of
these considerations point to a clear requirement for efficient protection against
ROS formation and photooxidative stress in CAM plants.

4.1 CAM Induction and Antioxidant Metabolism

A number of studies have compared the extractable activities of a range of anti-
oxidant enzymes in facultative CAM species operating in either the C, or CAM
modes of photosynthesis. Castillo (1996) was the first to document stimulation in
the activity of several antioxidative enzymes, including superoxide dismutase
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(SOD), ascorbate peroxidase (APX), monodehydroascorbate radical reductase
(MDHAR), and glutathione reductase (GR), as well as a decline in the activity of
CAT during the drought-induced transition from C, to CAM in Sedum album.
More recently, investigations have tended to focus on the salt-induced CAM
exhibited by the halophytic species M. crystallinum. Treatment with high salinity
revealed that induction of CAM in M. crystallinum was accompanied by the
stimulation of total SOD activity (Miszalski et al. 1998). However, the effect on
SOD was light-dependent and, when salinity treatment was performed at low light
(100pumol m™ s7' and CAM A malate = 0.1 M), SOD activity actually declined
(Miszalski et al. 2001). Three isoforms of SOD are found in M. crystallinum:
chloroplastic FeSOD, mitochondrial MnSOD, and putatively cytosolic CuZnSOD
(Miszalski et al. 1998). The activity of FeSOD increased rapidly under high salinity;
however, this enhanced activity was not prolonged (Miszalski et al. 1998; Broetto
et al. 2002). This may suggest that an enhanced oxidative load in chloroplasts is an
initial response to salinity and declines as CAM is induced. Surprisingly, only a
weak stimulation of the transcript abundance of FeSOD occurred after treatment
with excessive light (2000 umol m= s~! for 1 h), whilst FeSOD transcripts declined
in response to treatment with dibromothymoquinone (DBMiB), an inhibitor of PQ
oxidation which mimics conditions of high light (Slesak et al. 2003). In contrast,
FeSOD transcript abundance was stimulated by treatment with DCMU, a com-
pound that mimics low irradiance by oxidation of the plastoquinone pool. Such
observations might indicate the up-regulation of other photoprotective strategies in
salted M. crystallinum under extreme conditions (Broetto et al. 2002; Slesak et al.
2003). The activity, amount, and transcript abundance of a putatively cytosolic
CuZnSOD was also stimulated by salinity in a light-independent manner
(Miszalski et al. 1998; Broetto et al. 2002; Hurst et al. 2004). Similarly to FeSOD,
accumulation of CuZnSOD mRNA did not occur in plants subjected to treatment
with DBMIB or in plants exposed to high light (2000 umol m= s~! for 1 h), whilst
transcript abundance of CuZnSOD increased in response to feeding leaves with
DCMU. This response is opposite to that documented in thp C, species Arabidopsis
thaliana and Nicotiana tabacum (Pfannschmidt 2003; Slesak et al. 2003), and
consequently it was proposed that C, and CAM species may differ in terms of the
signals and metabolic pathways that underpin acclimation to photooxidative stress
(for a review, see Slesak et al. 2002).

Interestingly, the activity of mitochondrial MnSOD was found to be substantially
higher that that of FeSOD and CuZnSOD in leaves of M. crystallinum plants with
MnSOD activity responding positively to salinity and high irradiance (Borland
et al. 2006). Moreover, induction of CAM was associated with the appearance of
diurnal fluctuations in MnSOD activity, characterized by a nocturnal decline and
an increase over the photoperiod (Niewiadomska et al. 2004). This suggests
enhanced mitochondrial oxidative metabolism during the light period in CAM
plants. Mitochondrial cyanide-insensitive respiration that is catalysed by alterna-
tive oxidase (AOX) is also considered to play a role in antioxidant metabolism by
curtailing the generation of ROS (in comparison with that potentially generated by
cyanide-sensitive respiration; Maxwell et al. 1999a). Mitochondria isolated from
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CAM plants were reported to possess a high in vitro capacity of AOX (Rustin and
Queiroz-Claret 1985). Moreover, measurements using an O, electrode linked to a
mass spectrometer demonstrated that AOX activity in vivo peaked in phase III of
CAM (Robinson et al. 1992). More recently unpublished observations of our own
indicated an increase in transcript and protein abundance of AOX and MnSOD in
CAM-induced M. crystallinum (E. Niewiadomska and A. Borland, unpublished data).
Considering that ROS are implicated in signaling for the enhanced transcription of
AOX and MnSOD genes (Maxwell et al. 1999a; Pastori and Foyer 2002), these
observations could suggest increased generation of ROS in the mitochondria as
CAM is induced.

The imposition of drought and/or salinity that is commonly used to induce CAM
presents the difficulty of separating the influence of CAM on antioxidant metabo-
lism from the impacts of the oxidative load imposed by drought or salinity. Inducing
CAM in M. crystallinum via exposure to high irradiance (800—-1000umol m= s7')
has been adopted by some workers in order to avoid salinity- or drought-induced
impacts on oxidative load (Broetto et al. 2002; Slesak et al. 2003). However, this
tactic instead brings about the effects of light per se, such as light-activation or
photoinhibition of enzymes, elevated rates of photorespiration, increased risk of
chronic photoinhibition, and many others. An alternative approach for dissecting the
anti-oxidant requirements imposed by salinity (or other abiotic stressors) from those
that are a consequence of the elevated [O,] generated during phase III of CAM
emerged following the isolation of a mutant of M. crystallinum that fails to induce
CAM in response to salinity (Branco et al. 2003). Exposure to salinity resulted in
elevated activities of several anti-oxidant markers in this mutant compared with the
wild type (MnSOD, APX, CAT, GR, glutathione content; Borland et al. 2006;
E. Niewiadomska, B. Pater, A. Borland, unpublished data). The data suggest that the
oxidative burden in salted plants was higher in the absence of CAM. However, there
was no evidence of oxidative stress or photodamage in the mutant, indicating
that CAM induction is just one component in a suite of interactive strategies that
underpin acclimation to salinity in M. crystallinum.

4.2 Do ROS Induce CAM?

Early stimulation of antioxidant enzymes during the C,-CAM shift points to
increased generation of ROS. This is supported by the analysis of expressed sequence
tags (ESTs) induced during 30h and 48h of salinity treatment in M. crystallinum
leaves, showing that genes encoding stress-related and antioxidant proteins are
among the fastest to be induced (Kore-eda et al. 2004). It is also well documented that
ROS play a central role in stress acclimation by signaling the activation/up-regulation
of genes and proteins involved in ameliorating oxidative stress (Mittler et al. 2004,
Halliwell 2006). Thus, could ROS induce CAM as a component of the defence
strategy for ameliorating oxidative stress? This hypothesis has been tested using
exogenously applied treatments that elevate oxidative load in planta. Treatment of
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M. crystallinum C, plants with 80, 150, and 200 ppb gaseous ozone-enhanced
oxidative burden, as evidenced by stimulation in the activity of APX, MnSOD, and
CuZnSOD (Niewiadomska et al. 2002). However, despite a marked stimulation in the
activity of CAM-related enzymes, such as PEPC, NADP, and NAD-malic enzymes,
several starch-degrading enzymes together with an increased transcript abundance of
Ppcl, the CAM-specific isoform of PEPC, and its dedicated activating kinase Ppck,
exposure to ozone failed to induce functional CAM in M. crystallinum (Niewiadomska
et al. 2002; Hurst et al. 2004; Borland et al. 2006). Such observations prompted the
suggestion that key metabolic components required for CAM may have evolved as
part of a general strategy for meeting increased respiratory costs and alleviating
potential damage generated by increased oxidative load under water/CO,-limited
conditions (Borland et al. 2006).

Treatments with 200 ppb ethylene, as well as 1 ppm or 6ppm SO,, also proved
ineffective in triggering day/night fluctuations of malate (Hurst et al. 2004;
Suréwka et al. 2006). Production of ethylene can be considered a marker of
oxidative damage (Overmyer et al. 2003; Fujita et al. 2006). By analysing transcript
abundance for 1-aminocyclopropane-1-carboxylate oxidase (ACC oxidase), a rate-
limiting enzyme for ethylene production, Hurst et al. (2004) revealed that
imposition of salinity and high irradiance did not elicit oxidative damage in
M. crystallinum. Thus, it appears clear that a range of mechanisms (that likely
include CAM) curtail the generation of oxidative stress in leaves of M. crystallinum
plants during acclimation to salinity and high irradiance.

On the basis of the above results it would appear that enhanced oxidative load
per se does not result in the induction of CAM. However, Slesak et al. (2003) pre-
sented data indicating that the addition of H,O, into the root medium resulted in the
appearance of nocturnal acidity in M. crystallinum leaves. It remains to be verified
whether this putative signal for CAM is a direct signal from the elevated oxidative
load imposed by H,0, or whether H,0, fed to roots creates an osmotic stress which
signals the induction of CAM. Moreover, given the failure of gaseous ozone to
induce CAM, it may be that the cellular site at which elevated oxidative load is
perceived is critical in determining whether or not CAM is induced.

5 Redox Adjustment and Other Protective Strategies

Since CAM species do not appear to suffer prolonged or damaging oxidative stress
even under extremely limiting environmental conditions, it may be speculated that
a re-adjustment of whole cell redox homeostasis may occur with CAM induction to
prevent the increased generation of ROS. In this respect, it is worth noting that both
CAM and C, photosynthesis necessitates a changed stoichiometry of the ATP
and NADPH requirement for CO, fixation in comparison with C, plants (Noctor
and Foyer 1998). CAM requires more ATP and reductants for the gluconeogenic
recovery of pyruvate in the light, for the costs of regeneration of PEP from pyruvate
in the dark, for the nocturnal reduction of OAA to malate, and to drive the active
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transport of malate into the vacuole (Nobel 1991; Winter and Smith 1996b;
Liittge 2004). In CAM plants, the precise stoichiometry of ATP/NAD(P)H: net
CO, fixation depends on the type of carbohydrates produced in the light
(chloroplastic starch or extra-chloroplastic sucrose/hexose), the nature of organic
acids accumulated overnight (malate, citrate, isocitrate), the pathway of decarboxy-
lation (mitochondrial NAD-ME, cytosolic NADP-ME, or PEP carboxykinase,
PEPCK), and mode of vacuolar transport (tonoplast ATPase and/or inorganic
pyrophosphatase PPase; Winter and Smith 1996b; Holtum et al. 2005). The ATP
and NADPH budget of CAM plants is also influenced by the magnitude and
duration of phases Il and IV when direct uptake of CO, (and O,) is mediated via
Rubisco (Borland and Griffiths 1996).

The inherent flexibility in ATP and NADPH stoichiometry presented by the
CAM cycle suggests that, among the various strategies that curtail photooxidative
stress, mechanisms that modify the ATP/NAD(P)H ratio (for reviews, see Badger
et al. 2000; Cruz et al. 2005) are of particular importance in CAM plants. Three
chloroplastic processes, namely the water—water cycle (WWC), cyclic electron flow
(CEF), and chlororespiration compete for electrons from linear electron transport,
and ultimately can determine the overall ATP/NADPH ratio (Asada 2000; Badger
et al. 2000; Nixon and Mullineaux 2001; Heber 2002; Cruz et al. 2005). Of these,
CEF and chlororespiration may also use electrons from NAD(P)H due to the
activity of NAD(P)H-PQ oxidoreductase (NDH). Whilst the WWC and chlorores-
piration direct electrons to O,, activation of these processes is dependent on the
redox state of the donor side of PSI.

The WWC derives its name due to the extraction of electrons from water by
PSII, the use of these electrons to reduce O,, and the re-oxidation of electrons to
water via the ascorbate peroxidase cycle. According to the estimates of Osmond
and Grace (1995), the WWC was proposed to account for up to 50% of whole chain
ETR during the phase III CO,-concentrating phase of CAM. However, further
studies showed that the role of the WWC in CAM plants could be largely
diminished when the oxygenation of Rubisco is suppressed (Maxwell et al. 1998).
A study on C, plants (Ruuska et al. 2000) estimated that oxygen uptake assigned to
WWC was no more than 10% of gross O, uptake when measured at high CO,.
Thus, in CAM plants, low engagement of the WWC may be hypothesized during
the carbon-concentrating phase III, although it remains to be established whether
engagement of the WWC varies dynamically over the diurnal phases.

A stimulation of cyclic or pseudocyclic electron flow is hypothesized to cover the
extra ATP costs incurred by CAM (Koster and Winter 1985; Winter and Smith
1996b). As known from studies on C, plants, a shift in the activity and/or stoichiome-
try of PSII and PSI, as well as redox poising occurring at the donor side of PSI, is
necessary to activate CEF (Bendall and Manasse 1995; Heber 2002).
In M. crystallinum no distinct changes in the stoichiometry and activities of PSII and
PSI were found when C, and CAM modes were compared (Schéttler et al. 2002).
However, an increase in the proportion of the slow-relaxing component of chlorophyll
fluorescence may suggest a stimulation of state transition after CAM is induced
(Keiller et al. 1994). In contrast when NDH is present in the thylakoid membrane, this
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could distribute electrons between CEF and plastidic terminal oxidase (PTOX).
Chlororespiration is considered an important electron sink under low and variable
CO, availability in algae and cyanobacteria (Bendall and Manasse 1995; Badger et al.
2000; Nixon and Mullineaux 2001). The contribution made by chlororespiration to
photoprotection and optimization of photosynthesis was recently shown in C, plants
(Peltier and Cournac 2002; Streb et al. 2005). Elevated abundance of NDH was
reported in the chloroplasts of C, bundle sheath cells (Kubicki et al. 1996), but no data
are currently available for CAM plants in this regard.

Other chloroplastic strategies for redox regulation involve the consumption of
excess reductants by reductive assimilation of nitrogen (Noctor and Foyer 1998).
However, the salt-induced switch to CAM in M. crystallinum is accompanied by a
substantial (i.e. 3-fold) reduction in nitrate reductase activity measured in vivo
(S. Haider and A. Borland, unpublished data). Thus, in this species at least, it seems
unlikely that reductive assimilation of nitrogen makes a major contribution to redox
balance in CAM leaves. Another potentially important sink for excessive reductants
generated in the light is mediated via a shuttling to the cytoplasm in the form of
malate, the so called ‘malate valve’ (Fridyland et al. 1998; Scheibe 2004). In this
process a chloroplastic light-activated enzyme NADP-MDH plays a key role. Salt-
induced CAM in M. crystallinum is accompanied by increased transcript abundance
of NADP-MDH (J. Cushman, personal communication), suggesting a role for this
enzyme in salt acclimation.

Mitochondrial respiration may also participate in oxygen consumption during
the photoperiod and help to optimize photosynthesis under changing CO, supply,
in a manner that is well documented for C, plants (Drake et al. 1999; Igamberdiev
et al. 2001; Padmasree et al. 2002; Noctor et al. 2004; van Lis and Atteia 2004).
Environmental conditions are known to influence the relative engagement of the
cytochrome and alternative oxidase branches of mitochondrial respiration in C,
plants (van Lis and Atteia 2004). A predominant stimulation of the alternative
respiratory branch was documented during the photoperiod in conjunction with
photorespiration in several C, species (Igamberdiev et al. 2001; Noguchi et al.
2001; Millenaar and Lambers 2003). In CAM plants the involvement of
mitochondrial metabolism during the light period seems to be dependant on the
pathway of malate decarboxylation, as hypothesized by Maxwell et al. (1998).
A comparison of proposed redox fluxes and the involvement of mitochondrial
metabolism during the decarboxylation phase of CAM in NADP-ME and NAD-
ME CAM plants is illustrated in Fig. 1. When oxidative decarboxylation of malate
takes place in the mitochondria, as in C, and CAM NAD-ME plants, a stimulation
of the alternative respiratory pathway has been shown (Robinson et al. 1992;
Agostino et al. 1996). This might be attributed to the activation of AOX caused by
the elevated generation of reducing power in mitochondria and/or increased release
of pyruvate in this compartment. In contrast, when oxidative decarboxylation of
malate is carried out in the cytosol, as in M. crystallinum, an NADP-ME plant, a
stimulation of the cytochrome respiratory branch was documented (Niewiadomska
et al. 2004). Considering that import of reducing power into the mitochondria is not
likely due to the unfavourable redox gradient (Hanning and Heldt 1993;
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Fig. 1 Metabolic pathways, redox fluxes and involvement of mitochondrial metabolism during
the decarboxylation phase III of CAM in NADP-ME plants (a) and in NAD-ME plants (b).
Numbering of reactions/processes: I photorespiration, /I malate valve, /1] passive efflux of malate
from vacuole, IV NADP-dependent oxidative decarboxylation of malate, V NAD-dependent
oxidative decarboxylation of malate. Dashed lines illustrate hypothetical routes. Abbreviations:
chl chloroplasts, mito mitochondria, vac vacuole, per peroxisomes, MA malate, OAA oxaloacetate,
pyr pyruvate, PET photosynthetic electron transport, MET mitochondrial electron transport
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Table 1 A comparison of several processes, operating in the mesophyll cell, which may play
arole in the optimization of photosynthesis during phase III of CAM, via supporting the car-
bon concentrating mechanism (CCM) or balancing the ATP/NADPH ratio
Key elements underpinning photosynthetic efficiency
during phase III of CAM

Net consumption

Process Net O, consumption  ATP production of reducing power
ChlToroplastic

Photorespiration + - _

Water—water cycle - + +

Cyclic electron flow - + _
Chlororespiration + - +

Mitochondrial

Cytochrome pathway — + + +

Alternative pathway + - +

Raghavendra et al. 1998), this restriction could be by-passed by the activity of
external dehydrogenase, located on the outer edge of the inner mitochondrial
membrane (van Lis and Atteia 2004). In agreement with this supposition,
mitochondria from CAM plants possess high activities of a rotenone-resistant
NADH dehydrogenase that may accept reducing power from the outer mitochondrial
space (Arron et al. 1979; Day 1980; Peckmann and Herppich (1998). The possible
involvement of mitochondrial electron transport in photosynthesis of NADP-ME
type CAM plants is illustrated in Fig. 1. However, an additional complication arises
following recent observations of a stimulation in AOX transcript and protein abun-
dance (an active monomeric form) after the salinity-induced C,~CAM shift in
M. crystallinum (A. Borland and E. Niewiadomska, unpublished data). This could
be a consequence of increased oxidative load and/or serve as a ‘safety valve’ which
facilitates the rapid engagement of AOX when CCM is exhausted and photorespira-
tion is stimulated. In general, there is no conclusive evidence to indicate a definitive
role for AOX in CAM plants, and conflicting data in this regard illustrate an absolute
necessity to relate all biochemical and physiological measurements of respiratory
parameters to the magnitude of CAM expression over the diel cycle. The influence
that various oxygen-consuming processes have on the generation of reducing
power is summarized in Table 1.

6 Conclusions

CAM appears to confer a degree of photoprotection under moderate levels of
irradiance. However, at higher light intensities that may shorten the duration of
the carbon concentrating phase III, other photoprotective strategies that include
phase IV photorespiration assume greater importance. Since there is little



Crassulacean Acid Metabolism 261

evidence for oxidative stress/damage in CAM and/or during CAM induction, a
protective re-adjustment of whole-cell redox homeostasis is likely to occur. We
propose that there is a finely tuned interplay between: (a) the various processes
that consume oxygen and reductant and (b) the enzymes and metabolites respon-
sible for the scavenging of reactive oxygen species; and this interplay optimizes
photosynthetic performance in line with the dynamic shifts in [CO,] and [O,]
that occur over the diurnal phases of CAM. Whilst certain metabolic compo-
nents required for CAM appear to be up-regulated in response to an increase in
oxidative load, there is no conclusive evidence to indicate that CAM creates an
increase in oxidative burden over and above that imposed by the potentially lim-
iting conditions under which CAM species prevail. Given the inherent plasticity
for modulating the magnitude and duration of the four phases of CO, exchange
over the day/night cycle, CAM represents an under-exploited model system for
dissecting the mechanisms that underpin redox homeostasis in a changing envi-
ronment. Indeed, to reiterate Osmond (2006) in the previous volume in this
series, ‘why would one look beyond the CAM system to discover what really
matters in oxidative stress’?
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Abstract Cuscuta spp represent a unique group of holoparasitic dicotyledonous
plants which can infect nearly all dicotyledonous species. Lacking roots and leaves,
these parasitic plants are completely dependent on nutrients, carbohydrates and
water from host plants. The physical connection between parasite and host is medi-
ated by specific organs, called haustoria, which connect the vascular tissues from
both plants. Here we review the fascinating life cycle of Cuscuta spp and also the
ecological aspects and problems related to Cuscuta spp infestations. For preven-
tion purposes, different biotechnological approaches including hosts which show a
resistance to Cuscuta spp are suggested.

1 Introduction

In general, plants are autotrophic, obtaining all their necessary resources from the
environment. However, about 1% of angiosperms are parasitic and depend on other
plants resources (Kuijt 1969; Atsatt 1983). Parasites are common in most plant com-
munities throughout the world. Plant parasitism has arisen independently several times
in the evolution of the angiosperms (Wrobel and Yoder 2001) and parasites are present
in 16 families (Musselman and Press 1995). All parasitic plants have a common fea-
ture, which is the haustoria that serve to attach, invade and parasitise the host plant.
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The genus Cuscuta, also known as dodder, includes 170 parasitic species
with a worldwide distribution (Dawson 1987). Members of the Cuscuta genus
are holoparasitic, dicotyledonous plants that depend on nutrients, water and
carbohydrates from their host plants (Dawson et al. 1994). Cuscuta spp lack roots
or leaves and possess specific penetrating organs, the so-called haustoria, which are
fully developed when a successful interaction between parasite and host is estab-
lished. Then Cuscuta can propagate and grow rapidly, causing massive damage in
the case of crop fields. In general the control of infected crops is difficult. Although
several methods can be applied to control the infestation (see below), these are not
always successful and lead to loss of the harvest. Besides the problems dodder may
cause to crops, it represents an important and fascinating part of natural communi-
ties where it contributes to the ecological equilibrium like any other species.

Cuscuta spp are a point of interest for several different reasons. Ancient Indian
and Chinese medicine uses this plant as an herbal remedy. Further, the parasite
receives some attention because of its negative action on crops. Although some
techniques to control growth of the parasite are available, the infection process
itself is still not completely understood.

2 Cuscuta spp Life Cycle

2.1 Cuscuta spp Early Developmental Stages

Cuscuta is an annual plant producing seeds that germinate on or near the soil
surface. The seeds have a hard coat which maintains their viability in the soil for
many years. The seed dormancy is broken through soil microbial activity,
weathering or grazing. Germination is influenced by temperature, with an optimum
at 30°C, but not by light. This influence is reported for Cuscuta campestris in a
recent study which also points to seed dormancy as a main survival strategy which
allows persistence in agro-ecosystems (Benvenuti et al. 2005). In contrast to other
parasitic plants, the germination process of Cuscuta is independent of the presence
of chemical compounds released by host plants (Dawson 1987). Cuscuta seed size
is around 2mm which makes it difficult to separate these from other crop seeds,
like legumes. Dodder seeds have been spread worldwide by humans through con-
taminated equipment, clothes or crop seed. As Cuscuta seeds remain viable in soil
for long periods once a seed bank is established, the control of the parasite becomes
difficult. The seeds then germinate during the warm season and may get easily
mixed with crop plants.

Right after Cuscuta seed germination, a root- and leafless stem of up to 7cm
emerges and grows. Cuscuta seedlings perform a rotational movement (circumnu-
tation) in a counter-clockwise direction in order to find a host stem within a 6—-8 cm
distance. Orobanche and Striga are root parasite species which are able to some-
how select among potential hosts (Kelly 1990, 1992; Pennings and Callaway 2002;
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Koch et al. 2004) but the involved mechanisms are still not totally understood,
although host-derived metabolites are known to trigger parasite growth and
attachment to the host (Bouwmeester et al. 2003; Cook et al. 1966; Yoder 2001).
Although Cuscuta seedlings appear to coil indiscriminately around any vertically
elongated object (Dawson et al. 1994), the nastic movements that the parasite
performs in order to reach or avoid a potential host before any stem penetration
takes place (Kelly 1990, 1992) might be related to yet unknown chemical cues
released by the hosts. Recent studies by Runyon et al. (2006) showed directed
growth of Cuscuta pentagona to tomato plants and also identified several tomato
volatile compounds which were able to attract the parasite’s growth. Due to its
almost complete lack of photosynthesis, the seedling will die if a suitable host is
not found within a few days. Once Cuscuta is attached to the host plant, temperature
and light determine its rate of growth (Allred and Tingey 1964; Dawson 1966).
Any part of Cuscuta is in principle able to attach to a suitable host and generate a
new infestation. Cuscuta spp flower from late spring through fall and each plant is
able to produce several thousand seeds. From the produced seeds a small percentage
will germinate the next year and the rest can remain dormant, yet viable, in the soil
for more than 10 years.

The group of suitable hosts for Cuscuta spp include several cultivated and
ornamental plants, as well as weeds and some woody species. Among crops,
some of Cuscuta’s common hosts are different legumes, like alfalfa and clover,
tomato, tobacco, potato, carrot and sugarbeet (Dawson et al. 1990; Lanini and
Kogan 2005). Cranberry, blueberry, raspberry, coffee and citrus are some of the
potential woody dicotyledonous hosts. A very small group of monocotyledonous
species can be parasitised by Cuscuta spp, like for example onion. In general,
grasses are not suitable hosts for Cuscuta spp plants. In relation to host selection,
Runyon et al. (2006) showed the preferential growth towards tomato (dicotyledo-
nous suitable host) as compared with wheat (monocotyledonous non-suitable
host), related to the volatile compounds released by each species. When the con-
nection between the parasite and the host is established, the seedling loses its
connection to the soil and lives entirely on the host. The processes taking part in
the development of the parasite-host connection were reported in detail by
Vaughn (2002, 2003) and are described in the following pages. Under favourable
conditions Cuscuta grows continuously and attaches to new host stems, spreading
rapidly from plant to plant.

As stated before, the parasite is a leaf- and rootless plant and has very low or no
photosynthesis. Some Cuscuta spp lack chlorophyll and therefore do not show pho-
tosynthesis. Others, like Cuscuta reflexa are capable of photosynthesis, but its plastids
appear to have fewer thylakoids than normal photosynthetic plastids (Machado and
Zetsche 1990). Data by Hibberd et al. (1998) show that, even though plastids of C.
reflexa have fewer thylakoids and less chlorophyll, they are functional at the level of
light harvesting and energy dissipation by both photochemical and non-photochemi-
cal quenching. This evidence is supported by the increased de-epoxidation state of the
xanthophyll-cycle pigments on exposure to high light. The authors suggest that the
ability of C. reflexa to photosynthesise allows the fixation of CO, lost from respiration,
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which contributes to the plant’s carbon budget. Despite these data, the general contri-
bution of photosynthesis to the overall Cuscuta metabolism is not well understood
and, in any case, Cuscuta plants are reliant on carbohydrates withdrawn from the host
plant (Hibberd et al. 1998; Ma chado and Zetsche 1990). Consequently Cuscuta
seedlings are considered holoparasites: they coil around stems and leaves of hosts and
develop an efficient connection with the host in order to survive.

2.2 Interaction of Cuscuta spp with Compatible Host Plants

The most important step in the Cuscuta spp life cycle is building up a connection to
host vascular tissue. This is initiated right after attachment to a host stem. The
development of prehaustoria starts at contact sites with the differentiation of a
secondary meristem from parasitic epidermal and parenchymal cells (Heidejorgensen
1991). The attachment of the parasite is forced by adhesive substances such as pectins
and related polysaccharides which are secreted by prehaustoria (Vaughn 2002). But
the parasite does not only produce its own sticky substances, it also coerces the host
plant to produce attachment-enhancing components. Albert et al. (2006) showed that,
after Cuscuta attachment to tomato plants, the host plant synthesises an arabinoga-
lactan protein, attAGP, which plays an important role for successful interaction.
Expression of this attAGP is restricted to the penetration sites and it was demonstrated
that the protein promotes the adherence of the parasite to the host plant.

After the attachment phase, the infection process continues with the penetration
phase. The host tissue is invaded by the haustoria through a fissure in the host stem.
The developing haustoria overcome epidermal and hypodermal tissue and grow
inside the host plant to contact the xylem and phloem tubes. For penetration and
host cell wall degradation, Cuscuta uses hydrolytic enzymes, such as methylesterases
(Srivastava et al. 1994), pectinases (Albert et al., unpublished data) or loosening
particles, which are complexes of lytic enzymes (Vaughn 2003). At the tip of the
in-growing haustoria, searching hyphae trying to reach the vascular bundles can be
observed. These parasitic cells form chimerical cell walls with the host cells and are
conducted by plasmodesmata (Vaughn 2003). Thus, the fascinating case of a cyto-
plasmic connection between two higher organisms occurs. When searching hyphae
find a sieve cell of the host, they start to grow around the cell like the fingers of a
hand. Consequently, the searching hyphae are structurally differentiated while their
cell surfaces are enlarged 20 times and more. In this way, the modified cells have
an ambivalent character, functioning as sieve element and/or transfer cell (Dorr
1972). Birschwilks et al. (2006) demonstrated that there is a cytoplasmic connec-
tion between host phloem cells and Cuscuta spp haustorial cells in different
Cuscuta spp-host plant relations by using phloem mobile GFP-fusion proteins and
phloem mobile fluorescent dyes (Birschwilks et al. 2006; Haupt et al. 2001).
Moreover it was proven that Cuscuta spp could function as a “bridge” between two
plants, where substances and even viruses could be transported from one to another
host plant (Bennett 1940; Heintz 1989; Kaminska and Korbin 1999). For xylem
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connection, the contact starts as a synchronised development of a parasitic and host
cell of the xylem parenchyma. These two cells accrete and build up a continuous
xylem tube from host to parasite.

Through the established connection, water, nitrogen compounds, assimilates and
even proteins or plant viruses are transferred into the parasitic plant (Haupt et al.
2001; Hibberd et al. 1998; Jeschke et al. 1994a; Jeschke et al. 1994b; Machado
et al. 1990). Data by Roney et al. (2007) showed that also phloem-mobile mRNAs
were transferred from the tomato host plant to Cuscuta pentagona Engelm.
The Cuscuta absorption system for host substances appears to be very efficient; and
it was shown that, during host plant fruit development, Cuscuta competes for
assimilates and acts as a much stronger sink than the fruit itself (Wolswinkel 1984).
Under favourable conditions, Cuscuta grows continuously and attaches to new host
stems, spreading rapidly from plant to plant.

3 Plant Defences Against Cuscuta spp

Although Cuscuta spp have a very broad host spectrum — they could infect nearly every
herbaceous dicotyledonous plant — some plants remain which show an active defence
mechanism and prevent successful penetration or development of the haustoria.

During the interaction of Cuscuta spp with the Malvaceae Gossypium hirsutum
or Hibiscus rosa sinensis, parasitic haustoria were able to penetrate epidermal
tissue but the infection process was interrupted by the formation of wound tissue
by the host plant (Capderon et al. 1985). In this case, the parasitic haustorial cells
and specially the searching hyphae die, the junction to host vascular tissue cannot
be established and the parasite dies eventually.

The interaction between C. reflexa and some resistant tomato varieties is one of
the best studied examples of incompatible plant parasite—host relation. Interestingly,
the process is interrupted early within the attachment phase due to the active defence
mechanism displayed by the tomato. The defence reaction is visible on tomato stems
as necrotic plaques directly at the sites where parasitic haustoria try to penetrate the
tomato epidermal tissue (Ihl et al. 1988; Sahm et al. 1995). The elongation of hypo-
dermal cells is a very characteristic feature of the process, although it is unclear
whether this is a necessary part of the resistance reaction. During the incompatible
interaction, a microscopic approach showed that the haustoria cannot overcome the
host’s epidermal tissue due to the presence of a barrier which appears about 2days
after the parasite’s onset. This barrier can be seen as a fluorescing secondary tissue
under UV light or as a red-stained band after phloroglucine/HCI staining (Ihl et al.
1988). This protective tissue consists of phenolic and aliphatic compounds, as
described for wound suberin (Bernards 2002). The aliphatic constituents are mainly
di-fatty acids, longchain ®-hydroxy fatty acids or long chain alkan di-alcohols. In
addition, components of the phenylpropanoid pathway and elements of the plant cell
wall, such as pectins or wall proteins, are present and strongly linked with the above-
described constitutes, which is also indicated by an increased peroxidase activity at
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the infection site (Sahm et al. 1995). These linked constituents build up an impenetrable
network for Cuscuta haustoria and form an indigestible barrier for the parasite’s
secreted hydrolytic enzymes. The whole resistance reaction was described as a hyper-
sensitive reaction (Ihl et al. 1988) which prevents the parasite from connecting to the
host xylem and phloem. Consequently, C. reflexa dies of starvation.

First results from molecular biology studies gave interesting insights into toma-
to’s defence strategies, although the basis of the signal perception and the key
resistance proteins of tomato are not yet characterised. A subtracted tomato cDNA
library made of mRNAs from infection sites was built up and differentially
screened for genes which are induced during the resistance reaction (Albert
et al. 2004; Werner et al. 2001). Two aquaporin genes, LeAQP2 and LeTRAMP
(tomato ripening associated membrane protein), are induced at the infection site in
tomato upon C. reflexa onset and also systemically (Werner et al. 2001). The authors
suggested that the aquaporins could be involved in cell elongation at the infection
site, but it is unclear whether they play a key role for the successful resistance
reaction. The expression of several genes encoding cell wall proteins or cell wall-
modifying proteins, such as expansins, prolinerich proteins, endo-B-1,4-glucanase
or endotransglycosylases, was also observed and indicates that cell wall
modifications play an important role for the tomato resistance reaction. The
xyloglucan endotransglycosylase/hydrolase LeXTH1 was expressed and active in
tomato at C. reflexa infection sites (Albert et al. 2004). Taking into account the
observed increase in auxin levels at infection sites in tomato (Loffler et al. 1999),
the effect of this hormone on LeXTHI gene expression was analysed and an
induction was verified. However, a parallel study on the expression of LeXTH1 in
the auxin signalling mutant tomato Diageotropica also showed expression of the
gene and the resistance reaction of tomato to C. reflexa was not influenced. The auxin
level which increases at the infection site in tomato within 24h seems to be
responsible for cell elongation (Loffler et al. 1999) but not for LeXTH1 expression
or for the resistance of tomato (Albert et al. 2004). To determine other processes of
the resistance reaction, different tomato mutants or transgenic tomato plants were
tested for their reaction after Cuscuta spp onset. These plants were mutants of the
jasmonic acid pathway, the brassinosteroid pathway and the ethylene pathway.
Moreover allenoxide-cyclase antisense and salicylate hydroxylase overexpressing
transgenic tomato plants were tested in order to elucidate the resistance reaction.
All tested tomatoes showed the same resistance reaction as wild-type plants,
indicating that not all common signalling pathways related to wound response or
systemic acquired resistance are important for the successful defence of tomato
against C. reflexa. It is likely that a very specific resistance reaction occurs,
according to the model of a gene-for-gene interaction or basal resistance. In this
situation, a receptor protein can recognise a protein or another elicitor and then lead
to the hypersensitive reaction at the tomato infection site. However, such a model
would argue that this resistance reaction is specific for the C. reflexa—Lycoperpersicon
esculentum interaction and not for the interaction of other Cuscuta species with
tomato. This would explain why other closely related Solanaceae did not show a
defence response, with the exception of Solanum nigrum and Atropa bella donna.
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4 Ecology, Control and Uses of Cuscuta spp

Parasitic plants like Cuscuta spp are important components of natural ecosystems.
C. rostrata for example was found in disturbed habitats where the forest canopy had
opened. In this case, water and soil movement are probably important in seed spreading.
Parasitic plants have a great influence on the natural communities they inhabit, mainly
due to the effect they exert on the host. Because of reducing host performance, parasitic
plants affect also the community structure, diversity and vegetation cycling (Pennings
and Callaway 2002). Further, water and nutrient uptake from the host can have conse-
quences for organisms like herbivores or pollinators. The impact of parasitic plants in
natural communities is extensively reviewed by Press and Phoenix (2005).

As stated earlier, in spite of its fascinating physiology and scientific interest
Cuscuta often causes problems in agriculture. Cuscuta spp are amongst the most
damaging pests worldwide due to their broad distribution and host range (Parker
1991; Parker and Riches 1993) and they are included on the US Department of
Agriculture’s Top Ten Weeds List. Cuscuta spp parasitism is reported to reduce more
than 50% tomato and carrot crop production (Bewick et al. 1988; Lanini 2004).

Nowadays, the available tools to control Cuscuta spp infestations are not fully
effective and include the application of prevention methods, mechanical and/or
hand removal and the use of resistant varieties or herbicides.

Preventive methods include certified crop seed use and the deep cleaning and
revising of the agricultural machinery in contact with the field. A non-expensive
and effective method is so-called crop rotation. Because Cuscuta spp do not
parasitise members of the Gramineae, forage grasses and cereal grains, these
species can be sown out alternatively to the main crop. All the Cuscuta spp seeds
which germinate then die in that season due to the lack of a suitable host.

Once a field is invaded, in most cases radical methods like mowing or complete
burning must be applied. Mowing was reported to increase yield by 32% in dodder-
infected alfalfa patches in comparison with untreated alfalfa (Cudney et al. 1992).
In contrast, burning reduces or totally destroys the cultivated crops and some
Cuscuta seeds can still survive in the top layers of the soil.

The chemical control of Cuscuta spp has also been approached but until now, a
specific herbicide for Cuscuta spp is unavailable. Nadler-Hassar et al. (2004)
reported that the application of the herbicide glyphosate reduced C. campestris
growth without severely affecting the host plant development. But this effect on
Cuscuta is due to reduced nutrients uptake from the host and not to EPSPS
(5-enolpyruvylshikimate-3-phosphate synthase) inhibition (Nadler-Hassar et al.
2004). However the possibility that glyphosate influences and damages the crop
plant must be taken into account. The use of contact herbicides, like paraquat which
is a non-selective product, is useful for erasing scattered patches of Cuscuta spp in
crop fields but the application also reduces yield. Other herbicides, like
chlorpropham, can be useful when Cuscuta spp seedlings emerge, resulting in a
lower effect on the crop itself. Despite all the available herbicides, little is known
about their actual effect on both Cuscuta and the host plant and therefore more
studies on this subject would be desirable.
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Cuscuta plants have also some positive features with regard to practical
application. For example, some species of Cuscuta are used to produce dyes
(Dawson et al. 1994) and both the plant and the seeds are used in Chinese and
Indian medicine. In addition, Cuscuta is used in research studies as a tool to transfer
pathogens from plant to plant (Bennet 1944; Johnson 1941).

Recently, the use of C. campestris as a biological control agent was analysed
(Lian et al. 2006). Lian and coworkers (2006) demonstrated a positive result of the
use of C. campestris for control of the parasitic vine Mikania micrantha, which is
a serious problem in Southern China landscapes. C. campestris parasitism leads to
a decrease in the M. micrantha biomass and to a significant increase in the
biodiversity of the studied area.

S Future Prospects and Molecular Biological Solutions
for Crop Protection

Many aspects of the physiology, infection process and control of Cuscuta remain
unclear and poorly studied. A closer look on the enzymatic and molecular biological
processes taking place during the development and infection process of Cuscuta is
essential in order to improve the available techniques to control the parasite.

The biotechnological or genetic control of Cuscuta spp needs a better
understanding of the infection process on a molecular level. Research on compatible
and incompatible interactions of Cuscuta spp with different hosts is therefore of
key importance. As said before, Albert et al. (2006) showed that a decrease in the
expression of the attAGP gene via RNAI or virus-induced gene silencing reduces
the attachment of C. reflexa to tomato stem. Attachment of Cuscuta represents the
initial groundbreaking step and is essential for the success of the infection process.
Thus, any successful attempt to stop this stage of the infection process will avoid
crop infestation. The described gene technological approach shows a chance to
prevent Cuscuta spp infestation in cultivated crops.

Studying the expression pattern of C. reflexa genes during the infection process
and haustoria formation, Ralf Kaldenhoff (Darmstadt) and co-workers identified
several genes whose expression was up-regulated. Further analysis of corresponding
proteins would help to discover the function and role for an infection process and
might lead to approaches for successful crop protection from Cuscuta infestation.
Genes which are up-regulated during haustoria formation include hydrolytic
enzymes, such as pectinase, cellulase and proteases. For several parasitic organisms,
cysteine proteases (CPs) are described as an important virulence factor. The
amoeba Entamoeba histolytica expresses a cysteine protease when it attacks a
compatible host. Inhibition of the protease results in a loss of successful
parasitism (Moncada et al. 2006). Preliminary studies on C. reflexa obtained by
Ralf Kaldenhoff (Darmstadt) and co-workers showed the involvement of a cysteine
protease expressed during the infection process. The cysteine protease is translated
as an inactive precursor protein, which consists of a pre- and a propeptide and the
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mature enzyme. The propeptide inhibits the enzyme when it is translocated to the
site of action. These “proinhibitors” seem to be very powerful and specific, as
shown by Fox et al. (1992). Further studies should verify the putative use of the
propeptide as an inhibitor of the infection process.

Another efficient way to protect plants from parasitism is to obtain transgenic
plants which express receptor genes which could trigger a plant resistance response.
However, until now none of these receptors has been identified. Several lines of
research can be pursued in order to obtain useful information on Cuscuta
physiology, development and strategy to infect. Resolving these fascinating secrets
will finally lead to solutions for successful crop protection.
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Abstract This paper reviews and illustrates the use of modern methods for
integrating diverse data sources with process-based models for learning about plant
physiological and ecosystem processes. The particular focus is on how such data
sources and models can be coupled within a hierarchical Bayesian modeling frame-
work. This framework, however, has been underutilized in physiological and ecosys-
tem ecology, despite its great potential for data—model integration in these areas. This
paper provides a summary of the use of Bayesian methods in ecological research
and gives detailed examples highlighting existing and potential uses of Bayesian and
hierarchical Bayesian methods in plant physiological and ecosystem ecology. This
paper also provides an overview of the statistical theory underlying the develop-
ment of hierarchical Bayesian methods for analyzing complex ecological problems.

Kiona Ogle

Department of Botany and Department of Statistics, Department of Botany, Box 3165,
University of Wyoming 1000 E. University Ave. Laramie, WY 82071, USA

e-mail: kogle@uwyo.edu

U. Liittge et al. (eds.), Progress in Botany 69. 281
© Springer-Verlag Berlin Heidelberg 2008



282 K. Ogle and J.J. Barber

The methods are applied to specific examples that include a detailed illustration of
a hierarchical Bayesian analysis of leaf-level gas exchange data that are integrated
with models of photosynthesis and stomatal conductance, and Bayesian approaches
to estimating parameters in complex ecosystem simulation models. The paper
concludes with some practical issues and thoughts on the direction of hierarchical
Bayesian modeling in plant physiological and ecosystem ecology.

1 Introduction: Data—Model Synthesis

This paper is a review and prospectus of modern methods for integrating diverse data
sources with process-based models for learning about plant physiological and ecosystem
processes. In particular, we discuss how such data sources and models can be coupled
within a hierarchical Bayesian modeling framework (Wikle 2003b; Clark 2005; Clark
et al. 2005). This framework, however, has been underutilized in physiological and eco-
system ecology (Ellison 2004), despite its great potential for data—model integration in
these areas. We summarize the use of Bayesian methods in ecological research and
provide detailed examples highlighting uses of Bayesian and hierarchical Bayesian
methods in plant physiological and ecosystem ecology. In the process, we provide a
sort of tutorial on the use of hierarchical Bayesian methods for analyzing complex eco-
logical problems. We conclude with some practical issues and thoughts on the direction
of hierarchical Bayesian modeling in plant physiological and ecosystem ecology.

1.1 The Data

Plant physiological and ecosystem ecologists are proficient at collecting enormous
amounts of data. This proficiency is partly due to advances in automated data
collection devices (e.g. weather stations, soil moisture probes, eddy flux towers, con-
tinuous soil flux chambers, tunable diode lasers, sap flow sensors) that record at fre-
quent intervals (e.g. every 30min for multiple days, months, or years), and to
sophisticated and expensive tools allowing hands-on field measurements (e.g.
portable leaf-level gas exchange analyzers, stable isotopes, minirhizotrons). These
diverse data represent ecological or physical processes that span different spatial
scales (e.g. eddy flux and whole-ecosystem gas exchange vs soil chambers for meas-
uring soil respiration), different temporal scales (e.g. carbon isotopes in leaf tissue
and integrated water use efficiency vs leaf-level gas exchange and instantaneous
water use efficiency), and different levels of biological organization (e.g. leaf temper-
ature images from infrared cameras to infer patchy stomatal conductance vs sapflux
and plant- or canopy-level transpiration). In addition, there is a plethora of informa-
tion that already exists in the literature. How does one deal with such data? How can
we extract information from different types of data to make inferences about complex,
interrelated mechanisms governing plant and ecosystem processes?
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1.2 The Process Model

Process models traditionally provide the means by which mechanisms operating at
different temporal, spatial, and biological scales are formalized and explicitly linked.
Development of a process model (or models) forces us to quantify our understanding
of ecological systems, thus improving our heuristic and predictive understanding of
plant physiological and ecosystem responses (e.g. Levin 1992; Canadell et al. 2000;
Rastetter et al. 2003). Process models have been developed to describe and predict
an array of physiological and ecosystem behaviors. Such models include, for exam-
ple, the “Farquhar” biochemical-based model of leaf-level photosynthesis (Farquhar
et al. 1980; Farquhar and Sharkey 1982; Farquhar and von Caemmerer 1982), the
canopy-level photosynthesis and evaptranspiration model PnET (Aber and Federer
1992; Aber et al. 1996), and the plant—soil nutrient cycling model CENTURY
(Parton et al. 1987). Components of such process models, including functional forms
and parameter values, are often derived from empirical information, and these mod-
els are frequently used to learn about the real system through simulation experi-
ments. However, a model of even moderate complexity is rarely fit to observed field
or experimental data in a rigorous manner. Instead, data summaries (typically
means) may be used for parameter values in a model. Or, a model may be “tuned” —
parameters adjusted in a relatively ad-hoc manner — so that it fits a particular dataset
or, more often, a summary thereof. Such approaches are often referred to as “forward
modeling” where the primary focus is on understanding and predicting model and
system behavior via simulation — running the model “forward” given a set of param-
eter values — with comparatively little emphasis on quantifying parameter uncer-
tainty, or more generally, on rigorous data—model integration.

1.3 Data—Model Integration

So, we have varied and large datasets that are generated by complex, interrelated
ecological processes, and we have process models designed specifically to learn
about these complexities. When faced with several types of data that may inform
the same process (or a set of processes), the standard approach is to analyze data in
a piece-wise fashion — each dataset analyzed independently of others, largely ignor-
ing the interconnectedness of the data. Instead of a separate analysis approach or a
relatively ad-hoc tuning approach to process simulation, we argue a need for a more
rigorous method that allows all data and prior knowledge to inform process para-
meters without requiring undue process model simplifications that could compromise
the integrity of the inherent complexity of the ecological system embodied by the
model. Ultimately, this data—model integration should allow exploration of ecological
questions that are otherwise difficult to address via traditional approaches.

Recent developments in computing technology and Bayesian statistical methodology
now allow for such integration of complex process models with large and diverse
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datasets within a unified statistical inferential framework. The Bayesian approach is
emerging as a useful tool in population and community ecology (Clark 2003; Ellison
2004; Clark 2005; Clark and Gelfand 2006), but it has received comparatively little
attention in plant physiological and ecosystem ecology (e.g. Ellison 2004; Van Oijen
et al. 2005). The perspective of this paper is similar to that of Clark and Gelfand
(2006), our intention here being to raise awareness of hierarchical Bayesian methods
for coupling process models and data in plant physiological and ecosystem ecology.

In Section 2, we give a brief review of existing applications of Bayesian and
hierarchical Bayesian methodologies in plant physiological and ecosystem ecology
and closely related fields. Section 3 presents basic probability results, including
hierarchical probability model specification and a statement of Bayes theorem,
that are fundamental to hierarchical Bayesian modeling of complex processes.
Section 4 presents detailed examples that illustrate how these results may be applied
to relatively complex data—model systems in plant physiological and ecosystem
ecology. In Section 5, we conclude with some practical suggestions and offer a few
remarks on the future of hierarchical Bayesian modeling in these fields.

2 Bayesian Applications in Plant and Ecosystem Ecology

Bayesian statistical methods are relatively new to ecologists (Ellison 2004; Clark
2005). Ellison (2004) surveyed articles published in major ecological journals
between 1996 and 2003 and found only 62 articles that used Bayesian data analysis
tools. The ecological topics of these papers centered on population and community
ecology, and plant physiological and ecosystem studies lagged behind in their use
of Bayesian methods. Given the recent rapid increase in Bayesian applications in
ecology, we expanded the scope of Ellison (2004) to include top plant physiological
and ecosystem journals for the period 1996 to 2006. The results from our survey
are summarized in Table 1 and Fig. 1.

Bayesian applications in population and community ecology continue to grow
(Fig. 1), with only 20-25% of these studies addressing problems of a botanical
nature. It should be noted that Bayesian inference in phylogenetics (Yang and
Rannala 1997; Larget and Simon 1999; Mau et al. 1999; Huelsenbeck and Ronquist
2001) has become popular due to statistical and computational demands associated
with analyzing enormous molecular datasets within the context of complex evolu-
tionary models (e.g. Huelsenbeck et al. 2001). A large number of papers — 58 for
the search criteria in Table 1 and 1411 for unrestricted dates and journals — employed
Bayesian methods to construct phylogenies to infer, for example, evolutionary rela-
tionships among species (e.g. Miller et al. 2004; McKown et al. 2005). Despite a
comparable level of complexity in plant physiological and ecosystem ecology,
Bayesian methods remain underutilized in these areas (Fig. 1, Table 1). Once the plant
physiological and ecosystem community becomes more aware of these methods, we
anticipate a rapid increase in the application of Bayesian methodologies.

There are, however, a few notable examples of Bayesian applications in plant
physiological and ecosystem ecology and closely related fields. For example, global
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Table 1 Survey of ecological studies using Bayesian methods published between 1996 and 2006
in the following major ecological journals: American Journal of Botany, American Naturalist,
Conservation Biology, Ecological Applications, Ecological Monographs, Ecology, Ecology
Letters, Ecosystems, Functional Ecology, Global Change Biology, Journal of Applied Ecology,
Journal of Animal Ecology, Journal of Ecology, New Phytologist, Oecologia, Oikos, Plant Cell and
Environment, and Tree Physiology. See Ellison (2004) for a similar survey, based on a subset of
these journals, for papers published between 1996 and 2003. Note: we used the ISI Web of Science
search engine to find papers in the focal journals with “Bayes” or “Bayesian” in the title, abstract,
or subject. Thus, this is not a comprehensive survey of all ecology-related papers using Bayesian
methods, as there are surely other papers in journals that we did not consider and there are likely
papers using Bayesian methods that do not have the term in the title, abstract, or subject. Papers
related to population ecology were split into two categories, those focusing on population-related and
life-history aspects of single species and those focusing on interacting species (e.g. predator—prey
dynamics). Our rules for classifying articles may have differed from Ellison (2004), and thus our
numbers are not in perfect agreement with Ellison’s. We also tallied papers that presented a prob-
lem with a clear animal or plant focus. The numbers of plant and animal papers do not always add
up to the total number of papers because some papers were classified as both (e.g. plant—animal
interactions), and some were not classified as either (e.g. they may have focused on, for example,
soil biogeochemistry). A full bibliography of these studies can be obtained from the authors

Number
of papers Primary focus
Topic (1996-2006) Plant  Animal Selected examples
Population ecology 73 10 63 O’Hara et al. (2002), Clark et al.
(single species) (2003a, 2005), Wikle (2003a)
Population ecology 12 3 11 Dixon et al. (2005),
(interacting species) Ovaskainen and Laine (2006)
Community ecology 24 12 14 Crome et al. (1996), Cottingham
and Schindler (2000),
Etienne and OIff (2005)
Physiological ecology 1 1 0 Ogle et al. (2004)
Ecosystem ecology 9 6 1 Carpenter et al. (1996),
Rains et al. (2004),
Braswell et al. (2005)
Review/comment 9 Ellison (1996, 2004),
Clark (2005)
Total 128 32 89

change scientists have embraced Bayesian inversion methods that couple various
CO, flux and concentration data with atmospheric transport and/or terrestrial bio-
sphere models to predict regional, continental, and global sources and sinks of
atmospheric CO, (Enting et al. 1995; Dargaville et al. 2002; Law et al. 2004).
Bayesian applications are surfacing in smaller-scale studies related to plant physio-
logical ecology (e.g. Ogle et al. 2004) and ecosystem carbon, water, and nutrient
dynamics (e.g. Braswell et al. 2005; Hong et al. 2005), and the ecosystem-related
studies in Section 4.2 serve as good examples of how to incorporate informative
prior information. Examples of Bayesian applications in ecosystem-level studies
include: partitioning of ecosystem carbon fluxes into photosynthesis and respiration
(Ogee et al. 2004), inverting a carbon cycle model to infer soil carbon loss and
transfer between different litter, microbial, and soil organic matter pools (Xu et al.
2006), and parameterizing process-based models of tree growth and forest productivity
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Fig. 1 Number of publications related to physiological and ecosystem ecology (gray bars) vs
population and community ecology (open bars) that used Bayesian methods during the period
1996-2006. Details of the literature survey are given in Table 1 and discussed in Section 2.

(Gertner et al. 1999; Radtke et al. 2002; Van Oijen et al. 2005). These studies and
those listed in Table 1 are prime examples of how Bayesian statistical methods can
be used to integrate complex ecological models and data related to plant physio-
logical and ecosystem processes.

3 Overview of the Bayesian Approach

In this section, we give a necessarily broad overview of hierarchical Bayesian modeling.
Our intent is not to extol the virtues or to criticize the weaknesses of statistical
paradigms, Bayesian or otherwise — we would have little more to offer to the philosophical
debates among statistical schools of thought. Instead, we attempt to focus the
discussion toward current developments of hierarchical statistical modeling of
complex ecological systems. We start by presenting basic probability rules that are
useful for a subsequent discussion of hierarchical probability modeling and for a
statement of Bayes theorem. We conclude this section with what is loosely becoming
known as the “process sandwich”, a largely conceptual way to view the incorporation
of process models into a hierarchical probability framework.

3.1 Hierarchical Probability Models

We begin with some basic probability rules. Lety = (y,, y,, ..., y,)' denote a vector
of n random variables, with p(y) denoting a mathematical formula describing their
probabilistic behavior. That is, y is a random (vector) variable with (joint probability)
distribution p(y). For example, y may be a collection of n observed leaf transpiration



Bayesian Data—Model Integration in Plant Physiological and Ecosystem Ecology 287

rate values, and p(y) may be a multivariate Gaussian (or “normal”) probability
density function. We use y ~ p(y) to denote the distribution of a random variable —
i.e., y is “distributed as” p(y).

Often, we wish to learn about the joint behavior of two random variables, for
example, x and y, together, and we write (X,'y")' ~ p(X,y) to denote the joint distribution
of x and y. In this context, we now refer to p(x) and p(y) as marginal distributions

where p(y)=j p(x,y)dx or p(y)zz p(x,y) if x is discrete-valued.

In a modeling situation, the marginal distributions p(x) or p(y) may be relatively
easy to specify, but the joint nature of the relationship between x and y may make
direct specification of p(x, y) more difficult. Also, if given a value of, say, x, then
the problem of specifying a distribution for y may become easier. That is, the data
analyst or modeler often finds the conditional distribution of y given x easier to
specify than p(y). We use p(y|x) to denote the dependence of the distribution of y
on the value of x, and we read “y|x” as y “given” or “conditional upon” X. As we
discuss below, the idea of conditioning is fundamental to building complex joint
probability models from relatively simple “pieces.”

Perhaps the most familiar example of conditional model specification occurs
with regression analysis or with analysis of variance (ANOVA) whereby the distri-
bution — typically Gaussian — of the response y is specified conditionally on the
value of the covariate x usually through the mean of p(y|x), i.e., through the “regression
function.” In many circumstances, depending on the assumptions for x (e.g. X may
be assumed “fixed” or measured without error), it suffices to specify only p(y|x) in
order to “best” learn about the parameters (e.g. the intercept and slope coefficient)
in the regression function. Other cases lead to specification of a distribution for x,
p(x), which, incidentally, is done when modeling “measurement error’” or “error in
variables” (e.g. Stefanski 2000). If we consider both y and x as random quantities,
then, by basic probability rules, p(y|x) and p(x) specify a joint probability distribution
for x and y together,

px,y) =p(y[x)- p(x). (1

As is frequently the case, if we assume independence across observations, then we
may work component-wise and use the multiplication rule for multiplying distribu-
tions of independent quantities to get the joint distribution,

p)=[ [ p(x.3)
=[1p0ilx- px) @

To illustrate this simple hierarchical probability model (Egs. 1, 2), consider the prob-
lem of measuring leaf-level transpiration rates (7) and stomatal conductance to
water vapor (g), and let 7, and g, represent the i observation of each. Let us also
assume that the mean transpiration rate, denoted as E(7), is given by Fick’s law of
diffusion, E(T) = g - AW, where AW is the gradient in water vapor from inside the
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leaf to the atmosphere (Pearcy et al. 1989; Nobel 1999). For simplicity, we treat AW
as a fixed covariate and assume that the mean conductance value is E(g) = i, with
p(T | g) and p(g) given by Gaussian probability densities with variances G,> and
¢’ That is:

T)|g, ~No(g, - AW,07) 3)

and:
g ~No(u,.0,). (4)

We use Eq. 1 to combine the conditional and marginal distributions in Eqs. 3 and 4
to obtain a bivariate normal density for the joint distribution of 7’ and g:

T 1, AW ((AW)*-0: +0;  (AW)’ -0
"|~MNo|| : S ) (&)
8 'ug.- (AW) 'O-g Gg
where the unconditional mean of 7} is u . - AW, the unconditional variance of 7, is
(AW)? - (5 +¢,72, the covariance between T and g, is (AW)* - o, 2, and M,; and G are
as given above In this example, the conditional and marginal dlstrlbutlons for Tlg.
and g, are relatively straightforward to specify, but it is less obvious how to specify

the joint distribution in Eq. 5 directly, without the relationships in Eqgs. 3 and 4.
Assuming independence across i = 1,..., n observations gives:

p(T,2) =[] r(T.¢g) ©)

i=1

where p(T, g) is given by Eq. 5.

Equation 1 is a particular case of a completely general result for obtaining joint
distributions from the product of conditional and marginal distributions. For a
generic random vector z = (2, Z,,-.., Z,)', basic rules of probability allow us to write
the joint distribution of z, p(z) = p(z)xp(z,|z )xp(z,|z,,2 )X...xp(z | 2, ... .,2,), Where
the components z, may themselves be sub-vectors of z, with the particular sub-
vectors and sequencing of conditioning being arbitrary. For example, withz=(z, 2,
we might choose to model p(z) = p(zl|zz)><p(zz) or, instead, p(z) = p(zQ|zl)><p(z ). It
should be noted that when building a joint p(z) from marginals and conditionals,
the resulting p(z) may differ, depending on the specified marginal and conditional
distributions. Whichever way we choose to condition, we get a joint distribution
p(z) in the end. For example, we may have specified a conditional distribution for
g|T and marginal for T, but the resulting joint distribution would generally be
different from that in Eq. 5. Again, the usefulness of this simple result is that each
conditional distribution p(zj|zj71,. ..,Z,) 1s likely easier to specify, whereas the task of
specifying a model for a joint distribution p(z) directly is often beyond our ability — it
is simply easier to think about the smaller dimensions of z , z,, through z_ than to
think at the dimensionality of z. The conditional approach allows us to Work with
relatively simple pieces to arrive at a complex joint model that would otherwise be
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difficult or impossible to specify directly. This approach is sometimes loosely
referred to as “modeling locally.”

Initially, the flexibility of the conditional modeling approach may seem bewil-
dering. Which conditional specification should we choose? But, the particular
specification used in practice is often motivated and aided by consideration of the
problem at hand, including the available data and ecological or biophysical theory.
In other words, complex models of data, quantitative theory, and conceptual under-
standing can often be accommodated via the flexibility of conditional specification.
It is the specification of a joint model via a sequence of conditional models that is
generally referred to as hierarchical modeling. Some of the examples that we consider
later illustrate how the conditional specification is key to modeling complex eco-
logical processes. Other tools such as graphical models can facilitate the derivation of
the corresponding probabilistic model by helping to identify relationships among
components, which ultimately informs the conditional specification (see Brooks
1998, and references therein), and which may be particularly useful to ecologists
with a conceptual model in mind (e.g. Clark and Gelfand 2006). For example,
ecologists often use “systems diagrams” (see Kitching 1983), a form of graphical
modeling, to help conceptualize the ecological system, and thus they should find
graphical models familiar and helpful in building probability models.

3.2 Bayes Theorem and Bayesian Inference

Of course, we want to put the above discussion on hierarchical probability modeling
into a Bayesian statistical framework, and we start with a statement of Bayes theorem,
at the foundation of Bayesian statistical inference. The theorem has existed in various
forms since the eighteenth century when introduced by Thomas Bayes (Barnard
1958; Malakoff 1999). The result of the theorem is a straightforward consequence
of fundamental probability rules. Bayes theorem (or Bayes rule) is without contro-
versy, existing separate from notions of statistical inference:

p(y[x)- p(x)

7
p(y) @

p(xly) =

To place this into a Bayesian statistical context, consider a probability distribution
function representing the distribution of data, y, and depending on other quantities,
0 (generally a vector), called the parameter(s) of the distribution. Such dependence
is often made explicit via notation such as p(y|0) or p(y[x, 0) if considering covariates x.
Continuing the transpiration—conductance example (Eqs. 3-6), the data are y =
(T,g), the parameters are 6 = (,ug, O'TZ, ng), and the covariates are X = (AW). The
distribution p(y|0) is often called the data distribution, the sampling distribution, or,
when viewed as a function of 6 with y fixed at observed data values, it is called the
likelihood (of the data). Of course, 6 is almost always unknown to some degree, and
the objective is to infer about 6, to predict unobserved y values, or, more generally,
to infer about some function of these quantities.
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To enable inference about the parameter 6, we introduce a prior probability
distribution p(6) — an explicit summary, in the form of a probability distribution, of
what we know about 6 prior to observing the data. So, with p(y|®) as our sampling
distribution and p(0) as our prior, then, by the basic probability rule in Eq. 1, we
have a “full” probability model for data and parameters,

p(y,0) = p(y|0) - p(6). ®)

Bayes theorem is used to actuate the common (but not universally followed) statistical
principle of conditioning on what is known (y, data) in order to learn about what is
unknown (0, parameters). In other words, once the probability model is specified,
Bayes theorem provides a complete prescription for statistical inference. It is often
said that Bayes theorem “updates” prior knowledge of 6 as quantified by p(6) to
reflect the information in the data, arriving at the posterior (conditional) distribution
of 6 (given the data y),

_r(y[6)-p(®)

9
r(y)

p(6ly)

We provide a detailed example in Section 4.1, similar to the transpiration—conductance
problem, of how to arrive at the posterior distribution of unknown quantities.

Usually, only in the simplest of cases are we able to use analytic techniques to
obtain a closed form solution to p(6ly), and often we must resort to numerical or
stochastic techniques to approximate the distribution p(6|y) or to obtain a sample
of © values from p(6]y). Widespread use of Bayesian methodology occurred with
the development of computing power (Malakoff 1999) and concomitant develop-
ments of algorithms for sampling from distributions (e.g. Gelfand et al. 1990;
Gilks et al. 1996; Gamerman and Lopes 2006). These sampling methods are
generally referred to as Markov chain Monte Carlo (MCMC) methods (Gilks et al.
1996; Brooks 1998; Cappe and Robert 2000; Robert and Casella 2004; Gamerman
and Lopes 2006), including Gibbs (Gelfand et al. 1990; Casella and George 1992),
Metropolis (Metropolis et al. 1953; Robert and Casella 2004), and Metropolis—
Hastings algorithms (Hastings 1970; Chib and Greenberg 1995). Although these
methods are not inherently Bayesian, their usefulness for sampling from the
posterior distribution has made them standard fare in Bayesian methodology.
Together, MCMC methodology and Bayesian inference are becoming a very useful
combination for complex models (e.g. Clark and Gelfand 2006). We do not cover
MCMC for Bayesian inference but refer the reader to the above references,
especially the texts by Gamerman and Lopes (2006), Gilks et al. (1996), and
Robert and Casella (2004).

Upon obtaining a sample of 0 values from p(8|y), inference about 6 then pro-
ceeds via ordinary computation of means, medians, quantiles, credible regions,
etc. (e.g. Smith and Gelfand 1992), exactly analogous to summarizing a sample
of data. Furthermore, the (marginal) posterior distribution and summaries for any
function f(0), or more generally, for any function f(0, y, x), may then be obtained
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in a straightforward manner as well. For example, for each value of 0, f{(0) is
computed, yielding a sample of f(0) values, which can be summarized in the same
way as 6.

All of the most popular computational methods for obtaining samples from
posterior distributions depend only on knowing p(6]y) up to some multiplicative
constant, a factor that does not depend on 6. When the data are given, p(y) is constant
with respect to 6, and we often see an alternative form of Bayes theorem:

p©ly) =< p(y|6)- p(6), (10)

and we often hear the chant “posterior is proportional to likelihood times prior.”

3.3 Hierarchical Bayesian Modeling

Recalling the previous discussion (Section 3.1) of modeling joint distributions via
conditional specifications, we see that the right-hand side of Bayes theorem as
expressed in Eq. 10 is the joint distribution p(y,0). Thus, the enterprise of Bayesian
statistical modeling can be seen as the development of a full probability model
p(y,0) for the data and unknown parameters, inference being fully prescribed, in
principle, via Bayes theorem once the model is specified. Once again it is important
to note that we may avail ourselves of the flexibility of the hierarchical specification
of joint distributions, which is especially important for complex modeling problems
— modeling locally and, now, inferring globally so-to-speak.

Before proceeding to discuss hierarchical Bayesian modeling in more detail, we
remind the reader that hierarchical statistical modeling is, of course, not exclusively
Bayesian. In fact, we suspect that the vast majority of literature on hierarchical mode-
ling remains nonBayesian despite recently increasing activity in hierarchical
Bayesian modeling. The literature on hierarchical statistical modeling is extensive
and diverse. We provide only a short, incomplete and somewhat idiosyncratic set of
references that is, nonetheless, sufficient to allow the interested reader to explore
this literature more fully.

Hierarchical statistical modeling, especially its nonBayesian versions, tends to
fall under the guises of repeated measurement models (Lindsey 1993), longitudinal
data models (e.g. Diggle et al. 2002), multilevel models (Goldstein 2002) or, more
generally, mixed effects models. Laird and Ware (1982) are frequently cited for
their work on linear mixed effects (LME) models, and Lindley and Smith (1972)
introduce the hierarchical Bayesian linear model. Lindstrom and Bates (1990) discuss
the nonlinear mixed effects model (NLME), with Gelfand et al. (1990) providing
a Bayesian perspective. The extension of hierarchical models to nonGaussian data
is often attributed to Breslow and Clayton (1993) for their treatment of generalized
linear mixed models (GLMM). The text by Searle et al. (1992) is a comprehensive
review of LME and variance component models. Davidian and Giltinan (1995)
present a nice discussion of linear and nonlinear hierarchal models, and Gelman et al.
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(2004) provides a general introduction to Bayesian methodology with chapters on
hierarchical modeling. Popular software for fitting nonBayesian hierarchical
models includes the R (R Development Core Team 2006) package by Pinheiro et al.
(2006) for LME and NLME models (see also Pinheiro and Bates 2000), the SAS
MIXED procedure for LME models, and SAS %NLINMIX macro for NLME mod-
els (SAS Institute 2001; see also Little et al. 1996). The SAS GLIMMIX procedure
is designed for fitting GLMM models (SAS Institute 2006). WinBUGS (Lunn et al.
2000) is a general purpose software package for implementing Bayesian models,
including hierarchical Bayesian models.

So, hierarchical statistical modeling is neither new nor exclusively Bayesian.
Why focus on hierarchical Bayesian models? Hierarchical Bayesian modeling is
proving to be the primary methodology to study complex relationships embodied
in process models, data, and prior information, and it is the only method that
allows for explicit incorporation of prior information. Berliner (1996) is often
credited with introducing what has become loosely referred to as the “process
sandwich” as an idealized way of thinking about how to incorporate the informa-
tion contained in a process model into a Bayesian statistical framework along
with (i.e., “between”) the data and prior information. Similar to Eq. 10, the proc-
ess sandwich is:

p (process, parameters |data) o<

p(data | process, parameters) - p (process |parameters) - p(parameters), (11)

and Bayes theorem and (usually) MCMC methodology are applied to learn about
the (unknown or latent) process and parameters via the posterior p(process,
parameters|data). In this context, the process is now modeled as a stochastic
quantity with probability distribution p(process|parameters) with a mean that is
usually specified by a deterministic process model — what we have been calling
the “process model” up to this point. Now, we may refer to the process (probabil-
ity) distribution model or to its mean, the process model. The process model may
describe a theoretical physical process in the form of, say, partial differential
equations, but in its most general form may have some combination of mechanis-
tic, semi-mechanistic, phenomenological, empirical, or stochastic components
that represent, for example, real underlying physiological, ecological, or biogeo-
chemical dynamics.

The process sandwich approach is espoused and illustrated by Wikle and others
in, for example, Wikle et al. (1998), Wikle et al. (2001), and Wikle (2003b); with
much of this work having a spatial or spatial-temporal statistical bent within a geo-
physical application. Wikle (2003a) applies similar methodology in modeling the
spread of the house finch (Carpodacus mexicanus) using a reaction—diffusion partial
differential equation, and Clark and colleagues have applied the approach to a variety
of population and community ecology problems (e.g. Clark 2003; Clark et al.
2003b, 2005). We return to hierarchical Bayesian modeling and the process sandwich
in our examples below.
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4 Example Applications

In this section, we provide some specific examples of Bayesian and hierarchical
Bayesian applications in plant physiological and ecosystem studies. None of the
physiological- and ecosystem-related papers in the literature survey (Table 1, Fig. 1)
employed a complete hierarchical Bayesian framework as defined by Eq. 11. That
is, although many incorporated complex ecological process models, none explic-
itly modeled process error — the process is treated as deterministic rather than
stochastic. Thus, in Section 4.1, we begin by providing our own detailed example
of a hierarchical Bayesian modeling problem using process models of photosyn-
thesis and stomatal conductance with leaf-level gas exchange data. In Section 4.2,
we then highlight three published examples that use (nonhierarchical) Bayesian
methods with informative priors to parameterize complex ecosystem simulation
(process) models.

4.1 Example 1: Leaf-Level Gas Exchange

4.1.1 The Problem

This example builds on a study by Ogle and Reynolds (2002) that focused on
Larrea tridentata (creosote bush), a common evergreen shrub of the hot deserts
of North America (Barbour et al. 1977). Larrea experiences large year-to-year,
seasonal, and diurnal fluctuations in temperature and water availability, yet it
remains metabolically active year-round (e.g. Oechel et al. 1972) due to its abil-
ity to tolerate severe temperature and water stress. Thus, Larrea makes an inter-
esting candidate for studying plant physiological strategies for coping with
environmental stress in field settings. A primary goal of this study was to learn
how temperature acclimation and stomatal control of photosynthesis in Larrea
contribute to its ability to tolerate severe water and temperature stress. Ogle and
Reynolds (2002) combined extensive field data with physiological process mod-
els to tease apart potential mechanisms underlying Larrea’s ability to tolerate
harsh arid conditions.

4.1.2 The Data

Ogle and Reynolds (2002) used an open-system infrared gas exchange analyzer
to measure leaf-level, instantaneous net photosynthesis (Anet), stomatal con-
ductance to water vapor (g), and leaf-internal CO, concentration (Ci). Diurnal
gas-exchange measurements were made on eight shrubs on each of 16 days
throughout the spring and summer seasons in the Chihuahuan desert of New
Mexico. Additional stomatal conductance measurements were made with a
steady-state porometer on 16 shrubs (including the eight above) and 25 days
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Fig. 2 Graphical model (Boxes A—F) and corresponding distribution and process models (Boxes
G-H) associated with the leaf-level gas exchange example in Section 4.1
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(including the 16 days above) to estimate daily maximum conductance (gmax).
Referring to Fig. 2 (Box A), d indexes the day of observation, #(d) refers to the
time of measurement within day d, and j indexes the shrub. Using the notation
introduced in Section 3.1, the dataset includes 934 observations of the triplet
(Anet wi B Ci i d),j)" 218 observations of gmax, , and various biotic and
abiotic covariates that were measured at the same time (see Fig. 2, Box D). See
Ogle and Reynolds (2002) for a detailed account of the field experiment and
sampling design and methods.

4.1.3 The Process Model

Ogle and Reynolds (2002) modified the Hybrid model (Katul et al. 2000) to
describe Larrea’s Ci dynamics. This model is derived from simplified versions
of an A-Ci curve (e.g. see pp 17-19 in Lambers et al. 1998) and a biochemical
model of CO, assimilation (Farquhar et al. 1980; Farquhar and Sharkey 1982;
Farquhar and von Caemmerer 1982). Stomatal conductance is an important factor
controlling Ci. Instantaneous g is modeled as a threshold-type function of gmax
and vapor pressure deficit (VPD) in such a way that agrees with a biophysical
model of how stomata regulate leaf water potential (see Oren et al. 1999; Ogle
and Reynolds 2002); gmax is assumed to vary with plant water stress and grow-
ing temperature. Once the Ci, g, and gmax models are specified, than net assimi-
lation (Anet) is simply given by Fick’s law of diffusion. The coupling of Ci, g,
gmax, and Anet is illustrated in Fig. 2 (Boxes B, C, H), and we cover more details
in the next section.

4.14 Data—Model Integration

We develop a hierarchical Bayesian model to couple the data and process models
discussed above. We provide a detailed discussion of how the conditional modeling
framework established in Section 3 can be applied to the Larrea leaf-level gas
exchange problem. Although this is a specific example, it is representative of the
types of data and process models that are commonly encountered by plant ecophysi-
ologists, and the steps that we discuss here are applicable to a variety of problems.
Of course, in practice, a primary goal of implementing such a framework is to
obtain the posterior distribution of all ecologically meaningful process parameters,
latent variables, and covariance terms that describe errors in observation (i.e.
measurement) and process (i.e. model), thereby updating our understanding of the
underlying physiological system. However, our goal here is to emphasize the means
by which to arrive at the posterior distribution.

Using notation similar to that in Eq. 11, we present the stages of the hierarchical
model. We elaborate on Eq. 11 by (1) partitioning the “parameters” into “process
parameters”, “process hyperparameters”, and “covariance parameters”, (2) renaming
“process” as “latent process” and introducing explicit dependence on the deterministic
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“process model”, and (3) indicating explicit dependence on “covariates”. Thus, the
posterior distribution for all unknown parameters and latent processes:

p(parameters, latent process|process model, data, covariates) - (12)

is proportional to:

p(data |latent process, covariance parameters)- (12.1)
p(latent process |pr0cess model, process parameters, covariates) - (12.2)
p(process parameters|process hyperparameters)- p(covariance parameters)- (12.3a)

p(process hyperparameters)- (12.3b)

The first stage (Eq. 12.1) is the likelihood of the data, which corresponds directly
to p(datalprocess, parameters) in Eq. 11. The second stage (Eq. 12.2) is the sto-
chastic (or probability) model for the “unobservable” latent processes, i.e.
p(process|parameters) in Eq. 11. The third stage (Eqs. 12.3a, b) is p(parameters)
in Eq. 11 and is modeled, using an assumption of independence of process-
related parameters and covariance parameters and applying the hierarchical
specification in Eq. 1 to p(process parameters, process hyperparameters). Notice
that the joint prior is specified hierarchically, and we may want to distinguish
different levels of the joint prior as the “prior” (Eq. 12.3a) and the “hyperprior”
(Eq. 12.3b).

In the following sections, we discuss each of the above stages (Eqs. 12.1-12.3)
in the context of the leaf gas exchange problem. Following Clark (2005) and Clark
and Gelfand (2006), we provide a graphical model that illustrates these stages (Fig. 2,
Boxes A-F), and we also provide a summary of the probability distributions associ-
ated with each stage (Fig. 2, Boxes G-I).

Stage 1

The first stage is represented by Boxes A and G (Fig. 2), which denote the likeli-
hood components of individual observations of (Anet iy Saary Ci,, m)‘ and
gmax, . The gas-exchange instrument software computes “observed” values of Ci
from “observed” photosynthesis rates (Anet), transpiration rates, and stomatal
conductance (g; LI-COR 2004). Similarly, Anet and g are computed from other
measured quantities (e.g. mole fractions of water vapor and CO, and flow rates).
Thus, it seems reasonable to consider the “observation” errors in Ci, Anet, and g to
be correlated, and we assume a multivariate normal distribution for (Anet D
8auary Ci,, d)J)', as given in Box G of Fig. 2 [subscripts d, #(d), and j are omitted for
ease of presentation]. (In fact, the posterior distribution of X supports this assumption.)
Given that a different instrument was used to measure gmax, we assume independence
of gmax observations and use a univariate normal distribution to describe the likeli-

hood of gmax " (Fig. 2, Box G). The likelihood of all data (i.e. Anet, g, Ci, gmax)
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is obtained by multiplying the likelihood components (Fig. 2, Box G) across all
days, shrubs, and times, giving:

p(data = { Anet, g, Ci, gmax }|latent process, covariance parameters) =

A}’leld’,(d)ﬁj Anetd,t(d)A,j
— 2 . 13
HHNO (gmaxd.,j |gmaxd,/"o-gmax) HNO gd,l(d),/' gd,l(d)‘./ ’Z ( )
d j

1(d) ; i
Cld,r(a’)« j Cld‘t(d), j

(see examples discussed with Eqgs. 2, 6). Note that when the data are conditioned

on the true or latent processes (i.e. Anet, g Ci, 8max), as indicated in Eq. 13, then
any remaining unexplained variability should be attributable to measurement error,
and we assume that these errors are uncorrelated across shrubs and time. Although
this is a common assumption, it may not always be appropriate depending on the
measurement instrument used.

Stage 2

The second stage (Eq. 12.2) is depicted by Boxes B, C, D, and H in Fig. 2. Stage 2
embodies the specification of the stochastic and deterministic process models (Fig. 2,
Boxes B, C, H), and we incorporate process error into the stochastic process model
(Box H). The process error accounts for the fact that we are approximating the true
photosynthetic and stomatal dynamics with relatively simple equations that cannot
reproduce the truth exactly. Thus, we model the latent process as the mean process
plus some random process error (see Fig. 2, Box H).

One approach to modeling process errors is to assume that they are independent.
However, if observation errors are also assumed independent, then this may lead to
identifiability problems — i.e. process and observation variance components may not
be disentangled — unless a tight prior is specified for the variance components of the
observation error. Instrument manuals often provide estimates of instrument preci-
sion, which can be used to construct tight (or informative) priors for observation error
variances. In the absence of informative (or informative) priors, identifiability of
process error and observation error variance terms may be facilitated by incorporation
of different error structures for process and observation errors. We cannot possibly
measure and account for all factors affecting the true process, so we cannot model the
true process perfectly via the process mean alone and are led to consider the structure
of the process error. These unobserved factors are almost invariably temporal, spatial,
or biological in nature and usually have little impact on measurement error. Thus, we
may want to incorporate temporal, spatial, or biological structure into the process errors.

In the leaf-gas exchange problem, we did not have sufficient information to con-
struct tight priors for the observation covariance parameters. Thus, for illustration, we
opted to incorporated temporal structure into the Anet, g, and Ci process errors
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(Fig. 2, v, €, and @ in Box H). Based on previous experience (Ogle and Reynolds
2002), we assumed diurnal effects such that each time period within a day gets a
particular random effect (error) that applies to all days. For example, the diurnal
effect at, say, noon is the same for all days — effects do not vary by day. Exploratory
analysis with different temporal error structures suggested the Anet and Ci diurnal
effects were uncorrelated with respect to time. However, the g diurnal effects
appeared autocorrelated, and we used an exponential covariance function — defined
by the variance parameter 0,” and the correlation coefficient p — to describe this
correlation (see Fig. 2, Boxes H, I). The shrub itself is where the physiological
processes are taking place, but shrubs differ in their genetic composition, age, and
growth history. Thus, rather than incorporating additive shrub effects into the process
error, we allow the process parameters themselves (i.e. @j. and Qf. in Box E) to vary
by shrub, with distributions specified in Stage 3. Specification of the deterministic
process model is highly dependent on existing ecological theory, the understanding
of the specific system of interest, and the particular objectives of the study. Process
models have a long history in ecology, and we do not cover details of process model
development. However, the process model is key because it contains important
information about the ecological system, and we illustrate how it is incorporated
into the hierarchical Bayesian modeling framework. In this example, each shrub j
gets a unique process mean (i.e. Fig. 2, Anet, g, C’i, gmax in Boxes C, H) because
the deterministic process models (Box C) depend on the shrub-specific process
parameters (@j. and Qj in Box E). The specific deterministic process models that we
employ in this example are discussed in Section 4.1.3 and their equations are out-
lined in Box H (Fig. 2). The shrub-specific process model parameters (Boxes E, I)
include, for example, maximum potential conductance (‘cj), sensitivity of stomata to
changes in VPD (represented by b()/. and mj), leaf dark respiration rate at 25 °C (R25,~)’ and
so forth (for a list of parameters, see Ogle and Reynolds 2002). The process models
also incorporate the effects of important plant and environmental covariates (see Box
D for specific covariates, Box H for model dependencies on covariates). In this exam-
ple, we assume that the covariates are measured without error, which is probably a
reasonable assumption because there is likely relatively little error associated with
measuring these quantities compared to “measuring” Anet, g, Ci, and gmax. However,
it is fairly straightforward to incorporate errors in covariates into a hierarchical mode-
ling framework (Clark et al. 2003b).

Stage 3

Finally, Stage 3 (Eq. 12.3) involves defining the priors for all parameters (process
parameters, covariance parameters, process hyperparameters; Fig. 2, Boxes E, F, I).
As mentioned above, we lack information on the instrument measurement error and
thus use fairly noninformative (relatively diffuse) priors for the observation covari-
ance parameters (see Wishart for X and gamma for precision term Gﬁm in Box I).
Similarly, we specified noninformative priors for the process error variance param-
eters [see gammas for (Gyz)“, (o), and (0'4)2)‘1 in Box I] and a uniform (flat) prior
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for the correlation parameter p (Box I). All distribution parameterizations follow
Gelman et al. (2004).

As noted in Stage 2, we assume that the process parameters (@j. and Qj, Box E)
vary by shrub. The shrub effects are viewed as coming from population distributions
with means g, and 41, and variances 0,” and o,* (see Box E). For example, O, rep-
resents the shrub-specific process parameters related to the stomatal conductance
models (see f, and f, in Box H), and let us consider one element of 9}., maximum
potential conductance (‘cj). We first note that T, is a positive-valued quantity, and
thus we model log(‘cj) — which can be positive- or negative-valued — as coming from
a population distribution, with mean y_and variance 6%, that describes shrub-to-shrub
variability in T

log(z,)~No (t,.0?) (14)

We assume a priori that the elements of @J. and Qj are independent given (i, i,
0, and 0,7, and thus priors similar to Eq. 14 are specified for each element of @J.
and Qj (Box I). We assume independence of the covariance parameters and the
shrub-specific parameters so that the complete prior in Eq. 12.3a is given by the
multiplication of the marginal priors specified in first three sections of Box I (Fig. 2),
analogous to Stage 1, Eq. 13. Note that the simplifying modeling assumption of a
priori independence does not necessarily imply a posteriori independence.

Finally, we specify the hyperprior (Eq. 12.3b) for the hyperparameters (i.e. i,
U, 0%, 0,7) describing the population distributions of shrub effects. Continuing to
illustrate using T, we specify independent diffuse priors for y_and o? (process
model hyperparameters, Box I), with similar a priori independent priors for the
remaining hyperparameters, and the full hyperprior (Eq. 12.3b) following again by
multiplication of distributions. Note that in most cases, we are actually most inter-
ested in learning about such hyperparameters (population-level parameters); for
example, here, tt, and i, tell us about the physiological behavior of Larrea in general
(we may not be interested in the behavior of a particular shrub).

Now that we have described the various components making up the different
stages of the hierarchical model, some in more detail than others, they may be
combined to yield the full conditional specification in Eq. 12. The resulting model
is rather cumbersome, thus we omit the technical details. Moreover, we imple-
mented the model in WinBUGS, and the WinBUGS environment does not require
one to specify the fully probability model in Eq. 12, but only requires one to specify
each of the conditional components, just as we have done here.

4.1.5 Comments

We do not discuss specific results of the analysis because this is not the objective of
this example, but we would like to address the question: now that we have samples
from the posterior, what to we do with them? We can summarize the posterior results
by computing posterior statistics such as means, variances, and percentiles (a measure
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of “uncertainty”) for each parameter of interest. We may also want to estimate
correlations betweens parameters or to learn about the distributional form of the mar-
ginal posterior distributions. For example, many marginals are often normal-like, but some
can exhibit interesting behavior such as a high degree of skewness or multiple modes.
Multiple modes may indicate indentifiability problems that may be addressed via
tighter priors, reparameterization, or restructuring of related model components. In
principle, we can obtain the posterior distributions for most any ecologically relevant
functions of the parameters, data, or covariates. For example, we could compute daily-
integ_rated photosynthesis from predictions of diur{lal photosynthesis (e.g. Aday =
3, Anet, mj), yielding a posterior distribution for Aday L e could also use the joint
posterior distribution of the parameters within a forward modeling context to learn
how uncertainty in the photosynthesis and conductance parameters are propagated to
model output related to leaf-level gas exchange under, for example, different scenar-
ios of temperature and water stress. We discuss the use of the posterior in forward
modeling simulations in Section 4.2. How does the hierarchical Bayesian modeling
approach compare with other, more traditional approaches? We note that Ogle and
Reynolds (2002) fitted the aforementioned process models to the gas exchange
using a piece-wise approach that proceeded as follows: (1) fit gmax observations to
the gmax process model using nonlinear least squares, (2) fit the g observations to the
g process model using a nonlinear mixed effects (NLME) approach, with the gmax
process parameters fixed at the point estimates obtained in (1), and (3) fit Anet observa-
tions to the Anet process model using a NLME approach, with gmax and g parameters
fixed at the point estimates obtained in (1) and (2). The NLME approach was con-
sidered a fairly rigorous and state-of-the-art approach at the time (e.g. Ogle and
Reynolds 2002; Peek et al. 2002).

In hindsight, this piece-wise approach is unsatisfactory in several ways. First,
standard NLME packages cannot accommodate a multivariate likelihood, thus com-
pelling an assumption of independence of the Anet, g, and Ci observations, but the
posterior distribution of X (Fig. 2, Box G) suggested strong dependence. Second,
uncertainty in parameter estimates could not be propagated from one model fit to the
next. And, third, there were convergence issues with the NLME routines such that
some of the parameters could not be estimated and thus were fixed at “realistic”
values to ensure convergence of the estimates of the other parameters. The hierarchi-
cal Bayesian analysis was not subject to these problems, and more importantly, it
simultaneously integrates all data sources and the interrelated process models.

4.2 Example 2: Use of Prior Information with Process Models

4.2.1 The Problem

In this example, we highlight three studies that discuss and illustrate the utility of
Bayesian methods for parameterizing relatively detailed ecosystem process mod-
els. These models include the coupled hydrologic-nitrogen cycle model SINIC
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(Hong et al. 2005), the ecosystem-level photosynthesis and evapotranspiration model
SIPNET (Braswell et al. 2005), and the forest carbon and nitrogen simulation
model BASFOR (Van Oijen et al. 2005). The primary goal of each study was to
demonstrate how rigorous parameter estimation could be accomplished within a
simple Bayesian framework that incorporates different types of data and prior infor-
mation. Similar across all studies is the specification of priors based on knowledge
embodied in the scientific literature. Each study also addresses the questions: how
“well constrained” are the parameters; how well does the data update prior knowledge
and uncertainty about the parameters; and, how does parameter uncertainty propagate
to model output uncertainty?

4.2.2 The Data

The three studies vary in the types and amount of data that they use to construct the
likelihood. Hong et al. (2005) used long-term (1964-1994) measurements of
annual streamflow and annual streamflow nitrate flux from a watershed located in
the Hubbard Brook Experimental Forest in New Hampshire. Braswell et al. (2005)
used net ecosystem CO, exchange (NEE) data for daily daytime and nighttime
intervals for the period 1992-2002. NEE values were calculated from eddy flux
measurements made at the Harvard Forest Long-Term Ecological Research site in
Massachusetts. Van Oijen et al. (2005) utilized forest inventories from Skogaby,
Sweden that provided measurements of, for example, tree heights, carbon and
nitrogen contents of different plant and soil pools, leaf area index, and net primary
productivity (data from Schulze 2000). In all studies, the data are directly related to
outputs generated by the process models.

4.2.3 The Process Model

Although the three models were constructed for dissimilar purposes and represent
different ecological systems, they are similar in their level of complexity. Each
model contains a series of interrelated equations describing the daily dynamics of
various ecosystem processes of interest, and the process models require a moderately
large number of parameters. For example, SINIC simulates a variety of hydrologic
processes (e.g. evapotranspiration, vertical and horizontal soil water flux, runoff,
groundwater flow) and nitrogen cycling processes (e.g. atmospheric deposition,
mineralization, plant uptake, nitrification, denitrification, horizontal and vertical
fluxes in the soil, discharge to streams; Hong et al. 2005). Twenty parameters are
needed for the hydrologic submodel and 17 for the nitrogen submodel. SIPNET is
derived from the canopy photosynthesis and evapotranspiration model PnET-Day
(Aber et al. 1996), and it models NEE as the difference between respiration and
gross primary productivity. These flux processes depend on 25 parameters related
to the initial pool values, photosynthesis, autotrophic and heterotrophic respiration,
and plant—soil water relations (Braswell et al. 2005). BASFOR is a forest simulator
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that contains 11 state variables representing pools of carbon and nitrogen in
different tree, soil, and litter compartments (Van Oijen et al. 2005). The model
produces a variety of outputs including, but not limited to, time series of the state
variables, net primary productivity, and leaf area index. BASFOR has 39 parameters
related to, for example, initial pool values, carbon allocation, tree morphology,
tissue turnover rates, decomposition, and environmental response functions. All
models require similar climate-related input data such as precipitation, light, and
temperature.

4.2.4 Data—Model Integration

Unlike Example 1 (Section 4.1), none of the three studies couch the Bayesian
data—model integration within a hierarchical framework. The process modeling
stage is based on the deterministic output of the simulation models, and there
are no random effects associated with, for example, different trees, time peri-
ods, or locations. An important element of all three studies, however, is the use
of prior information obtained from the scientific literature. Braswell et al.
(2005) and Van Oijen et al. (2005) implemented relatively wide uniform priors
for all stochastic parameters. The upper and lower bounds were primarily
derived from the literature, but some were based on conventional knowledge or
ranges of values used in other similar ecosystem models (e.g. Braswell et al.
2005). Hong et al. (2005) implemented a set of rules for choosing the type of
distribution and the level of prior uncertainty. Most priors were bounded either
with a uniform distribution (for parameters with high prior uncertainty) or a
beta distribution (for parameters with intermediate prior uncertainty). Normal
distributions were used for those parameters where direct data were available,
and the mean and variance were computed from available data. Hong et al.
(2005) also incorporated logical constraints that eliminated physically or biolog-
ically impossible parameter values. For example, “day of leaf out” must be less
than “day of leaf fall” and “soil water content at field capacity” must be less
than “saturated soil water content”.

4.2.5 Comments

We applaud Braswell et al. (2005), Hong et al. (2005), and Van Oijen et al. (2005)
for introducing and demonstrating the utility of Bayesian data—model integration
methods to their respective communities. The Bayesian parameter estimation
approach that they employed could be easily adapted to a hierarchical modeling
framework, and Braswell et al. (2005) acknowledge that the approach can be
extended to include “structural failures in the model” — or process error as defined
herein. For example, the SIPNET model had difficulty capturing interannaul pat-
terns of NEE (Braswell et al. 2005), indicating that the incorporation of temporal
process error may be appropriate here.
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These studies provide valuable insight into the identification of parameters that
were constrained by the observed data. For example, Braswell et al. (2005) found
that approximately half of the parameters were poorly constrained (little updating
of the prior), or their marginal posterior distributions were concentrated at one of
the edges of the uniform prior, suggesting discordance between prior and data. The
other half were well constrained by the NEE data such that their marginal posteriors
were concentrated inside the uniform prior. Hong et al. (2005) combined a sensitivity
analysis of the SINIC model with a rigorous evaluation of the posterior distribution
to identify key process parameters controling streamflow and steamflow nitrate
flux. Perhaps not surprisingly, they found that, in general, those parameters having
the most influence on the output of the SINIC model were also those that were most
well constrained by the data. They also note that, because the SINIC model is rela-
tively insensitive to some of the other parameters, improved (less uncertain) estimates
of such parameters may not necessarily improve predictions of steam nitrate flux.

How can the posterior distributions of poorly constrained parameters be
improved? Aside from certain types of parameters like, for example, the individual
shrub random effects @j. and Qj of the Larrea example of Section 4.1, more data is
often the answer. But, what kind of data and how much? To answer this question,
one could conduct a statistical experiment similar to that carried out by Van Oijen
et al. (2005). They systematically left out different data sources, reran the Bayesian
analysis, and evaluated the resulting posteriors. This allowed them to identify the
most useful data — for example, tree height growth data were most informative for
the BASFOR model — providing a guide for future data collection efforts. Although
Braswell et al. (2005) constructed the likelihood function based on only one data
source (i.e. computed NEE values), they noted that the incorporation of other data
sources — such as water vapor fluxes, soil respiration measurements, and carbon
stock assessments — would likely improve estimates of poorly constrained parame-
ters. Because the model parameters are associated with a variety of different, yet
interrelated processes, the incorporation of diverse datasets reflecting these differ-
ent processes is expected to refine our understanding of the process parameters and
underlying ecological mechanisms. A primary goal of Bayesian parameter estima-
tion is to produce “good” estimates of the process model parameters that are
informed by information-rich data sources. Given these parameter estimates, one
may wish to use the process model in a series of simulation experiments to explore,
for example, potential effects of environmental perturbations (e.g. altered precipita-
tion, elevated CO,, increased nitrogen deposition) on model behavior, with implica-
tions for real system responses. As mentioned earlier, such simulations are often
referred to as “forward modeling,” but the incorporation of the Bayesian parameter
estimates adds a new and improved (i.e. data- and prior-informed) dimension to this
predictive modeling approach. For example, we could carry out Monte Carlo simu-
lations whereby process parameters are drawn from the joint posterior distribution,
input to the process model, a process model simulation is initiated, and the resulting
output is stored. Repeated simulations are conducted and distributions of simula-
tion outputs — induced by the posterior distribution of the process parameters — can
be evaluated. Drawing parameter values from the joint posterior distribution
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preserves important correlations between parameters, and Monte Carlo simulations
that draw parameters independently (e.g. from the priors) are likely to draw
“biologically unrealistic” combinations and greatly over-estimate model output
uncertainty (see Van Oijen et al. 2005).

5 Final Remarks

We conclude with three sections on various issues that we consider important to our
treatment of hierarchical Bayesian statistical modeling of complex ecological systems.
Section 5.1 discusses the relevance of this modeling framework to the issue of scaling
in plant physiological and ecosystem ecology. Section 5.2 provides some practical
computational suggestions and a brief discussion of convergence diagnostics and
model checking. The final section (5.3) offers some direction on statistical education
and practice.

5.1 Scaling Plant Physiological and Ecosystem Ecology

One particularly exciting aspect of the hierarchical Bayesian modeling framework
is the potential to link plant and ecosystem processes that span a range of temporal,
spatial, and biological scales. For example, we may want to learn about the underlying
mechanisms controlling carbon fluxes and stocks at different scales — spanning
leaves, canopies, soils, and whole-ecosystems — and how mechanisms operating at
one scale may feed back to another scale. Process models are very useful tools for
linking mechanisms across scales (Rastetter et al. 2003), but a rigorous coupling of
such models with data that also span a range of scales is generally lacking.
Importantly, the process models contain ecologically and biophysically meaningful
parameters related to scale-dependent mechanisms, and some parameters may even
be important to scaling from one level to another. A hierarchical Bayesian integration
of process models and datasets spanning different scales provides a method for
obtaining “good” estimates of these process parameters.

For example, consider linking leaf-level gas exchange (fast, small scales), ecosystem
carbon fluxes (fast, larger scales), and ecosystem carbon stocks (slow, larger
scales). We may have data related to each of these processes, such as measurements
of leaf-level photosynthesis, canopy-level gas exchange, soil respiration, net
ecosystem exchange, and soil carbon stocks. We could use the conditional specifi-
cation introduced earlier to write, for example, the likelihood of the carbon stock
data given latent carbon stocks (predicted by an ecosystem carbon cycle model; part
of Stage 1, Eq. 12.1), the distribution of latent carbon stocks given latent soil respi-
ration, latent net ecosystem exchange, and latent initial carbon stocks (part of Stage 2,
Eq. 12.2), the likelihood of the net ecosystem exchange data given latent net
ecosystem exchange (part of Stage 1), and so forth.
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Note that data related to a specific process are conditioned on the associated
latent process, as described in Section 4.1 (Fig. 2, Box G). Here, we may assume
that the different types of observations (data) are conditionally independent given
the latent processes such that Stage 1 can be written as:

p (data|latent process, ...)=
p (carbon stocks data |latent catbon stocks, ...) X
p (net ecosystem exchange data|latent net ecosystem exchange, ...) X

X
p(photosynthesis data|latent photosynthesis, ...), (15)
where “...” refers to “covariance parameters.” Likewise, the explicit linkage of proc-

esses operating at different scales is achieved in Stage 2 (Eq. 12.2), and we can also
use the conditional specification (“modeling locally”) to decompose the latent process
model in Eq. 12.2 into a hierarchy of conditional latent process models, for example:

p(latent process|...)=
p(laent carbon stocks|latent soil respiration, latent net ecosystems
exchange, latent initial stocks, ...) X
p(latent net ecosystem exchange|latent soil respiration, latent
photosynthesis, ...)x

X
p(latent photosynthesis|...), (16)
where, here, “...” is short-hand for “process model(s), process parameters, covari-

ates.” Note, the latent processes depend on ecological process models and process
model parameters, in addition to other covariance parameters associated with proc-
ess error. The final product is a full probability model from which we get the pos-
terior distribution of all unknown quantities, including latent processes and process
parameters, allowing inference about mechanisms operating across different scales
and governing whole-system behavior.

5.2 Implementation Issues

Many hierarchical models may be “fit” using specialized software packages as men-
tioned in Section 3.3. For Bayesian computations, we recommend using WinBUGS
when possible because the language is relatively transparent and development time is
usually short enough to justify the longer run-times typical of a high-level, specialized
language. One of the advantages of WinBUGS is that it does not require specification
of the details of sampling from the posterior. However, the complexity of the problem
may not be amenable to implementation in WinBUGS (e.g. the simulation models
discussed in Section 4.2 cannot be accommodated by WinBUGS) or run-time may be
prohibitive and other options may be more suitable. For example, R and MATLAB
(The MathWorks) are less specialized, but still convenient enough to keep production
time reasonable. If run-time is still prohibitive, then a language like C, C++, or Fortran
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may be worth the extra development time usually required of these lower-level, but
generally faster languages. Often a model may be coded in a higher-level language
first, followed by a faster running lower-level version. This dual approach can provide
results with a relatively small initial development investment and can serve as a means
to check code and results between the two implementations.

There are other important issues that we have avoided thus far but deserve some
discussion. In particular, we should mention something about convergence and model
checking. Convergence refers to iterative algorithms used to sample from the posterior
distribution. Many of these algorithms do not immediately obtain parameter values
from the posterior, requiring some number — often many thousands — of iterations
before samples can be reasonably assumed to come from the posterior distribution.
Visual and other standard diagnostics are available to assess convergence (e.g.
Cowles and Carlin 1996; Brooks and Gelman 1998). Sometimes, apparent convergence
issues may be due to nonidentifiability problems that may be resolved by re-parame-
terization or by the introduction of more informative priors. Also, the efficiency with
which the posterior parameter space is explored does vary. One solution to a poorly
efficient sampling algorithm is simply to let the sampling algorithm continue for a
large number of iterations — which may take days, weeks, or months! When run-time
is of the essence, substantial energy and experience may be required to devise
more efficient sampling strategies (see Gamerman and Lopes 2006).

In principle, once the probability model is specified, inference is fully prescribed
via Bayes theorem. This is the strength of Bayesian inference. But this is completely
model dependent. So, how can we be sure that we have a “good” model? Of course,
“model” refers to any component of a hierarchical model including the likelihood,
prior, and any intervening hierarchical structures, including, for example, the process
model. Addressing this question requires “model checking” tools, including, for exam-
ple, evaluating the sensitivity of the posterior to the prior specification, constructing
plots of observed vs predicted (e.g. Anet AL Anet s in Section 4.1) to evaluate
model goodness-of-fit (e.g. Ogle et al. 2006), comparing posterior predictive abilities
of competing models (e.g. using DIC; Spiegelhalter et al. 2002), and evaluating param-
eter identifiability by comparing prior vs posterior distributions (Braswell et al. 2005,
Hong et al. 2005). Many standard model-checking methods are described by Gelman
et al. (2004). Finally, we mention the use of synthetic data generated from models with
known parameter values, which can be compared with the posterior distribution
obtained by subjecting the synthetic data to the hierarchical Bayesian modeling frame-
work (see e.g. Ogle et al. 2004, Braswell et al. 2005).

5.3 Thoughts on Statistical Education and Practice

In his commentary on the Bayes/frequentist “roadmap” for the future of statistics
as a discipline, Little (2006) concludes with three primary suggestions on future
directions for statistics education and practice. Although aimed at statisticians, we
believe Little’s suggestions are more broadly relevant to include statistics as taught



Bayesian Data—Model Integration in Plant Physiological and Ecosystem Ecology 307

to and practiced by ecologists, including the hierarchical framework emphasized in
this paper.

1. Given the current prominence of Bayesian statistics in science, Bayesian statistics
must be taught, beginning at the undergraduate level. Our experience is that the
vast majority of statisticians have little to no formal training or professional interest
in Bayesian statistics and, consequently, have been slow to incorporate Bayesian
methods into the statistics curriculum. Ecologists can help to change this by
encouraging their statistician colleagues to teach Bayesian statistical methods.

2. More emphasis should be given to statistical modeling over the methods. We
suggest that this include instruction on development of graphical models and
their associated probability models, something we only briefly mention in
Section 3.1 (for more discussion on graphical and hierarchical modeling, see
Clark and Gelfand 2006). We need to provide students and researchers with the
tools to allow complex problems to be solved rather instructing them on how to
design a study to fit a relatively restrictive analysis framework.

3. More attention should be devoted to assessing model fit. Model-checking typi-
cally involves comparisons of predictions to observed data, i.e. to empirical
evidence, and in the case of a Bayesian model, includes comparison of posterior
quantities to our current knowledge about the parameters. In as much as the
models that we discuss here serve as scientific hypotheses, model-checking is
then vital to their use in the inherently empirical enterprise of the scientific
method. We believe this to be especially important for the complex models
discussed in this paper.
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Abstract The remarkable richness in biodiversity of various African mountain systems
poses several problems, which are difficult to solve in terms of Quaternary vegetation
history and palaeoecology because, regrettably, good archives which go far back into
the past are repeatedly lacking there. These archives should inform us about: (a) how
climate and vegetation might have changed there during the Quaternary; (b) whether
palaeoclimatic changes had simultaneously happened everywhere in Africa and, if so,
whether these changes had always followed identical tendencies; (c) and — last but not
least — at which time and with what consequences a remarkable impact of man on his
environment began. For solving these problems the biological and sedimentological
contents of deep-sea cores are used, as well as all available palacoecological tracers on
land. Tt will be seen that — in general — a better knowledge exists only for certain phases
of the Last Glaciation and for those of the Holocene, and that still only little information
exists on the timing of the first remarkable human impact on his environment in differ-
ent regions, although the history of mankind in Africa goes back into the distant past.

1 African Biodiversity

Mutke and Barthlott (2005) showed that the African biodiversity centres of mosses
and ferns are situated in the Cape Region of South Africa and in eastern Madagascar,
whereas according to Barthlott et al. (2005) the African centres of vascular plants —
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in general — are found in Cameroon—Guinea, with the Mt. Cameroon and the
Guinean sub-centres, within the Lake Albert Rift Valley, in Maputuland and
Pondoland, in the Cape Region and in Madagascar as well. The Quaternary histories
of climate, vegetation and human impact on his environment in these centres will
soon be intensively studied. In contrast, McClean et al. (2005) investigated the
interrelations between plant biodiversity and climate change, concentrating their
efforts on African plant species, which occur to the south of 27° N. It is suggested
that the modern distribution patterns of the 5197 species studied are caused by
natural processes only. Regrettably, this means that the history of human influences
on these distribution patterns is not considered. Yet it is calculated how these
distribution patterns will change up to 2085, if the atmospheric concentrations of
important greenhouse gases increase. Kier et al. (2005) studied changes in the
global patterns of plant biodiversity, which might depend on density changes of
human populations, on man-made land transformation, electric power and transport
infrastructures. Yet in eight out of 14 biomes no distinct interrelations between
“human footprints” and plant species richness could be observed. Knowing what
happened in Europe since the beginning of agriculture, this is rather astonishing.
Finally Kiiper et al. (2004) investigated the African “hotspots” of biodiversity,
defining hotspots as regions with a high plant biodiversity and a strong human
impact. However, what is a strong human impact? From the following it can be
seen that, in the past, primitive agricultural practises and overgrazing by probably
small herds had repeatedly a strong and disastrous influence on the ecological
situation in various regions of Africa.

2 Deep-Sea Cores as Archives of African Vegetation
History and of Palaeoecology

In Africa the number of suitable archives of Quaternary vegetation history is still
restricted. This holds for the number of sites studied as well as for the time span
which could be investigated until now. Thus, it is quite reasonable that deep-sea
cores, obtained off the coasts of Africa, have become very interesting for Quaternary
palaeoecology. However, sporomorphs, which have been transported by winds or
rivers from the continent into the ocean will not be immediately deposited on the
sea-floor but they will probably be dislocated and also to some extent be changed
by the ocean’s currents. Thus, it becomes important to see what is known about the
history of these currents and moreover about the distribution of suitable marine
sites, where pollen and spores might be deposited. Bylinskaya and Golovina (1990)
described the Quaternary stratigraphy of 11 cores, obtained between the Cape
Verde Islands and the Mid-Atlantic Ridge. In general the cores seem to be rich in
floral and faunal remains. The dating was done by palacomagnetic investigations
and Blazhchishin (1978) produced an interesting map of Holocene sediments of the
tropical and subtropical Atlantic Ocean. In view of the African palaeoecology, the
Cape Verde Islands are of great interest. Pushcharovskij et al. (1989) showed that
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deep sea cores are strongly influenced by post-sedimentary disturbances, caused
both by tectonics, sliding on steep submarine slopes as well as by carbonate solution.
Thus the biological remains of 11 deep-sea cores there are badly distorted.
Gorshkov et al. (1977) published very interesting maps of deep-sea currents of the
Atlantic and the Indian Ocean, which might become important for a correct
interpretation of marine palynological data. All these efforts are concentrated on
modern times. However, Upper Quaternary changes of these marine currents have
also repeatedly been investigated. For the tropical eastern Atlantic Ocean see Holl
and Kemle von Miicke (2000), for the southeastern Atlantic Ocean off the coasts of
Namibia see Dingle et al. (1996), Schmiedl and Mackensen (1997) and Kirst et al.
(1999). Based on the analysis of the presently prevailing plankton foraminifera
communities, Little et al. (1997) described changes of marine currents during the
past 160 000 years, including the upwelling phenomenon off the coasts of Namibia.
It is assumed that communities of the past, which were dominated by only one
species or subspecies, had the same ecological requirements as related modern
communities. But is it true that the ecological “requirements” of these taxa have
remained constant, if the composition of the communities might have changed
during the course of time?

Hooghiemstra et al. (2006) comprehensively analysed the Upper and Middle
Quaternary West African vegetation history, based on pollen analyses of several
deep sea cores and on the present-day distribution patterns of sporomorphs on land
and in the bottom surfaces of the East Atlantic Ocean. Additionally, wind systems
at various elevations above ground and ocean currents at various depths were duly
taken into consideration. It turns out that, on land and in the marine bottom sur-
faces, the modern distribution patterns of the Sudanian, the Sudano-Guinean and
the Guinean pollen taxa correspond quite well with each other, while the European
Mediterranean, the Saharan and the Sahelian taxa are transported much farther to
the south in the ocean than on land. In this respect it is noteworthy that, according
to Rognon and Coudé-Gaussen (1992, 1996) the near-surface wind systems of vari-
ous northwest African regions and those of the atmosphere’s upper levels have fol-
lowed quite different patterns since the last glacial maximum (LGM), which of
course, significantly influences pollen transport there. In northwest Africa, strong
changes in the geographical positioning of the boundaries between main plant geo-
graphical entities of the Middle and Upper Quaternary periods were intensively
analysed by Hooghiemstra (1988, 1996), Dupont (1993), Dupont et al. (1996) and
Hooghiemstra et al. (2006), although the dating quality of interesting stratigraphical
levels sometimes is not very convincing (Hooghiemstra 1988). When the climate
became drier during Miocene and Pliocene times, the wooded West African savannah
replaced the evergreen forests there. Dupont (1993) and Hooghiemstra (1996) as
well as Frédoux (1994) and Hooghiemstra et al. (2006) could show that the tropical
rain forest seems to have existed in mountain systems of western Africa even
during stadials of earlier glaciations, yet that this vegetation type did not survive
the last glaciation there. In contrast, Podocarpus-dominated vegetation types,
which are now characteristic elements of high-mountain vegetation belts in central
Western Africa, moved strongly downwards from northern Angola to the Guinean
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mountains at the end of the last but one glaciation within the region and again dur-
ing the stadials of the beginning of the last glaciation, but that during the LGM they
were restricted to the mountains of the Congo basin and Cameroon (Dupont et al.
1996). This points to the possibility of a different species composition of exacting
plant communities within glacial refuge areas during various cold-climate periods
of the Quaternary. Regrettably, up to now, this problem has not been analysed, but
it is interesting that, in the relevant pollen diagrams by Jahns (1996), the following
modern tropical rain forest taxa could not be found in marine sediments of the
Congo fan, dating from stadials of the preceding glaciation and the LGM: Cestis,
Diospyros, Manilkaro type, Trichilia, + Sesbania, Rauvolfia, + Lophira, Elaeis,
+ Allophyllus, Flacourtia, Tapinanthus and Crudia. The same holds for plants of
the transitional and dry forest, like Burkea, Brachystegia, Sauvagesia and
Daniellia. The problem is whether this situation is only caused by poor pollen
production and insufficient pollen transport, or whether these taxa were missing
in the existing vegetation types during that time. To answer this question many
more analyses like those of Lézine and Vergnaud Grazzini (1993) and Dupont
and Weinelt (1996) are required. Nevertheless, it is questionable whether Lézine
and Vergnaud Grazzini (1993) are right in suggesting that the high numbers of
pteridophyte spores in sediments of the LGM off the coast of Ghana point to the
former existence of forests on the nearby coasts, since an over-representation of
fern spores, together with a small total number of pollen counted very often
points to a secondary enrichment of these very resistant microfossils. It is interest-
ing to note that evidently the Niger River sedimented much more terrestrial mate-
rial on its fan during stadials of the last two glaciations than during warm-climate
periods, because vegetation covered much more of the land surfaces during the
latter than during stadials (Zabel et al. 2001).

Shi and Dupont (1997), Shi et al. (2000) and Dupont and Behling (2006) made
a pollen analysis study of the Upper Quaternary vegetation history of southwestern
Africa, together with the history of the adjacent ocean currents from deep-sea cores.
Shi and Dupont (1997) contributed a wealth of most interesting information, par-
tially given in maps, showing important steps of vegetation history during the past
300 000 years. Regrettably, zonation and dating of the pollen diagrams only
follows that of the 8'®0 curves of the ocean’s plankton foraminifera. It may be
questioned, whether this type of dating is reliable enough since, most of all, vegeta-
tion history on land is not always directly connected with only climate history, if
complicated migrations of the involved taxa took place. Further, Shi and Dupont
(1997) suggested that the Afromontane Forest was intensively cleared by man dur-
ing the Upper Holocene. This problem of the onset of a remarkable human impact
on the African vegetation will be discussed below. In contrast, Shi et al. (2000)
made a pollen analysis investigation of a deep-sea core which had been obtained in
front of the mouth of the Cunene River, northwestern-most Namibia. It spans the
past 21 000 years (nine “C AMS data). Evidently, in this region there were two
important phases of aridity: 21 000 to 17 500cal BP, and 14 300 to 12 600cal BP.
Both of these phases were characterized by a strong upwelling of the Benguela
Current. Finally, there was a third phase of arid climate, from 11 000 to 8900 cal
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BP, in which upwelling was reduced. It could be shown that the beginning of
climate warming happened there at about 17 500cal BP, i.e. much earlier than the
Bglling-Allergd phase, and that the second phase of an extremely arid climate
(14 300 to 12 600 cal BP) occurred much earlier than the beginning of the Younger
Dryas period. From this it is concluded that there were strong regional variations
in the influence of the ocean’s thermohaline circulation. This was confirmed by
Dupont and Behling (2006), who could show that, at least during late-glacial and
early Holocene times, the vegetation history in western Angola and in northwestern
Namibia differed remarkably from each other. All these observations fit very well
into the picture of the Upper Quaternary palacoecological changes in South Africa
which will be discussed in Section 5.

3 Quaternary Palaeoecology of Northern Africa
and of its Surroundings

Reconstructions of former vegetation patterns are meanwhile strongly improved by
investigations on the modern pollen deposition in various parts of northern and
central Africa. Lézine and Edorh (1991) studied the West African Sudan, showing
that single surface samples taken at only one site can be rather misleading. A similar
comprehensive study for southern Arabia is available from Lézine et al. (1998).
Vincens et al. (1997) analysed a wealth of surface samples originating from the
main plant geographical formations of western Uganda; and DeBusk (1997)
analysed 54 surface samples from Lake Malawi, together with 12 samples from its
surroundings. Again it could be shown that water transport within the lake seriously
impedes the correct reconstruction of former vegetation types.

For the LGM, Anhuf (1997) and Anhuf et al. (2006) mapped the central and
north African vegetation. It could be shown that, at that time, the tropical rain forest
in west and east Africa had retreated to small areas of higher mountain systems and
that these refuge areas were more extended than Frenzel et al. (1992) suggested.
Some problems related to this question have already been discussed in Section 2.
At any rate, during full-glacial times, the hyper-arid parts of the Sahara were much
larger than they are now. Yet the Late-Glacial and early Holocene climate amelio-
ration first began at higher elevations in the eastern Sahara (Pachur and Wiinnemann
1996) and — somewhat later — in the northeastern par