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In Belgium, theoretical chemistry began more than

50 years ago, with an initial focus on quantum chemistry,

which gradually developed into a general interest in dif-

ferent domains of theoretical chemistry. In the Florilège

des Sciences en Belgique [1], Louis d’Or cites as founding

members of quantum chemistry in Belgium: Jean-Claude

Lorquet at the Université de Liège, Georges Leroy at the

Université catholique de Louvain (UCL), Georges Ver-

haegen at Université libre de Bruxelles (ULB), Luc Van-

quickenborne at Katholieke Universiteit Leuven (KUL),

and Piet van Leuven at Antwerpen (RUCA).

Nowadays, Belgium counts around 200 theoretical

chemists, spread over 10 universities (Fig. 1). This special

issue includes contributions from the different theoretical

chemistry groups, illustrating the diversity and richness of

the field whereas this Editorial is the occasion to sketch

some aspects of the evolution of quantum chemistry and

theoretical chemistry in our country.

Key elements in the developments of the field have also

been the collaborations, the creation of working groups,

and the organization of conferences, of which the two-

yearly meeting Quantum Chemistry in Belgium, that was

the stimulus for preparing this special issue. The first issue

of the meeting took place in 1995 at the University of

Namur, and during the last 17 years (1996 in Leuven, 1997

in ULB, 1999 in Antwerpen, 2001 in Liège, 2003 in Ghent,

2006 in Mons, 2008 in Hasselt, 2010 in Louvain-la-Neuve,

2012 in VUB), it has been organized in all the universities.

The second round will start in 2014 in Namur.

Progresses in theoretical chemistry have always been

associated with the development of computational resour-

ces, from more local architectures to the larger centers

recently installed in the two regions of the country, the

Vlaams Supercomputer Center and the Consortium des

Équipements de Calcul Intensif (CÉCI). Theoretical

chemistry in Belgium has over the years largely benefited

from funding by scientific agencies such as the Fonds voor

Wetenschappelijk Onderzoek (FWO-Vlaanderen) and the

Instituut voor Wetenschap en Technologie on the Flemish

side, the Fonds de la Recherche Scientifique (F.R.S.–

FNRS) and the Fonds de la Recherche pour la Formation

dans l’Industrie et dans l’Agriculture on the French

speaking side, as well as the Belgium Science Policy Office

at the national level.

Published as part of the special collection of articles celebrating
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1 University of Antwerp

The Universitaire Instelling Antwerpen (UIA) was founded

in 1971. On October 1, 2003, it became part of the Uni-

versity of Antwerp (UA) which united RUCA (State Uni-

versity Centre Antwerp), UFSIA (University Faculties

Saint Ignatius Antwerp) and UIA (University Institution

Antwerp). Since the foundation of the UIA, research using

quantum chemical methods has been performed in the

‘‘Structural Chemistry’’ group led by H.J. Geise working

on electron diffraction (ED) and by A.T.H. Lenstra work-

ing on X-ray diffraction. At that time, mainly semi-

empirical calculations such as MINDO/3 were performed

to assist in the interpretation of the experimental data with

these techniques. C. Van Alsenoy joined this group in

1978. During this period, structural chemists became aware

of the enormous potential of P. Pulay’s force method in

their research field. With this in mind, C. Van Alsenoy

went to the USA for two postdoctoral stays, the first one

with L. Schäfer at the University of Arkansas and the

second one with J. Boggs at the University of Texas (at

Austin) where he worked under the guidance of P. Pulay

for a period of 6 months. During this period, the basis for

the Multiplicative Integral Approximation (MIA) was

established, which later evolved into the Multiplicative

Integral Approach.

When C. Van Alsenoy returned to the University of

Antwerp, research in the group of quantum chemistry was

directed mainly along two lines. A first purpose was to make

the Molecular Orbital Constrained Electron Diffraction

(MOCED) approach routinely available to people doing

Electron Diffraction in the group. In the MOCED approach,

differences in bond lengths and vibrational amplitudes from

ab initio (HF) gradient calculations were used as constraints

in the refinement of ED-experimental data. A code was

thereby set up to do geometry refinements, force field, and

vibrational frequency calculations, along with normal-mode

fitting. The second line of research involved the further

development and implementation of the MIA into Pulay’s

TEXAS quantum chemical package. This code, after further

refinement and optimization, evolved into the program

BRABO, a package which besides enabling SCF (HF and

DFT) calculations in parallel also contains software to relax

the molecular structure in geometry optimization, to con-

struct clusters based on fractional coordinates and space

group symmetry, to calculate and plot molecular density

(-difference) maps, and to partition molecular quantities

using the Hirshfeld approach.

To date, the MIA approach can be applied routinely in

HF and DFT calculations as well as CPHF and CPKS

calculations of polarizabilities and NMR chemical shifts.

These developments were used in numerous studies,

among others for unraveling the structure of the crambin

peptide. At the time, this achievement was recognized by I.

Levine in his book ‘‘quantum chemistry’’ as the largest

ever performed quantum chemical calculation. Other

studies involved cluster calculations in order to explain

structural differences and vibrational frequency shifts in

molecules between the gas-phase and the crystal-phase

structures, depending on the space group. Another impor-

tant and more recent line of research in C. Van Alsenoy’s

research group is devoted to the study and use of the

Hirshfeld approach for partitioning molecular properties

such as total charge distributions, molecular polarizabilities

Fig. 1 Map of Belgium

representing the cities where the

different universities discussed

below are located
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as well as the total molecular energy into atomic contri-

butions, at various levels of theory (HF, DFT, and MP2). A

very promising extension along these lines of research is

the use of Hirshfeld partitioned quantities of multipole

polarizabilities in the study of dispersion effects comple-

menting DFT calculations.

In parallel to the work by C. van Alsenoy, research by

Renaat Gijbels and Annemie Bogaerts in Antwerp led over

the years to the foundation of an interdisciplinary research

group ‘‘PLASMANT’’ (Plasma, Laser Ablation and Sur-

face Modeling—ANTwerp) where theoretical chemistry

also forms an important line of research. R. Gijbels started

his PhD work at Ghent University in 1961, in the research

group of J. Hoste, which later evolved to the Institute of

Nuclear Sciences. His topic was the determination of traces

of noble metals in other, high-purity noble metals, via

neutron activation analysis (NAA). After a few years, D.

Desoete and R. Gijbels, together with J. Hoste, embarked

on the preparation of a monograph on Neutron Activation

Analysis. R. Gijbels took care of the more ‘‘fundamental’’

chapters and realized that NAA practitioners were not

enough aware of a number of basic concepts, elastic and

inelastic scatterings, excited states and metastable states,

among others. So, he started to study and to clarify these

concepts in the book. As a consequence, a number of PhD

works started in the group, for example, for the determi-

nation of average cross-sections of so-called threshold

reactions induced by fission neutrons, by J.P. François (see

his contribution at the University of Hasselt).

R. Gijbels continued to follow this double track: theory

and different practical applications by NAA in a variety of

nuclear reactors. Modeling received again a boost with the

arrival of a postdoc from the Hungarian Academy of Sci-

ences, A. Vertes who started a 1-D model for laser-solid

interaction. Another even more fruitful line of research

started with the arrival, in 1986, of Jan M. L. Martin for his

master thesis in Antwerp. R. Gijbels had seen a large

variety of carbon cluster ions in spark source and laser

induced mass spectra, and wondered what their structure

could be. J. Martin performed quantum chemical calcula-

tions to model these clusters, in close collaboration with

J.-P. François, at the University of Hasselt.

In 1993, A. Bogaerts joined the group as a PhD student,

and she developed a computer model for a glow discharge

plasma, used as an ion source for glow discharge mass

spectrometry. After finishing her PhD thesis in 1996, she

became an FWO postdoc in the group and started a sub-

group on plasma modeling, also for other applications than

analytical spectrometry (see below). This group was

gradually growing, and new activities started, that is, on

classical molecular dynamics simulations for plasma–sur-

face interactions (in 2001) and on modeling for laser

ablation (i.e., laser–solid interaction, plume expansion, and

plasma formation) (in 2002). In 2001, A. Bogaerts was

prize winner of the Royal Flemish Academy of Belgium

for Sciences and Arts. In 2003, she was appointed as a

professor. After the retirement of R. Gijbels in 2004, the

group was renamed as ‘‘PLASMANT’’. In 2011, E. Neyts,

who made his PhD and postdoctoral work in the group on

molecular dynamics (MD) simulations for plasma deposi-

tion of coatings and carbon nanotube growth, respectively,

started in the group as a tenure track professor.

Currently, the group consists of about 20 people (PhD

students and postdoctoral researchers; under the supervi-

sion of A. Bogaerts and E. Neyts, and one technical-

administrative coworker). As the name says, the group is

mainly performing computer modeling for (i) plasmas, (ii)

laser ablation (laser–surface interactions), and (iii) plasma–

surface interactions. The first two fields are under the

supervision of A. Bogaerts, whereas the third topic is under

the supervision of E. Neyts, especially the combination of

modeling both the plasma itself and its interaction with

surfaces gives the group a unique expertise.

Theoretical chemistry activities in the University of

Antwerp are discussed in the papers by Geldolf et al. [2]

and by Neyts and Bogaerts [3] of the present issue.

2 Free University of Brussels

2.1 Université Libre de Bruxelles (ULB)

Quantum chemical research at the Université Libre de

Bruxelles started in the mid-sixties. In 1965, Reginald

Colin (RC) and Georges Verhaegen (GV) completed their

PhD theses in high-temperature chemistry in the Labora-

tory of P. Goldfinger. The main characteristic of these

studies was the discovery of numerous new molecules by

mass spectrometry. It was the urge to learn more about the

structure of these new species that determined the fields of

postdoctoral studies they both chose: RC went to the

Herzberg Institute in Ottawa to work with A.E. Douglas in

Molecular Spectroscopy; GV went to the ‘‘Centre de

Mécanique Ondulatoire Appliquée’’ (CMOA) of R. Dau-

del in Paris to work with C. Moser in quantum chemistry.

The first publications of GV in this emerging field con-

cerned the molecules BeO and MgO, both treated in his

thesis.

Ab initio calculations have always demanded, and still

demand, the largest possible computing possibilities, both

in terms of speed and capacity. Back from the CMOA, the

available computer in the ULB-VUB Center was then an

IBM 650, much too small to accomplish anything, but a

moderate LCAO-SCF calculation on very small atoms.

Therefore, after discussions with the FNRS, GV was able

to set up the then well-known SCF diatomic molecular

Theor Chem Acc (2013) 132:1372
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program of Nesbet on the large computer of the Darmstadt

Center. At the time, a quantum chemistry calculation meant

sending by post perforated cards and waiting around a

week to receive the listings of results back—converged or

not! Fortunately, things improved rapidly, and calculations

could then be carried out on the CDC computer main-

frames newly installed at ULB. Nevertheless, in order to

predict theoretically meaningful results, the Hartree–Fock

results are insufficient, and for most properties, correlation

effects need to be considered. Since the ab initio calcula-

tions involved were much too extensive for the available

computers of the time, GV and his students developed an

original atom-in-molecule approach to insert correlation

effects in the results. Indirectly, this prompted the begin-

ning of studies in theoretical atomic physics in the labo-

ratory. G. Verhaegen was continuously deeply involved in

getting the adequate computer resources to perform state-

of-the-art calculations. Rector of ULB (1986–1990), he

looked for partners interested in using or promoting the

access to the first supercomputer of the country. The FNRS

launched a stimulus program, leading to the inauguration of

the CRAY X-MP/14 installation at the VUB/ULB Com-

puting Center in 1989.

From the early start, G. Verhaegen’s successors Jacques

Liévin (JL) and Michel Godefroid (MG) and their students

have greatly developed both the quantum chemistry (JL)

and atomic physics (MG) fields of research in the labora-

tory. Later on (1990), Nathalie Vaeck (NV) also contrib-

uted to the atomic physics field before opening an original

research line in quantum dynamics. The three permanent

members (JL, MG, and NV) of the ‘‘Quantum Chemistry

and Atomic Physics’’ theoretical group of the ‘‘Chimie

Quantique et Photophysique’’ Laboratory developed

numerous fruitful international collaborations and net-

works. Their various research activities are illustrated in

Cauët et al.’s [4] contribution to the present issue. The

contribution of Brian Sutcliffe, who has been a visiting

professor in the group since 1998, focuses on formal

aspects related to the concept of rovibrational hamiltonians

and potential energy surfaces [5].

2.2 Vrije Universiteit Brussel (VUB)

The VUB offered a compulsory course on basic quantum

mechanics and an introduction to quantum chemistry from

the start of the chemistry curriculum in the early sixties.

These lectures were given by André Bellemans, a former

student of Nobel Laureate Ilya Prigogine at the ULB and

still one of his collaborators at that time, specialist in sta-

tistical mechanics. In 1974 when Bellemans resigned from

his VUB charge, Henk Lekkerkerker was appointed for

teaching the complete range of theoretical physical chem-

istry courses (including thermodynamics and quantum

mechanics). His teaching was as excellent as that of his

predecessor, but just like André Bellemans the main part of

his research was not devoted to quantum chemistry. In

1985, he changed his Full Professorship at the VUB for the

position of head of the prestigious Van’t Hoff Institute in

Utrecht (where he previously obtained his master degree).

Since the late sixties, Hubert Figeys, a pupil of the famous

ULB organic chemistry Professor Richard Martin, gave a

small elective course on Theoretical Organic Chemistry,

followed among others by Paul Geerlings and Christian

Van Alsenoy during their Master studies. Both of them

graduated with him and finished their PhD in 1976 and

1977, respectively, on theoretical aspects of IR and NMR

spectroscopy. Whereas C. Van Alsenoy left the VUB soon

after to join Herman Geise’s structural chemistry group in

Antwerp, P. Geerlings stayed at the VUB and was

appointed for the Quantum Mechanics and Theoretical

Organic Chemistry Courses in 1985. He started a research

group, which at the end of the eighties fully concentrated

on theoretical and applied aspects of Density Functional

Theory, with particular attention to conceptual or

‘‘Chemical Reactivity’’ DFT. Once appointed as full-time

professor in 1990, as successor of Louis Van Hove as

director of the General Chemistry Laboratory, his group

grew quickly, also under the impetus of two young PhD

students, Wilfried Langenaeker and Frank De Proft. For

more than 20 years, now his group is responsible for all

teaching activities around quantum chemistry, molecular

modeling … (besides the basic course in General Chem-

istry for the Faculty of Science and, until 1997, the Faculty

of Medicine). Meanwhile, F. De Proft became professor

and codirector of the group, whereas W. Langenaeker left

the group for a position in industry. In 2007, F. De Proft

was Laureate of the Royal Flemish Academy of Belgium

for Sciences and Arts in the division of natural sciences.

The group attracted many pre- and postdoctoral fellows

and has collaborated with numerous research groups all

over the world. It took care of 30 promotions (six being in

progress) and published around 450 papers in international

journals or as book chapters. In 2003, the group published

an influential review on the field of conceptual DFT

(Chemical Reviews 2003, 103, 1793–1873), which, at the

present moment, has been cited more than 1,050 times. The

group has been the nucleus group for more than 15 years of

the FWO Research Network ‘‘Quantum chemistry: funda-

mental and applied aspects of density functional theory’’,

and has been active in the organization of several inter-

national meetings around DFT, from which DFT 2003, the

Xth International Conference on Applications of Density

Functional Theory in Chemistry and Physics, Brussels,

Belgium, September 7–12, 2003, is best known.

The present composition of the group varies between 20

and 25 members with various backgrounds (chemistry,

Theor Chem Acc (2013) 132:1372
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biology, physics, chemical, and bio-engineering), often

enabling interdisciplinary research. Research activities are

varying from fundamental aspects of DFT to applications

in organic chemistry, catalysis, bio systems, and ‘‘nano’’

technology such as fullerenes, nanotubes, and graphene for

which G. Van Lier was recently offered a part-time pro-

fessorship. The contribution of the group in this special

issue by De Vleeschouwer et al. [6] focuses on the com-

putation of one of these chemical concepts, the electro-

philicity, for radicals and the scrutiny of the effect of the

solvent on this quantity.

3 Ghent University

3.1 Ghent quantum chemistry group (GQCG)

The department of chemistry at Ghent University, more

specifically the then Laboratory of General and Inorganic

Chemistry, already started to use quantum chemical cal-

culations in 1970s mainly to assist in interpreting spec-

troscopic data although a dedicated quantum chemistry

group did not exist. Only limited courses were taught by

local spectroscopists. In 2000 Professors A. Goeminne and

D. Van de Vondel, respectively, head of department and

the spectroscopist lecturing quantum chemistry decided

that a dedicated quantum chemistry group that bases its

lecturing tasks on research expertise was due. Thanks to

their initiative and insight, such a group was eventually

founded in 2001 and has become known as the Ghent

Quantum Chemistry Group (GQCG).

The group started with one professor (Patrick Bultinck)

appointed in October 2001 and one Ph.D. student and

started activities over a widespread range of areas includ-

ing computational medicinal chemistry and chiroptical

vibrational spectroscopy. At the beginning, the research

was rather application directed with emphasis on confor-

mational analysis, QSAR, and electronegativity equaliza-

tion in medicinal chemistry and combined experimental/

computational studies in Vibrational Circular Dichroism

(VCD).

Nowadays, the group, varying in number between 8 and

12, concentrates on two themes, broadly categorized as

‘‘Electron density (matrices)’’ and ‘‘chiroptical spectros-

copies.’’ The first category contains both the fundamental

study of density matrices, including their (wavefunction

free) variational optimization and especially their use and

meaning for studying chemical concepts through analysis

of their properties. Examples are the study of Domain

Averaged Fermi Holes from the study of the exchange–

correlation density, delocalization indices and especially

Aromaticity. The interest in the last being an obvious

consequence of the fact that F.A. Kekulé published his

famous papers on the tetravalence of carbon and the cyclic

structure of benzene while being professor at Ghent Uni-

versity. The group introduced the popular density matrix

based multicenter indices for aromaticity and scrutinized

the meaning of this chemical concept. The meaning and

the relevance of the many indices available were critically

investigated. A second example of work along these lines is

the Hirshfeld-I atom in the molecule, which corrects some

issues with the traditional Hirshfeld atom in the molecule.

The second line of research concentrates on Chiroptical

spectroscopies like VCD and Raman Optical Activity

(ROA) where we carry out both experimental studies using

own infrastructure and quantum chemical calculations and

implement new algorithms with emphasis on using both

techniques to establish absolute configurations of mole-

cules and higher-order structures of biomolecules.

3.2 Center for Molecular Modeling (CMM)

Since the end of the eighties, there was a worldwide ten-

dency to break off research activities in low-energy and

even intermediate-energy nuclear physics, and policy

makers started with emphasizing the necessity of the

presence of applied, economical, and utility finalities in the

funded research activities. In 1997, Michel Waroquier

decided to switch his research field from nuclear many-

body problems to ab initio methods for tackling molecular

systems. He started the new research area with a PhD

student, Veronique Van Speybroeck. The first paper in the

new field appeared 3 years later in 2000. It was a subject in

the Chemical Technology with focus on model develop-

ment and application to an industrially important chemical

reaction. The strategy was the development of new models,

new methodologies going beyond state of the art, imple-

mentation in computational codes, and application to

important processes to validate the model. It was a success,

the first and also the only paper in 2000 is currently still the

most cited paper of the CMM in the new field. Gradually,

the team grew with special attention in maintaining a good

balance between physicists, chemists, and engineers with

the principal aim to stimulate a strong synergy between the

various research cells, encouraging interdisciplinary

research that goes beyond the state of the art, and with a

special focus to application driven areas.

The current research of the CMM is focused along six

major areas. The core activities are situated in the research

domains ‘‘Nanoporous materials-catalysis,’’ ‘‘Organic

Chemistry and Biochemistry,’’ ‘‘Spectroscopy,’’ ‘‘Compu-

tational Material Research,’’ ‘‘Model development,’’ and a

more fundamental area ‘‘Many Particle Physics.’’ The six

areas define the core business of the main activities, and

research in each of them is performed within the frame of a

strong network with partners at the UGent, in Flanders and
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at an international level. There is a strong synergy between

the various research cells, stimulating interdisciplinary

research.

Nowadays, the research center has grown to a popula-

tion of 35 researchers with more than 50 publications per

year. The first PhD student in the new field of molecular

modeling, V. Van Speybroeck, has become now full pro-

fessor at the UGent and leads currently the computational

division of the CMM. Dimitri Van Neck is head of the

more fundamentally oriented area. The other research

domains of the CMM are headed by a part-time professor.

Currently, the CMM members are author of about 437

papers in ISI journals, among which Nature Materials,

Angewandte Chemie, Journal of the American Chemical

Society, Physical Review Letters, Journal of Catalysis, etc.,

with more than 6,600 citations. The paper by A. Ghysels

et al. [7] and A. Cedillo et al. [8] in the present issue gives

illustrations of the research carried out in the CMM and the

GQCG.

4 University of Hasselt

Research in quantum chemistry at the Limburgs University

Center (Now: University of Hasselt) started in 1978 under

the motivation of Jean-Pierre François (Professor of

Chemistry in the period 1975–2008 (JPF)). JPF obtained

his PhD in 1971 at the State University of Ghent (Now :

Ghent University) in the field of nuclear chemistry under

the supervision of the late Prof. J. Hoste. In 1973, J.-P.

François left Ghent University and became Chief Assistant

at the University of Hasselt (UHasselt). He was promoted

Professor of Chemistry in 1975 and switched to quantum

chemistry in 1978. The first study that has been undertaken

was the computation of an extensive series of monosub-

stituted pyridines and phenolates in the gas phase using

semi-empirical (MINDO/3, MNDO, and AM1) and ab ini-

tio methods using a program vectorized in the group for the

Cyber 205 vector processor.

In 1987, Jan M.L. Martin (JM) joined the group of

quantum chemistry in Hasselt as PhD student. He obtained

his PhD degree in Sciences in February 1991 (supervisor:

J.-P. François, cosupervisor: R. Gijbels). The main purpose

of his research activities was to study extensively neutral

and charged carbon and boron-nitride cluster species of

relevance in materials science and astrophysics. Combined

bond-polarization basis sets were developed for accurate

calculations of dissociation energies. In 1991–1995, J.

Martin became Postdoctoral Fellow (‘‘Postdoctoraal Ond-

erzoeker’’) at the Belgian National Science Foundation

(NFWO/FNRS). In this period, anharmonic force fields and

thermochemical quantities of a variety of molecular species

(including clusters) were computed, starting from ab initio

potential energy surfaces. The methods used were rovi-

brational perturbation theory and vibrational CI. In 1995, J.

Martin became Senior Research Associate (‘‘Onderzoek-

sleider’’) at the NFWO/FNRS. He left the research group in

1996, to become Assistant Professor at the Weizmann

Institute of Science, Rehovot, Israel. He has been awarded

the Dirac medal at the 7th congress of the ‘‘World Asso-

ciation of Theoretically Oriented Chemists’’ (WATOC05,

President Henry F. Schaefer III—University of Georgia,

USA) in Cape Town, South Africa (January 15–21, 2005).

The paper by U. R. Fogueri et al. [9] of the present issue

illustrates recent research activities by J. Martin and his

coworkers in Rehovot and at the University of North Texas

in Denton.

In the period 1988–2001, extensive work was done by

J.-P. François and his coworkers on the structure and IR

spectra of carbon clusters ranging from C3 and C3
? to C24

and on a number of boron-nitrogen BmNn clusters. Further

theoreticians involved in that work were P.R. Taylor

(NASA Ames Research Center, Moffett Field, CA), the

late Prof. J. Almlöf (University of Minnesota, Minneapolis,

MN), Z. Slanina (Heyrovsky Institute of Physical Chem-

istry and Electrochemistry, Prague), Zhengli Cai (Nanjing

University of Science and Technology, China), M.S. Del-

euze (MD), and several PhD students. A main purpose of

the work on the larger carbon clusters (C20, …) was to find

which species exhibits first a fullerene structure. Results

obtained for the vibrational spectra of the lower Cn clusters

were of great value for the IR spectroscopic work with

Doppler limited resolution of J.R. Heath (University of

California, Berkeley, CA), who performed later the his-

torical experiments leading to the discovery of C60 with Sir

H.W. Kroto, R.E. Smalley, and R.F. Curl as well as S.C.

O’Brien. The complex IR spectra of Cn species trapped in

noble gas matrices could be analyzed quantitatively with

the aid of quantum chemical data obtained using a com-

puter program developed in the group.

The successor of J. Martin, Michael S. Deleuze,

obtained his PhD in 1993 at the Facultés Universitaires

Notre-Dame de la Paix de Namur in the field of ionization

spectroscopy using propagator theory (Supervisor J. Del-

halle), prior to undertaking three postdocs on behalf of the

FNRS and of the Training and Mobility Research program

of the EU, in the groups of Barry T. Pickup (Sheffield

University, UK, 1994), Lorenz S. Cederbaum (Heidelberg

University, Germany, 1995), and F. Zerbetto (University of

Bologna, Italy, 1996). In 1997, Dr. M.S. Deleuze went

back to Belgium to join the group of theoretical chemistry

at the UHasselt as Postdoctoral Fellow (FWO Vlaanderen).

In 1999, he was promoted Senior Research Associate and

in 2000 Research Professor. He introduced one-electron

Green’s function theory and the interpretation of advanced

orbital imaging experiments employing Electron
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Momentum Spectroscopy or Penning Ionization Electron

Spectroscopy into the research activities of the UHasselt.

Further research topics developed under his supervision on

local ES40, ES45, and ES47 workstations comprise:

material sciences and polymer physics (long-range and

delocalization effects, hyperconjugation …); electronic

excited states; shake-up and correlation bands in valence

ionization spectra, linear response properties; molecular

dynamics of supramolecular systems (e.g., catenanes) and

clusters of buckminsterfullerenes; conformational analysis,

with emphasis on the relationships prevailing between the

molecular and electronic structures; electronic and struc-

tural properties of carbon and boron-nitrogen clusters, or

boranes and carboranes; reaction mechanisms of the con-

version of sulfoxide, sulfonyl and xanthate precursors of

conjugated polymers; thermal effects on the structural,

electronic and optical properties of conjugated chains;

nucleation of organic half-conductors on inert surfaces;

photochemistry under far-UV-radiation; ring currents and

magnetic responses in polycyclic aromatic hydrocarbons;

symmetry-breakings and correlation effects in n-acenes,

graphene nanoislands and nanoribbons. In 2006, M.

S. Deleuze was prize winner of the Royal Flemisch

Academy of Belgium for Sciences and Arts. The paper by

B. Hajgató et al. of the present issue [10] gives an illus-

tration of recent research activities of the group of theo-

retical chemistry at the University of Hasselt on

complications inherent to the interpretation of orbital

imaging experiments.

5 University of Leuven

Quantum chemistry was introduced at the University of

Leuven (KU Leuven) in 1967 by Luc Vanquickenborne,

who had obtained a PhD in combustion chemistry in 1964

at that same University. His passion for quantum chemistry

was kindled during his 2-year postdoctoral research stay in

the US, where he worked in the Laboratory of Sean

McGlynn on the theory of molecular spectroscopy. Upon

his return to Belgium in 1967, he obtained a FWO post-

doctoral fellowship, and he developed a research group

focused on theoretical aspects of inorganic chemistry, in

close collaboration with the experimental inorganic

chemistry groups. Even up to now, the study of inorganic

systems remains a major focus of the theoretical chemistry

group in Leuven. In the years following his arrival at the

KU Leuven, L. Vanquickenborne guided a multitude of

PhD students, among which Arnout Ceulemans, Marc

Hendrickx, and Kristine Pierloot.

Arnout Ceulemans obtained his PhD working on a

ligand field and group theoretical analysis of photochemi-

cal reactions of transition metal compounds. Following his

PhD, A. Ceulemans obtained a permanent position at the

FWO, becoming the second permanent staff member

focusing on quantum chemistry. In 1995, A. Ceulemans

switched from the FWO to a permanent position as a full

professor at KU Leuven. Although his initial research

focused on inorganic compounds, his current interest has

shifted to research on clusters, fullerenes, and bioorganic

systems.

After having received his PhD in 1985 at KU Leuven,

Marc F. A. Hendrickx was the second researcher to join the

theoretical chemistry group of this university as a perma-

nent member of the academic staff. Since then, the main

focus of his research activities has been on the study of

properties of a wide variety of transition metal compounds.

His recent research activity is mainly directed toward

applying quantum chemical methods on small transition

metal-containing clusters. Their frequently complicated

open-shell electronic structures are studied in relation to

their magnetic and spectroscopic properties.

The theoretical chemistry group at Leuven was expan-

ded further with Kristine Pierloot, who like A. Ceulemans

obtained a permanent research (FWO) position prior to

joining the KU Leuven academic staff in 2000. The current

research area of her group primarily concerns the investi-

gation of the electronic structure of transition metals in a

variety of coordination environments, with a special focus

on bioinorganic and biomimetic systems, as well as on

electronic spectroscopy. For this purpose, she is strongly

involved in the development and application of multicon-

figurational wave function methods, in collaboration with

the MOLCAS developer’s team, which has its origin in

Lund (Sweden), but has by now spread its wings all over

the world.

The fourth member, Minh Tho Nguyen, followed a

different path. After surviving the difficult years of the

Vietnam war, he obtained, in 1971, a scholarship to

study chemistry at UCL. In 1980, he completed his

doctoral thesis in Louvain-la-Neuve under G. Leroy,

focusing on mechanisms of organic reactions. Subse-

quently, he did several postdocs (Universität Zürich,

ETH Zürich, KU Leuven, University College Dublin,

Australian National University Canberra) before joining

the University of Groningen, Nederland, in 1988 as an

associate professor. In 1985, he was awarded a D. Sc.

degree by the National University of Ireland. He then

received a phone call from L. Vanquickenborne.

Ardently attracted by the charm of the Brabant region he

returned to Leuven in 1990, definitively and for good,

becoming first a research director of the FWO and later a

full professor at KU Leuven. Nguyen was/is visiting

scientist and professor at different institutions in France,

USA (in particular University of Alabama), Taiwan,

Japan, and Vietnam. His study focuses on the discovery
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of novel chemical phenomena and concepts by use of

quantum chemical computations.

The last member of the group, Liviu Chibotaru, has

obtained his Ph.D degree in 1985 in Chişinău (Moldova,

that time in the USSR) under the supervision of Isaac

Bersuker. After the collapse of Soviet Union he, like many

of his colleagues, drifted West to pursue scientific research.

In 1995, he became a postdoctoral fellow in the quantum

chemistry group at KU Leuven. He joined the permanent

staff in 2004 soon after L. Vanquickenborne became pro-

fessor emeritus in 2003. His research combines expertise

from chemical and condensed matter physics and is cur-

rently focused on the investigation of novel nanomagnets,

mesoscopic superconductors, and carbon materials.

Together, the theoretical chemistry group that was ini-

tiated by L. Vanquickenborne has by now published over

1200 articles in international journals or as book chapters.

A total number of 66 students have finished their doctoral

studies in this group, and 10 are currently working on a

PhD. The group has also attracted many pre- and post-

doctoral fellows, and research is most often performed in

concert with other, often experimental partners. Together,

the staff members take care of a vast number of introduc-

tory and advanced theoretical courses in the bachelor and

master programs offered by KU Leuven (quantum- and

computational chemistry, group theory, molecular spec-

troscopy, reaction kinetics, solid-state methods). These

courses also form the core of the KU Leuven contribution

to the European master in theoretical chemistry and com-

putational modeling, an Erasmus Mundus master course

offered jointly by six European universities, introduced at

KU Leuven in 2010 with A. Ceulemans as the local

coordinator.

The theoretical chemistry research activities from the

KULeuven are illustrated in the contributions by Ceule-

mans et al. [11], Phung et al. [12], and Tai et al. [13].

6 University of Liège

The story of quantum chemistry at the university of Liège

started in November 1956 when, 2 days after receiving his

B. Sc. degree, a young researcher knocked at the door of

the Centre de Chimie Théorique in Paris, headed by Ray-

mond Daudel. Jean-Claude Lorquet had received permis-

sion from his suspicious adviser to start a thesis in quantum

chemistry, and he later on was allowed to develop a

research group under the strict condition that ‘‘useful

results’’ should be derived. In practice, this meant main-

taining close cooperation with an experimental team

working by mass spectrometric techniques on the chemis-

try in ion beams. The way to proceed was not at all

obvious. For example, methods to perform calculations on

open-shell molecules were largely a matter of debate in the

fifties, and each group had to develop techniques of its

own. But, even worse, it soon appeared that it also required

tackling problems that are not commonly part of the

chemist’s stock in trade. As a result, in its efforts to study

reaction dynamics in electronically excited states, the

group specialized in such problems as nonstationary states,

time-dependent wave functions, breakdown of the Born–

Oppenheimer approximation, potential energy surface

crossings, nonadiabatic transitions, and spin–orbit cou-

plings. Among the persons who were most instrumental in

developing proper methods is Michèle Desouter who, in

her Ph.D. thesis, established symmetry relations between

the diabatic and adiabatic representations and showed their

complete equivalence. Much later on, she moved to the

university of Paris-Sud. But before leaving Liège, she had

supervised the thesis of Françoise Remacle (FR), who has

since renewed the impetus and who is currently heading the

group.

The group of theoretical physical chemistry (TPC) is led

by F. Remacle since 2001, after the retirement of J.

C. Lorquet. After her PhD in Liège on the role of reso-

nances in unimolecular reactions, F. Remacle made a

postdoc with R. D. Levine at the Hebrew University of

Jerusalem and maintains a close collaboration with the

Jerusalem group since then. The TPC group focuses on

controlling the dynamics of the responses of molecular

systems to perturbations, mainly pulses of photon and

voltage. Early work includes the study of reactivity in a

dense set of excited states in polyatomic molecules, the

dynamics of high molecular Rydberg states, and transport

properties of nanostructures. More recently, the TPC

group showed how to use the specificity of molecular

responses to selective excitations viewed as inputs to build

complex logic circuits at the molecular scale. Molecular

states being discrete, they can be used for implementing

memory units, which opens the way to realizing finite state

machines: at each cycle, the next state and outputs are

functions of both the inputs and the present state. This work

was supported by several EC FET grants that involved

theorists and experimental groups and provided physical

realizations of the designed logic schemes by electrical,

optical, and chemical addressing. A new EC collaborative

project on unconventional multivalued parallel computing

called MULTI, coordinated by F. Remacle, is just starting.

The project aims at fully harvesting molecular complexity

by going beyond two-valued Boolean logic and imple-

menting logic operations in parallel exploring alternative

avenues to quantum computing.

The highest speed for logic operations will ultimately be

reached by providing inputs with ultrashort atto (1

as = 10-18 s) photon pulses. These will allow addressing

electrons directly and reach petaHz cycling frequencies.
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The TPC group has a strong research activity in atto-

chemistry and investigates the responses of molecular

systems to strong ultrashort, subfemtosecond, photon pul-

ses. The aim is to control chemical reactivity on an ultra-

short timescale by directly manipulating electrons before

subsequent nuclear dynamics has set in. This is also a

challenge since it requires describing the coupled electron-

nuclear dynamics beyond the realm of validity of the Born–

Oppenheimer approximation. Investigating dynamics

implies having good knowledge of electronic structure and

the TPC group maintained a strong activity in this field.

Special emphasis is given on the properties of gold and

metallic nanoclusters and their tuning by the chemical

nature of the ligand shell.

Another impulse to the development of quantum

chemistry in Liège came from Georges Dive, Pharmacist,

who started to work in the medicinal chemistry department

of Charles Lapière in 1973. The subject of his PhD thesis

was the study of anti-inflammatory drugs by quantum

chemistry and multivariate statistical analysis. To analyze

the conformations of more than 40 atoms molecules, he

worked in Georges Leroy’s laboratory at Louvain-La-

Neuve (LLN) with the CNDO/2 method. It was the starting

point of an efficient collaboration between several

researchers, particularly with Daniel Peeters. In the eight-

ies, G. Dive joined the microbiological laboratory of Jean-

Marie Ghuysen which was devoted to the study of the

activity of penicillin-like molecules on isolated enzymes

involved in the synthesis of the external membrane of

bacteria. Dominique Dehareng, who performed her chem-

istry thesis in the field of quantum dynamics with J.C.

Lorquet at Liège and Xavier Chapuisat at Orsay, joined the

group of J.M. Ghuysen in 1987. At that stage, the main

research objective was the study of enzymatic reactions

pathways, with a particular attention devoted to the elec-

trostatic potential and its usefullness in providing a fast

computable value of the electrostatic energy term in small-

and medium-sized molecular complexes. Another research

interest of the group is the description of the potential

energy surfaces, and the location of its critical points and

several PhD theses focused on that point. A special interest

has been dedicated to valley-ridge inflexion points. A

significant work was also devoted to the study of Hartree–

Fock instabilities.

In 1990, with the first financial support of IAP (Inter-

university Attraction Poles) program, the microbiological

laboratory became the «Centre d’ingénierie des protéines»

(CIP). It was organized as a consortium between several

internal and external laboratories. A significant contribution

has been the collaboration between the theoretical group

and the organic laboratory of Léon Ghosez and Jacqueline

Marchand (LLN) in the design of novel antibiotic mole-

cules. Apart from pure quantum chemistry, the group

extended its research domain to classical molecular mod-

eling based on molecular mechanics force fields and

molecular dynamics as well as mixed approaches using both

molecular mechanics and quantum chemistry to describe

reactions occurring in a large protein-solvent environment.

For the study of large molecular systems, the computer

power has been very often the rate limiting step. During

more than 10 years, powerful computational facilities have

been installed at the CIP mainly to run Gaussian program in

vectorial/parallel mode. It has been an opportunity to wel-

come in Liège the Gaussian workshop in December 1996.

The articles by Dive et al. [14] and by Ganesan and

Remacle [15] of the present issue describe the theoretical

and modeling activities of the theoretical chemistry groups

in the University of Liège.

7 University of Louvain-la-Neuve

Georges Leroy (�) can be seen as one of the founders of

quantum chemistry research in Belgium. After a PhD in

physical chemistry (1959) focusing on crystallization,

organic synthesis and UV Spectrometry G. Leroy joined

the laboratory of R. Daudel at the CMOA in Paris for a

postdoctoral research stay. It was during this period that he

developed his passion for quantum chemistry. Upon his

return in 1965, he created a physical chemistry research

group interested mainly in theoretical chemistry even

though experimental chemistry was still going on. The

main focus of his research lays on the study of p-electrons

systems such as aromatic species, graphite, …, trying to

improve semi-empirical methods such as modified Hückel

theory, Pariser Parr Pople approaches, and so on. His

research was internationally recognized as illustrated by a

contribution to the very first issue of the International

Journal of Quantum Chemistry. Among his PhD students

was J.M. André, who later on founded a laboratory of

quantum chemistry at the University of Namur. Physically

located in Leuven, the laboratory of G. Leroy moved to

Louvain-la-Neuve in 1973.

In 1974, Daniel Peeters obtained his PhD under the

guidance of G. Leroy. The purpose of his thesis was to

describe the chemical bond using a depiction of the wave

function in terms of localized orbitals. At that time, the

Centre Européen de Calcul Atomique et Moléculaire

directed by C. Moser was the place to be as it provided the

computational facilities unavailable elsewhere. D. Peeters,

along with M. Sana (�), spent some time at Orsay (France)

working on the description of potential hypersurfaces to

understand chemical reactivity. In 1981, M. Sana was

promoted to a permanent position as research leader of the

FNRS, while D. Peeters obtained a permanent position at

the UCL, and both joined the quantum chemistry group as
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full members. At this stage of their career, their research

was mainly focused on the investigation of the electronic

structure of chemical species, with particular emphasis on

their thermodynamic stability, or the description of chem-

ical bonds with regard to reactivity issues. M. Sana, D.

Peeters, and G. Leroy continued the development of the

quantum chemistry group at the UCL by intensifying their

collaborations with the organic chemistry groups and in the

later stages with the inorganic chemistry groups. R. Robi-

ette, part of the organic medicinal chemistry group, per-

formed part of his PhD under the coguidance of D. Peeters.

Currently, holder of a permanent FNRS research position,

R. Robiette, still continues to investigate organic reactions

using quantum chemistry. After G. Leroy retired in 2000,

T. Leyssens performed his PhD under the guidance of D.

Peeters. He then moved to UCB Pharma, and after a short

postdoctoral research stay in the group of W. Thiel (Max-

Planck-Institut für Kohlenforschung, Mülheim, Germany),

finally returned to the UCL in 2009. He focuses on the

mechanistic understanding of chemical reactions, using

experimental as well as theoretical techniques, in collabo-

ration with D. Peeters.

In parallel, in 1992, X. Gonze joined the UCL as a

permanent FNRS researcher, in the engineering faculty. He

switched from the FNRS to an UCL academic position in

2004. His research focuses on first principles studies of

high-technology material properties at the nanoscale

(electronic, optical, dynamical properties). Some funda-

mental aspects of Density Functional Theory have also

been central to his activities over the years. At the end of

the nineties, he started to develop ABINIT, to which sev-

eral dozen scientists have since contributed, and which is

now used worldwide for calculations on periodic solids.

The contributions by Zanti et al. [16], Vergote et al.

[17], and Dive et al. [14] focus on chemical reactivity of

inorganic, organometallic, and organic systems, whereas

the contribution of Avendaño-Franco et al. [18] illustrates

the research currently going on in the group of X. Gonze.

8 University of Mons

The laboratory for Chemistry of Novel Materials at the

University of Mons was founded in 1988 by Jean-Luc

Brédas. In the early days, the research activities mostly

focused on the understanding of the structural and electronic

properties of conducting polymers with the help of (corre-

lated) ab initio and semi-empirical Hartree–Fock calcula-

tions and models such as the Valence Effective

Hamiltonian. Another center of interest that rapidly grew up

was the theoretical modeling of the nonlinear optical prop-

erties (i.e., hyperpolarizabilities) of p-conjugated mole-

cules. Experimental activities based on scanning probe

microscopies to unravel the solid-state properties of organic

materials were grafted on the core research of the laboratory

with the arrival of Roberto Lazzaroni in 1990. Over the

years, the field of organic electronics blossomed with the

exploitation of undoped conjugated molecules and polymers

in devices such as light-emitting diodes, solar cells, field-

effect transistors, and sensors. Many theoretical studies

were then performed to design the best materials for those

applications and to understand all key electronic processes

(such as energy and charge transport, charge injection,

charge recombination, or exciton dissociation). These

developments led to the progressive use of Density Func-

tional Theory methods and force-field-based calculations in

the research in Mons. J.L. Brédas crossed the Atlantic in

2000 to join first the University of Arizona, then his current

position at the Georgia Institute of Technology in Atlanta.

Over the past few years, the theoretical activities have

further diversified, with projects revolving around metal/

organic interfaces, oxide/organic interfaces, hybrid bio-

materials, polymer/nanotube composites, ionic liquids,

graphene, and molecular electronics. These research

activities are mostly carried out in the framework of

national and European projects, allowing the laboratory to

establish a wide network of collaborations in Belgium and

at the European level. Among the European networks, of

particular importance are the STEPLED project, for which

the group was awarded the Descartes Prize of the European

Commission in 2003, and the FP7 MINOTOR project,

which centered on the modeling of interfaces for organic

electronics and was coordinated by the University of Mons.

A new extension of the research activities took place in

2008 with the opening of electronic device fabrication

facilities at the Materia Nova R&D center in Mons; this

gives the ability to study materials from the design and

modeling to their incorporation in devices, often in joint

projects with industrial partners.

Nowadays, the laboratory headed by R. Lazzaroni com-

prises around 30 researchers, including four permanent

FNRS research fellows (David Beljonne, Jérôme Cornil,

Philippe Leclère and Mathieu Surin). This laboratory is a

founding member of the Interuniversity Scientific Comput-

ing Facility located in Namur, the Materia Nova Research

Center in Mons, and the Institute for Materials Research

recently established at the University of Mons. The article by

Van Regemorter et al. in the present issue [19] illustrates the

theoretical chemistry activities of the Laboratory for

Chemistry of Novel Materials at the University of Mons.

9 University of Namur

In the Florilège des Sciences en Belgique, Louis d’Or

writes that in 1971, a spreading occurs in the Quantum
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Chemistry Laboratory of the Catholic University of Lou-

vain-la-Neuve. Professor J.-M. André, surrounded by sev-

eral researchers, starts a new laboratory at the Facultés

Universitaires Notre-Dame de la Paix de Namur. In

agreement with G. Leroy, it is in Namur that from then the

research on the quantum chemistry of polymers will take

place [20]. The Laboratoire de Chimie Théorique Appli-

quée (CTA) was developed with the help of Marie-Claude

Roeland-André, Joseph Fripiat, and Joseph Delhalle. The

first doctorate was delivered in 1975 to Simone Ver-

cruyssen-Delhalle. International cooperations were exten-

ded making profit of the contacts with Per-Olov Löwdin’s

group and Enrico Clementi’s network (J.-M. André having

been postdoc at IBM Research San Jose in 1968 and 1969).

To improve visibility in the field of quantum chemistry of

polymers, a series of NATO summer schools was orga-

nized with Janos Ladik: in 1974 (Electronic Structure of

Polymers and Molecular Crystals), in 1977 (Quantum

Theory of Polymers) in Namur, and in 1983 (Quantum

chemistry of polymers, solid-state aspects) in Braunlage

(Germany). In the late 1980s, these summer schools were

then followed by the annual SCF (Scientific Computing

Facility) meetings.

The research on quantum chemistry of polymers has

dealt with conceptual aspects, that is, development of

specific codes—Polymol, PLH, DJMol, solving difficult

technical questions: long-range Coulomb and exchange

contributions, band indexing, as well as specific applica-

tions to the interpretation of XPS spectra, the (semi)con-

ductivity in conjugated polymers, studies in linear and

nonlinear optical properties of polymers …. In this very

quickly evolving period of quantum chemistry, the labo-

ratory has been pioneering new ways of computing starting

with the PDP 11/45, followed by the Digital DEC20 to the

SCF initiative developed in cooperation between the

FNRS, IBM, and FPS.

Several members of the laboratory have now academic

or permanent research (FNRS) positions in Belgium or

outside: Daniel Vercauteren at the University of Namur,

J.-L. Brédas at the Georgia Technical Institute of Technology,

M.S. Deleuze at the Hasselt University, Benoı̂t Champagne

and Eric Perpète at the University of Namur, and Denis

Jacquemin at the University of Nantes. Two personalities

issued from the CTA Lab have been awarded the Francqui

Prize, the highest Belgian scientific award: Jean-Marie

André in 1991 and Jean-Luc Brédas in 1997.

In 1991, the Administration Board of the University of

Namur asked for the opening of a second laboratory spe-

cialized in theoretical chemistry with the principal aim to

foster on the increasingly important aspects of molecular

modeling that complemented the already well-established

quantum mechanical approaches. A new laboratory, called

‘‘Laboratoire de Physico-Chimie Informatique’’ (PCI for

Computational Physico-Chemistry), was thus started by D.

Vercauteren, former Ph.D. student with J.-M. André and

PostDoctoral Fellow with E. Clementi at IBM Pough-

keepsie in 1982–1983, with the help of Laurence Leherte,

also former Ph.D. student with J.-M. André and PostDoc-

toral Fellow with Suzanne Fortier and Janice Glasgow in

the School of Computing at Queen’s University in

1992–1993.

Since then, the PCI Laboratory has developed its

research activities in the domain of molecular engineering

on computers. Over the years, the research work concerned

the study of molecular conformations, similarities, inter-

actions, and recognition in mixed environments (supra-

molecular systems, adsorbed phases, microporous

materials, membranes, …) by molecular modeling

(graphics, molecular mechanics, hybrid QM/MM methods,

coarse-graining, and multiscaling approaches) and statisti-

cal mechanics (Monte Carlo, molecular dynamics, …)

methods, as well as by knowledge-based approaches (dat-

abases, logic and functional programming, fuzzy logic,

expert systems, neural networks, genetic algorithms, hid-

den-Markov models, …). Shortly, those analyses have been

applied to the characterization and manipulation of

‘‘molecular images’’, like the electron density or the elec-

trostatic potential at different levels of resolution, to zeo-

lites, aluminophosphate frameworks, heterogeneous and

homogeneous polymerization catalysts, cyclodextrins and

their tubular complexes, proteins, drug-DNA, protein-

DNA, protein-lipid domains. Researchers in the laboratory

also tackled original aspects in computer-assisted organic

chemistry and very recently in the development of reactive

force-field approaches in the study of organocatalysis.

Several members of the PCI Laboratory now occupy

leading positions in academic or research institutions out-

side Belgium. Let us cite, Andy Becue at the University of

Lausanne, Nathalie Meurice and Joachim Petit at Mayo

Clinic in Scottsdale, and Thibaud Latour at the Tudor

Research Institute in Luxembourg.

After 20 years as FNRS researcher, Benoı̂t Champagne

took over the position of J.-M. André when he retired in

2009. After defending his PhD Thesis in 1992 on the

elaboration of polymer band structure methods for evalu-

ating the polarizabilities of polymers, for which he

received in 1994 the IBM Belgium Award of Computer

Science, B. Champagne accomplished a postdoctoral stay

at the Quantum Theory Project (Gainesville, Florida) with

Yngve Öhrn and visited frequently Bernard Kirtman at the

University of California in Santa Barbara. In 1995, he

obtained a permanent position as Research Associate of the

FNRS. In 2001, he presented his Habilitation thesis on the

development of methods for evaluating and interpretating

vibrational hyperpolarizabilities. In 2009, he founded the

Laboratoire de Chimie Théorique (LCT). The LCT
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develops an expertise in theoretical and quantum chemis-

try. Its research focuses on the elaboration and application

of methods for predicting and interpreting properties

responsible for optical and electrical effects in molecules,

supramolecules, polymers, and molecular crystals. The

main research axes are the development and application of

quantum chemistry methods (i) to predict and interpret the

linear and nonlinear optical properties of molecules,

polymers, and supramolecular systems, (ii) to study the

properties of open-shell systems (radicals, diradicals,

multiradicals) and in particular the optical properties, (iii)

to simulate and interpret vibrational spectra (VROA, SFG,

hyper-Raman, resonant Raman, Raman, VCD, IETS), (iv)

to calculate the linear and nonlinear optical properties of

molecular crystals using methods combining ab initio cal-

culations and electrostatic interactions, (v) to unravel the

structural, reactive, optical, electronic, and magnetic

properties of polymer chains, and (vi) to predict and

understand the molecular properties associated with

chirality.

Several of these investigations are carried out within an

interdisciplinary environment where the theoretical work is

intertwined with synthesis and experimental characteriza-

tions. Over the years, the group has fostered intensive

collaborations with B. Kirtman (University of California in

Santa Barbara), D.M. Bishop (�) (University in Ottawa), F.

Castet (Institut des Sciences Moléculaires de l’Université

de Bordeaux), and M. Nakano (Department of Materials

Engineering Science of Osaka University). Moreover, the

LCT carries on the tradition of participating to the devel-

opment of high performance computing facilities, via the

initiative of the CÉCI of the Fédération Wallonie Brux-

elles, a distributed computer architecture for about 400

users, financed by the F.R.S.-FNRS and the Universities.

The theoretical chemistry research activities from the

UNamur are illustrated in the contributions by Fripiat and

Harris [21], Hubin et al. [22], Leherte and Vercauteren

[23], as well as Liégeois and Champagne [24].
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Abstract Transition state theory was introduced in the

1930s to account for chemical reactions. Central to this

theory is the idea of a potential energy surface (PES). It

was assumed that quantum mechanical computation, when

it became possible, would yield such surfaces, but for the

time being they would have to be constructed empirically.

The approach was very successful. Nowadays, quantum

mechanical ab initio electronic structure calculations are

possible and from their results PESs can be constructed.

Such surfaces are now widely used in the explanation of

chemical reactions in place of the traditional empirical

ones. It is argued here that theoretical basis of such PESs is

not quite as clear as is usually assumed and that, from a

quantum mechanical perspective, certain puzzles remain.

Keywords Potential energy surface � Schrödinger

Coulomb Hamiltonian � Permutational symmetry

1 Introduction

From the standpoint of quantum mechanics, the potential

energy surface (PES) arises from treating the nuclear

variables of a collection of electrons and nuclei, formally

described by the Schrödinger Coulomb Hamiltonian, as

parameters rather than variables. The basis for this

approach is nowadays taken to be the work of Born, which

is most conveniently found in [1] but is often referred to as

‘‘making the Born–Oppenheimer approximation’’. In order

to introduce notation, a brief resume of this well-known

approach will be given here.

Born’s approach begins from Schrödinger’s Hamilto-

nian for a system of N variables, xi
e, describing the elec-

trons and another set of A variables, xi
n, describing the

nuclei and NT = N ? A.

When the nuclei are clamped at a particular fixed

geometry specified by the constant vectors ai; i ¼
1; 2; . . .;A; these constant vectors can be regarded as aris-

ing by assigning the values ai to the nuclear variables xi
n, in

the full Schrödinger Hamiltonian.

Hcnða; xeÞ ¼ � �h2

2m

XN
i¼1

r2ðxe
i Þ �

e2

4p�0

XA
i¼1

XN
j¼1

Zi
jxe

j � aij

þ e2

8p�0

X0L

i;j¼1

1

jxe
i � xe

j j
ð1Þ

The clamped nucleus problem has solutions of the form

Hcnða; xeÞwcn
p ða; xeÞ ¼ Ecn

p ðaÞwcn
p ða; xeÞ ð2Þ

In the present context, it is customary to incorporate the

nuclear repulsion energy into the clamped nuclei problem

and to use the Hamiltonian

Hbo ¼ Hcnða; xeÞ þ e2

8p�0

X0A

i;j¼1

ZiZj
jai � ajj � H þ VnðaÞ ð3Þ

The extra term here is merely an additive constant and so

does not affect the form of the electronic wavefunction. It

affects the spectrum of the clamped nucleus Hamiltonian

only trivially by changing the origin of the clamped

nucleus electronic energy so that,
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Ecn
p ðaÞ ! Ecn

p ðaÞ þ VnðaÞ ¼ Vcn
p ðaÞ ð4Þ

If the clamped nuclei solutions were known for all

values that could be taken by a, they would constitute the

solution set wp
cn(xn , xe).

The full Hamiltonian may be written as

Hðxn; xeÞ ¼ KnðxnÞ þ Hbomðxn; xeÞ ð5Þ
where Kn is the kinetic energy operator for the nuclei,

which can be written symbolically asXA
k¼1

pn
k

2

2mk

and, although Born does not explicitly require it, the

Hamiltonian Hbo is implicitly generalised to allow for

nuclear motion as

Hbomðxn; xÞ ¼ Hcnðxn; xeÞ þ e2

8p�0

X0A

i;j¼1

ZiZj
jxn

i � xn
j j

ð6Þ

The eigenfunctions of this Hamiltonian are assumed to be

of the form wi
n(xn , xe) generalising those of (2) and to lead

to a potential Vbom
p ðxnÞ generalising that of (4). It is this

Hamiltonian which is often referred to as the electronic

Hamiltonian.

Assuming that full problem had eigenstates such that

Hðxn; xeÞwðxn; xeÞ ¼ Ewðxn; xeÞ; ð7Þ
then the solutions could be expanded as a sum of products

of the form

wðxn; xeÞ ¼
X
p

UpðxnÞwbom
p ðxn; xeÞ ð8Þ

where UpðxnÞ describes the nuclear motion and wi
n (xn, xe)

is an eigenfunction of the electronic Hamiltonian (6).

However, the status of the electronic function is not

entirely clear as will be seen shortly.

2 The mathematics of the Born approach

In 1951, Kato [2] established that the full (Coulomb)

Hamiltonian, H , is essentially self-adjoint.1 This property,

which is stronger than Hermiticity, guarantees that the time

evolution

WðtÞ ¼ expð�iHt=�hÞWð0Þ
of a Schrödinger wavefunction is unitary and so conserves

probability [3]. This is not true for operators that are

Hermitian but not self-adjoint. It is easy enough to construct

examples of such operators; an example given by Thirring

[4] is of the radial momentum operator �i�ho=or acting on

functions /(r), /(0) = 0 with 0� r\1:

What Kato showed in Lemma 4 of his paper was that for

a Coulomb potential V and for any function f in the domain

D0 of the full kinetic energy operator T0; the domain of full

problem DV contains D0 and there are two constants

a, b such that

jjVf jj � ajjT0f jj þ bjjf jj
and that a can be taken as small as is liked. Thus, the

potential energy is bounded relatively to the kinetic energy.

Given this result, he proved in Lemma 5 that the usual

operator has a unique self-adjoint extension and thus is

indeed, for all practical purposes, self-adjoint and is boun-

ded from below. The sort of problems that can arise if an

operator is not self-adjoint or does not have a unique self-

adjoint extension are discussed in an accessible way in [5].

In the present context, the important point to note is that

the Coulomb term is small only in comparison with the

kinetic energy term involving the same set of variables. So

the absence of one or more kinetic energy terms from the

Hamiltonian means that the Coulomb potential term cannot

be treated as small and the Hamiltonian will no longer be

self-adjoint in the way demonstrated by Kato. This is not

because it ceases to be intrinsically self-adjoint but because

the Hamiltonian ceases to be self-adjoint on the domain of

the complete kinetic energy operator. It is thus a problem

of the extension. This is not to say that there is anything

wrong with solutions to the clamped nuclei problem (3).

Here the nuclei are fixed and the potential involves only the

electronic variables, and the only requirement for self-ad-

jointness is that there be an electronic kinetic energy term

for each potential term. It does however mean the Hamil-

tonian (6) (the soi-disant electronic Hamiltonian) is not

self-adjoint in the Kato sense. The problem is essentially

one of domain and to deal with that, the differential

equation approach to the electronic problem must be

replaced with an approach that starts from the clamped

nuclei Hamiltonian.

3 Defining an electronic Hamiltonian

The full Hamiltonian is invariant under all uniform trans-

lations of the variables, under all orthogonal transforma-

tions of the variables and under the permutation of all

variables that correspond to particles of equal charge and

mass. It is the first of these invariances that has the most

immediate consequences. It implies that the full Hamilto-

nian has a completely continuous spectrum arising from the

free motion of the whole system (atom, molecule, ion or

whatever) through space. Any bound-states corresponding

1 The work was completed in 1944 and was actually received by the

journal in October 1948.
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to discrete values in the spectrum will be clouded by this

continuum, which must be removed before attention can be

focused on square integrable eigenfunctions. This can be

done easily by separating the centre-of-mass motion by

choosing the centre-of-mass coordinate and NT - 1 trans-

lationally invariant coordinates and transforming the

Hamiltonian to have a part corresponding to the free motion

of the centre-of-mass and a part H0 composed from the

translationally invariant coordinates. Although it was not

mentioned earlier, this is actually what Kato did and it was

the translationally invariant Hamiltonian that he showed to

be essentially self-adjoint. He also pointed out that his proof

permitted a trivial extension to cover the full Hamiltonian,

so what has been said about self-adjointness previously

needs no modification. The use of a translationally invariant

form poses a problem, however, because one variable has

been lost when translational motion has been removed and

the translationally invariant coordinates can consist of lin-

ear combinations of all the laboratory coordinates. The

spectrum of H0 is independent of linear combination choice

but rather special choices must be made in order to obtain a

set of coordinates in which the electronic and nuclear parts

can be recognised and the permutational invariances

retained. The general problem is discussed in [6]. However,

for present purposes in order to identify the electrons let the

translationally invariant electronic coordinates be chosen

with respect to the centre-of-nuclear mass.

tei ¼ xe
i � X; X ¼ M�1

X
i¼1

mix
n
i ; M ¼

XA
i¼1

mi

in the case of the atom A = 1 and the origin is the nucleus.

There is no need to specify the proposed A - 1 transla-

tionally invariant nuclear variables tn other than to say that

are expressed entirely in terms of the laboratory nuclear

coordinates by means of a A by A - 1 matrix Vn in which

the elements of each column sum to zero.

The electronic Hamiltonian now becomes

H
0eðxn; teÞ ¼ � �h2

2m

XN
i¼1

r2ðtei Þ �
�h2

2M

XN
i;j¼1

r~ðtei Þ � r~ðtej Þ

� e2

4p�0

XA
i¼1

XN
j¼1

Zi
jtej � xn

i j

þ e2

8p�0

X0N

i;j¼1

1

jtei � tej j
þ
X0A

i;j¼1

ZiZj
jxn

i � xn
j j

 !
ð9Þ

where it is understood that the xi
n are to be realised by a

suitable linear combination of the ti
n. The electronic

Hamiltonian is properly translationally invariant and would

yield the usual form were the nuclear masses to increase

without limit. Were the nuclear positions to be chosen

directly as a translationally invariant set, it would be those

values that would appear in the place of the nuclear

variables.

The nuclear part involves only kinetic energy operators

and has the form:

KnðtnÞ ¼ � �h2

2

XA�1

i;j¼1

1

lij
r~ðtni Þ:r~ðtnj Þ ð10Þ

with the inverse mass matrix l defined in terms of the

inverse nuclear masses and the elements of Vn.

The self-adjointness of (9) requires consideration

according to the number of nuclei. For an atom, there is no

nuclear kinetic energy part and, denoting the nuclear mass

by mn, the full Hamiltonian is simply the electronic

Hamiltonian.

H
0eðteÞ ¼ � �h2

2m

XN
i¼1

r2ðtei Þ �
�h2

2mn

XN
i;j¼1

r~ðtei Þ � r~ðtej Þ

� e2

4p�0

XN
j¼1

Zi
jtej j
þ e2

8p�0

X0N

i;j¼1

1

jtei � tej j
ð11Þ

The electronic problem for the atom (11) has exactly the

same form as the full problem and as required by the Kato

self-adjointness conditions, for there is a kinetic energy

operator in all of the variables that are used to specify the

potential terms. This would continue to be the case were

the nuclear mass to increase without limit. The atom is

sometimes used as an illustration when considering the

original form of the Born–Oppenheimer approximation but

the only aspect of the approximation that can be thus

illustrated is the translational motion part and that is easily

considered in first order by treating the second term in (11)

as a perturbation to the solution obtained using an infinite

nuclear mass. The inclusion of this term in this way is

analogous to making the diagonal Born–Oppenheimer

correction and it can be made exactly in the case of any

one-electron atom. The Born–Oppenheimer approach

therefore plays no important part in the consideration of the

eigenfunctions of an atomic problem. For systems con-

taining more than a single nucleus, (9) can never be

properly self-adjoint even if the nuclear masses increase

without limit and so it cannot be used directly in attempting

solutions to the full problem.

To turn now to how an electronic Hamiltonian might be

defined properly for a system with more than a single

nucleus, let it be assumed that a chosen set of A nuclear

positions generate a set b of A - 1 translationally invariant

nuclear coordinates. It can be seen that the electronic

Hamiltonian (9) commutes with each of the A - 1 nuclear

position variables. Think now of the molecular bound state

space H as the square integrable sections in the trivial fibre

bundle R3ðA�1Þ � L2ðR3NÞ: A fibre bundle is trivial if the
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two spaces have an associated Cartesian product space.

If the base space is a manifold that is only locally a

coordinate space, the bundle would be only locally trivial.

Here, however, the bundle is globally trivial since the base

space is a global coordinate space [7].

The nuclear operator (which is the bare kinetic energy

operator) acts in the base space, that is upon functions

defined on R3(A-1) and the electronic Hamiltonian acts only

upon the fibre defined by the choice of b. (In this case the

fibre is a vector space L2ðR3N ; bÞ and so the fibre bundle in

this context is often called a vector bundle. The spaces for

different b values, are distinct.)

Now write the full electronic Hamiltonian as a direct

integral over the fibres.

H
0eðteÞ ¼

Z�
H
0eðb; teÞdb ð12Þ

where the tn have been replaced by b within the integral, to

emphasise that it is over fixed points that the ‘‘sum’’ is

occurring.

Modern mathematically secure accounts of the Born–

Oppenheimer approximation are given in terms of the elec-

tronic Hamiltonian defined as a direct sum and as such do not

explicitly consider the requirement that the solutions provide

basis functions for the orthogonal group in three dimensions

nor is spin symmetry considered. They do not either consider

the permutational invariance of the full problem. The argu-

ments can however easily be extended to cover spin and

permutational symmetry in the electronic part of the prob-

lem. They cannot however be easily extended to cover the

full angular momentum symmetry and the nuclear permu-

tation symmetry, except for diatomic molecules. The argu-

ments are based on the idea of a potential provided by the

electrons, just as are the traditional arguments, but not

directly upon the idea of PES everywhere defined. The

arguments require only that it is possible to define a potential

sufficiently close to a particular nuclear configuration.

Making such assumptions, it is possible to estimate how

closely a solution constructed from these forms approxi-

mates an exact solution in the region of interest. Serious

difficulties arise in such approaches when a unique potential

cannot be defined, the situation usually called surface

crossing. But even where there is a unique potential, it is not

possible to use perturbation theory, as is traditionally done,

to make the estimation. The best that can be done is by means

of an asymptotic expansion of the WKB type.

The original Born–Oppenheimer argument has been

reconsidered in a mathematically rigorous way by Klein et al.

[8] assuming the potential consists of a single isolated

potential well such that the electronic wavefunction effec-

tively vanishes outside it. This assumption corresponds

exactly to the original assumption of Born and Oppenheimer.

It is not at present clear how these arguments could be

extended to deal with multiple minima resulting from per-

mutational invariance. Since no explicit consideration of

rotational motion has been attempted, nothing can be said

about the rotational motion of the system, though the effects of

inversion symmetry are considered. This work is perhaps most

usefully seen as a justification of the original Born–Oppen-

heimer conclusions for a system in which the nuclei are treated

as identifiable particles in which electronic motion is unaf-

fected by the rotational motion of the whole system.

It is perfectly proper to perform clamped nuclei elec-

tronic structure calculations to obtain electronic energies

and wavefunctions, and if it were possible to construct from

these a set of electronic wave functions wn
e(tn, te) covering

the whole translationally invariant space, then it would be

perfectly proper to attempt a variational solution of the full

problem (8) using nuclear-motion wave functions obtained

using potentials constructed from the electronic energies.

But it would simply be a variational solution valid in the

energy region relevant to the potential. Such a solution

would not have any particular symmetry under the permu-

tation of identical nuclei nor would it show any particular

rotational symmetry were the potential to be treated as

rotationally invariant thus making it simply a function of

nuclear geometry. Its status as an approximation to an exact

solution would thus be somewhat uncertain.

For the present, let this uncertainty be ignored, to con-

sider what might be inferred about a PES were an exact

solution to the translationally invariant form of the

Schrödinger Coulomb Hamiltonian actually known.

4 The PES from an exact solution?

The presentation of a presumed exact bound state solution

of the Schrödinger Coulomb Hamiltonian as a product of

an electronic and a nuclear-motion part has been consid-

ered both by Hunter [9] and, more recently, by Gross [10].

For the present purposes, the Hunter approach will be

employed on the translationally invariant form of the

Hamiltonian, given earlier. Were the exact solution known,

Hunter argues that it could be written in the form

wðtn; teÞ ¼ vðtnÞ/ðtn; teÞ ð13Þ
defining a nuclear wave function by means of

jvðtnÞj2 ¼
Z

wðtn; teÞ�wðtn; teÞdte ð14Þ

then, providing this function has no nodes,2 an ‘‘exact’’

electronic wavefunction could be constructed as

2 A similar requirement must be placed on the denominator in

equation (12) of [11] for the equation to provide a secure definition.
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/ðtn; teÞ ¼ wðtn; teÞ
vðtnÞ ð15Þ

if the normalisation choiceZ
/ðtn; teÞ�/ðtn; teÞdte ¼ 1

is made. In fact it is possible [12] to show that v must be

nodeless even though the usual approximate nuclear

wavefunctions for vibrationally excited states do have

nodes. The electronic wavefunction (15) is therefore

properly defined and a potential energy surface could be

defined in terms of it as

UðtnÞ ¼
Z

/ðtn; teÞ�H0ðtn; teÞ/ðtn; teÞdte ð16Þ

with H0 defined as the sum of (9) and (10) Although no

exact solutions to the full problem are known for a mole-

cule, some extremely good approximate solutions are

known for excited vibrational states of H2 and Czub and

Wolniewicz [13] took such an accurate approximation for

an excited vibrational state in the J = 0 rotational state of

H2 and computed U(R). They found strong spikes in the

potential close to two positions at which the usual wave

function would have nodes. To quote [13]

This destroys completely the concept of a single

internuclear potential in diatomic molecules because

it is not possible to introduce on the basis of non-

adiabatic potentials a single, approximate, mean

potential that would describe well more than one

vibrational level.

It is obvious that in the case of rotations the situation

is even more complex.

Bright Wilson suggested [14] that using the clamped

nucleus Hamiltonian instead of the full one in (16) to define

the potential might avoid the spikes but Hunter in [12]

showed why this was unlikely to be the case and Cassam-

Chenai [15] repeated the work of Czub and Wolniewicz

using an electronic Hamiltonian and showed that exactly

the same spiky behaviour occurred. However, Cassam-

Chenai showed, as Hunter had anticipated, that if one

simply ignored the spikes, the potential was almost exactly

the same as would be obtained by deploying the electronic

Hamiltonian in the usual way. This would seem to be

consistent too with the earlier work of Pack and Hirschf-

elder [16].

Although Gross [10] does not approach the problem in

quite this way, there is reason to believe that this sort of

problem is bound to arise whatever the approach. To see

this simply rewrite (13) to recognise that the exact states

will actually have definite quantum numbers according to

their orthogonal symmetry O, the electronic permutational

symmetry l, the nuclear permutational symmetry j and the

energy n so that it would be more realistic to write

wOljnðtn; teÞ ¼ vOljnðtnÞ/Oljnðtn; teÞ ð17Þ
In the H2 study cited, the first three quantum numbers are

of no relevance, only n remains and here n labels the

vibrational states. There is thus every reason to expect that

the best that can be done from this approach is a distinct

PES for each nuclear-motion state.

At this level, then it cannot be assumed that the potential

surface calculated in the usual way is an approximation to

anything exact but it remains open to see whether it is

possible to associate it with the exact solution when rota-

tional motion is taken into account.

5 Rotational motion in a polyatomic molecule

A transformation to internal coordinates and Eulerian angles

can be made to produce a Hamiltonian in which the rotational

motion is explicit. The cases of two and of three nuclei

present particular and non-general features and so will not be

considered here. For details of the transformation see [6] but

it is sufficient to notice here that the Eulerian angles are to be

chosen as defined by the nuclear variables alone. Such a

transformation yields an electronic Hamiltonian whose

potential terms depend only upon 3A - 6 nuclear internal

coordinates qk which are invariant under all rotation-reflec-

tions of the translationally invariant coordinates. The elec-

tronic variables are simply transformed variables rwhere the

transformation is an orthogonal one defined by the three

angles /k, k = 1, 2, 3. The angular and internal motion

parts of the Hamiltonian do not separate, and the electronic

angular motion is coupled to the angular motion of the nuclei.

The complete Hamiltonian operator may be written as

HðrÞ þ Kðq; rÞ þ Kð/; q; rÞ ð18Þ
The first term in (18) arises trivially from (9) simply by

replacing the te by the r and so is

HðrÞ ¼ � �h2

2m

XN
i¼1

r2ðriÞ � �h2

2M

XN
i;j¼1

r~ðriÞ � r~ðrjÞ

� e2

4p�0

XA
i¼1

XN
j¼1

Zi
jrj � xn

i j

þ e2

8p�0

X0N

i;j¼1

1

jri � rjj þ
X0A

i;j¼1

ZiZj
jxn

i � xn
j j

ð19Þ

and

Kð/; q; rÞ ¼ 1

2

X
ab

jabLaLb þ �h
X
a

kaLa

 !
ð20Þ
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and

Kðq; rÞ ¼ � �h2

2

X3A�6

k;l¼1

gkl
o2

oqkoql
þ
X3A�6

k¼1

hk
o
oqk

 !

þ �h2

2

X
ab

jablalb þ
X
a

kala

 !
ð21Þ

L , the total angular momentum operator, involves only the

angular variables, and the angular variables are defined in

terms of the translationally invariant nuclear variables

only. j is an inverse generalised inertia tensor and, though

expressible fully in terms of the qk, is formally dependent

upon the definition of the Eulerian angles. l is the electronic

angular momentum operator divided by �h. The matrix g has

elements that depend on the product of terms arising from

the expression of oqk
otnai

while h has elements that depend on

the derivatives with respect to the qk of these partial

derivatives. The ka involves the operators o
oqk

with coeffi-

cients which are elements of a matrix s which involves

products of the first derivatives that form g and those

arising as the same kind of derivative but with respect to

the angular variables. ka also contains the electronic

angular momentum operator with coefficients that are

elements of j: This term couples the electronic and angular

motions.

The Jacobian for the transformation is

jDj�1jjj�1
2jg� sj�1sT j�1

2 ð22Þ
The factor |D|-1 is the angular part of the Jacobian and in

the standard parameterisation jDj�1 ¼ sin/2 as required

for the usual interpretation of the matrix elements.

Again the transformed space is a manifold and not a

vector space. There will always be a region in which the

Jacobian for the transformation vanishes for such difficul-

ties will arise somewhere in any transformed coordinate set

that involves angular coordinates to separate off the non-

Cartesian rotational space S3. Difficulties also arise in a

suitable choice of internal coordinates. The interparticle

distances constitute a properly invariant set from which to

construct internal coordinates and a geometrical figure

formed by a choice of clamped nuclei can be specified

uniquely by specifying all the interparticle distances.

However, for3 A[ 4 there are more interparticle distances

than the 3A - 6 internal coordinates allowed following the

construction of the 3 angular coordinates. Thus, if 9 of the

10 possible interparticle distances are chosen as internal

coordinates for the 5-nuclei problem, it is possible to

construct two distinct geometrical figures which generate

the same values of the chosen internal coordinates. To see

this, imagine the nuclei of NH3 clamped with the protons,

numbered 1–3, in a plane and the nitrogen nucleus, num-

bered 4, on the z-axis. Let a fifth nucleus be placed equiv-

alently either above or below the plane of the protons so that

the value of its z-coordinate is either ±a. If we choose nine

interparticle coordinates r12, r13, r14, r15, r23, r24, r25, r34

and r35 as the independent internal coordinates, it is seen

that the two possible positions of the fifth nucleus lead to

exactly the same values of the chosen internal coordinates.

Standard clamped nuclei electronic structure calculations,

which can be performed at any geometry would, at each of

the geometries, yield different electronic energies. If these

energies were assumed to be achievable as a result of

assigning coordinate values in a function of the internal

coordinates, two energies would arise for a single set of

coordinate values and the ‘‘function’’ would not really be a

function since a function must be single valued. It is not that

such geometries are not possible, it is just that with a par-

ticular choice of internal coordinates, they are not distin-

guishable. Of course if r45 was considered, then the two

geometries would be distinguishable and other choices of

internal coordinates are possible in which this problem can

be avoided. But the problem is quite general, see [6] or [18].

If the number of nuclei is five or more, there are always two

or more geometries which are distinct but have the same

internal coordinate specification, whatever the choice of

internal coordinates made.

6 Removing rotational motion in the frame fixed

in the body

One can eliminate angular motion from the problem by

allowing the operator to work on the function and multi-

plying from the left by its complex conjugate and inte-

grating out over the angular variables. This yields an

effective operator within any (J, M, k) rotation-reflection

manifold that depends only on the internal coordinates.

To remove the rotational motion, we write (18) as

HIðq; zÞ þ KRð/; q; zÞ ð23Þ
in which the first term, HI ; consists of the first two terms in

(18). The matrix elements with respect to the angular

variables of the operators that depend only on the qk and

the zi are trivial. Thus

hJ0M0k0 j HI j JMki ¼ dJ0JdM0Mdk0kHI ð24Þ
In what follows, explicit allowance for the diagonal

requirement on J and M will be assumed and the indices

suppressed to save writing. Similarly, the fact that the

integration implied is over / only will be left implicit.

3 For A = 4 the internal coordinate part of the Jacobian becomes

ferociously complicated [17] with singularities when r12 = r34,

r13 = r24 and r14 = r23. The Jacobian for the interparticle distances

in the five particle case is probably even more complicated.
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The second term in (23) becomes

hJMk0 j KR j JMki

¼ �h2

4
ðbþ2C

þ
Jkþ1C

þ
Jkdk0kþ2 þ b�2C

�
Jk�1C

�
Jkdk0k�2Þ

þ �h2

4
ðCþJkðbþ1ð2k þ 1Þ þ kþÞdk0kþ1

þ C�Jkðb�1ð2k � 1Þ þ k�Þdk0k�1Þ

þ �h2

2
ððJðJ þ 1Þ � k2Þbþ b0k

2 þ k0kÞdk0k ð25Þ

In this expression

b	2 ¼ ðjxx � jyyÞ=2	 jxy=i

b	1 ¼ jxz 	 jyz=i

b ¼ ðjxx þ jyyÞ=2 b0 ¼ jzz

ð26Þ

and in terms of the ka k0 is kz and the k	 are

k	 ¼ ðkx 	 ky=iÞ ð27Þ
The apparently odd positioning of the complex unit as

1/i when i might have been expected is because the stan-

dard commutation conditions have been chosen for the

internal angular momentum components.

Thus, within any rotational manifold, it is the eigenso-

lutions of the effective Hamiltonian given by (24) and (25)

which are invariant to orthogonal transformations and it is

these functions that will be used to consider the separation

of electronic and nuclear motion.

7 The separation of electronic and nuclear motion

in an embedded frame

The base manifold R3A-6� S3 is clearly coordinatisable in

the region in which the Jacobian (22) does not vanish. Over

that region, it is, in principle, possible to construct fibre

bundles, so it is, in principle, possible to extend mathe-

matically rigorous arguments to the separation of electronic

from nuclear motion even when rotational motion is

explicitly considered. For any given J state, the Schrö-

dinger Coulomb Hamiltonian is, however, now composed

of 2J ? 1 coupled differential equations. It should be

remembered that the label k does not designate a good

quantum number and that states of different k for a given

J may couple extensively or not at all. Unfortunately,

however, any coupling that there might be, involves the

electronic motion because each of the ka contain a term

ðjlÞaÞ: Although the form of j depends upon the choice of

embedding, for the Eckart embedding [19], which is the

one usually chosen,

j ¼ I00�1
I0I00�1

where I0 is the inertia tensor for the molecule at the

reference geometry and I00 is of inertia tensor form and

becomes the equilibrium inertia tensor when the nuclear

variables take their equilibrium values. At the equilibrium

values of the nuclear variables, j becomes the inverse

of the equilibrium inertia tensor. The notation is that

of Watson [20]. Thus, with this embedding this part of

coupling matrix will be small only if the matrix elements of

the components of the electronic angular momentum

between the different k labelled states are small.

There has been no detailed mathematical consideration of

this matter but the most useful way to proceed would seem to

be to assume that this part of the coupling is of small effect. It

is natural then to think of the electronic part of the Hamil-

tonian as given by (19). This is however to ignore the last

term in (21). It would be easy to imagine this term included in

the electronic part of the Hamiltonian but for the fact that ka
contains a term in the nuclear variable derivatives. If such a

term is included, it is not the case that this part of the Ham-

iltonian commutes with the nuclear variables and so appro-

priate fibre bundles cannot be constructed over a base space

defined by fixed values of the nuclear variables. In order to

offer an account of the separation of motions analogous to

that offered in the translationally invariant case, the second

part of the last term in (21) cannot be included in the elec-

tronic part of the problem. Consistency would seem to

require that the whole term be ignored for the purposes of an

initial discussion. It might be argued too that the expectation

values of the components of electronic angular momentum

would be small is an assumption consistent with the neglect

of their matrix elements discussed above. Whether or not all

these reservations are valid, a potential can be calculated

using the direct integral form with the part (19) of the

Hamiltonian and it will be properly defined wherever the

domain of the Hamiltonian is restricted to the region in which

Jacobian is non-vanishing. Since this space is a manifold,

care must be taken to make sure that it remains a proper

coordinate space and that the potential is everywhere an

analytic function of the chosen coordinates. A mathematical

discussion in these sort of terms has been attempted only for a

diatomic system in which the internal coordinates are just the

internuclear variable R. In this case, two possible fibre

bundles are constructible on this manifold and it is this

possibility that gives rise to the Berry phase change which

can arise when the internal coordinate R is transported

around a circle of constant latitude. This is discussed in a

mathematically sophisticated way for a rather simplified

model of the diatomic molecule in [21]. The authors refer to

their results as either ‘‘straight up’’ or ‘‘with a twist’’. If it can

be safely assumed that a ‘‘straight up’’ choice has been made,

then it can be assumed that at least locally, a potential VeðqÞ
can be properly defined.
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Assuming that a potential can be calculated from this

part of the rotationally invariant Hamiltonian, then the

nuclear-motion problem involves the Hamiltonian com-

posed of the first part of (21) added to (25) and to the

potential. The terms in (25) other than those involving ka
are simply multiplicative in the variables q and so it is

natural to consider these as to be evaluated at fixed values

of the nuclear variables and to be dealt with along with the

potential. If it can be assumed that it is possible to choose

the embedding so that for the energy range of interest k is

almost a good quantum number, then the effective potential

imagined in these terms would be

VðqÞ ¼ VeðqÞ þ �h2

2
ððJðJ þ 1Þ � k2Þbþ b0k

2Þ ð28Þ

For fixed J and k, this extended potential is rotationally

invariant so that the fibre bundle arguments used for the

translationally invariant approach may simply be carried

over. Even with the simplifying assumptions made here, in

principle the potential should be affected by the rotational

motion of the system, and for any given k, the higher the

J value, the shallower the effective potential will become.

This is exactly the behaviour observed in the case of H2

[22] for the electronic R ground state of the molecule

assumed to dissociate into two hydrogen atoms in their

ground states. That work shows that, for example, the

J = 0 state supports just 14 vibrational states while the

J = 15 state supports 10 while the J = 31 supports only 1

state. Of course in a diatomic molecule, states of different

k are states with differ in the electronic angular momentum

and these results cannot be regarded as typifying the results

for a polyatomic system. However, work on H3
? shows that

in the case of J = 0 there are 1,280 vibrational states below

dissociation [23] and that 46 is the highest value of J for

which at least one vibrational state exists [24]. These fig-

ures should be taken as indicative rather than definitive, for

the electronic structure calculations from which they result,

though among the best available, do not have quite the

accuracy that the calculations on H2 cited above do. Nev-

ertheless, it is clear that rotational dependence is not just

relevant for diatomic molecules. However, in general the

importance of the rotational terms will depend on the

values of b and b0. Both of these depend on the reciprocals

of the nuclear masses and thus it is reasonable to expect

their importance to become less as the constituent atomic

masses increase for any given electronic potential. It is

clear that a mathematically sound scheme could be

developed for the separation of electronic and nuclear

motion even when rotational motion is considered though it

might be necessary to recognise rotational dependencies.

However, it now becomes a much more difficult problem to

consider permutational invariance.

8 The permutational invariance of the PES

For the purposes of this discussion, it is convenient to think

of the translation-free nuclear cartesian coordinates tn as

being related to a body-fixed set zn by

tn ¼ Czn ð29Þ
The body-fixed electronic variables can now be defined in

terms of the transformation defined above by:

ri ¼ CT tei i ¼ 1; 2; ::::N ð30Þ
The three orientation variables are specified by means of an

orthogonal matrix C, parameterised by the three Euler

angles /m, m = 1, 2, 3 as orientation variables. In the

present case, the matrix C is specified entirely in terms of

the A translation-free nuclear variables and so there will be

just 3A - 6 internal variables for the nuclei and so three

relations among the zi
n.

It is necessary to consider the behaviour of both the

internal coordinates and the Euler angles under the permu-

tation of identical nuclei. Because of the choices made in

deriving equation (30), the permutation of electrons is

standard and need not be explicitly considered. However, the

effect on the nuclear variables of a permutation P with rep-

resentative P in the laboratory coordinates induces in the

translationally invariant space the A 9 A representative

matrix

H ¼ Vn�1PVn ð31Þ
The matrix H is not in general in standard permutational

form neither is it orthogonal even though it has determi-

nant ± 1 according to the sign of detP.

Let the (redundant) set of (A - 1)2 scalar products of the

ti be denoted by the square matrix S, of dimension A - 1.

Then, using (31), it is seen that a permutation

Ptn ¼ tnH ¼ t0n ð32Þ
so that

S0 ¼ HTSH ð33Þ
Making explicit the functional dependencies, (29) may

be written as

tn ¼ Cð/ÞznðqÞ ð34Þ
and using (32) and (33) two different expressions for the

permuted translation-free coordinates may be obtained.

The first follows at once from (34) and (32):

t0n ¼ tnH ¼ Cð/ÞznðqÞH ð35Þ
and this gives the t0i

n as functions of / and q.

Alternatively, the Euler angles and the internal coordi-

nates can be expressed directly as functions of the tn and

hence of the t0n according to:
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/mðtnÞ ¼ /mðt0nH�1Þ ¼ /0mðt0nÞ ¼ /mð/; qÞ ð36Þ
and

qkðSÞ ¼ qkðH�TS0H�1Þ ¼ q0kðS0Þ ¼ qkðqÞ ð37Þ
Notice that while the effect of the permutation on qk can at

most produce a function of the qk, the effect of the

permutation on /m can produce a function of both the /m

and the qk. If the permuted internal coordinates and Euler

angles are used in (34), the resulting expression will be for

the permuted translation- free variables thus:

t0n ¼ Cð/ð/; qÞÞznðqðqÞÞ ð38Þ
so that:

t0n ¼ Cð/; qÞznðqÞ ð39Þ
Equating (35) and (39) it follows that

zn ¼ C
T
CznH ð40Þ

and since this expression can be at most a function of the

internal coordinates, it follows that the orthogonal matrix

C
T
C must have elements which are, at most, functions of

the internal coordinates. Denoting this matrix by U (and

from now on, since they will always be the original body-

fixed ones, the variables will not be explicitly given), it

follows that

zn ¼ UznH ð41Þ
and

C ¼ CUT ð42Þ
giving a relationship (albeit implicit) between the permuted

and unpermuted body-fixed variables. It is as well to state

explicitly that there will be such a relationship for every

distinct permutation, and so strictly the matrices should

carry a designation to indicate which of the permutations is

being considered. But that would be to overload the notation

in a way that is not necessary here and so it will not be done.

Now that these relationships have been established, the

effects of a permutation on the various parts of the wave-

function must now be worked out. To avoid overloading

the notation again, the usual convention will be adopted in

which the change (41) is written:

zn ! UTznH�1 ð43Þ
while (42) is written:

C! CU ð44Þ
when considering the change in a function upon the change

of variables.

The angular momentum eigenfunction |1Mki can be

shown [25] to be writable as

j1Mki ¼ 3

8p2

� �1
2

ðXTCXÞMk ð45Þ

Since the elements of |JMki can be obtained by repeated

vector coupling of the elements of |1Mki it is sufficient to

know how |1Mki transforms in order to know the general

result. Using (44) for the change inC it follows from (45) that:

j1Mki ! 3

8p2

� �1
2

ðXTCUXÞMk

¼ 3

8p2

� �1
2

ðXTCXXyUXÞMk

¼
Xþ1

n¼�1

j1MniD1
nkðUÞ ð46Þ

so that the change induced in the general symmetric-top

function under P is:

jJMki !
XþJ
n¼�J
jJMniDJ

nkðUÞ ð47Þ

In this equation, DJðUÞ is the matrix made up from the

elements of U in exactly the same way that DJ is made up

from the elements of C. A precise account of how this is to

be done is given in Section 6.9 of [26]. Should it turn out

that U is a constant matrix, then DJðUÞ is a constant matrix

and (47) simply represents a linear combination. If U is a

unit matrix, then |JMki is invariant. It should be noted here

that this coupling of rotations by the permutations can

mean that certain rotational states are not allowed by the

Pauli principle and this is important in assigning statistical

weights to rotational states.

It is rather difficult to say anything precise about the

change induced in the qk under the permutation. Of course

since the internal coordinates are expressible entirely in

terms of scalar products4 and the scalar products of the ti
n

are identical to the scalar products of the zi
n, the change is

that given in (37) namely

qðSÞ ! qðH�TSH�1Þ ð48Þ
where the notation of (43) has been used and where S is

regarded as a function of the qk. However, the result has no

general form and so the best that can be said is that a

permutation of nuclei induces a general function change

UJ
kðq; zÞ ! U0Jkðq; zÞ ð49Þ

where the precise nature of the function change depends on

the permutation, the chosen form of the internal

4 Because of this, the internal coordinates are invariant under

inversion, which simply causes the ti
n to change sign. Thus, it is

only the nuclear permutation group and not the permutation-inversion

group which is relevant here.
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coordinates and on the chosen functional form. Thus, the

general change in the wavefunction induced by P can be

written

WJ;Mð/; q; zÞ !
XþJ
k¼�J

XþJ
n¼�J
DJ

nkðUÞU0Jkðq; zÞjJMni

¼
XþJ
n¼�J

U
J

nðq; zÞjJMni ð50Þ

This expression will clearly be very difficult to handle

for not only will a U be difficult to determine, but one must

be found for each distinct permutation of the identical

nuclei and in a problem of any size there will be a very

large number of such permutations. It would obviously be

desirable to choose a body-fixing matrix, C, that was

invariant under all permutations of identical particles. This

can be done by choosing C to be the matrix that

diagonalises the translation-free instantaneous inertia

tensor and this is how it was chosen in the two very first

attempts to body-fix for molecules, [27] and [28], and it has

been a choice made subsequently on many occasions, see

for example, [29]. However, if this choice is made, then the

resulting Hamiltonian is quite inappropriate for the study of

molecules because the Jacobian for the transformation

vanishes in regions of physical interest. Thus, for a

molecule like ammonia, this happens at what is usually

thought of as its equilibrium geometry. This was among the

reasons that led Eckart to develop his body-fixing

prescription, [19], which is the one that is generally taken

as the basis for the interpretation of molecular spectra. The

embedding defined in this approach is generally invariant

only under the subset of permutations of the identical

nuclei which correspond to point group operations on the

equilibrium geometry figure (for more discussion of this,

see [25] and [30]). Thus, it is clear that it is not always

possible to avoid these difficulties and the fact that they can

arise in the Eckart approach obviously poses some

problems for the standard view of the separation of

rotational and vibrational motion. These matters are

discussed a little more in [31] and [32].

Why these broken symmetry solutions to the clamped

nucleus problem turn out to be so effective in practice has

been a vexing puzzle since the very beginning of molecular

quantum mechanics. It has occasioned an enormous

amount of work, particularly since the publication in 1963

of a paper by H. C. Longuet-Higgins [33] in which per-

mutations were divided into feasible and unfeasible types

and in which it was argued that it was necessary to consider

only the (often rather small) set of feasible permutations in

a given problem. A summary of much of the relevant work

in the area of molecular spectroscopy is reviewed in the

monographs by Ezra [25] and by Bunker [34] and in a more

general context in [35] and [36].

The idea of unfeasibility seems to rest on the notion that the

permutation is a real motion of particles in the potential

computed from a clamped nucleus calculation. If between the

typical geometry and the permuted geometry there is a high

potential barrier, then the permutation is unfeasible. The idea

that a permutation is a real motion of particles is an incon-

gruous one, from a mathematical point of view, as is the idea

of unfeasibility, outside the single product approximation for

the wave function and hence a single uncoupled potential

function. It might however be speculated, within the present

context, that if the usual orbital electronic wavefunction for a

typical geometry is projected so that it has the proper per-

mutational invariance, then the elements in the projected

function that are small and make only a small contribution to

the electronic energy can be neglected without great loss in

energy. It would be the permutations that produce these neg-

ligible terms that can perhaps properly be called unfeasible.

Although calculations could not quite settle this matter, it

would be very interesting to attempt some and to see what

emerged. To do so however would necessitate a proper con-

sideration of the permutation upon the internal and angular

coordinates and it would not be sufficient simply to assume as

is usually done, that the permutations can be realised in terms

of the nuclear cartesian variables nor should inversion be

invoked as relevant to internal motion.

9 Conclusions

This paper has been devoted to trying to ‘‘place’’ the

potential energy function in the context of solutions to the

full problem. As has been shown, this placing is more

problematic than is commonly thought. It cannot therefore

be said, with any confidence at present, to what question

the potential energy function arising from a clamped

nucleus calculation is the answer.
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Abstract The variational procedure of the Hartree–Fock

and Kohn–Sham methods can be modified by adding one

or more constraints that fix the number of electrons in a

given number of molecular fragments. The corresponding

Euler–Lagrange equations lead to a modified Fock matrix,

where the contribution from the constraints only depends

on the overlap matrix, when using the Mulliken or Hirsh-

feld atoms-in-molecules method. For all compounds in the

test set, the energy shows a quadratic dependence on the

fixed charges. This behavior provides a procedure to obtain

the atomic electronegativity and hardness parameters in the

electronegativity equalization method.

Keywords Hartree–Fock method � Kohn–Sham method �
Mulliken population analysis � Electronegativity

equalization method � Atomic charges

1 Introduction

The way the electrons distribute in a molecule reflects its

physical and chemical properties. For example, dipole

moments and electron deficient sites are relevant properties

in a molecule that affect the way it interacts with the

reaction partners, and these properties are determined by

the molecular charge distribution. Quantum mechanics

allows the computation of the electron density, which tells

the way electrons distribute in the molecule. However, the

electron density can only be obtained from an electronic

structure computation, and simpler methods are also

required to estimate the atomic charges in complex

systems.

The electronegativity equalization method (EEM) [1]

has been successfully used to estimate atomic charges in a

wide variety of electronic systems, from simple molecules

to inorganic materials [2, 3]. In EEM, a molecule is

described in terms of its atoms, and the molecular energy is

approximated as a quadratic function of the atomic char-

ges. One can rationalize the EEM approach by partitioning

the expectation value of the Hamiltonian operator into

intra- and interatomic regions [1, 4–6]:

Ĥ
� � ¼X

A

Z
XA

� 1

2
r2 þ v r~ð Þ

� �
c1 r~; r~0ð Þ

� �����
r0~¼r~

dr~

þ
X
A;B

Z
XA

Z
XB

c2 r~1; r~2; r~1; r~2ð Þ
r12

dr~1dr~2

þ 1

2

X
A;B
A 6¼Bð Þ

ZAZB
RAB

: ð1Þ

Here, c1 and c2 are the one- and two-body density matrices,

XA represents the region of space that is allocated to atom A,

and v corresponds to the electric potential from the nuclei,
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v r~ð Þ ¼
X
A

vA r~ð Þ ¼ �
X
A

ZA

r~� R~A

�� ��: ð2Þ

Then, one can collect the one- and two-region terms:

Ĥ
� � ¼X

A

E�A þ
X
A;B
A 6¼Bð Þ

V�AB: ð3Þ

where the quasi-atomic energies, E�A, are one-region

contributions,

E�A ¼
Z
XA

� 1

2
r2c1 r~; r~0ð Þ	 
����

r0~¼r~
þvA r~ð Þq r~ð Þ

� �
dr~

þ
Z
XA

Z
XA

c2 r~1; r~2; r~1; r~2ð Þ
r12

dr~1dr~2 ð4Þ

while the interatomic terms, V�AB, are two-region ones,

V�AB ¼
Z
XB

vA r~ð Þq r~ð Þdr~

þ
Z
XA

Z
XB

c2 r~1; r~2; r~1; r~2ð Þ
r12

dr~1dr~2þ 1

2

ZAZB
RAB

: ð5Þ

Note that a quasi-atomic energy is different from a free-

atom energy, since it depends on the molecular density

matrices. The two-body density matrix can be written in

terms of the density and the pair-correlation function (h):

c2 r~1; r~2; r~1; r~2ð Þ ¼ 1

2
q r~1ð Þq r~2ð Þ 1þ h r~1; r~2ð Þ½ 
; ð6Þ

where the pair-correlation function leads to the exchange

and correlation energy contributions. From the use of a

continuous representation of the nuclear density, one has

that

V�AB þ V�BA

¼
Z
XA

Z
XB

ZAd r~1 � R~A

 �� q r~1ð Þ
	 


ZBd r~2 � R~B

 �� q r~2ð Þ
	 


r12

dr~1dr~2

þ
Z
XA

Z
XB

q r~1ð Þq r~2ð Þh r~1; r~2ð Þ
r12

dr~1dr~2;

ð7Þ
where the factors inside the square brackets represent the

total molecular density at a given point in space, and the first

term is the Coulomb interaction between two charge

densities from different regions. The Coulomb term can be

computed using the multipole expansion. If one neglects the

contribution of the pair-correlation function, by assuming

that its effects can be partially included in the

parametrization of the quasi-atomic energies, and truncates

the multipole expansion up to the monopole term, then one

gets a simple expression for the sum of the two-region terms:

X
A;B
A 6¼Bð Þ

V�AB �
1

2

X
A;B
A 6¼Bð Þ

qAqB
RAB

: ð8Þ

Here, qA represents the charge of atom A.

Since, in general, the atomic charges are not an integer,

a second-order Taylor expansion of the energy, around the

neutral state, is usually used for the quasi-atomic energies:

E�A � Eo�
A þ v�AqA þ

1

2
g�Aq

2
A ð9Þ

where v�A and g�A are the quasi-atomic electronegativity and

hardness. From density functional chemical reactivity

theory, the electronegativity is identified as the negative of

the electronic chemical potential, while the hardness rep-

resents the response of the chemical potential to the change

in the number of electrons (See for example [7]). In some

special cases, it could be important to change the reference

point for the Taylor expansion. Such a change slightly

alters the form of the quadratic expression by replacing the

terms qA by qA � q0
A

 �
, where, as described below, q0

A is the

charge on atom A using the unconstrained molecular wave

function.

The combination of Eqs. (3) and (8, 9) leads to the EEM

master equation:

Emol ¼ Ĥ
� � � EEEM

¼
X
A

Eo�
A þ v�AqA þ

1

2
g�Aq

2
A

� �
þ 1

2

X
A;B
A6¼Bð Þ

qAqB
RAB

: ð10Þ

Note that the molecular energy is approximated by a

quadratic function of the atomic charges. Atomic charges

come from the minimization of Eq. (10), subject to the

restriction

0 ¼
X
A

qA � Q ð11Þ

where Q is the charge of the molecule, which leads to the

following set of equations,

oEEEM

oqA
¼ v�A þ qAg

�
A þ

X
B 6¼A

qB
RAB
¼ a; A ¼ 1; . . .;M:

ð12Þ
Here, a is the Lagrange multiplier associated with the

constraint, and it can be shown that it is equal to the

molecular electronegativity:

a ¼ oEEEM

oQ
¼ vmol: ð13Þ

One can identify the derivative in Eq. (12) with the

Politzer–Weinstein [8] definition of the electronegativity of

an atom-in-a-molecule, and this equation corresponds to

the electronegativity equalization condition. The principle
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of electronegativity equalization states[9, 10] that the

molecular electronegativity, Eq. (13), equals the derivative

of the energy with respect to the charge on an atom A and

that for all atoms A [8]. The resulting expressions for EEM

are usually written in a matrix form as

g�1 1=R12 � � � 1=R1M 1

1=R12 g�2 � � � 1=R2M 1

..

. ..
. . .

. ..
. ..

.

1=R1M 1=R2M � � � g�M 1

1 1 � � � 1 0

2666664

3777775
q1

q2

..

.

qM
�vmol

2666664

3777775

¼

�v�1
�v�2
..
.

�v�M
Q

2666664

3777775: ð14Þ

The values of the quasi-atomic electronegativity and

hardness are obtained from a fitting procedure involving a

training set of molecules. This fitting is mostly done in a

least squares sense by finding the parameters that minimize

the quadratic error between the ab initio computed charges

and the ones obtained using a set of systematically

improved parameters; see, for example, Refs. [11–18]. In

practice, such fitting is far from trivial. Moreover, the

parameters significantly depend on the definition used to

define an atom in the molecule. There also remains one

degree of freedom, that is, one can freely choose one

electronegativity parameter and only optimize the others

with respect to this chosen value. Besides this trivial degree

of freedom, it has been observed by Bultinck et al. [14] that

other sources of ambiguity in the parameters remain.

Verstraelen et al. [18] recently performed an in-depth

analysis of the ambiguity in the parameters, revealing that

no unique set of parameters can be obtained. Nevertheless,

it has been shown that the parameters derived in such a way

are useful to predict atomic charges and different other

properties [19, 20] of high quality in molecules not used in

the training set for the regression. Moreover, EEM is a key

ingredient of many new developments in polarizable force

fields and reactive force fields [21–24].

In this work, we follow a different path to EEM

parametrization by directly using Eq. (10). Instead of going

through the atomic charges, we present an algorithm for the

direct calculation of the energy for a given set of atomic

charges (populations) and examine how good a sum of

quadratic quasi-atom energies is. The parameters are

obtained from simple molecules, usually diatomic ones

although examples are given also for larger molecules.

Once the parameters are known, it is also possible to test

their quality by applying them in Eq. (14) to compute

atomic charges, which, in turn, are compared to the

ab initio charges.

2 Model

The use of the orbital concept in the Hartree–Fock (HF)

and Kohn–Sham (KS) methods leads to similar variational

equations: a coupled set of eigenvalue equations with a

hermitian operator (See for example [7, 25]). This system

of integro-differential equations is transformed into a

matrix problem when we use a basis set. In both methods,

one has to solve a generalized eigenvalue equation:

FC ¼ eSC: ð15Þ
When atom-centered basis sets are used, a very simple

procedure to assign the electrons among the atoms of the

molecule comes from Mulliken’s approach [26]. Within

this method, the number of electrons assigned to the atom

A is given by

nA ¼
X
l2A

X
m

PlmSlm; Plm �
XN
i¼1

CilCim ð16Þ

where the l and m indices are used for the basis functions,

and the first sum is restricted to only those basis functions

centered on atom A, P is the density matrix, and N is the

number of electrons in the molecule.

Additional restrictions can be incorporated into the

variational problem by making use of the Lagrange mul-

tiplier technique [27–31]. For example, if we want to fix

the population in the atoms 1, 2, …, r, then for each atom A

= 1,...,r the constraint takes the form:

0 ¼ nA � NA ¼
X
l2A

X
m

PlmSlm � NA;

¼
X
lm

dA;IlPlmSlm � NA

ð17Þ

Here, NA represents the desired population on atom A, and

Il represents the atom where the basis function vl is cen-

tered. Note that the Kronecker delta is not zero only when

the basis function vl is centered in atom A.

The variational solution of the constrained problem

comes from minimizing, with respect to the coefficients,

the following quantity:

L ¼ ERHF Cil
� � ��X

ij

eij
X
lm

CilSlmCjm � dij

 !

�
Xr
A¼1

kA
X
lm

dA;IlPlmSlm � NA

 !
: ð18Þ

Here, ERHF is the expectation value of the hamiltonian

operator with a single-determinant wave function. The

second term comes from the orthonormalization condition of

the molecular orbitals, while the third one arises from each

population restriction. The Euler–Lagrange equations from

this problem lead to a matrix problem similar to Eq. (15):
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F0C ¼ e0SC: ð19Þ
The modified Fock matrix, F0, has the form:

F0 ¼ F�
Xr
A¼1

kAG
A; GA

lm �
1

2
dA;Il þ dA;Im
 �

Slm: ð20Þ

Note that the modified Fock matrix is also hermitian.

It is important to note that the eigenvalues from Eq. (19)

no longer approximate the ionization energies. However,

following Koopmans’ idea, we find that the ionization

energies can be estimated from

IPk � �e0k �
Xr
A¼1

kAnAk ð21Þ

where nAk represents the contribution of the k-th orbital to

the Mulliken population of the atom A and is given by:

nAk �
X
l2A

X
m

CklCkmSlm; nA ¼
XN
k¼1

nAk: ð22Þ

For a given set of values of the Lagrange multipliers,

kAf g, one can solve Eq. (19) and obtain the corresponding

energy, the set of the molecular orbital coefficients, and the

population on each atom. Since the atomic populations

depend on the values of the Lagrange multipliers, one can

specify the desired atomic populations and then get the

right values of the Lagrange multiplier by solving the

constraints,

nA kBf gð Þ � NA ¼ 0; A;B ¼ 1; . . .; r: ð23Þ
This set of equations is solved by using a multidimensional

Newton–Raphson, or quasi-Newton variant, in a few iter-

ations within any degree of precision. Usually, we

take0 ¼ kð0Þ1 ¼ kð0Þ2 ¼ � � � as a starting guess point and

displacements below 0.1 to estimate the gradients.

This procedure is implemented in a proof of principle

RHF code, and all the results in this paper are computed

with the minimal basis set STO-3G.

3 Results and discussion

First, we apply the constrained minimization procedure to

diatomic molecules, both homo- and heteronuclear. In this

case, there is only one constraint, since the total number of

electrons in the molecule is fixed. In every test, we find that

the energy shows a quadratic-like dependence on the

charge of the atom with the constrained population. The

minimum value always corresponds to the Hartree–Fock

energy (k1 ¼ 0) because the HF determinant minimizes the

expectation value of the Hamiltonian operator. Table 1

shows the energy (E) and charge (q1) of the first atom for

different values of the Lagrange multiplier (k1) in some

diatomic molecules. The dependence of the energy with the

charge can be observed in Fig. 1 for two representative

diatomic molecules. It is important to mention that some

diatomic charged species (NO?, O2
2?, HO-, CN-) are also

included in the test set and their behavior shows no dif-

ference with respect to the neutral molecules.

Polyatomic highly symmetric molecules involving only

two nonequivalent atoms, such as H2O, CO2, CH4, and

CF4, show the same behavior when one restricts the charge

of one atom, see Fig. 2. For other molecules, one can

restrict the population on all atoms, but one. It is even

possible to fix the population on one or more molecular

fragments. The results always show that the energy has a

quadratic-like dependence with respect to the fixed char-

ges. It is precisely the quality of this quadratic dependence

that underlies EEM. Note that this behavior was previously

also observed by Cioslowski et al. [31].

The quadratic-like behavior obtained with the con-

strained HF method can be used to obtain useful EEM

parameters by making use of the quadratic fitting of ERHF

as a function of q. For example, for a diatomic molecule,

with charge Q, Eq. (10) can be written in the following

way:

Emol ¼ Eo�
1 þ Eo�

2 þ v�2Qþ
1

2
g�2Q

2

þ q1 v�1 � v�2 � g�2Qþ
Q

R

� �
þ q2

1

g�1 þ g�2
2
� 1

R

� �
:

ð24Þ
For a neutral homonuclear molecule, the linear term van-

ishes and the hardness comes from the quadratic coefficient

of the fitting; see, for example, Fig. 1. In contrast, relative

electronegativities can be obtained from the linear coeffi-

cient of the fitting of the data from the heteronuclear

molecules. EEM parameters of some atoms obtained by

this procedure are found in Table 2.

The atomic charges and the molecular electronegativity

are solved from Eq. (14). Table 3 shows the comparison

between the Mulliken charges from a RHF calculation and

those from the EEM, using the parameters from Table 2.

One can see that the atomic charges from both methods are

in fairly good agreement given that they were obtained

from only few molecules. In the more traditional EEM

approach, parameters are obtained from molecules that

mostly contain atoms of (nearly) all elements considered.

In the present case, on the other hand, for the hardness only

homonuclear diatomics are used.

For larger molecules, we find that the energy of the

constrained HF procedure also shows a quadratic depen-

dence with respect to the atomic charges. It is important to

remark that the quadratic behavior comes from a truncated

Taylor expansion, Eq. (9), and for large charges it may fail.

For those cases, there are two alternative options. In the
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first option, one must add more terms to Eq. (9), which

leads to a set of nonlinear equations, in addition to the need

of new parameters. The second one consists in a shift of the

reference system for the Taylor expansion, which keeps the

quadratic form, but one has to take care of the terms from

the shift and modify the equations accordingly. As a con-

sequence, it is no longer possible to directly interpret

relative values for EEM parameters (such as, e.g., the

carbon versus oxygen electronegativity) with respect to

expected trends in the periodic system as the latter are

based on neutral atoms as reference.

To test whether the quadratic expansion applied to every

atom still results in good regressions, some larger

Table 1 Energy (in Hartree)

and Mulliken’s atomic charge of

the first atom as a function of

the Lagrange multiplier, for

some diatomic molecules

k NN CO FF

qN E qC E qF E

-1.0 2.03 -106.525635 1.73 -110.530475 0.74 -195.651614

-0.9 1.85 -106.692935 1.62 -110.634766 0.69 -195.697961

-0.8 1.67 -106.849769 1.50 -110.737606 0.64 -195.745043

-0.7 1.48 -106.993748 1.37 -110.836596 0.57 -195.791558

-0.6 1.28 -107.122769 1.23 -110.929219 0.50 -195.836022

-0.5 1.07 -107.235017 1.08 -111.012983 0.43 -195.876883

-0.4 0.86 -107.328957 0.91 -111.085538 0.35 -195.912641

-0.3 0.65 -107.403332 0.75 -111.144760 0.27 -195.941953

-0.2 0.44 -107.457163 0.57 -111.188802 0.18 -195.963711

-0.1 0.22 -107.489744 0.39 -111.216114 0.09 -195.977100

0.0 0.00 -107.500651 0.20 -111.225446 0.00 -195.981619

0.1 -0.22 -107.489744 0.01 -111.215842 -0.09 -195.977100

0.2 -0.44 -107.457163 -0.19 -111.186619 -0.18 -195.963711

0.3 -0.65 -107.403332 -0.38 -111.137356 -0.27 -195.941953

0.4 -0.86 -107.328957 -0.58 -111.067872 -0.35 -195.912641

0.5 -1.07 -107.235017 -0.78 -110.978210 -0.43 -195.876883

0.6 -1.28 -107.122769 -0.98 -110.868621 -0.50 -195.836022

0.7 -1.48 -106.993748 -1.18 -110.739544 -0.57 -195.791558

0.8 -1.67 -106.849769 -1.38 -110.591599 -0.64 -195.745043

0.9 -1.85 -106.692935 -1.57 -110.425574 -0.69 -195.697961

1.0 -2.03 -106.525635 -1.77 -110.242423 -0.74 -195.651614

Fig. 1 Atomic charge–energy plots for two representative diatomic

molecules. Energy values in Hartree. The diamonds are the results of

the constrained RHF calculations, while the curve is a quadratic fit

Fig. 2 Atomic charge–energy plots for two binary polyatomic

molecules. Energy values in Hartree. The diamonds are the results

of the constrained RHF calculations, while the curve is a quadratic fit
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molecules were also included in the test set. As an exam-

ple, we discuss the tetrahydrofurane molecule that contains

13 atoms. The straightforward adaptation of the algorithm

developed above resulted in good performance although

two further improvements were obtained upon changing

two steps. The first is the use of a random assignment of

atomic populations among all atoms but limited to within

deviations from the reference of maximally 0.3 electrons

for each atom. Second, the reference has been changed

from neutral atoms to atoms with atomic population as

found in the unconstrained Hartree–Fock minimum. Using

as input a total of 130 (i.e., 10 times the number of atoms)

constrained Hartree–Fock energy evaluations with ran-

domly displaced atomic populations, parameters for the

different atoms were fitted in a least square sense to

minimize the difference between the constrained Hartree–

Fock energy and that based on sums of quadratic atomic

approximations. Using singular value decomposition to

perform the least squares fit, we find that the summed

quadratic model is very good with on average over the 130

points an absolute error in energy of ca. 0.5 milliHartree.

Fig. 3 shows the regression quality between both data sets.

As a test of the performance of the optimized parameters

in Mulliken charges derived from EEM expressions, we

also compared both sets of charges, ab initio and EEM

based. As expected on the basis of the excellent regression,

the charges are also reproduced very well, see Table 4.

A remarkable feature of these results is that the qua-

dratic form in Eq. (10) produces excellent fits to the con-

strained RHF data, even though the quadratic form is

incomplete. The only off-diagonal quadratic terms are due

to the electrostatic interaction between the atoms, Eq. (8).

For a different population analysis model, the constraint

takes a different form. For example, in the Hirshfeld

method [32], the atomic population takes the form:

nHA ¼
Z

wH
A r~ð Þq r~ð Þdr~¼

X
lm

Plm

Z
wH
A r~ð Þvl r~ð Þvm r~ð Þdr~

�
X
lm

PlmG
A
lm

ð25Þ
where wH

A are the Hirshfeld weight factors, which are

independent of the molecular density. The constrained

minimization leads to an Euler–Lagrange equation that has

Table 2 EEM parameters from the quadratic fitting of the con-

strained HF model

A g�A v�A � v�H

H 1.108 0.000

C 0.620 0.036

N 0.703 0.097

O 0.789 0.121

F 0.960 0.176

All values are reported in atomic units

The homonuclear diatomic molecules H2, C2, N2, O2
2?, and F2 are

used to obtain the quasi-atomic hardnesses, while CO, CN-, OH-,

and HF are used for the quasi-atomic electronegativities. The pro-

cedure is described in the text

Table 3 EEM charges for some simple molecules computed with the

parameters from Table 2

Molecule Atom Charge

EEM HF

CO2 C 0.36 0.44

O -0.18 -0.22

H2O H 0.14 0.17

O -0.27 -0.33

NH3 N -0.37 -0.44

H 0.12 0.15

HCN H 0.03 0.15

C 0.11 0.01

N -0.14 -0.16

H2CO H 0.04 0.06

C 0.07 0.07

O -0.15 -0.19

CH4 C -0.25 -0.26

H 0.06 0.07

CF4 C 0.53 0.57

F -0.13 -0.14

Fig. 3 Comparison between the constrained RHF energy and the

quadratic fit for tetrahydrofurane. Energy values in Hartree
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the same form of Eq. (19), but the modified Fock matrix

becomes

F0lm � Flm �
X
A

kAG
A
lm: ð26Þ

In other cases, a constraint written in terms of the coeffi-

cients or the density can be easily incorporated into the

constrained procedure.

The implementation of our model in a KS code will be

very similar to the procedure described above. A small

variation in the parameters is expected due to the inclusion

of the correlation effects, but not in the trend along the

periodic table.

4 Concluding remarks

The addition of atomic charge constraints to the self-con-

sistent RHF procedure yields a quadratic relationship

between the energy and the atomic charges. This behavior

provides an alternative way to obtain EEM parameters,

which produce atomic charges in good agreement with

those from the RHF method. The advantages of the present

approach are that one can obtain EEM parameters from one

specific molecule instead of requiring several sets of

atomic charges for a range of molecules. Second, the per-

formance of the constrained method numerically supports

the assumptions from which the EEM is derived.

The use of other kinds of constraints in the electronic

structure calculations is currently under exploration.
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Abstract The porous MIL-47 material shows a selective

adsorption behavior for para-, ortho-, and meta-isomers of

xylenes, making the material a serious candidate for sep-

aration applications. The origin of the selectivity lies in the

differences in interactions (energetic) and confining

(entropic). This paper investigates the xylene–framework

interactions and the xylene–xylene interactions with

quantum mechanical calculations, using a dispersion-cor-

rected density functional and periodic boundary conditions

to describe the crystal. First, the strength and geometrical

characteristics of the optimal xylene–xylene interactions

are quantified by studying the pure and mixed pairs in gas

phase. An extended set of initial structures is created and

optimized to sample as many relative orientations and

distances as possible. Next, the pairs are brought in the

pores of MIL-47. The interaction with the terephthalic

linkers and other xylenes increases the stacking energy in

gas phase (-31.7 kJ/mol per pair) by roughly a factor four

in the fully loaded state (-58.3 kJ/mol per xylene). Our

decomposition of the adsorption energy shows various

trends in the contributing xylene–xylene interactions. The

absence of a significant difference in energetics between

the isomers indicates that entropic effects must be mainly

responsible for the separation behavior.

Keywords Adsorption � MIL-47 � DFT-D � Xylenes �
Separation

1 Introduction

Since a couple of years, metal organic frameworks (MOFs)

are a topical theme; they represent a new class of

porous materials with extraordinary physicochemical and

mechanical properties due to their hybrid architecture of

organic and inorganic building blocks [1–3]. Their appli-

cations in the field of gas adsorption, storage, gas separation,

and catalysis are almost inexhaustible due to the specificity

of the hybrid organic–inorganic composition [4–7]. Exam-

ples of their fascinating properties are the flexibility of the

framework, the appearance of catalytic sites in the pores, etc.

These are a consequence of the unique combination of

properties typical for metals and organic species.

In previous work, some of the authors showed that metal

organic frameworks could be successfully used as selective

adsorbents for the industrially relevant separations of para-

xylene (pX) versus meta-xylene (mX) and ortho-xylene

(oX) versus ethylbenzene (eB) [8–10]. The separation of

mixed C8 alkylaromatic compounds is one of the most

challenging issues in the chemical industry, for example

because of its direct link with PET production [11]. Among

the various types of MOFs that have been tested, the MIL-

47 material proved to be very successful. This MOF
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consists of one-dimensional pores in which terephthalate

ligands are connected by VO2? ions (Fig. 1). MIL-47 is

one of an impressive series of MOFs that were synthesized

by Férey et al. [12]. It is not completely clear what

mechanism is responsible for the preference of adsorption

between the three types of xylene isomers and ethylben-

zene. In this paper, we try to unravel the molecular inter-

actions between pairs of adsorbed xylenes and between

xylenes and organic linkers using in silico experiments.

The interactions are studied with quantum mechanical

periodic modeling. Once the mechanism of selectivity in

adsorption has been understood, the obtained knowledge

can be used for designing new materials with tailor-made

properties toward gas separation and to possibly modify the

organic linkers to control the affinity for specific aromatic

adsorbates.

Long-range dispersion interactions and more particu-

larly p–p stacking interactions will manifestly play an

important role for the organization of xylenes in the pore.

Basically, only very advanced ab initio correlated wave

function methods are able to account for these effects, but

they are computationally too demanding to apply to our

system. Nowadays, density functional theory (DFT) is the

most widely used method for electronic structure calcula-

tions for extended molecular systems, but without modifi-

cations, these methods are not able to account for long-

range electrostatic correlations that are responsible for the

dispersion forces. Grimme et al. [13–15] proposed the

DFT-D method in which an empirical C6R
-6 correction is

added to the standard density functionals. This method is

able to account for the p–p interactions in MOFs [14].

Several molecular modeling studies investigated various

adsorbates with grand canonical Monte Carlo techniques

(GCMC) on MIL-47: N2 [16], CO2 [17], CH4 [18], H2 [19],

and xylenes [20]. GCMC techniques usually rely on fast

classical force field descriptions of the global potential

energy of the system. So, GCMC techniques allow a fast

computation of thermodynamic quantities and they have

been frequently and successfully applied to explain sepa-

rations over MOFs [16, 20–24]. The force fields required to

perform the molecular simulations are taken from the lit-

erature. The accuracy of these classical approaches will

certainly be improved in the near future when more

advanced force fields are available for these particular

MOFs that also account for the flexibility of the framework

[25]. In the MIL-47 study by Castillo et al. [20], good

agreement is found with isotherm experiments using a

model with partial atomic charges and the Lennard-Jones

potential for the van der Waals interactions. The frame-

work is kept rigid during the simulations. The computed

mixture isotherms of the xylene isomers lead to separation

factors in MIL-47 predicting a preferential adsorption for

ortho-xylene (oX), closely followed by para (pX), and then

meta (mX). The adsorption selectivity was found to

increase with pressure and the results agree with the

experimental findings. The computed adsorption isotherms

manifestly overestimate the loading of para- and ortho-

xylene at the lowest temperatures. The authors attribute

this discrepancy to small changes in the framework struc-

ture with temperature. The saturation loading reached in

their simulations was about 4 molecules per unit cell, while

experimentally the maximum loading was 3.4 molecules

per unit cell [8, 9].

The selectivity of xylene isomers in MIL-47 most likely

originates from packing effects, as suggested by Alaerts

and Finsy et al. [8, 9]. It has been speculated that molecules

are adsorbed by pairs at high loadings, their benzene rings

facing each other and approximately parallel to the aro-

matic rings of the terephthalate linkers. Additionally, the

spatial arrangement of the methyl groups of each xylene

should play a significant role in the determination of the

preferential adsorption. It is suspected that the crude force

field used in the work of Castillo et al. cannot properly

describe these packing effects. With the current lack of

7.
5 

Å
8.2 Å 9.9 Å 10.4 Å

12
 Å

10 Å

a
c

b

Bz pX pCl

Fig. 1 MIL-47 consists of terephthalic linkers connected by VO2?

ions. Xylenes adsorb well in the one-dimensional pore channels. View

along the a direction; four unit cells are displayed. The pore

dimensions of MIL-47 and the characteristic dimensions of the

adsorbates are estimated by assigning van der Waals radii to the

atoms
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suitable more accurate force fields, quantum chemical

DFT-D calculations can give some added value in the

underlying mechanism for the selective adsorption of

xylene isomers. Stacking effects are more accurately

described when taking into account the long-range dis-

persion interactions by using the empirical Grimme cor-

rections [13] complementary to the standard density

functionals. A DFT-D approach also has the advantage that

the adsorption and stacking energy can be decoupled in

various contributions elucidating the interactions respon-

sible for the observed different adsorption behavior. In

contrast to the molecular simulations of Castillo et al. [20],

we also incorporate in this study the packing of mixed

xylene pairs such as pX–oX, pX–mX and oX–mX.

In this work, we first investigate xylene–xylene inter-

actions in the gas phase. The strength of the xylene

stacking energy is compared to the stacking energy of

benzene pairs and dichlorobenzene pairs. Benzene stacking

is well studied [26–28], and dichlorobenzene adsorption

shows experimentally a similar selectivity behavior in

MIL-47 as xylenes [29]. Next, the pairs are embedded in

the MIL-47 framework respecting the maximum loading of

two xylene pairs in one unit cell. An extensive set of

configurations for the adsorbed xylenes is generated. As

such, we are able to validate the effect of the confined

environment and interaction with the walls of the material.

The adsorption energy of the most stable configuration is

studied in detail using an energy decomposition scheme to

achieve more insight into the host–guest and guest–guest

interactions.

2 Computational methods

2.1 Characterization of a xylene pair

A thorough study on the interaction between xylene pairs

will be performed, and thus it is essential to give a good

definition of their relative position with respect to each

other. The relative position and orientation of a xylene pair

is characterized by attaching a Cartesian coordinate frame

to each xylene (Fig. 2a) [30] denoted as (O1, x1, y1, z1) and

(O2, x2, y2, z2) for the two xylenes, X1 and X2, respectively.

The x-axis always coincides with the twofold rotational

symmetry axis of each xylene. Note that in the three-

dimensional structure, the orientation of the methyl groups

may prevent the existence of this C2 symmetry, but the

symmetry axis is always present in the projection on paper

(Fig. 2a). The sense of z2 is chosen such that the angle

between z1 and z2 is less than 90�. In principle, the relative

orientation of two molecules is completely characterized

by six parameters. For this work, we only consider the four

most important internal coordinate parameters to describe

their relative orientation: distance (d), shift (s), tilt (h), and

phase (u). These are defined below such that an inter-

change of X1 and X2 or a point inversion results in the

same values for these four parameters.

The distance parameter d is the length of the projection

of the vector R (connecting the centers of the six-mem-

bered rings) on the vector z1 ? z2 (Fig. 2b). The length of

the orthogonal complement in this projection is called the

shift s. Next, X2 is translated over the vector R to bring the

geometric centers of the six-membered rings on top of each

other (Fig. 2c). The tilt h is defined as the angle between

the z1- and z2-axis. X2 is then rotated over h about the

vector z1 9 z2, such that (O2
0, x2, y2, z2) ? (O2

0, x2
0, y2

0,
z1); the z-axes of the xylenes are now aligned and the x-

axes and y-axes lie in the same plane (Fig. 2d). Finally, the

phase u is determined as the absolute value of the angle

between the x1- and x2
0-axis.

The above procedure is also applied to a benzene pair

and dichlorobenzene pairs.

2.2 Quantumchemical modeling

Density functional theory calculations are carried out using

the CPMD code, which allows to simulate systems with

periodic boundary conditions [31]. The BP exchange cor-

relation functional [32] is used with ultrasoft Vanderbilt

pseudopotentials [33], especially designed to work with a

x
y

pX

oX

mX

z
1

z2

tilt

X1

X2

(a) (b)

(c)

(d)

shift

z
1

z2

X1

X2
z2

di
st

an
ce

di
st

an
ce

R

x
y

x
y

y1

x1

y’ 2

x’ 2

phase

X1

X2

Fig. 2 A coordinate system is attached to each xylene (X1 and X2) in

a xylene pair. Four parameters are defined to describe their relative

position and orientation: shift (s), distance (d), tilt (h), and phase (u)
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25 Ry cut off for the auxiliary plane wave grid. To include

the possible effects of p–p interactions, the BP functional is

combined with the Grimme dispersion correction for van

der Waals interactions [13]. Three types of systems are

simulated: xylenes in vacuum, the empty MIL-47 frame-

work, and the fully loaded MIL-47 framework with four

xylenes per unit cell.

Vacuum calculations of a xylene molecule or a pair of

xylenes are performed in a large box of 20 9 20 9 20 Å3

and are labeled with ‘vac’. The investigated molecules are

para-xylene (pX), ortho-xylene (oX), and meta-xylene

(mX). In addition, benzene (Bz) and dichlorobenzenes in

para-, ortho-, and meta-configuration (pCl, oCl, mCl) are

simulated in vacuum for comparison.

The initial framework geometry of the empty MIL-47 is

taken directly from the refined structure obtained by X-ray

diffraction (Supp. Info. of Ref. [12], CCDC-166785,

orthorhombic unit cell with a = 6.8179 Å, b = 16.1433 Å,

c = 13.9392 Å). In the energy minimization, the internal

coordinates are optimized while the unit cell parameters are

kept fixed at the experimental values. The metal V4? ions in

MIL-47 have each spin �. The unit cell containing four

vanadium centers can have a total spin of 0, 1, or 2. The

most stable structure corresponds with S = 1, and the gain

in energy with respect to the S = 0 system amounts to

80 kJ/mol per unit cell. As adsorption energies require the

computation of differences in energy, the differences due to

the usage of another spin state cancel out if we consistently

use the same total spin for the framework. In view of the

computational cost, all calculations were performed with

S = 0.

In the fully loaded state, two xylene pairs are inserted in

the pores of MIL-47 with the Zeobuilder package [34], and

the geometry is optimized with CPMD [31]. The experi-

mental unit cell parameters are used when MIL-47 is fully

loaded with pure pX, oX, or mX (codes CCDC-632101,

CCDC-632102, CCDC-632103, respectively [8]). Because

of lack of experimental values during multicomponent

adsorption experiments, the cell parameters are chosen

somewhat arbitrarily when MIL-47 is fully loaded with a

mixture of the xylene isomers: the pure oX experimental

parameters for the pX–oX mixture (code CCDC-632102

[8]) and the empty framework parameters for pX–mX and

oX–mX mixtures (code CCDC-166785 [12]). The variation

in cell parameters among the structures is minimal, and

keeping them fixed during the geometry optimization is an

approximation whose effect is expected to largely cancel

when calculating energy differences. The coordinate files

of the optimized structures are available in the Supporting

Information for the empty framework and the various fully

loaded states. The decomposition of adsorption energies in

Sect. 3 is derived from static calculations, where xylenes or

framework atoms are removed from the fully loaded state

and the energy is calculated without prior geometry opti-

mization. These energies are labeled with ‘stat’.

3 Results and discussion

3.1 Guest–guest interactions in gas phase

Before tackling the xylenes interactions in the MIL-47 pore

system, it is useful to have an understanding of the stacking

of xylenes in the gas phase. Therefore, we construct a

series of xylene pairs, and the geometry and the stacking

energy are investigated for each of them. The geometry is

characterized by the four geometry parameters in Fig. 2:

shift, distance, tilt, and phase. The stacking energy is cal-

culated from the optimized geometry of the individual

xylene molecules X1 and X2 and of a xylene pair P12. The

stacking energy is defined as

DEvac
stackðP12Þ ¼ EvacðP12Þ � EvacðX1Þ � EvacðX2Þ ð1Þ

Six pairs are studied: ‘pure’ pairs (pX–pX, oX–oX, mX–

mX) and ‘mixed’ pairs (oX–mX, oX–pX, pX–mX). An

extensive set of initial structures (Fig. 3) is generated by

varying the distance d and the phase u between the pairs:

d varies between 2.8 and 4.6 Å with steps of 0.2 Å, while

u is increased with steps of 30� until a symmetrically

equivalent structure is met. The initial shift s and tilt h are

set to zero. The geometries of these 330 initial structures

are optimized in a large box (vacuum). For each pair, the

optimized geometries are ordered according to increasing

energy (E1, E2,…).

Table 1 presents the geometrical properties and stacking

energies for the following two cases. First, the geometrical

properties are calculated for the geometry with the lowest

energy E1. Second, in case of thermal equilibrium, the

thermal average of a property A is obtained by weighting

the contribution of each geometry by its Boltzmann prob-

ability p(Ei),

p Eið Þ ¼ exp � Ei

kBT

� �,X
j

exp � Ej

kBT

� �
ð2Þ

Ah i ¼
X
i

p Eið ÞA ið Þ ð3Þ

with T the temperature and kB the Boltzmann constant. Due

to temperature, not only the lowest energy state E1 of a pair

is populated, but also nearby minima can be reached. It

should be noted, however, that our formula only sums over

local minima but no nearby non-equilibrium states, which

would be required for accurate thermodynamics.

The probability distribution p(Ei) favors the lowest

energy geometry E1 largely at 300 K (highly peaked dis-

tribution in Supp. Info. Fig. 1), making this geometry the
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dominant contribution to the sum in Eq. (3). Indeed, the

lowest energy properties correlate well with the thermal

average properties in Table 1. Figure 4 illustrates the shift

and distance parameters in the optimized benzene pair and

the most stable pure xylene pairs. Clearly, the pairs take the

parallel-displaced configuration.

The stacking energy DEvac
stack is favorable for benzene,

xylenes, and dichlorobenzenes. Xylene pairs are the most

stable with an average stacking energy of -31.7 kJ/mol,

followed by the dichlorobenzene pairs with -24.3 kJ/mol

and benzene pairs with -19.7 kJ/mol. Aromatic p–p
stacking has been extensively studied for benzene pairs

[35–43], and it was found that T-shaped and parallel-dis-

placed configurations have nearly equal stacking energy,

being slightly more stable than the face-to-face sandwich

configuration [26–28]. The benzene pair geometry in

Table 1 is the parallel-displaced configuration. These

studies also indicate that substituents typically make the

stacking stronger with respect to benzene stacking, which

is confirmed in our results for methyl and chlorine sub-

stituents [44–46].

Moreover, Table 1 suggests a relationship between the

stacking energy and some of the geometrical parameters.

The absolute value of the stacking energy correlates neg-

atively with the distance (Fig. 5) and positively with the

shift, whereas it appears to be relatively independent of the

tilt and the phase. This means that the most favorable

stacking is obtained when the rings lie close to each other

and are somewhat shifted. Indeed, perfectly stacked rings

with zero shift are less stable than parallel-displaced rings.

The xylenes have higher shifts and lower distances than the

dichlorobenzenes, thus explaining the systematically

stronger stacking energy of the xylenes. The benzene pair

is an outlier and does not follow this trend.

3.2 MIL-47 packed with four xylenes: decomposition

of the adsorption energy

The stacking of xylenes is a favorable interaction in the gas

phase of the order of -31.7 kJ/mol. Since the walls of the

MIL-47 pores contain aromatic rings in the terephthalic

linkers, it is expected that adsorbed xylenes are stabilized

by an additional stacking energy: the interaction between

the adsorbed xylenes and the framework, that is, the so-

called host–guest interactions. We have investigated the

geometrical characteristics and adsorption energy when

MIL-47 is loaded with a xylene pair in each of its pores,

which amounts to a total of four xylenes (two pairs) per

unit cell. The adsorption energy is calculated as the dif-

ference in energy between the framework wherein two

Fig. 3 Initial geometries of six xylene pairs are obtained by varying

the phase u and the distance d. A similar study is performed for

dichlorobenzene pairs. Orientations that do not fit in the MIL-47 pores

are given a red background. The initial geometries leading to the most

stable structure are labeled with the initial distance
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pairs (P12, P34) are adsorbed, the empty framework (F),

and the individual xylene molecules (X1, X2, X3, X4),

DEads P12;P34ð Þ ¼ E F;P12;P34ð Þ � E Fð Þ � Evac X1ð Þ
� Evac X2ð Þ � EvacðX3Þ � EvacðX4Þ ð4Þ

Both guest–guest and guest–host interactions contribute to

this adsorption energy.

In order to find the most favorable configurations of

xylene pairs in the framework, an extensive set of initial

structures is generated in a similar fashion as in the gas

phase analysis in Sect 2.1. Each unit cell contains two

pores, and each pore is filled with a xylene pair. As in the

gas phase, the list of pair geometries is generated system-

atically by varying the distance d between 2.8 and 4.0 Å in

steps of 0.2 Å and by varying the phase u in steps of 30�.
This gives 231 initial pair geometries, as shown in Fig. 3.

However, the confinement in the pore prevents some of the

proposed pairs to be adsorbed (these orientations are given

a red background in Fig. 3), leaving 161 plausible initial

pair geometries. We adopt now the following procedure, as

depicted in Fig. 6: for each of the plausible pair geome-

tries, a duplicate is placed in the center of the first pore and

another in the center of the second pore. This procedure

results in 161 initial structures for fully loaded MIL-47.

An extra degree of freedom in the adsorbed state,

compared to the gas phase, is the relative orientation of a

pair as a whole with respect to the framework. Whereas

rotating a pair or applying symmetry operations does not

affect the energy in vacuum, this symmetry is broken when

a pair is brought in the pores. Our 161 initial structures

only represent 23 possible pair orientations. Unfortunately,

a full sampling of this orientational degree of freedom is

computationally not feasible. Nevertheless, we have added

15 orientations to improve the sampling, mainly for the

mixed pairs which have lower symmetry than the pure

pairs. In total, 266 initial structures for the fully loaded

MIL-47 are created and optimized.

The geometry of each initial structure for the fully

loaded state is optimized. Figure 7 shows the resulting

geometries of the adsorbed pure pairs, and the mixed pairs

are given in Figures 6–8 of the Supp. Info. For a given pore

filling, the geometries are ordered according to increasing

energy and the probability distribution is calculated

(Eq. 2). Since the Boltzmann distribution is peaked (Supp.

Info. Fig. 2), only the dominant geometry with the lowest

energy is considered in the remainder of this section.

Comparison of the geometrical parameters of the

adsorbed pairs (Table 2) with the pairs in vacuum

(Table 1) shows that the distance is similar to the values for

the adsorbed pairs in vacuum and that the shift has

increased. Whereas the tilt takes values up to 34.1� in the

adsorbed state, it remains close to zero in vacuum. In gas

phase, this could be a consequence of our selection of

initial structures where the tilt has been put to zero

Table 1 The geometrical parameters (shift s, distance d, tilt h, and phase u) and stacking energy (Eq. 1) calculated for the optimized structure

with lowest energy and calculated as a thermal average

Lowest energy geometry 300 K Thermal average 300 K

Shift

(Å)

Distance

(Å)

Tilt

(�)
Phase

(�)
DEvac

stack

(kJ/mol)

p(E1) Shifth i
(Å)

Distanceh i
(Å)

Tilth i
(�)

Phaseh i
(�)

DEvac
stack

� �
(kJ/mol)

Bz–Bz 1.66 3.22 5.5 9.0 -19.7 1.0 1.66 3.22 5.5 9.0 -19.7

pX–pX 0.8 3.27 3.3 38.5 -31.1 0.3 0.6 3.31 4.0 80.3 -28.5

oX–oX 1.3 3.25 2.6 41.9 -32.6 0.8 1.1 3.30 3.3 47.6 -30.3

mX–mX 1.5 3.22 4.7 104.9 -33.0 0.4 1.2 3.28 5.3 75.1 -30.6

pX–oX 1.3 3.34 4.2 102.5 -34.5 0.3 1.3 3.30 3.6 162.7 -32.7

pX–mX 1.4 3.20 8.9 -15.8 -36.3 0.5 1.3 3.23 7.5 29.0 -33.8

oX–mX 1.5 3.28 1.0 -26.9 -37.1 0.5 1.3 3.27 2.4 -25.3 -34.4

Average 1.3 3.26 4.1 40.8 -34.1 0.4 1.1 3.28 4.4 61.6 -31.7

pCl–pCl 1.1 3.17 4.1 59.4 -28.0 0.3 0.5 3.30 3.2 80.5 -24.1

oCl–oCl 0.9 3.27 2.9 124.6 -27.8 0.2 0.6 3.33 2.4 140.5 -25.2

mCl–mCl 0.4 3.40 9.6 64.0 -24.8 0.1 0.3 3.40 5.0 85.8 -21.6

pCl–oCl 0.9 3.28 1.9 152.5 -25.1 0.1 0.5 3.36 4.9 168.8 -22.5

pCl–mCl 0.9 3.23 5.9 91.7 -28.3 0.2 0.8 3.29 4.2 84.5 -25.3

oCl–mCl 1.0 3.24 2.5 -149.5 -29.9 0.3 0.8 3.29 2.3 -123.1 -27.0

Average 0.9 3.27 4.5 57.1 -27.3 0.2 0.6 3.33 3.7 72.8 -24.3

The probability p(E1) to find the structure in the lowest energy state at 300 K is also listed. Averages in the table are taken over the six xylene

pairs and over the six dichlorobenzene pairs
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systematically. When the pair is brought into the pore, the

xylenes have to reorient themselves to attain optimal

stacking with the terephthalic framework linkers, thus

causing the large rotation.

The selectivity of xylene isomers in MIL-47 has earlier

been attributed to geometrical packing effects [8, 9]. From

X-ray data at high loadings [8, 9], it was suggested that

molecules are adsorbed by pairs, with their aromatic rings

facing each other. The occurrence of certain geometrical

effects for single-component adsorption obtained by Riet-

veld refinement is as follows [8].

1. pX: The methyl groups within a stacked para-xylene

pair are perfectly staggered.

2. oX: Structure refinement of ortho-xylene pairs reveals

that the stacking of these isomers is analogous to that

of para-xylene, but ring alignment is slightly less

effective: the rings are shifted with respect to each

other.

3. mX: Within pairs of meta-xylene, a steric interaction

arises between an aromatic ring of one molecule and a

methyl group of a molecule in the neighboring unit cell

in the a direction. This interaction causes a tilt and a

rotation of the aromatic molecules, preventing the

optimal stacking of the rings.

In the three cases, the methyl groups dictate the spatial

arrangement of the pairs. However, these experimental

geometries differ from our most stable optimized structures

(visualized in Fig. 7 and Figures 6–8 of Supp. Info.): the

rings of the energetically most stable structures are often

3.
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3

3.
3
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Fig. 4 Some stacked pairs in the gas phase viewed along the z1 axis

and sideways: benzene pair and pure pX, oX, and mX xylene pairs.

The orange and blue line indicate the distance d and shift

s parameters, respectively

a bFig. 5 The stacking energy of

the pairs becomes stronger with

increasing shift s and decreasing

distance d. The benzene pair is

an outlier; the linear fits are

based on the thermal average

values at 300 K of the xylene

and dichlorobenzene pairs

Fig. 6 The initial geometries of the fully loaded framework are

created by inserting the xylene pairs of Fig. 3 into the MIL-47 pores.

The vectors f and f\ denote the diagonals in the (b, c) plane,

orthogonal to the a direction. The pairs are inserted at the origin and

translated over the vector 0.5a. Subsequently, one pair is translated

over the vector 0.25f\ and the other over the vector 0.75f\
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not parallel (tilt h) and are shifted (shift s). Such a more

random ordering was also observed by Castillo et al. [20] in

GCMC simulations of a fully packed 4 9 2 9 2 unit cell.

Their unordered embedding of the ortho-xylenes in the

pores resembles the configuration of our oX pair P34 [20].

They only found ordering for the pX pairs, in which all

CH3 groups between neighboring cells have the same ori-

entation, resembling the geometry of our pX pair P12.

3.3 Decomposition of adsorption energy in MIL-47

The adsorption energy is influenced by three effects:

framework deformation, interaction of xylenes with the

pore walls, and stacking of xylenes. The adsorption energy

is thus decomposed into three terms

DEads ¼ Edeform þ Einter þ Estack ð5Þ
The physical interpretation of the terms is visualized in

Fig. 8, and the calculated values are reported in Table 3.

A first contribution is the framework deformation. In

order to accommodate the xylene pairs in the pores, the

structure needs to relax and the linkers may need to

reorient. This effect is quantified by the deformation energy

Edeform, which is defined as the difference in energy

between the empty framework with its geometry as in the

fully adsorbed state (F, stat) and the empty framework with

its geometry relaxed (F),

Edeform ¼ Estat Fð Þ � E Fð Þ ð6Þ
The framework deformation due to the loading requires

energy (Edeform[ 0).

A second contribution is the host–guest interactions. The

xylenes are physisorbed in the pores due to interactions

with the framework. The interaction energy Einter is defined

as the energy difference of the fully loaded framework (F,

P12, P34) with respect to the energy of the empty host (F,

stat) and the energy of the xylenes pairs (P12, P34, stat).

oX mXpX

P12 P34 P12 P34 P12 P34

Fig. 7 The most stable geometry of the pure pX, oX, and mX pairs

adsorbed in MIL-47. Top one unit cell viewed along the one-

dimensional channels, in the a direction (red arrow), loaded with four

xylenes. Bottom for each adsorbed state, the geometry of the P12 and

P34 pairs is highlighted in purple in a view along the vector f\, as

defined in Fig. 6, for P12 and in the opposite sense (vector -f\) for

P34

Table 2 Geometrical parameters of individual xylene pairs P12 and P34 in their adsorbed state

Pair P12 in first pore Pair P34 in second pore

Shift (Å) Distance (Å) Tilt (�) Phase (�) Shift (Å) Distance (Å) Tilt (�) Phase (�)

pX–pX 3.8 3.17 23.0 246.5 2.1 3.26 24.8 21.1

oX–oX 1.2 3.20 6.3 109.2 3.2 3.03 26.3 69.1

mX–mX 2.8 3.11 23.3 154.3 1.3 3.26 6.5 140.3

pX–oX 1.3 3.27 5.1 216.3 1.8 3.14 5.8 219.9

pX–mX 1.8 3.57 33.3 3.0 1.7 3.24 3.1 -23.0

oX–mX 2.9 3.33 34.1 56.7 1.6 3.21 9.2 49.6

Average 2.3 3.3 20.9 131.0 2.0 3.2 12.6 79.5
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Einter ¼ E F;P12;P34ð Þ � Estat Fð Þ � Estat P12;P34ð Þ ð7Þ
The latter two static calculations are simple single-point

energy computations using the same geometry as in the

fully loaded host (no geometry optimization is performed)

from which the xylenes or the framework are removed

(Fig. 8). The interaction of the xylenes with the pore walls,

in this case mainly the terephthalic linkers, is attractive

(Einter\ 0).

The third contribution in Eq. (5) is the interaction Estack

between the xylene molecules. As the xylenes appear in

pairs in the pores, a large part of these xylene interactions

per unit cell is the stacking energy of the first pair Epair

(P12) and the stacking energy of the second pair Epair (P34).

Due to the interaction with the host, the xylene pairs have

different geometries than in vacuum. Instead of using Eq.

(1), these pair stacking energies should be calculated by

comparing the energy of an isolated pair in vacuum with

the energies of two individual xylenes in vacuum. For

instance, the geometry of the isolated pair P12 is obtained

by removing the framework and pair P34 from the opti-

mized fully loaded state. The static energy of this P12

geometry is then calculated with a single-point computa-

tion in a large box (vacuum, P12, stat),

EpairðP12Þ ¼ Estat;vac P12ð Þ � Evac X1ð Þ � Evac X2ð Þ ð8Þ
and similarly for pair P34. The pair stacking energy is

schematically visualized in Fig. 8.

The remainder of the adsorption energy represents

interactions between xylene pairs due to the periodicity of

the material and is labeled as the inter-pair interaction

EinterP. A xylene pair interacts with other adsorbed xylene

pairs in its own channel as well as with xylene pairs in

adjacent channels. The interaction is calculated from the

static energy of the pairs in the fully loaded geometry,

where the framework has been removed, with the period-

icity set to the framework lattice parameters (P12, P34, stat).

This energy is compared with the static energy of the

individual pairs, still in the same geometry, using a large

box (vacuum, P12, stat and vacuum, P34, stat).

EinterP ¼ Estat P12;P34ð Þ � Estat;vac P12ð Þ � Estat;vac P34ð Þ
ð9Þ

This procedure measures the interaction between the two

pairs and the interaction with the periodic images of the

pairs. Similar to the stacking energy of two molecules, the

inter-pair interaction is favorable for the adsorption

(EinterP\ 0). The total stacking energy in Eq. (5), which

is also a negative contribution, can now be calculated as the

sum of the pair stacking energies and the inter-pair

stacking:

Fig. 8 Visualization of the decomposition of the adsorption energy

(Eq. 5): the deformation energy (Eq. 6), the xylene–framework

interaction (Eq. 7), and the stacking energy (Eq. 10) are calculated

by deleting the xylenes or the framework from the fully loaded

framework, and performing static calculations. The stacking energy is

further decomposed in pair energies (Eq. 8) and the inter-pair energy

(Eq. 9)
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Estack ¼ Epair P12ð Þ þ Epair P34ð Þ þ EinterP ð10Þ
The predicted total adsorption energies are on average

-233.1 kJ/mol per unit cell (Table 3), which amounts to

-58.3 kJ/mol per adsorbed xylene molecule. On average,

the host–xylene interaction Einter and the xylene stacking

energy Estack contribute equally. But in individual cases, we

notice some significant deviations: the total stacking energy

can vary by more than 40 kJ/mol. Nevertheless, this effect is

mostly compensated by the interaction energy between the

xylenes and the walls of the host. A large stacking energy of

the xylenes is accompanied systematically by a higher

repulsive deformation energy of the framework. This feature

could be understood by assuming that some framework

relaxation is required to accommodate the xylene pair in its

most favorable stacked conformation.

Within the category of pure pairs, the xylene–frame-

work interaction energy is by far the strongest for the

adsorption of pure mX pairs (-138.3 kJ/mol). The trend to

favor mX is maintained when using mixed pairs, since the

adsorption of mixed pairs oX–mX or pX–mX shows by far

the largest interaction energies with the host. However,

these favorable interactions are partially cancelled out by

the lower stacking energies. Note also that more favorable

energies for pure pairs not systematically lead to more

favorable energies in the mixed pairs. For instance, mixing

with the xylene isomer with the strongest stacking energy

(oX) does not result in the strongest stacking energies for

the mixed pairs (oX–mX, oX–pX). From Table 3, we

conclude that the data for pure pairs are insufficient to

predict adsorption energetics for mixed pairs.

The decomposition of the stacking energy in Table 3

shows that the pair stacking energies of the adsorbed pairs

are less favorable than those of the pairs in vacuum

(average -31.7 kJ/mol). Nevertheless, the pair stacking

attains an average stacking efficiency of (-29.2 - 28.9)/2 =

-29.0 kJ/mol. The inter-pair stacking energy can be very

large, up to -83.7 kJ/mol for pX. The variation in the inter-

pair stacking is explained by the organization of the xylenes

in the pores, which may be derived from the geometrical

parameters as follows. It is clear from Fig. 6 that X1 and X2

are nearest neighbors in the channel, and X3 and X4 are

nearest neighbors in the adjacent channel. The interaction of

a xylene with its nearest neighbors is included in the pair

stacking energies Epair (P12) and Epair (P34). The interaction

of xylenes with their next nearest neighbors is then of

course included in the EinterP. According to our geometry

versus energy analysis in vacuum (Fig. 5), the strength of

the xylene–xylene interaction is mainly determined by the

distance between the two molecules. To see the effect of the

distance on the inter-pair energy, we determined the dis-

tance from the xylenes to their second nearest neighbor,

which should be the dominant contribution. This distance is

calculated as the root of s2 ? d2 (s and d as defined in

Fig. 2), which equals the distance between the centers of

their rings. For pX, the second neighbors are separated by

4.96 and 5.77 Å, and these relatively short separations

result in the strong inter-pair stacking energy of -83.7 kJ/

mol. In contrast, the second neighbors for mX are separated

by 5.75 and 7.40 Å, resulting in a much weaker inter-pair

energy of -40.3 kJ/mol.

The typical stacking energy in vacuum, about -31.7 kJ/

mol (Table 1), may be used as a ‘unit for energy’ to compare

the importance of the energy contributions. The interaction

energy of two pairs with the framework is worth over four

units, the stacking of the pairs is worth one unit each, the

inter-pair stacking is worth two units, and the deformation

diminishes the total by half a unit. This brings the adsorption

energy to nearly eight vacuum stacking energy equivalents

(-233.1 kJ/mol). The attractive stacking between xylene

molecules is here of the same importance as the attractive

interaction energy between xylenes and framework.

Summarizing, the pure pairs deform the framework

more (larger positive Edeform) and interact more weakly

Table 3 Energy contributions to the adsorption energy of the fully loaded framework: deformation energy of the framework (Edeform), inter-

action energy between xylenes and framework (Einter), and xylene stacking energy (Estack)

DEads Estack DEads DEads/4

Edeform Einter Estack Epair (P12) Epair (P34) EinterP

MIL-47 ? 4pX 19.3 -120.8 -131.2 -29.1 -18.4 -83.7 -232.7 -58.2

MIL-47 ? 4oX 29.3 -120.1 -137.4 -26.9 -34.1 -76.5 -228.3 -57.1

MIL-47 ? 4mX 18.8 -138.3 -109.2 -31.8 -37.2 -40.3 -228.8 -57.2

MIL-47 ? 2pX–oX 15.6 -134.4 -103.9 -30.9 -35.9 -37.2 -222.8 -55.7

MIL-47 ? 2pX–mX 8.0 -147.0 -116.0 -28.8 -22.3 -65.0 -255.0 -63.8

MIL-47 ? 2oX–mX 5.9 -141.9 -95.0 -27.6 -25.2 -42.2 -231.0 -57.7

Average 16.2 -133.8 -115.5 -29.2 -28.9 -57.5 -233.1 -58.3

The stacking energy consists of the stacking energies of the individual pairs and the inter-pair stacking energy. The adsorption energy per xylene

is obtained by division by four. All energies in kJ/mol

Theor Chem Acc (2012) 131:1234

123 Reprinted from the journal44



with the framework (weaker Einter) than the mixed pairs.

However, the pure xylene pairs stack more efficiently in

the pores (stronger Estack). Overall, the values of adsorption

energy for the various xylene pairs all have the same order

of magnitude and appear not to explain the different

adsorption selectivity of the pX, oX, and mX isomers. If

the pure adsorption isotherms were to be solely determined

by the strength of the adsorption energy, one would need a

strong adsorption energy for pX, followed by oX, and a

considerably weaker adsorption energy for mX. Since this

is not the case, our results indicate that the selective

adsorption behavior cannot be explained purely energeti-

cally. This means that temperature and entropy are

expected to play a determining role for the selectivity.

The entropy arises from the many possible configura-

tions the xylenes can take when adsorbed in the pores. In

general, the more configurations the xylenes can take

within the pores, the higher the entropy, and the more

favorable the adsorption. A first contribution to the entropy

is the relative orientation of the molecules in a xylene pair.

The presence of the methyl groups can here reduce the

number of configurational states. The fewer states are

prohibited (because of overlapping methyl groups), the

more states are available, and the more entropy is avail-

able. A second contribution to the entropy is the posi-

tioning of the pair in the channels. Likewise, the pair may

take a number of different orientations and positions inside

the channels. Bulkier pairs show a more limited number of

available configurations, leading to a lower entropy. A

third entropic contribution arises in the process of multi-

component adsorption, referred to as mixing entropy. Many

ways exist to distribute the xylenes of each kind over the

pores. The information about entropy is lacking in

adsorption energy calculations, but could be obtained by a

vibrational analysis [47, 48], Monte Carlo or Molecular

Dynamics simulations. GCMC calculations, as those by

Castillo et al. [20], include energetic and entropic effects

and agree with experimental single-component isotherms.

Our study now shows that the energetics of the pure and

mixed xylene adsorption at high loadings are not alone

responsible for the selectivities between isomers, such that

the separation is also entropically driven.

4 Conclusions

The molecular packing effects of xylene isomers inside the

confining environment of the MIL-47 pore system have

been studied by quantumchemical calculations. The guest–

guest interactions are first quantified in the gas phase.

Xylenes show a high stacking energy in vacuum, such that

xylenes are expected to stack efficiently with the rings of

the MIL-47 linkers. When the xylenes are inserted in the

MIL-47 pores, not only guest–guest interactions contribute

to the adsorption energy, but also host–guest interactions.

The adsorption energy for high loadings of para-, ortho-,

and meta-xylene has thus been decomposed in three con-

tributions: the deformation energy of the framework, the

framework–xylene interaction, and the stacking energy.

The stacking energy has been found to be equally impor-

tant as the framework–xylene interaction, hence confirming

the hypothesis that p–p stacking is responsible for the

adsorption. The average stacking energy of xylene pairs in

vacuum can be used as a unit for the interactions. The

adsorption energy in the fully loaded state amounts to

nearly two vacuum stacking equivalents per adsorbed

xylene, which explains the efficient adsorption at room

temperature.

The energetics could not explain the experimentally

observed separation of xylene isomers with a preferential

adsorption for ortho-xylene and para-xylene, since all

adsorption energies lie in the same range. Therefore,

entropic effects are likely the main driving force for the

adsorption selectivity. This has two implications. First,

sampling of configurational space should be adequately

performed to assess the entropic effects, which can only be

obtained with molecular dynamics or Monte Carlo simu-

lations. Second, since the accuracy of the energetics is of

subordinary importance to the sampling, it is expected that

reasonable results can be obtained with classical force

fields. Whereas force fields are less accurate than an

ab initio treatment, they allow considerably longer sam-

pling times because of the reduced computational cost.
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Abstract We present a preliminary simulation toward the

control of the Cope rearrangement of the most stable isomer of

methyl-cyclopentadienylcarboxylate dimer. An experimental

investigation of the dimerization of methyl-cyclopentadie-

nylcarboxylate has been carried out. It shows that the most

stable isomer of the dimer, the Thiele’s ester, is the major

product of the dimerization. The simulation takes it as the

initial state for the further control of the Cope reaction. The

aim of the simulation is to examine the possibility of laser

control to form the target product, not detected during the

dimerization. The relevant stationary states have been char-

acterized at the DFT B3LYP level, particularly the Cope

transition state in which the dimer is connected only by a

single bond r1. A minimum energy potential surface has been

computed in a two-dimensional subspace of two bounds r2 and

r3 which achieve the dimerization and have a very high weight

in the reaction path from the Cope TS to the two adducts.

Quantum wave packet optimal control simulation has been

studied in a one-dimensional model using an active coordinate

r� ¼ r3 � r2 which nearly corresponds to the reaction path.

The stability of the optimal field against dissipation is exam-

ined by a non-Markovian master equation approach, which is

perturbative in the system-bath coupling but without limita-

tion on the strength of the field.

Keywords Cope rearrangement � Diels–Alder reaction �
Optimal control � Dissipative dynamics � Non-Markovian

quantum master equation

1 Introduction

Experimental control in condensed phase by feedback

loops is now a very efficient technique to modify reactivity
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[1]. As discussed in this recent review [1], numerical

simulations in complex systems are usually too simplified

to be really predictive in laser design since experiments

automatically work with exact systems without any

knowledge of the molecular Hamiltonian. However, sim-

ulations remain important in this context to explore the

feasibility of control in different systems, analyze the

mechanism and particularly the role of the surrounding.

Therefore, to induce future progress in experiment–theory

interplay, it is crucial to develop efficient numerical

methods to simulate laser control in complex systems.

In this work, we present a preliminary analysis of a pos-

sible interesting candidate for a control of a Cope rear-

rangement in the framework of the Diels–Alder reaction. We

focus here on the Cope rearrangement of the dimer of methyl-

cyclopentadienylcarboxylate. The first step is an experi-

mental exploring of the dimerization to identify the major

adduct and justify that we can take it as the initial state for a

further control of its Cope rearrangement. In a second step, a

full determination of all minima and transition states (TS)

connecting different isomers has been carried out to charac-

terize the reactant and the target for the isomerization control.

Finally, we take this molecular system to calibrate a strategy

for simulating control in a surrounding. We present here the

first results suggesting the feasibility of the control.

Control of isomerization reaction by designed laser pulses

in a thermal environment has been frequently investigated

since the early days of laser chemistry [2–21]. Isomerization

involves transfer from a potential well to another one and

different control strategies have been suggested either in the

UV domain via the electronic excited states in the pump and

dump scheme [6–11] or in the infrared range in the ground

electronic state by overcoming the barrier via the delocalized

highly excited vibrational states [2–5, 12–21]. We focus here

on a particular isomerization involving a Cope rearrangement

inspired by a pioneering theoretical investigation about a

Cope rearrangement in substituted semibullvalenes [2]. It is

well-known that the surface surrounding the Cope transition

state (TS) of a pericyclic rearrangement is very flat leading to a

large barrier and well-localized vibrational ground states in

each well with negligible tunnel effect. Few years ago, we

have studied the dynamics of the dimerization of cyclo-

pentadiene in the bifurcating region connecting the TS1 ofC2

symmetry and the Cope TS and examined the possibility of

preparing shaped wave packets in this region by optimal

control theory (OCT) [22]. Here, we want to control the Cope

rearrangement, and therefore, we choose a situation with a

substituted cyclopentadiene so that the two isomers connected

by the Cope TS are sufficiently different to be easily detected

after control. The dimerization of methyl-cyclopentadie-

nylcarboxylate (1) can involve different isomers but the major

product is known to be Thiele’s ester2a (Scheme 1) [23]. This

ester is the reactant for the control and the target is the product

of the Cope rearrangement of this later. An extensive inves-

tigation of all the possible conformers has been carried out by

quantum chemistry at the B3LYP level to determine the rel-

evant minima and the Cope TS. A two-dimensional potential

energy surface in a selected subspace and the dipole moment

surfaces have been calculated.

Quantum control by optimally shaped laser pulses exploits

fine quantum interferences in the system and is therefore

extremely sensitive to decoherence due to the uncontrolled

surrounding. We adopt here the optimal control theory (OCT)

in which the laser field is optimized on a temporal grid [24]. It

is obvious that simulation of control in a complex system

must involve a simplified quantum model and the full

dimensional potential energy surface is often approximated

by the system-bath model of a molecular subsystem bilin-

early coupled to a harmonic bath describing the environment

[25]. At this stage, different dynamical strategies can be

followed: an extensive quantum computation with the mul-

tilayer multi-configuration time-dependent Hartree

(MCTDH) up to some hundreds of atoms [26] or dissipative

dynamics in which the surrounding is taken into account by a

global spectral density [27]. Here, we implement a non-

Markovian dissipative dynamics in the density matrix for-

malism valid at the second order in the system-bath coupling

but with no limitation on the strength of the field [28]. Such a

time non-local non-Markovian approach with a memory

including the whole dynamics from the initial time allows

that the surrounding and the system have similar dynamical

timescales leading to easy energy exchanges. Following the

particular Meier–Tannor parameterization of the spectral

density of the bath [28–30], the field-dressed dissipation is

treated by a set of auxiliary matrices implicitly containing the

memory terms and coupled to the system. This leads to a

local dynamics which remains, however, difficult to manage

numerically and up to now has been applied on model or

small systems. Our aim is to calibrate the auxiliary matrix

Scheme 1 Formation of dimer 2a and its Cope rearrangement
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method in a large system. We begin by an analysis of a one-

dimensional model along a particular scan connecting the

reactant and the target. An optimal field is designed in the

system and we analyze the stability of the control in various

environments with different frequency cutoffs, coupling

strengths and temperatures. In this work, we want to con-

centrate on the dissipation effects on an optimal control field.

To this end, an optimal control field was constructed without

the influence of the bath, and subsequently, in a second step

used in a dissipative environment. The inclusion of the bath

into the control scenario and thus the study to which extent

optimal control theory can compensate for dissipative effects

is the subject of current studies, which will be presented on

the future.

2 Chemistry of dimerization

The aim of this experimental section is (1) to justify that it is

realistic to propose Thiele’s ester as the initial state of an

isomerization laser control because it is the major adduct of

the dimerization of methyl-cyclopentadienylcarboxylate, (2)

develop reaction conditions and (3) fully characterize all the

products of the dimerization. The monomer exists in three

tautomeric forms (1a, 1b, and 1c; Scheme 2) which are in

rapid equilibrium [31]. It is well-known that this species is

highly reactive and undergoes dimerization (via a Diels–Alder

cycloaddition) to yield Thiele’s ester (2a) [23, 32–34].

Since its high reactivity, methyl-cyclopentadienylcarbox-

ylate (1) cannot be isolated and must be synthesized in situ,

just prior to its use. We thus have prepared the corresponding

anion, lithium carbomethoxycyclopentadienide (4), by treat-

ment of cyclopentadiene with sodium hydride in THF, fol-

lowed by addition of dimethyl carbonate [35]. This procedure

gives cyclopentadienide 4, which is stable and can be stored

for months, in 74 % yield. Formation of diene 1 was per-

formed by adding a saturated solution of NH4Cl to a dichlo-

romethane solution of 4. Under these conditions, anion 4

undergoes a rapid protonation to yield the desired methyl-

cyclopentadienylcarboxylates (1a–c). As mentioned previ-

ously, these later are highly reactive and undergo a rapid

dimerization (by Diels–Alder reaction). Previous reports

indicate that after purification this experiment affords Thiele’s

ester [32–34]. However, analysis of the crude mixture

revealed that there is not just one product which is formed but

three (2a, 2b, and 2c) in a 63/20/16 ratio. These three adducts

could be separated by column chromatography and analyzed

by nuclear magnetic resonance (NMR), high resolution mass

spectrometry (HRMS) and infrared spectroscopy (see Elec-

tronic Supplementary Material).

Scheme 2 Synthesis and

dimerization of methyl-

cyclopentadienylcarboxylate
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First, 1H and COSY NMR analysis of the major product

showed a perfect concordance with reported data [36] and

confirmed that it is Thiele’s ester (2a). HRMS analysis then

confirmed the C14H16O4 molecular formula for the two

minor compounds; these later being thus indeed also

dimeric forms. A detailed NMR study (1H, 13C, COSY,

HMQC, HMBC) of these two compounds allowed identi-

fying 2b and 2c as possessing the structure showed in

Scheme 2 (the localization of the ester function on the

double bond in 2c could not be determined).

It is important to note that these two isomers (2b and 2c)

do not come from the same arrangement of reactants as the

one leading to Thiele’s ester or the product of its Cope

rearrangement. And this later could not be detected in the

crude mixture.

3 Quantum chemistry investigation

All the calculations have been performed with the Gaussian

suite of programs [37] at the B3LYP level [38] using the

double f basis set 6-31G(d) [39]. As described by Spino

et al. [31], methyl-cyclopentadienylcarboxylate can exist in

three equilibrium isomers noted 1a, 1b, and 1c but only a

combination of the diene with the ester in the 2-position

(1c) and 1 position (1b) could give rise to the Thiele’s ester

adduct [23]. 2b and the two forms of 2c products are 4.2

and 4.5/4.9 kcal less stable than 2a. It can be noted that the

heat of formation is higher for 2a (16.6 kcal) than the one

for 2b (12.4 kcal) and 2c (13.9/13.5 kcal).

This Diels–Alder reaction can be described as a two-step

mechanism as previously analyzed in the dimerization of

unsubstituted cyclopentadiene [22]. Depending on the

conformation of both ester fragments, four geometric

arrangements can be obtained as stationary points. All the

calculations have retained the most stable one. A first

transition state structure (TS1) has been located as for the

unsubstituted cyclopentadiene addition with the formation

of a single bond between both cycles. This first bond is

equal to 2.007 Å and will be noted r1 It is associated with a

imaginary frequency of 369.89 cm-1. Following this

coordinate, the Cope TS is reached at r1 = 1.644 Å which

is 3.402 kcal more stable than the first transition state

(TS1). At that point, the normal mode of the 80.05 cm-1

imaginary frequency is associated with the formation the r2

and r3 bonds respectively. The adduct with r1 and r2 bonds

is the Thiele’s ester which defines the barrier height of

26.8 kcal (1.16 eV). This minimum is 10.4 kcal (0.45 eV)

more stable than the other adduct with r1 and r3 bonds. The

energy and the values of the three important coordinates r1

r2 and r3 are reported in Table 1. The three equilibrium

structures of the Cope TS and the two adducts are depicted

in Fig. 1. C1 and C2 atoms define the z-axis and the x-axis

is in the C1–C2–C3, plane.

The computed higher stability (by 10.4 kcal/mol) of

Thiele’s ester as compared to adduct r1 - r3, and the

barrier to isomerization for this latter, suggest that exper-

imentally (at room temperature), among these two adducts,

only Thiele’s ester should be observed. This in good

agreement with our expermiental results which showed the

formation of Thiele’s ester but did not allow detecting

adduct r1 - r3 in the crude mixture (vide supra).

Starting from the Cope TS structure, IRC has been

searched along the forward and reverse directions in mass-

weighted cartesian coordinates. The reverse branch could

lead to the most stable minimum but stops after six steps.

Using the standard Z-matrix, the optimization along all the

others coordinates leads to the vicinity of the minimum but

stops at r2 distance equals to 1.693 Å while the adduct

distance at equilibrium is 1.57 Å and is 6.0 kcal more

stable than this last IRC point. As well in cartesian coor-

dinates or using Z-matrix description, the forward branch

comes back and does not go in the hoped direction. In the

surrounding of the TS, the surface is particularly flat. To

overcome this problem, another starting point has been

arbitrarily chosen setting the r3 distance to 2.6 Å. At that

non-equilibrium structure, the Hessian matrix has a nega-

tive eigenvalue and the associated eigenvector is mainly

defined by r3. Such a way, the IRC starts in the right

direction and stops near the second minimum with

r2 = 3.43 Å and r3 = 1.63 Å to be compared to the opti-

mized structure values which are 3.45 and 1.63 Å

respectively.

In order to obtain a more complete description of the 1D

model, a scan of r2 and r3 by steps of 0.5 Å has been

performed starting from the TS structure in Z-matrix

description without any other constraints up to 1.45 Å for

both bonds. This 1D scan well connects the three station-

nary points. It can be noted the good agreement between

the three bond lengths obtained by the 1D scan and the

selected IRC points. The r1 distance lies in the range of

1.57–1.64 Å at the Cope TS. This scan is the one-dimen-

sional model for the preliminary control of the

Table 1 Energy and geometry of the main stationary points

TS1 TS cope Adduct r1 - r2 Adduct r1 - r3

E 30.2 26.8 0.0 10.4

r1 2.0 1.6 1.6 1.6

r2 3.0 2.7 1.6 3.4

r3 3.0 2.8 3.5 1.6

E relative energy in kcal with respect to Thiele’s ester minimum.

Coordinates r1, r2, r3 are in Å
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rearrangement. The potential energy curve as a function of

r� ¼ r3 � r2 and two dipole components selected for the

control are shown in Fig. 2. Ab initio points are computed

in the interval 1.45–3.50 Å and extrapolation is performed

in order to get walls for the wave packet dynamics.

Next, a 2D map has been explored in a large range of r2

and r3 from 1.2 to 4.6 Å by steps of 0.1 Å by optimization

of all the 3 N-8 degrees of freedom. This map contains

35 9 35 points. For very short distances, the energy of

several points has been extrapolated. For large distances,

another problem occurs: r1 is abruptly broken. Therefore,

to obtain a complete map with realistic walls as required

for future 2D dynamics which mainly explores the central

region of the grid, most of the points of the upper corner

have been optimized following r2 and r3 with a r1 distance

set just before breaking mainly in the range of 1.7 Å. The

map drawn in Fig. 3 have been obtained by the SAS spline

fitting procedure [40].

Fig. 1 Equilibrium geometry of

the three stationary states

involved in the control

simulation. Upper panel: Cope

TS with bond r1 already formed.

Lower right panel: Thiele’s

ester which is the lowest energy

adduct obtained by forming the

r2 bond. Lower left panel: the

target resulting from the

formation of the r3 bond.

The atoms noted C1, C2 fixes the

orientation of the z-axis.

The x-axis is in the plane

C1, C2, C3

Fig. 2 Left panel: one-

dimensional minimum potential

energy curve along the active

coordinate r� ¼ r3 � r2, right
panel: the dipole moment

components chosen for the

control
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4 Model and methods

4.1 System-bath model

We consider a one-dimensional model with an active

coordinate r� ¼ r3 � r2. The potential energy Vðr�Þ curve

and the components of the dipole moment are shown in

Fig. 2. In the r2, r3 subspace, we adopt a Cartesian kinetic

energy operator with no cross-term what is justified since

both coordinates have no common atom. The correspond-

ing masses are l2 = l3 = lC/2 with lC being the mass of a

C atom. By taking linear combinations r- = r3 - r2 and

r? = r3 ? r2, the kinetic energy remains separable and the

part related to the r- = r3 - r2 coordinate is Tr� ¼
� �h2

2l�
o2

or2�
with l� ¼ l2=2 ¼ lC=4. The model Hamiltonian

describing the system and the bath is

HðtÞ ¼ HSðtÞ þ HB þ HSB þ Hren ð1Þ
with HSðtÞ ¼ Tr� þ Vðr�Þ þWðr�;EðtÞÞ where

Wðr�;EðtÞÞ ¼ �
P

j ljðr�ÞEjðtÞ describes the light-matter

interaction at the electric dipolar approximation and j

denotes the chosen linear polarizations of the field. In this

expression, HB ¼
PN

i¼1 Ti þ mix2
i q

2
i =2

 �
is a collection of

harmonic oscillators which mimic the effects of the

remaining modes and the solvent environment. We

choose a bilinear coupling HSB ¼ �
PN

i¼1 ciqir� of the

system degree of freedom to the modes of the model

environment, which leads to a renormalization term Hren ¼
Cr2
�=2 with C ¼PN

i¼1 c
2
i =mix2

i . The coupling to the

environment is determined by the coupling coefficients

ci, the distribution of which is given by the spectral density

defined as

JðxÞ ¼ p
2

XN
i¼1

c2
i

mixi
dðx� xiÞ: ð2Þ

Within a perturbative approach, which is second order in

the system-bath coupling, the entire bath dynamics enters

into the system dynamics via the complex bath correlation

function, defined by

CðtÞ ¼ 1

2p

Z1
�1

dxJðxÞ cos xtð Þ coth bx=2ð Þ � i sin xtð Þ½ 


ð3Þ
with b ¼ 1=kBT .

4.2 Auxiliary density matrix method

Open systems are generally described within the density

matrix formalism [27–30, 41, 42]. The reduced density matrix

qSðtÞ associated with the system is obtained by tracing over

the bath coordinates. In the Nakajima–Zwanzig formalism

[43], qSðtÞ is solution of a reduced equation containing a

memory which depends on the whole history of the global

system-bath

_qSðtÞ ¼ LeffqSðtÞ þ
Z t

0

dt0Kðt; t0ÞqSðt0Þ ð4Þ

where we have supposed a factorizing initial condition

and where Leff �¼ �i HSðtÞ þ Hren; �½ 
 with �h = 1 and �; �½ 

designates the commutator. Within the weak system-bath

coupling (but not the light-matter interaction), the second-

order perturbation gives a tractable expression for the memory

kernel in which the bath only enters via its correlation function

C(t) and its Hermitian conjuguate �CðtÞ [28–30, 38, 39]

Kðt; t0ÞqSðt0Þ ¼ � x;Cðt � t0ÞeLSðt�t0ÞxqSðt0Þ
h i
þ x; �Cðt � t0ÞeLSðt�t0ÞqSðt0Þx
h i

ð5Þ

where we have noted x the active coordinate of the system

(x ¼ r� in our case) and LS�¼ �i HSðtÞ; �½ 
. The basic

efficient idea of the auxiliary matrix method is to propose a

particular parameterization of the spectral density [28] as a

combination of Lorentzian functions so that C(t) can be

expressed as a sum over the poles in the complex plane and

takes a simple expression

Cðt � t0Þ ¼
Xn
k¼1

Ckðt � t0Þ ¼
Xn
k¼1

ake
ick t�t0ð Þ ð6Þ

A detailed derivation of these relations is given in Ref.

[30]. By inserting this expression for C(t), the integral of

Fig. 3 Minimum energy potential energy surface in the r2 and r3

subspace with optimization of all the 3 N-8 degrees of freedom. The

energy is given in eV and the successive contours are plot for

E = 0.02, 0.06, 0.1, 0.4, 0.7, 1.0, 1.1, 1.2, 1.6, 1.9, 2.2, 2.5, 3.0, 3.5,

4.0, 4.5, 6.0, 7.0, and 8.0 eV. Coordinates r2 and r3 are in Å
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the memory term is split into a sum of contributions for

each component k of the correlation function and each

partial integral is set equal to an auxiliary matrix

qkðtÞ ¼ iak

Z t

0

dt0eickðt�t
0ÞeLSðt�t

0ÞxqSðt0Þ ð7Þ

By taking the time derivative of this integral, one obtains a

set of coupled equations for the density matrix of the system

qSðtÞ and the n auxiliary matrices qkðtÞ. The main point is that

this technique allows us to carry out non-Markovian dynamics

by a system of coupled equations local in time.

At this stage, our contribution is an exploration of dif-

ferent numerical methods to get a stable solution in a

molecular system involving many states. Different strate-

gies exist to write the coupled system depending on the

definition of the auxiliary matrices and the parameteriza-

tion of Cðt � t0Þ and �Cðt � t0Þ. Two different matrices can

be connected to the real and imaginary part of each con-

tribution Ckðt � t0Þ [29] or, as discussed in Ref. [30], we

can attach only one matrix to each contribution Ckðt � t0Þ
but still consider two possibilities for �Cðt � t0Þ. We present

here only the working equations for which we have obtain

stable numerical results. We use

�Cðt � t0Þ ¼
Xn
k¼1

�ake
ick t�t0ð Þ ð8Þ

with the same ck as in Eq. (6). Then the equations take the

form

_qSðtÞ ¼ LeffqSðtÞ þ i
X
k

x; qkðtÞ½ 
 ð9Þ

qkðtÞ ¼ i

Z t

0

dt0eickðt�t
0ÞeLsðt�t

0Þðakqsðt0Þ � �akqsðt0ÞxÞ

_qkðtÞ ¼ ick þ LSð ÞqkðtÞ þ i akxqSðtÞ � �akqSðtÞx½ 
 ð10Þ
Finally, we give the operational relations for the ak and

the ck. If the spectral density is fitted by m Lorentzian

functions

JðxÞ ¼ p
2

Xm
k¼1

pk
x

xþ Xkð Þ2þC2
k

h i
x� Xkð Þ2þC2

k

h i ð11Þ

m couples of poles in the evaluation of Cðt � t0Þ come from

JðxÞ. The corresponding coefficients are

ak;1 ¼ pk
8XkCk

coth b Xk þ iCkð Þ=2ð Þ � 1½ 
;

ak;2 ¼ pk
8XkCk

coth b Xk � iCkð Þ=2ð Þ þ 1½ 

ck;1 ¼Xk þ iCk and ck;2 ¼ �Xk þ iCk

ð12Þ

Besides, a number of poles in principle infinite but

finite in practice for a non-vanishing temperature come

from the hyperbolic cotangent function in Cðt � t0Þ. They

are

ak ¼ 2iJðimkÞ=b and ck ¼ imk ð13Þ
where mk ¼ 2pðk � mÞ=b are the Matsubara frequencies.

For �Cðt � t0Þ, one must take �ak;2 ¼ a�k;1,�ak;1 ¼ a�k;2 for

1\k�m and �ak ¼ ak for k[m [30].

The coupled equations have been integrated by the split-

operator technique [44]. In matrix form, the system reads

_qSðtÞ
..
.

_qkðtÞ
..
.

0BBBB@
1CCCCA ¼

Leff ðtÞ � � � L� � � �
..
. ..

.

Ok LSðtÞ þ ick
..
. ..

.

0BBBB@
1CCCCA

qSðtÞ
..
.

qkðtÞ
..
.

0BBBB@
1CCCCA
ð14Þ

where Ok ¼ 1
2
ak L� þ Lþð Þ þ �ak L� � Lþð Þ½ 
 where Ok ¼

1
2
ak L� þ Lþð Þ þ �ak L� � Lþð Þ½ 
 with L� ¼ i x; :½ 
 (i.e., a

commutator) and Lþ ¼ i x; :½ 
þ (i.e., an anticommutator). In

a more concise form, this can be written as

otq̂ðtÞ ¼ Ldiag þ Loff

 �
q̂ðtÞ

where q̂ðtÞ is a vector containing the system qSðtÞ and

auxiliary density matrices qkðtÞ, and Ldiag and Loff are the

diagonal and off-diagonal matrix blocks of Eq. (14) con-

taining the operators in Liouville space. By splitting the

diagonal and off-diagonal part, one gets q̂ðt þ dtÞ ¼
eLoffdt=2eLdiagdteLoffdt=2q̂ðtÞ. The diagonal part is applied on a

grid basis set by using the usual fast Fourier transform

between the position representation for the potential oper-

ator and the impulsion representation for the kinetic oper-

ator. The off-diagonal part is treated by a Cayley iteration

procedure [29, 45].

4.3 Optimal control

In a preliminary step, the field is designed by optimal

control theory without dissipation in the Hilbert space

and we examine the stability when dissipative dynamics

is used in the Liouville space with different spectral

densities and system-bath couplings. Optimizing directly

with the auxiliary matrices is in progress for a future

work. In the case of the dynamics without dissipation, we

can use the standard OCT approach based on the time-

dependent Schrödinger equation. The optimal field able

to drive the initial wave packet toward the target is

determined by variational theory. In reactivity, the

functional is usually the probability that the steered wave

packet is the target at a given final time tmax. The func-

tional is maximized under the constraints that the laser

fluence remains acceptable and the Schrödinger equation

is satisfied at any time [24]
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F EðtÞ½ 
 ¼ wðtmaxÞ
�� wtarget

D E��� ���2�a0

Ztmax

0

dt
X
j

E2
j ðtÞ

� 2<e wðtmaxÞ
�� wtarget

D E Ztmax

0

dt vðtÞh jot
24

�i H0 �
X
j

ljEjðtÞ
 !

wðtÞj i
#

ð15Þ

with a positive Lagrange multiplier a0. Varying the

functional leads to three coupled equations: the

Schrödinger equation for wðtÞj i with an initial condition

wðt ¼ 0Þj i (usual forward propagation), the Schrödinger

equation for the Lagrange multiplier vðtÞj i which must be

solved with a final condition vðtmaxÞj i ¼ wtarget

�� E
so that in

practice it is solved by a backward propagation and the

optimum field for each polarization j.

EjðtÞ ¼ � 1=a0ð Þ=m wðtÞ �� wtargetðtÞ
D E

wtargetðtÞ
D ��lj wðtÞj i

h i
ð16Þ

The equations are solved by the Rabitz iterative

monotonous algorithm [24]. We have used the improvement

proposed in Ref. [46]. At each iteration k, the field is given by

E
ðkÞ
j ¼ E

ðk�1Þ
j þ DEðkÞj where DEðkÞj is calculated by Eq. (16).

5 Results

In this section, we present the results for the laser control of

the isomerization of Tiele’s ester by a Cope rearrangement.

Specifically, the aim is to design laser pulses which, when

interacting with the sample, induce an isomerization from

the Thiele’s ester form (2a) to the product of its Cope

rearrangement, noted target in Scheme 1, with the corre-

sponding geometries given in Fig. 1. In what follows, we

show that the interaction with specifically shaped laser

pulses can indeed induce this isomerization reaction (Cope

rearrangement), and thus produce a high yield of this

molecule. Within this context, the influence of the sur-

rounding bath plays a key role, and its effects are studied in

detail in Sect. 5.2.

5.1 Control without dissipation

Only the ground vibrational state of the reactant is popu-

lated at room temperature since the energy gap between the

two wells is 0.453 eV. One can consider that the initial

ensemble is a pure case. The initial state is then this first

vibrational eigenvector wðt ¼ 0Þj i ¼ /n¼1j i where the n

labels the eigenvectors. The ground state of the second well

is the fifth eigenvector wtarget

�� E
¼ /n¼5j i. We optimize a

field with a duration tmax ¼ 5 ps as short as possible taking

into account a limiting value of the field amplitude of about

0.02 a.u. (1.028 9 108 Vcm-1) to avoid strong fields able

to ionize the molecule and to justify the neglect of polar-

ization effects. We take two linear polarizations along

directions x and y after an analysis of the dipole matrix

elements. As usually in control theory the molecules are

assumed to be oriented in the laboratory else we must

admit that the field acts on the molecules well oriented in

the ensemble. The trial field is chosen so that the localized

vibrational states in the initial well up to the middle of the

barrier are early populated in order to initiate the heating.

Then the OCT finds the field able to cool the wave packet

in the second well. The trial field is given by E
ð0Þ
j ðtÞ ¼

e0sðtÞ
Pnj

k¼1 cosðxktÞ with j = x, y. We choose three fre-

quencies for the x polarization, x12 (1,027.0 cm-1), x23

(1,004.6 cm-1), x34 (977.7 cm-1) and two for y, x46

(943.2 cm-1), x68 (892.0 cm-1) with an amplitude e0 ¼
10�2 a.u. (5.142 9 107 Vcm-1). sðtÞ ¼ sin2ðpt=tmaxÞ is a

smooth switching function. The fidelity defined by the

probability to be in the target state at the end of the pulse

f ¼ wðtmaxÞ
�� wtarget

D E��� ���2 converges at 99.9 % after about

200 iterations. However, to force a limit maximum field

amplitude, we divide the amplitude by a factor two and let

iterate again for 100 iterations. This process is repeated

twice. The final optimal field is drawn in Fig. 4 with its

Fourier transform in which we find the zero-order fre-

quencies mainly used for heating and all the other ones

obtained by OCT to drive the wave packet in the delocal-

ized states and to cool it toward the target.

Figure 5 gives the evolution of the population in the

initial state and in the target as well as in some transitorily

populated states during the control. The states belonging to

the reactant well are drawn in full lines, those of the target

well in dashed lines and the delocalized states in dots. At

the beginning, the heating mainly populates the excited

states of the reactant well using mainly the transitions

proposed by the trial field. Then few highly delocalized

states are transitorily populated and the OCT algorithm

finds the transitions efficient for the cooling from the

delocalized states. Some high frequencies appear in the

Fourier transform of the field corresponding to very highly

excited states but the probability remains very small and is

not drawn in Fig. 5.

5.2 Stability of the control under dissipation

The optimal field is used to propagate the coupled system

of auxiliary matrices by varying the spectral density of the
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bath. The spectral density is taken to be Ohmic with a high-

frequency cutoff xc

JðxÞ ¼ kxe�x=xc ð17Þ
This is fitted to the functional form of Eq. (11) with a

single set of parameters k. We examine three cutoff

frequencies (xc = 400, 900 and 1,700 cm-1), two

coupling strengths (k = 10-3 and 5 9 10-4) and three

temperatures. The coupled system of auxiliary matrices is

solved with 5, 10, and 15 Matsubara frequencies for

T = 300, 200, and 100 K, respectively. The fidelities of the

control are summarized in Table 2. As expected, the

control field optimized without surrounding cannot achieve

a perfect fidelity when dissipation occurs. However, we

have selected examples showing that control is not

completely destroyed and that in the context of reactivity

an acceptable ratio can be obtained.

Upper left panel of Fig. 6 shows the evolution of the

average energy of the field free system �E ¼
Tr Tr� þ Vðr�Þð ÞqSðtÞ½ 
 during the process and the upper

right panel gives Tr q2
SðtÞ

	 

which is a measure of the de-

coherence of the quantum system. Lower panels of Fig. 6

show the Gabor transform of the field indicating when the

frequencies appear in time

Fig. 4 Optimal field driving the

isomerization in the 1D model

without dissipation and the

corresponding Fourier

transforms

Fig. 5 Probability of populating the eigenstates of the 1D model

during the control without dissipation. Full lines: states of the reactant

well, dashed lines: states of the target well, dots: delocalized states

Table 2 Fidelity f ¼ wðtmaxÞ
�� wt arg et

D E��� ���2 of the control in % for

different temperatures, cutoff frequencies xc and system-bath cou-

plings k (Eq. 17)

k 300 K 200 K 100 K

10-3 5 9 10-4 10-3 5 9 10-4 10-3 5 9 10-4

xc (cm-1)

400 84.7 91.9 89.1 94.3 93.7 96.7

900 83.3 91.1 87.8 93.6 92.3 96.0

1,700 80.6 89.7 85.9 92.8 88.7 96.3
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Fðx; tÞ ¼
Z þ1
�1

Hðs� t; sÞEðsÞeixsds
���� ����2 ð18Þ

where H(s,s) is the Blackman window [47] Hðs; sÞ ¼
0:08 cosð4ps=sÞ þ 0:5 cosð2ps=sÞ þ 0:42 if if sj j � s=2

and Hðs; sÞ ¼ 0 elsewhere and s is the time-resolution

chosen to be s = 0.2 ps. As shown also in Fig. 4, one sees

that the process involves frequencies below 3,000 cm-1

and mainly frequencies around 1,000 cm-1. They operate

principally between 1.5 and 3.5 ps, thus during the crossing

of the barrier. As a consequence, for a low value of the

cutoff, the main frequencies experience a smaller effect of

the surrounding bath, which is clearly confirmed by the

results presented on Table 2. As expected, a higher tem-

perature or an increased coupling strength also increases

the dissipative effects, with the consequence that fidelity of

the control, which was close to 100 % in the dissipative-

free case, drops to about 80 % for the values xc =

1,700 cm-1, T = 300 K and k = 10-3. This increased

dissipative effects are also seen as a loss of the purity

measured by Tr q2
SðtÞ

	 

, given in Fig. 6 (right upper panel).

Interestingly, in Fig. 6 (left upper panel), we find that the

initial heating process is less affected by the dissipation

than the subsequent cooling. Besides, the fact that dissi-

pative effects accumulate in time, one reason could be that

the isomerization proceeds via strongly delocalized states

(see Fig. 5), which experience a higher degree of dissipa-

tion due to the position dependent coupling to the bath. To

which extent an approach which includes dissipation at the

design stage can compensate for this effect is currently

under investigation.

6 Conclusion

We have presented preliminary studies toward the laser

control of a Cope rearrangement in a realistic molecular

system.

Our experimental study of the dimerization of methyl-

cyclopentadienylcarboxylate (1) allowed identifying and

characterizing all the products of the reaction. The process

predominantly leads to Thiele’s ester (2a), but the product

of its Cope rearrangement could not be detected in the

crude mixture.

The control process under study is the further isomeri-

zation of Thiele’s ester at room temperature. In order to

theoretically assess the possibility of laser control of this

reaction, we have in a first step analyzed the reaction path

and the transition state using high-level quantum chemistry

methods. Based on these results, we have constructed a

one- and two-dimensional model where the bond lengths r2

and r3 which achieve the dimerization after the Cope TS,

are chosen as dynamical variables, the most representative

ones of the motion along the reaction path. The one-

dimensional model was used to theoretically construct a

control field using optimal control theory. To assess the

effect of a dissipative environment, we have applied the

obtained optimal control field within a dissipative quantum

propagation using a non-Markovian master equation

approach. As expected, the control yield drops for an

increasing dissipation. However, the objective chosen in

our example retained a high degree of controllability, an

encouraging result in view of a possible experimental

realization. The next steps in our study consist in extending

Fig. 6 Dissipative dynamics of

the system for different cut-off

frequencies xc and coupling k
(Eq. 17) at T = 300 K. The

system is driven by the control

field optimized without

surrounding. Left upper panel:
average energy
�E ¼ Tr Tr� þ Vðr�Þð ÞqSðtÞ½ 
 of

the field free system, right upper
panel: measure of the purity of

the system Tr q2
SðtÞ

	 

. Lower

panels: Gabor transform

(Eq. 18) of the field showing

when the frequencies operate

during the process
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the control calculation to the proposed two-dimensional

model. Furthermore, a very interesting aspect is the

inclusion of the dissipation at the design step of the control

field, to explore to which extent the external laser field can

compensate, at least partially, for the dissipative effects

caused by the environment. Studies along this line are

currently in progress.
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79:053416-6

11. Prokhorenko VI, Halpin A, Johnson PJM, Dwayne Miller RJ,

Brown LS (2011) J Chem Phys 134:085105-10

12. Sha SP, Rice SA (2000) J Chem Phys 113:6536–6541

13. Gong J, Ma A, Rice SA (2005) J Chem Phys 122:204505-5

14. Zhang M, Gong J, Ma A, Rice SA (2007) J Chem Phys

127:144501-9

15. Artamonov M, Ho T-S, Rabitz H (2006) J Chem Phys

124:064306-10

16. Artamonov M, Ho T-S, Rabitz H (2006) Chem Phys 328:147–155

17. Sugny D, Kontz C, Ndong M, Justum Y, Dive G, Desouter-

Lecomte M (2006) Phys Rev A 74:043419-14
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Abstract RuCp2 (ruthenocene) and RuCpPy (cyclopen-

tadienyl pyrrolyl ruthenium) complexes are used in ruthe-

nium (Ru) atomic layer deposition (ALD) but exhibit a

markedly different reactivity with respect to the substrate

and co-reactant. In search of an explanation, we report here

the results of a comparative study of the heterolytic and

homolytic dissociation enthalpy of these two ruthenium

complexes, making use of either density functional theory

(DFT) or multiconfigurational perturbation theory (CAS-

PT2). While both methods predict distinctly different

absolute dissociation enthalpies, they agree on the relative

values between both molecules. A reduced heterolytic

dissociation enthalpy is obtained for RuCpPy compared to

RuCp2, although the difference obtained from CASPT2

(19.9 kcal/mol) is slightly larger than the one obtained with

any of the DFT functionals (around 17 kcal/mol). Both

methods also agree on the more pronounced stability of the

Cp- ligand in RuCpPy than in RuCp2 (by around 9 kcal/

mol with DFT and by 6 kcal/mol with CASPT2).

Keywords Ruthenocene � Dissociation enthalpy � DFT �
CASPT2

1 Introduction

Atomic layer deposition (ALD) [1] is an advanced tech-

nique to deposit nanometer-thin films on a substrate,

starting from gas-phase precursors and making use of a

cyclic process of at least two consecutive self-limiting

chemisorption reactions, the so-called ‘‘reaction cycle’’.

Two important properties, namely (a) conformal deposition

on complex nanostructures (i.e., following the shape of the

underlying structure) and (b) control of the deposition

process at the atomic level, have turned ALD into a pow-

erful technique in nanotechnology [2]. For example, ALD

is used in the industrial production of MOSFETs (Metal

Oxide Semiconductor Field Effect Transistors) and mem-

ories to deposit thin highly insulating dielectric oxide

layers [3].

ALD of ruthenium (Ru) is currently under extensive

investigation. Ru is a new electrode material for trenched

metal–insulator–metal capacitors of dynamic random

access memories (DRAM), as well as a possible compo-

nent of the metal connection between the elements of an

integrated circuit. The Ru ALD reaction cycle consists of

two reactions: a Ru precursor chemisorption reaction fol-

lowed by a co-reactant chemisorption reaction. The most

suitable precursors for ALD of high-quality Ru thin films

have not yet been identified. Ru precursors under investi-

gation are the organometallic Ru compounds with cyclo-

pentadienyl (Cp, C5H5) or pyrrolyl (Py, C4H4N) ligands,
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b-diketonates, amidinates, and RuO4 [4, 5]. An ALD pre-

cursor should be stable in the gas phase, but reactive on

both the initial substrate and the deposited film. RuCp2 and

RuCpPy as well as their substituted complexes, for exam-

ple, Ru(EtCp)2 (Et = ethyl) and Ru(MeCp)Py (Me =

methyl), have the advantage to be stable up to high tem-

peratures in the gas phase and may be used in combination

with different co-reactants, such as O2 or a plasma

(N2, H2, N2/H2, or NH3 plasma). In the latter case, the

process is referred to as plasma-enhanced ALD or PEALD

(Fig. 1). In a recent comparative study of Ru(EtCp)2 and

Ru(MeCp)Py as precursors for PEALD of Ru, the reac-

tivity of these two molecules was found to be quite dif-

ferent [6]. Starting from a TiN surface, a major nucleation

delay was observed for the Ru(EtCp)2 precursor, whereas

much better nucleation was observed with Ru(MeCp)Py.

Moreover, the growth-per-cycle at steady state, that is, the

thickness of the deposited Ru layer per reaction cycle, was

0.038 nm/cycle for Ru(MeCp)Py, but only 0.016 nm/cycle

for Ru(EtCp)2.

Fundamental understanding of ruthenium ALD chemi-

sorption reaction mechanisms and how the precursor

chemistry controls the process (e.g., the specific role of Py

versus Cp ligands) is still lacking. Theoretical calculations

may play an important role in obtaining such understand-

ing, by providing information concerning the stability of

different ALD precursors and by predicting possible

chemisorption reaction mechanisms. However, so far,

almost no theoretical studies of reaction mechanisms for

Ru ALD have been reported in the literature. Only one

study reports the reaction mechanisms for homoleptic Ru

precursors and oxygen [7]. In this work, we present the

results from a computational study of the relative stability

of RuCp2 and RuCpPy with respect to ligand dissociation,

either heterolytically or homolytically. No substituents on

the ligands were included, as experiments have indicated

that such substituents only have a minor influence on the

ALD process. We have employed both density functional

theory (DFT) and multiconfigurational perturbation theory

(CASPT2) to obtain the Ru–Cp and Ru–Py binding

energies. No experimental data are available for the dis-

sociation enthalpies of the complexes studied. Therefore,

to judge the quality of the present calculations, we will

rely on the results of our previous computational study

[8], using the same approach, of the heterolytic dissoci-

ation enthalpy of a number series of first-row metallo-

cenes MCp2 (M = V, Mn, Fe, Ni) for which experimental

data are indeed available. In that study, we showed that

with multiconfigurational perturbation theory, CASPT2 or

RASPT2 (with ‘‘R’’ denoting that the reference wave

function is built from a restricted rather than a complete

active space) based on an extended active space (up to 18

active orbitals), the dissociation enthalpy of these first-

row metallocenes may be predicted with an accuracy that

is close to (or even within) the experimental accuracy for

manganocene, ferrocene, and nickelocene (the difference

with the experimental values amounting to 0.5, 4.1 and

-6.6 kcal/mol, respectively), while a (unexpected) larger

error, 9.6 kcal/mol, was obtained for vanadocene. Of

course, since we have no experimental values for the

dissociation enthalpies of ruthenocene, we can never be

completely sure that the CASPT2 errors are similar to

those of the first-row metallocenes. Among the DFT

functionals used, the hybrid functional B3LYP-D is

obviously superior, with an average (absolute) error on

the dissociation enthalpy of 4.1 kcal/mol and a maximum

error of ?8.7 kcal/mol for nickelocene. Importantly, both

dispersion interactions and relativistic effects were found

to give significant contributions to the binding energies,

and should therefore be taken into account. Two other

functionals, PBE0 and M06, were also intensively studied,

but were both found to overbind, with average errors of

?12.4 kcal/mol (PBE0, with dispersion corrections taken

from B3LYP) and 11.3 kcal/mol (M06). In this work, we

will present the results obtained from DFT with three

functionals, that is, the hybrid functionals B3LYP and

PBE0 and the GGA PBE. The latter functional is included

because it is widely used in solid-state calculations, an

alternative approach to study the bonding and reactivity

of the present Ru compounds at different surfaces, which

we intend to use in a future study. The main goal of the

present study therefore is to benchmark the results

obtained with different functionals, PBE in particular,

against high-level ab initio results.

a

b

Fig. 1 Schematic representation of the reaction cycle for Ru PEALD.

a Ru precursor chemisorption reaction, b plasma reaction
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2 Computational details

Both density functional theory (DFT) and multiconfigura-

tional perturbation theory, that is, complete active space

self-consistent field (CASSCF) followed by second-order

perturbation theory (CASPT2), were used to investigate the

heterolytic and homolytic dissociation enthalpies of RuCp2

and RuCpPy. The enthalpies of nine possible reaction steps

involved in the dissociation (R1–R9, see Figs. 2, 3) were

computed. All DFT calculations were performed with

TURBOMOLE v. 6.3 [9], while the CASSCF/CASPT2 calcu-

lations were performed with MOLCAS 7.6 [10].

Extensive basis sets were used in the DFT calculations:

def2-QZVPP for the Ru atom [11] and def2-TZVP for all

other atoms [12]. We showed previously that these basis

sets yield reliable results with small basis set superposition

errors (BSSE) [8]. To describe scalar relativistic effects, an

effective core potential was used for ruthenium, describing

the behavior of 28 core electrons (ecp-28-mwb) [13]. A

dispersion correction to DFT (DFT-D2) [14] was used to

cover the attractive dispersion interaction between two

cyclopentadienyl rings, which was shown to contribute

significantly to the metal–Cp binding energies in our pre-

vious study [8]. Since the DFT-D2 parameters are only

available for the B3LYP and PBE functionals, dispersion

corrections for the PBE0 functional were adopted from

B3LYP-D.

For the multiconfigurational perturbation theory (CAS-

PT2) calculations, extended all-electron ANO-RCC basis

sets were used with the following contractions:

[10s9p8d6f4g2h] for the Ru atom [15], [8s7p4d3f1g] for

carbon and nitrogen [16], and [6s4p3d1f] for hydrogen

[17]. We showed that such large basis sets are needed to

reduce the basis set superposition errors (BSSE) on the

heterolytic dissociation enthalpy of first-row metallocenes

to an acceptable level of a few kcal/mol [8, 18]. The

Cholesky decomposition technique was used to approxi-

mate the two-electron integrals, using a threshold of 10-6

au [19]. Scalar relativistic effects were included using the

standard second-order Douglas–Kroll–Hess Hamiltonian

[20–22]. In the perturbation step, the default IPEA shift for

the zeroth-order Hamiltonian [23] (0.25 au) was used, and

an imaginary level shift [24] of 0.1 au was included to

prevent weak intruder states. All valence electrons,

including the ruthenium (4s,4p) semi-core electrons, were

included in the CASPT2 calculations. Since it is compu-

tationally unfeasible to optimize the metallocene structure

with CASPT2, single-point calculations were instead per-

formed on the ground state PBE0 structures of all mole-

cules. In previous studies [8, 18, 25] we have already

shown that this functional performs best for obtaining

accurate structures for transition metal complexes (close to

experiment, and, in comparison with other functionals, also

providing the lowest CASPT2 energy).

Within the D5h symmetry of ruthenocene, the Ru 4d

orbitals belong to the irreducible representations (irreps)

a01ð4dz2Þ; e02ð4dxy; 4dx2�y2Þ, and e001 (4dxz, 4dyz), whereas the

cyclopentadienyl carbon 2pz orbitals form symmetry-

adapted combinations giving rise to six occupied p orbitals

belonging to the a01; a002; e01; e001 irreps, and four empty p*

orbitals belonging to the e02 and e002 irreps. Only those Cp p
and p* within the same irreps as the metal d orbitals can

interact to form covalent metal–ligand combinations, that

is, the a01; e02, and e001 irreps. Since the metal 4dz2 and Cp- p
orbitals in irrep a01 are energetically well separated, they do

not strongly interact. Ru–Cp bonding occurs through

charge donation from the Cp e001 (p) into the metal e001 (4dxz,

4dyz) orbitals, counteracted by backdonation from the metal

e02 (4dxy; 4dx2�y2 ) into the Cp e02(p*) orbitals. The Cp e001 (p)

and e02 (p*) cyclopentadienyl orbitals should therefore be

added to the metal d orbitals in the active space, yielding a

total of nine active orbitals containing eight electrons. In

previous studies [8, 18], we have shown, however, that a

more accurate description of the dissociation enthalpy of

metallocenes may be obtained from the second-order per-

turbation treatment after extending the reference active

space with (a) four additional cyclopentadienyl orbitals:

e01(p), e002(p*) and (b) an extra virtual 4d0 shell to describe

the double-shell effect. This would then give a total of 14

electrons in 18 active orbitals, CAS(14,18) becoming

computationally unaffordable with CASSCF. However,

test calculations (making instead use of RASSCF, that is,

restricting the excitation level in the active space) made

clear that an active space of 14 orbitals, lacking two virtual

shells e001 ; e02 would in fact suffice in the present case. The

obvious reason is that the nd double-shell effect is muchFig. 2 Dissociation reactions of RuCp2

Fig. 3 Dissociation reactions of RuCpPy
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less pronounced for 4d than for 3d transition metals [26].

This being the case, these four orbitals, which were

intended to have Ru 4d0 character, instead rotated into Ru

4f, while remaining very weakly occupied (\0.01). The 14

orbitals included in the CAS(14,14) active space of

ruthenocene are plotted in Fig. 4, with their occupation

numbers indicated within brackets. As one can see, the

weakly occupied a01 orbital is almost pure 4d0z2 , whereas the

weakly occupied e001(p*) shell also shows significant

admixture of (4d0xy; 4d0x2�y2 ) character. This suffices to

describe the 4d double-shell effect in the present 4d6

systems.

Upon heterolytic dissociation, the CAS(14,14) active

space gets subdivided in a CAS(4,4) space on each of the

ligand anions, leaving CAS(10,10) for RuCp? and RuPy?

and a CAS(6,6) space for the Ru2? ion. In order to provide

a more balanced treatment of symmetry and correlation for

the 5D ground state of this ion, four extra 4d0 orbitals were

included, giving a CAS(6,10) space (note that a similar

procedure was also used previously for ferrocene [18]).

Using instead the smaller CAS(6,6) space, however, gives

a total CASPT2 energy for Ru2?, which is lower by only

0.4 kcal/mol, and hence would also lower the CASPT2

results for the heterolytic dissociation enthalpies involving

Ru2? (Tables 2, 3) by the same amount. This confirms that

the 4d double-shell effect is indeed very limited in the

present 4d6 case. Homolytic dissociation energies (R8, R9

in Figs. 2, 3) were obtained by subtracting from the het-

erolytic dissociation energy the Ru! Ru2þ ionization

energy and adding the electron affinities of both ligands. In

these calculations, the 4s orbital was included in the active

space of the Ru atom, giving CAS(8,11), while the ligand

radicals were described with a CAS(3,4) space.

Dissociation enthalpies at room temperature DH�298 were

obtained by starting from the electronic binding energies

(denoted as DEelec in Table 2) and including corrections for

the zero-point vibrational energy (DEZPE) and thermal

energy (DEthermal), as obtained from frequency calculations

on the molecules involved in the chemical process descri-

bed. For the CASPT2 data, these values were taken from

PBE0. Moreover, a counterpoise correction (DECPC) was

added to all binding energies to account for basis set

superposition errors. The composition of the dissociation

enthalpies DH�298 with respect to the different terms

described here is provided in Table 2, describing the (full)

heterolytic dissociation processes of both considered mol-

ecules (reactions R1 and R2). For the other reactions, only

DH�298 values are given in Tables 3, 4, while the detailed

composition of these data is provided in Online Resource 1.

3 Results and discussion

3.1 Heterolytic dissociation enthalpy of RuCp2

and RuCpPy

Bond distances of the experimental and calculated struc-

tures of ruthenocene are shown in Table 1. RuCp2 has an

eclipsed structure belonging to the D5h point group, with a
1A01 electronic ground state. For RuCpPy, the eclipsed

geometry (Cs symmetry, 1A01 electronic state) was also

found to be slightly more stable (by 0.3 kcal/mol computed

with the B3LYP functional) than the staggered geometry.

GGA functionals are expected to provide reasonably

accurate geometries for second-row transition metal com-

plexes [28]. This is true for the PBE functional, giving a

Ru–Cp ring distance that is shorter by only 0.013 Å with

respect to the experimental value. Corresponding errors of

B3LYP and PBE0 are ?0.021 Å and -0.021 Å,Fig. 4 The active space CAS(14,14)
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respectively. In our previous study on ferrocene [8], the

PBE0 geometry of this molecule was found to be in closer

agreement with experiment (i.e., shorter by only 0.009 Å).

The larger discrepancy observed for the PBE0 functional in

case of ruthenocene might arise from the fact that the

experimental structure of ruthenocene was measured at 101

K and was not vibrationally corrected [27]. As the values

within parentheses in Table 1 indicate, including a dis-

persion correction leaves the C–C and C–H distances

invariant, while shortening the Ru–Cp and Ru–Py ring

distances. Obviously, this is related to the attractive dis-

persion interaction between both ligands, as was also found

in first-row metallocenes [8]. All functionals predict a

shorter Ru–Cp distance (by about 0.01 Å) in RuCpPy as

compared to RuCp2. The Ru–Cp distance is also system-

atically shorter by 0.02 Å than the Ru–Py distance.

We started by studying the full heterolytic dissociation

reactions of both molecules: R1 (Fig. 2) and R2 (Fig. 3).

The computed dissociation enthalpies are shown in

Table 2. Among the DFT results, we find the following

order with respect to the size of the heterolytic dissociation

enthalpies: PBE [ PBE0 [ B3LYP, with differences

of around 20 kcal/mol between successive results in this

list. The CASPT2 results are in between PBE and PBE0,

9–11 kcal/mol lower than the PBE values, and about

30 kcal/mol higher than the lowest DFT result, obtained

from B3LYP. These trends are very similar between both

molecules. However, it is already clear from these results

that the Ru–Py bond is considerably weaker than the Ru–

Cp bond. We can see that the heterolytic dissociation

enthalpy of RuCpPy is 17.4, 17.2, and 18.1 kcal/mol

smaller than the corresponding value of RuCp2 using PBE,

B3LYP, and PBE0 functionals, respectively. Thus, the

difference between the data obtained for both molecules

remains virtually constant across the different functionals

and is also close to the difference obtained with CASPT2,

19.9 kcal/mol.

We note that the DFT results in general show the same

general trends as for ferrocene [8], although for the latter

molecule, a much larger difference was found between the

PBE and PBE0 result of DH�298 (60 kcal/mol, as compared

to 20 kcal/mol here), whereas the results obtained with

both hybrid functionals were closer (with a difference of

only 10 rather than 20 kcal/mol). More remarkable though

are the relative values as compared to CASPT2. Although

the ab initio results for ferrocene were obtained with a

larger active space of 18 orbitals (and, for that reason,

employing RASPT2 rather than CASPT2), we believe that

the accuracy of the present CASPT2(14,14) results should

be comparable to the RASPT2(14,18) results for ferrocene.

This is because the four extra orbitals in the active space of

ferrocene are describing the nd double-shell effect, which

is pronounced for 3d metals, but much less for the present

4d systems (see also the Sect. 2). The RASPT2(14,18)

result for DH�298 of ferrocene, 639.1 kcal/mol, agrees with

the experimental value, 635 ± 6 kcal/mol, to within the

experimental uncertainty. As such, a similar accuracy may

be expected for the CASPT2 results presented in Table 2.

However, when it comes to judging the quality of the DFT

results against CASPT2, we find that for RuCp2 and

RuCpPy, the results obtained from the PBE functional

are closest, that is, higher by 9–12 kcal/mol, whereas for

ferrocene, the same functional grossly overestimates the

Table 1 Experimental and calculated bond lengths (Å) in RuCp2 and

RuCpPy

PBE B3LYP PBE0 Exp. [27]

RuCp2

C–C 1.436(1.437)a 1.427(1.428)a 1.424 1.430

Ru–Cpb 1.803(1.794)a 1.837(1.823)a 1.795 1.816

RuCpPy

Ru–Cpb 1.797(1.789)a 1.829(1.816)a 1.788 _

Ru-Pyb 1.813(1.805)a 1.850(1.839)a 1.807 _

a The values in parentheses correspond to the dispersion corrected

geometry
b Distance to the center of the ring

Table 2 DH�298 (kcal/mol) of the full heterolytic dissociation reactions of RuCp2 and RuCpPy

RuCp2 �! Ru2þ þ 2Cp� (R1) RuCpPy �! Ru2þ þ Cp� þ Py� (R2)

PBE B3LYP PBE0 CASPT2 PBE B3LYP PBE0 CASPT2

DEelec 724.6 680.0 700.8 722.8 707.1 662.8 682.8 701.1

DEdisp 8.1 10.9 10.9a _ 7.5 10.1 10.1a _

DECPC -5.7 -5.2 -4.8 -4.7 -5.7 -5.1 -4.7 -3.5

DEZPE -7.9 -8.1 -8.1 -8.1b -7.0 -7.3 -7.4 -7.4b

DEthermal 1.8 1.7 1.8 1.8b 1.6 1.6 1.7 1.7b

DH�298 720.9 679.3 700.6 711.8 703.5 662.1 682.5 691.9

a Dispersion correction taken from B3LYP
b Taken from PBE0
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dissociation enthalpy, by 50 kcal/mol. On the other hand,

both hybrid functionals perform considerably worse than

for FeCp2. Whereas the PBE0 value of DH�298, 639.4 kcal/

mol, was in excellent agreement with RASPT2 for ferro-

cene, it is now about 11 kcal/mol too low. Similarly, the

B3LYP value is now 30 kcal/mol below CASPT2 instead

of 10 kcal/mol in case of ferrocene. In general, the binding

enthalpies predicted from DFT are considerably lowered

with respect to CASPT2 when going from ferrocene to the

present ruthenium complexes.

As a next step in our study of the stability of RuCp2 and

RuCpPy, we also looked at the individual dissociation steps

of a single Cp- and Py- ligand from either RuCp2 or

RuCpPy. The results obtained for the reaction enthalpies of

the consecutive single ligand dissociation steps (a first

ligand in reactions R3, R4, and R5, and a second ligand in

reactions R6 and R7; cf. Figs. 2, 3) are collected in Table 3

and presented graphically in Fig. 5. We first note that both

RuCp? and RuPy? are characterized by a low-spin S = 0

ground state. The lowest triplet excited state was found at a

considerably higher energy relative to the singlet ground

state, 24.0–29.0 kcal/mol for RuCp2 and 18.4–24.3 kcal/

mol for RuCpPy, with the lowest quintet state at an even

higher energy. This then also means that the first ligand

dissociation step is spin conserving, whereas the second

dissociation step involves a singlet-to-quintet spin flip. This

fact may be used to (partially) rationalize the trends

observed in the DFT data in Table 3. For the first, spin

conserving step, the enthalpies obtained from PBE and

PBE0 are close to within 5 kcal/mol, the latter functional

systematically giving the highest value. On the other hand,

B3LYP predicts significantly (10–15 kcal/mol) weaker

Ru–ligand bond strengths. As compared to CASPT2, all

three functionals underestimate the dissociation enthalpy,

although for PBE0, the difference with CASPT2 is small,

between 2 and 5 kcal/mol. As for the second dissociation

step, here the difference between PBE and PBE0 is much

larger. The pure GGA functional PBE typically

considerably overestimates the stability of the low-spin

monoligated complex with respect to the high-spin Ru2?

ground state, thus giving too large binding enthalpies.

Including (25 %) Hartree–Fock exchange in PBE0 reme-

diates for this, but seems to overshoot, as the PBE0 binding

enthalpies now become smaller by about 7 kcal/mol than

the corresponding CASPT2 data. With 20 % Hartree–Fock

exchange, B3LYP should do well for the spin flip contri-

bution, but also here this functional seems to quite strongly

underestimate the bond strength, by 12–14 kcal/mol as

compared to the CASPT2 results.

As Table 3 indicates, both DFT and CASPT2 predict

easier dissociation of a first ligand from RuPyCp than from

RuCp2. The first ligand to dissociate from RuPyCp is Py-

(R5), and this dissociation step requires 17–18 kcal/mol

less with DFT and 19.8 kcal/mol less with CASPT2 than

the dissociation of the first Cp- ligand from RuCp2 (R3).

As both reactions result in the same monoligated complex,

RuCp?, the differences between the first dissociation

enthalpies necessarily equal the differences in the total

heterolytic dissociation enthalpies of both molecules

(Table 2). Reactions R3 and R4 involve the dissociation of

a Cp- ligand from either RuCp2 or RuCpPy. Comparing

these two reactions, we note that the presence of a pyrrolyl

rather than a cyclopentadienyl as the second ligand in the

complex induces a Ru–Cp bond strengthening: Cp- dis-

sociation from RuCpPy is harder than from RuCp2 at

all calculated levels. This is in agreement with the shorter

Ru–Cp ring distance found for the former compound

(Table 1). The difference between both dissociation

Table 3 Heterolytic dissociation enthalpy DH�298 (kcal/mol) of the

first dissociation reactions R3, R4, and R5 and the second dissociation

reactions R6 and R7

PBE B3LYP PBE0 CASPT2

RuCp2 �! RuCpþ þ Cp�(R3) 232.5 221.7 236.6 241.7

RuCpPy �! RuPyþ þ Cp�

(R4)

241.6 231.5 245.7 247.3

RuCpPy �! RuCpþ þ Py�

(R5)

215.0 204.5 218.4 221.9

RuCpþ �! Ru2þ þ Cp� (R6) 488.4 457.6 464.0 470.1

RuPyþ �! Ru2þ þ Py� (R7) 461.9 430.6 436.8 444.6

PBE B3LYP PBE0 CASPT2

RuCp+ Ru2+  + Cp- (R6)

RuPy+ Ru2+  +  Py- (R7)

RuCp2 RuCp+  + Cp- (R3)

RuCpPy  RuPy+  + Cp- (R4)

RuCpPy  RuCp+  + Py- (R5)

Fig. 5 Heterolytic dissociation enthalpies of the two consecutive

reactions leading to full dissociation of RuCp2 and RuCpPy, as

computed with different methods
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enthalpies is similar for the different functionals (9.1–

9.8 kcal/mol), whereas from CASPT2, a smaller difference

of 5.6 kcal/mol is obtained. Reactions R4 and R5 describe

the dissociation of either Cp- or Py- from RuCpPy. The

latter process is clearly more favorable, with a dissociation

enthalpy that is lower by as much as 27 kcal/mol with DFT

(again fluctuations between different functionals are minor)

and slightly less, 25.4 kcal/mol, with CASPT2.

Another important point to note from Table 3 is that the

second dissociation steps, either RuCpþ �! Ru2þ þ Cp�

(R6) or RuPyþ �! Ru2þ þ Py� (R7), require an energy

which is about twice as high as any of the first dissociation

steps. This is another observation that might be relevant to

the course of the chemical reactions occurring during the

ruthenium ALD process. Indeed, based on this, one might

suspect that perhaps a first but not both ligands could be

dissociated from the Ru precursor already during the first

chemisorption step of the ALD reaction cycle (Fig. 1),

meaning that the co-reactant would have to assist in the

removal of the second ligand.

3.2 Homolytic dissociation enthalpy of RuCp2

and RuCpPy

Table 4 shows the homolytic dissociation enthalpies of

RuCp2 (R8) and RuCpPy (R9). They were computed

starting from the heterolytic dissociation enthalpies (reac-

tions R1 and R2) by subtracting the ionization energy

(IERu) of ruthenium and adding the electron affinities (EA)

of the relevant ligands, Cp or Py radical (including thermal

corrections, giving DHCp and DHPy), as described by the

reaction cycles in Fig. 6. As the IERu and ligand EAs are

the only quantities calculated in this work for which

experimental data are available, it is worthwhile to first

take a closer look at these data. Both properties are noto-

riously difficult to describe accurately by means of tradi-

tional wave-function-based methods, requiring extensive

basis set to fully capture the difference in dynamical

correlation between two systems differing by one or two

electrons. As to be expected, CASPT2 overestimates the

electron affinities of both radicals, while underestimating

the (absolute) value of the Ru ionization energy. The errors

are, however, quite acceptable, 3 kcal/mol or less. The

CASPT2 error on the Ru ionization energy is the sum of

two errors 0.6 and 2.4 kcal/mol for the first and second

ionization energies, respectively. On the other hand, less

accurate results for both properties are obtained from DFT,

with errors in the opposite direction. All functionals

overestimate the (absolute) value of IERu. The pure PBE

functional suffers from an error as large as 17.7 kcal/mol.

As indicated by a study of a series of 4d and 5d transition

metal atoms [33], errors of this size are typical for pure

GGA functionals. The B3LYP and PBE0 functionals per-

form better, with errors between 5 and 10 kcal/mol. The Cp

and Py EAs are fairly accurately described by all consid-

ered functionals. B3LYP shows the largest deviation from

experiment (around –6 kcal/mol), while PBE gives the best

result (around –3 kcal/mol).

Assuming that the values obtained from CASPT2 for the

heterolytic dissociation enthalpy of both molecules,

711.8 kcal/mol for RuCp2 and 691.9 kcal/mol for RuCpPy

(cfr Table 2), are of a similar accuracy as found in our

previous work on ferrocene [8, 18] (i.e., within the

experimental uncertainty of ±6 kcal/mol for that mole-

cule), an accurate estimate of the homolytic dissociation

enthalpies of both molecules considered here should be

obtained by combining those values with the experimental

data of IERu, DHCp, and DHPy. These estimates are

241.0 kcal/mol for RuCp2 and 227.9 kcal/mol for RuCpPy.

The difference between both values is reduced by 7.0 kcal/

mol with respect to the difference in heterolytic dissocia-

tion enthalpies, because of the larger EA of Py as compared

to Cp. As can be seen from Table 4, the combined errors on

IERu and the ligand EAs add up to a total error of around

?8 kcal/mol with CASPT2. While CASPT2 thus overes-

timates the homolytic dissociation enthalpies, the

Table 4 DH�298 (kcal/mol) of the homolytic dissociation reactions of RuCp2 and RuCpPy

RuCp2 �! Ruþ 2Cp: (R8) RuCpPy �! Ruþ Cp: þ Py: (R9)

PBE B3LYP PBE0 CASPT2 PBE B3LYP PBE0 CASPT2 Exp.

DHhetero 720.9 679.3 700.7 711.9 703.7 662.1 682.5 691.9

-IERu -573.9 -565.9 -561.1 -553.3 -573.9 -565.9 -561.1 -553.3 -556.2b

DHCp 39.9 36.9 38.0 45.4a 39.9 36.9 38.0 45.4a 42.7a,c

DHPy 46.6 43.9 44.6 51.6a 49.6a,c

DHhomo 226.8 187.2 215.5 249.3 216.1 177.0 204.0 235.6

a ZPE and thermal correction to the enthalpy were taken from PBE0 result
b Ref. [29, 30]
c Electron affinity (EA) of the cyclopentadienyl radical (41.69 ± 0.14 kcal/mol) from Ref. [31] and of the pyrrolyl radical (49.47 ± 0.23 kcal/

mol) from Ref. [32]. DHCp and DHPy are defined as the enthalpy difference for the reactions Cp� �! Cp: þ e� and Py� �! Py: þ e�, see Fig. 6
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corresponding DFT errors are negative but more severe.

The ordering of the homolytic dissociation energies with

respect to the different functionals, PBE [ PBE0 [
B3LYP, remains the same as for the heterolytic dissocia-

tion energies, but all three functionals now underbind. As

for the heterolytic dissociation energies, the ‘‘best’’ results

are still obtained with PBE, with an error of -12 to -14

kcal/mol, while the largest errors are found with B3LYP,

-54 to -58 kcal/mol. However, more importantly, in view

of our aim to study the relative performance of these and

other Ru compounds in ALD experiments, the difference in

the homolytic dissociation enthalpies between both mole-

cules is very similar for the three functionals, 10–11 kcal/

mol, and also lies within 3 kcal/mol of the difference

13.1 kcal/mol obtained as our ‘‘best estimate’’ (i.e., making

use of experimental data for the IE and EA), while CAS-

PT2 gives 13.7 kcal/mol.

4 Conclusions

The calculated heterolytic dissociation enthalpies of RuCp2

and RuCpPy show that both molecules are very stable,

since their binding energies are very high. This is in

agreement with the high thermal stability of these precur-

sors, allowing ALD up to temperatures as high as

350–400 �C [4, 5]. RuCpPy is about 20 kcal/mol less sta-

ble than ruthenocene with respect to heterolytic dissocia-

tion and 13 kcal/mol with respect to homolytic

dissociation. This could at least partly explain the higher

reactivity of RuCpPy in ALD experiments. However, other

factors, such as the adsorption energy at the surface and

structural changes during adsorption affecting the possi-

bility of dissociation, may of course play an equally or

even more important role. Therefore, we are currently also

investigating the chemisorption reactions of RuCp2 and

RuCpPy at different surfaces. For this purpose, we make

use of DFT with periodic boundary conditions. The present

study therefore also serves as a benchmarking study for the

quality of different DFT functionals, with PBE in partic-

ular, as this functional will be used in the solid-state cal-

culations. To test the quality of the different functionals,

high-level CASPT2 calculations with extensive basis sets

were employed. From the comparison between the DFT

results and CASPT2, we find that, although the absolute

dissociation energies obtained from DFT may be afflicted

with very large errors (up to more than 50 kcal/mol with

B3LYP), the differences between both molecules, both for

the heterolytic and homolytic dissociation enthalpies, are

well-described. This is of course due to a large cancellation

of errors of the absolute dissociation enthalphies of both

molecules. The calculations also indicate that, of the three

functionals studied, PBE performs best as compared to

CASPT2. This is, however, a conclusion that we believe is

not extendable to other (e.g., first-row metallocene)

systems.
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Abstract We investigate the molecular and electronic

structure and thermochemical properties of the cationic

boron clusters Bn
? with n = 2–20, using both MO and DFT

methods. Several functionals are used along with the MP2,

G3, G3B3, G4, and CCSD(T)/CBS methods. The latter is

the high accuracy reference. While the TPSS, TPSSh,

PW91, PB86, and PBE functionals show results compara-

ble to high-accuracy MO methods, both BLYP and B3LYP

functionals are not accurate enough for three-dimensional

(3D) structures. A negligible difference is observed

between the B3LYP, MP2, and CCSD(T) geometries. A

transition between 2D and 3D structures occurs for this

series at the B16
?–B19

? sizes. While smaller clusters Bn
?

with n B 15 are planar or quasi-planar, a structural com-

petition takes place in the intermediate sizes of B16–19
? . The

B20
? cation has a 3D tubular shape. The standard heats of

formation are determined and used to evaluate the cluster

stability. The average binding energy tends to increase with

increasing size toward a limit. All closed-shell species Bn
?

has an aromatic character, but an enhanced stability is

found for B5
? and B13

? whose aromaticity and electron

delocalization are analyzed using the LOL technique.

Keywords Boron clusters � Boron cations �
Heats of formation � Thermochemical parameters �
Aromaticity � Electron delocalization

1 Introduction

Boron-based clusters continue to be a subject of consid-

erable theoretical and experimental interests. Extensive

investigations have been performed on small boron clusters

using various theoretical and experimental methods [1–25].

While there is a good agreement for the electronic structure

and chemical properties of small boron clusters Bn with

n B 13 in the recent literature [26, 27], those of the larger

clusters are still a matter of controversy [11, 19, 28, 29].

Such a discrepancy almost arises from the fact that the

computational methods used in previous studies differ

much from each other. For instance, most of the recent

studies on small boron clusters were performed using the

density functional theory (DFT), but with a variety of

functionals [27]. Although many theoretical predictions

based on the popular hybrid B3LYP functional were found

in good agreement with available experimental results [27],

it has been claimed in other reports that this functional is

not reliable for boron clusters. Based on calculated results

for the twenty-atom clusters B20
0/-, An et al. [30] argued that

the PBE0 functional behaves better than the B3LYP, as

compared to the perturbation theory (MP4) and coupled-

cluster (CCSD(T)) results. Pan et al. [31] also claimed that

the B3LYP functional is not reliable for relative energies of

three-dimensional structures. The latter authors reported

that the PBE, TPSS, and TPSSh functionals provide ener-

getic parameters for B-compounds more comparable to the

CCSD(T) counterparts. More recently, Li et al. [32] reex-

amined the structures of B20 using the molecular orbital
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(MO) methods at the CCSD(T)/6-311G(d)//MP2/6-

311G(d) level along with eight different density function-

als, including the BLYP, B3LYP, PBE, PBE0, TPSS,

TPSSh, mPW1PW91, and M06-2X. Their calculated

results pointed out that the relative energies of B20 isomers

obtained from PBE and TPSS functionals are closer to the

CCSD(T) values than those obtained from other function-

als. In this context, a calibration of the accuracy of various

computational methods, in particular of the less popular

density functionals, needs to be done carefully.

The cationic boron clusters have been the subject of

several experimental investigations. For instance, Anderson

et al. [1, 2] performed experimental investigations on small

cationic boron clusters Bn
? (n = 2–13) using the absolute

collision-induced dissociation (CID) technique. Measure-

ments of fragment appearance potentials and fragmentation

branching ratios were carried out, and the obtained data

were analyzed to interpret the stabilities of the ionic clusters

along with the ionization energies (IEs) of the correspond-

ing neutrals. Recently, a combined experimental and theo-

retical study on larger cationic boron clusters Bn
? with

n = 12–25 was also carried out by Oger et al. [28]. In

this report, the collision cross sections of the low-lying

isomers Bn
? were obtained by using DFT calculations and

compared to the experimental data based on ion mobility

spectrometry.

According to our best knowledge, while a number of

theoretical studies on small cationic clusters Bn
? with

n = 2–14 were carried out [33–47], investigations on the

larger clusters are rather limited [28, 29]. Moreover, as

stated above, the identity of the global minima of Bn
?

clusters (being the most stable isomeric forms) remains a

matter of debate. Let us mention the cationic B6
? cluster

as a case in point. At the MP2/6-311G(d) level, Li et al.

[43] found that the B6
? ion exhibits a C2h

2Bg global

minimum. Using DFT methods, Ma et al. [44] indicated

instead a high symmetry D2h
2B1u structure to be the most

stable isomer for B6
?. While Ray et al. [33] subsequently

claimed that the global minimum B6
? is a square pyramid,

a perfect hexagonal structure was reported as its lowest-

energy isomer by Niu et al. [35]. Another C2 structure was

also indicated to be the most stable B6
? isomer by Kato

et al. [34]. Similar stories can be told for other sizes such

as B5
?, B7

?, B8
?, B9

?, and B13
? [33–35, 38, 39, 45–47].

More interestingly perhaps is the fact that the transition

between 2D and 3D structures has been assumed to occur

at the cation B16
? following a combined experimental and

theoretical study by Oger et al. [28]. Accordingly, the

cationic clusters Bn
? with n = 17–25 were found to pos-

sess tubular structures, similar to the tubular B20 [11],

while the B16
? has a caged form. However, a recent report

by Boustani et al. [29] pointed out that the B19
? ion has

rather a 3D pyramid structure. These discrepancies,

typical of the boron conundrum, require the identity of the

molecular structures of the Bn
? clusters to be reliably

established.

We recently performed the theoretical investigations of

thermochemical properties and electronic structures of

small boron clusters Bn (n = 2–13) in both neutral and

anionic states [17, 18, 26], and of the larger neutral clusters

Bn with n up to 20 [20] using high-accuracy molecular

orbital G3B3 and CCSD(T)/CBS methods. Our theoretical

predictions are in good agreement with the available

experimental results. In addition, our calculated results

allowed different aspects of their bonding and growth

pattern to be understood. Some non-classical types of

bonding and aromaticity have been discovered [20].

Motivated by the above reasons, we now continue our

investigations on the cationic boron clusters Bn
? with

n = 2–20. The calibration of computational methods used

is done carefully by using various methods, including MP2,

G3, G4, CCSD(T), and CBS, and seven different density

functionals. Thermochemical properties are determined

using the G3B3 and CCSD(T)/CBS methods.

2 Computational methods

All quantum chemical calculations are carried out using the

Gaussian 03 [48] and Molpro 2008 [49] suites of programs.

The initial search for all possible lower-lying isomers of

each of the Bn
? clusters considered is performed using a

stochastic search algorithm that was implemented by us

[50]. Firstly, the possible structures of each of the clusters

Bn
? are generated by a random kick method and then rap-

idly optimized at the B3LYP/6-31G level [51]. In this

search procedure, the minimum and maximum distances

between atoms are limited to 1.5 and 9 Å, respectively.

Geometries of the stationary points located and their har-

monic vibrational frequencies are further refined using the

B3LYP functional, initial part of the composite G3B3

approach [52], for the series of small clusters Bn
? with

n = 2–13. For the series of larger sizes of n = 14–20,

geometry optimizations and vibrational calculations are

performed using the B3LYP [53–55] and PBE [56] func-

tionals in conjugation with the 6-311?G(d) basis set [57].

Their single-point electronic energies are subsequently

calculated using the coupled-cluster CCSD(T) theory [58]

at their B3LYP optimized geometries.

In order to obtain more accurate energetic values, the

electronic energies of the global minima are calculated

using the coupled-cluster CCSD(T) theory at the complete

basis set limit (CBS) for the small sizes of n = 2–8, and

the composite G3B3 technique for all Bn
? clusters consid-

ered (with n = 2–20). Geometrical parameters are also

fully optimized at the coupled-cluster CCSD(T) theory for
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the small sizes of n = 2–8, in conjunction with the corre-

lation-consistent aug-cc-pVTZ basis set.

A detailed description for the CCSD(T)/CBS approach

is found elsewhere [26, 59–61]. Briefly, the single-point

electronic energies are calculated by using the restricted/

unrestricted coupled-cluster R/UCCSD(T) formalism [62–

64] and extrapolated to the complete basis set limit (CBS)

based on the correlation-consistent aug-cc-pVnZ (n = D,

T, and Q) basis sets [65, 66]. The CCSD(T) energies are

then extrapolated to the CBS limit energies using expres-

sion (1) [67]:

EðxÞ ¼ ACBS þ B exp½�ðx� 1Þ
 þ C exp ½�ðx� 1Þ
2 ð1Þ
where x = 2, 3, and 4 for the aug-cc-pVnZ basis sets with

n = D, T, and Q, respectively.

The zero-point energies (ZPE) are calculated from har-

monic vibrational frequencies at either the CCSD(T)/aug-

cc-pVTZ or the MP2/aug-cc-pVTZ level. Additional

smaller corrections are included in the evaluation of total

atomization energies (TAE). Core-valence corrections

(DECV) are obtained at the CCSD(T)/cc-pwCVTZ level

[68, 69]. Douglas–Kroll–Hess (DKH) scalar relativistic

corrections (DEDKH–SR), which account for changes in the

relativistic contributions to the total energies of the mole-

cule and the constituent atoms, are calculated using

the spin-free, one-electron DKH Hamiltonian [70–73].

DEDKH-SR is defined as the difference in the atomization

energy between the results obtained from basis sets

recontracted for DKH calculations and the atomization

energy obtained with the normal valence basis set of the

same quality. The DKH calculations are obtained as the

differences of the results from the CCSD(T)/cc-pVTZ and

the CCSD(T)/cc-pVTZ-DK levels of theory. Finally, a

spin–orbit (SO) correction of 0.03 kcal/mol for the B-atom

obtained from the excitation energies of Moore [74] is

used. The total atomization energy (RD0 or TAE) of a

compound is given by (2):

RD0 ¼ DEelecðCBSÞ þ DECV þ DEDKH�SR þ DESO

� DEZPE ð2Þ
By combining our computed RD0 values from either the

CBS or G3B3 calculations, with the known heat of

formation at 0 K for the element B, we can derive the

heats (enthalpies) of formation DfH� values at 0 K for the

molecules in the gas phase. In this work, we use the value

of DfH�(B) = 135.1 ± 0.2 kcal/mol [75], and the rationale

for this selection was discussed in our previous work [26,

76–78]. The heats of formation at 298 K are obtained by

following the usual thermochemical procedures [79]. The

calculated heats of formation at 0 K are used to evaluate

the ionization energies and other energetic quantities.

In a further step to evaluate the accuracy of the com-

putational approaches used, the relative energies of B6

isomers are calculated using a series of different methods,

including the MP2, G3 [80], G3B3 [52], G4 [81],

CCSD(T)/CBS, and seven different density functional

including BLYP [54, 82], B3LYP [41], TPSS [83], TPSSh

[84, 85], PBE [56], BP86 [86], and PW91 [87]. The B6 is

chosen as a sample for calibration because of two reasons:

first, there exist several stable isomers B6, including the

planar, quasi-planar, and three-dimensional structures as

shown in Fig. 1. Second, it is simply due to the fact that B6

is small enough to allow the demanding methods such as

CCSD(T)/CBS to be performed within our computational

resources.

3 Results and discussion

3.1 Evaluation of computational methods

The relative energies of B6 isomers obtained from various

methods are given in Table 1, while the illustrating plots

are shown in Fig. 2. There is a consistency between high-

accuracy theoretical methods such as G3, G3B3, G4,

CCSD(T)/aug-cc-pVTZ, and CCSD(T)/CBS (Fig. 2a). The

relative energies obtained from the simpler MP2 method

are much different as compared to those obtained from the

above methods. The MP2 method tends to favor three-

dimensional (3D) caged structures. Figure 2a shows that

the MP2 relative energies of 3D structures II and III are

much lower than those obtained from CCSD(T) and other

methods, while the MP2 relative energies of two-dimen-

sional (2D) structures IV, V, and VI become considerably

higher.

Interestingly, all density functionals considered present

the energy values approximately close for planar or quasi-

planar closed-shell structures, that are also in good agree-

ment with the relevant CCSD(T)/CBS values. However, for

3D structures, the B3LYP and BLYP results turn out to be

less accurate as compared to other functionals, relative to

the CBS values. Opposite to the MP2, the two latter

Fig. 1 Shapes of the lower-lying isomers of B6
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functionals do not favor 3D structures as shown in Fig. 2b.

These observations agree well with the recent reports [30–

32]. In addition, the relative energies of open-shell species

obtained from DFT methods are smaller than the corre-

sponding CCSD(T)/CBS values.

In order to evaluate further the accuracy of the methods

used, electronic energies of the isomers are further calcu-

lated using the CCSD(T) method with the B3LYP, MP2,

and CCSD(T) optimized geometries. The results plotted in

Fig. 2c point out that there is a remarkably good agreement

between the CCSD(T) values with three different geome-

tries. Thus, we can conclude that the use of geometries of

isomers optimized by different methods induce a negligible

difference in their relative energies. The difference in rel-

ative energies is mainly due to the electronic energies of

the methods used.

3.2 Shape of the low-lying isomers of cationic Bn
?

clusters

Shapes, relative energies, number of imaginary frequen-

cies, symmetry point group, and electronic states of lower-

lying isomers Bn
? are depicted in Figs. 3, 4, and 5.

B2
?, B3

?, and B4
? Our calculated results agree well with

the earlier reports [33–39, 88] that the structures 2.1 (D?h,
2P

g
?), 3.1 (D3h, 1A1

0), and 4.1 (D2h, 2Ag) are the global

minima of B2
?, B3

?, and B4
?, respectively. These

structures have almost the same shapes as their neutral

counterparts.

B5
? As stated above, there is a controversy about the

global minimum of B5
?. Anderson et al. [2] and Ray et al.

[33] reported that the most stable isomer of B5
? is a tri-

gonal bipyramid structure 5.2. Subsequent studies are in

agreement with each other that the B5
? ion possesses a C2v

structure 5.1, being distorted form of high symmetry D5h

[27, 34, 40, 42]. Our calculated results concur with the

latter results. 5.1 can thus be established as the lowest-

energy isomer of B5
?, while 5.2 is found to be 51.4 kcal/

mol less stable than the 5.1.

B6
? As discussed above, due to the use of different the-

oretical methods, there is also a discrepancy in the results

for the global minimum B6
? reported in the literature. Let

us briefly mention again the reported results. At the MP2/6-

311G(d) level, Li et al. [43] showed that the B6
? exhibits

the C2h
2Bg global minimum 6.3. Using DFT calculations,

Ma et al. [44] and Rica et al. [40] indicated the high

symmetry D2h
2B1u structure 6.1 to be the most stable

isomer for B6
?. While Ray et al. [33] claimed that the B6

?

global minimum is a square pyramid structure 6.4, a perfect

hexagonal structure was reported by Niu et al. [35] as the

most stable isomer. Two other structures, including a

capped pentagonal 6.2 and a C2 structure, were also sug-

gested to be the most stable isomers of B6
? by Hanley et al.

[2] and Kato et al. [34], respectively.

Table 1 Relative energies (kcal/mol) of the low-lying isomers B6 obtained at various computational methods

Method I II III IV V VI

CBSa 0.0 40.8 37.9 7.7 10.2 56.7

G3 0.0 36.3 36.4 5.8 6.1 50.0

G3B3 0.0 38.0 36.4 6.2 6.4 50.2

G4 0.0 35.9 34.4 8.9 9.0 52.7

MP2/6-311?G(d) 0.0 23.8 18.6 11.6 17.9 57.9

CCSD(T)/aug-cc-pVTZ 0.0 41.2 38.3 5.9 8.2 53.0

CCSD(T)/6-311?G(d) 0.0 41.3 38.5 3.8 5.8 48.5

CCSD(T)/MP2b 0.0 36.9 38.5 4.2 6.3 48.5

CCSDT/B3LYPc 0.0 41.2 38.6 3.8 6.4 48.4

B3LYP/6-311?G(d)d 2.7 59.2 43.3 0.0 9.2 63.2

BLYP/6-311?G(d) 5.2 54.3 41.3 0.0 6.0 55.3

TPSS/6-311?G(d) 2.1 45.1 27.8 0.0 11.3 64.2

TPSSh/6-311?G(d) 1.4 47.7 29.3 0.0 13.1 67.5

PBE/6-311?G(d) 0.0 39.8 24.4 0.7 9.6 62.8

PW91/6-311?G(d) 0.6 42.1 26.7 0.0 9.2 62.5

BP86/6-311?G(d) 1.2 44.2 29.5 0.0 8.3 60.0

a CBS energy calculated from the CCSD(T)/aug-cc-pVnZ energies (n = D, T, Q) with the CCSD(T)/aug-cc-pVTZ geometries
b CCSD(T) single-point energy calculated at the MP2 geometries with the 6-311?G(d) basis set
c CCSD(T) single-point energy calculated at the B3LYP geometries with the 6-311?G(d) basis set
d DFT energy values included the zero-point energies (ZPEs)
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To gain additional insights, we reexamine the energies

of all above structures using both G3B3 and CCSD(T)/aug-

cc-pVTZ methods. Our calculations point out that the two

structures 6.1 (D2h
2B1u) and 6.2 (Cs

2A0), which is a dis-

torted form of the neutral B6, are almost degenerate in

energy (Fig. 3). The energy difference between them

amounts to only 0.7 and 1.0 kcal/mol at the G3B3 and

CCSD(T) levels of theory, respectively. The C2h
2Bg

structure 6.3 is only a transition state with one imaginary

frequency connecting 6.1, and a relative energy of 7.8 kcal/

mol at the CCSD(T) level (5.7 kcal/mol at G3B3). 6.4 that

was reported to be the global minimum by Ray et al. [33]

was also located, but it is now found to be much less stable

with a relative energy of 27.7 kcal/mol.

B7
? Our calculations concur with the recent reports [34,

36, 38, 39] that the C6v
1A1 structure 7.1 is the global

minimum of B7
?. Although another structure with bipyr-

amid pentagonal shape was reported as the B7
? global

minimum, it turns out to be much less stable.

B8
? The C2v

2B1 structure 8.1 is indicated to be the most

stable isomer for B8
? in many previous reports [36, 38–

40]. Other electronic state (C2v
2A2) was reported by Kato

et al. [34] at the MP4(SDTQ)/3-21G level. Interestingly,

our calculations at the full CCSD(T)/aug-cc-pVTZ level

showed that both electronic states are located having nearly

the same energy content. Consequently, 8.1 is the most

stable isomer of B8
? in both electronic states 2B1 and 2A2

that are apparently the two stabilized states by a Jahn–

Teller distortion of a higher symmetry form.

B9
? Two different structures were reported as the global

minimum of B9
?. While Boustani [38] and Ricca and

Bauschlicher [39, 40] found that the Cs
1A0 structure 9.1 is

the most stable B9
? isomer, Kato et al. [34] showed another

minimum 9.3. Our G3B3 calculations indicate that the B9
?

global minimum is actually the Cs
1A0 structure 9.1. While

the high-spin D8h
3A1g structure 9.2 is the next isomer, 9.3

is found to be 17.7 kcal/mol less stable than 9.1.

B10
?, B11

?, and B12
? Our calculations reveal that 10.1

(C2v, 2A1), 11.1 (Cs
1A0), and 12.1 (Cs,

2A0) are the global

minima of B10
?, B11

?, and B12
?, respectively (Fig. 3).

These findings agree well with previous reports [38, 40].

B13
? The cationic cluster B13

? has been examined

extensively in the literature. Anderson et al. [2]. proposed a

filled icosahedron. A three-dimensional Cs structure was

reported by Kawai and Weare [45] to be the most stable

isomer. A distorted form of the elongated structure B13 was

reported for B13
? by Boustani [38]. In another way, Ricca

and Bauschlicher [40], Schleyer et al. [46], and Fowler and

Ugalde [47] found that the global minimum of B13
? is a C2v

1A1 structure that is similar to its neutral. Our theoretical

predictions lend a support for the assignment that the C2v

13.1 structure is the most stable isomer. The other C2v

structure 13.2 is very close in energy to 13.1, but it is only

transition state with one imaginary frequency, whereas the

Cs
1A0 structure 13.3 is located at 15.8 kcal/mol (Fig. 3).

Fig. 2 The curves of relative energies (kcal/mol) of the lower-lying

B6 isomers obtained using various computational methods
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The high stability of B13
? was interpreted from a MO

correlation diagram [18].

B14
? and B15

? The Bn
? systems with n C 14 have

received less attention as compared to the smaller sizes. At

all levels considered, our predictions concur to earlier

studies [38, 40] that the C2v
2A1 14.1 and Cs

1A’ 15.1

structures are the most stable forms of B14
? and B15

?,

respectively (Fig. 4).

B16
? Using the TPSS/def2-TZVPP level, Oger et al. [28]

reported that the most stable isomer of B16
? is a caged form

with C2v symmetry 16.2. Two structures, including an

elongated form 16.1 (C2h
2Au) and a tubular form 16.3 (D4,

2B1), are the next isomers with relative energies of 0.07 and

0.09 eV, respectively. Our BPE/6-311?G(d) results show

that 16.3 is the lowest-energy isomer that is 2.3 and

6.9 kcal/mol more stable than 16.1 and 16.2, respectively.

However, B3LYP/6-311?G(d) results point out an opposite

trend that 16.1 is the most stable isomer. At this level of

theory, 16.2 and 16.3 are found now to be 24.9 and 3.1 kcal/

mol less stable than 16.1, respectively. Due to the difference

arising from the methods employed, we further perform

CCSD(T) calculations on these structures. Interestingly, our

CCSD(T) results show that both structures 16.1 and 16.2 are

almost degenerate with the same content in energy and

3.9 kcal/mol more stable than 16.3. Consequently, we

conclude that both structures 16.1 and 16.2 can be regarded

as the degenerate lowest-energy isomers of B16
? (Fig. 4).

Fig. 3 Shapes, electronic

states, number of imaginary

frequencies (NImag), and

relative energy (DE, kcal/mol)

of the low-lying isomers Bn
?

with n = 2–13. The DE values

obtained at the G3B3 approach.

The values in square bracket are

obtained at the CCSD(T)/aug-

cc-pVTZ level
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B17
? Our B3LYP/6-311?G(d) results show that two

structures, including a tubular form 17.1 and an elongated

17.2, are almost degenerate with an energy difference

of 1.6 kcal/mol in favor of 17.2. However, PBE/6-

311?G(d) calculations show an opposite ordering that 17.1

is the most stable isomer and 8.0 kcal/mol more stable than

17.2. At the higher G3B3 and CCSD(T)/6-311G(d)//

B3LYP/6-311?G(d) levels, 17.1 also turns out to be the

most stable isomer as showed in Fig. 4. Thus, we conclude

that B17
? exhibits a C2

1A global minimum 17.1. This

prediction also agrees with the earlier study by Oger et al.

[28]. The C1
1A structure 17.3 is the next isomer with

relative energy of 5.1 kcal/mol, while 3D structure 17.4

(C2v, 1A1) is much less stable, as compared to other forms.

B18
? There is an interesting competition in energy

between 2D and 3D structures for the B18
? species. Based

on DFT calculations using two functionals B3LYP and

PBE, the tubular structure 18.1 is the most stable isomer

(Fig. 5). The next isomer is the quasi-planar structure 18.2

with relative energy of 5.6 and 8.7 kcal/mol at the PBE/

6-311?G(d) and B3LYP/6-311?G(d) levels, respectively.

However, this energy gap is decreased to 1.1 kcal/mol at

the CCSD(T)/6-311G(d) level. Accordingly, both struc-

tures 18.1 and 18.2 are established as the lowest-energy

isomers of B18
?.

18.3 is a distorted form of the neutral global minimum

B18 and becomes the next isomer with 7.7 kcal/mol higher

than 18.1. Two other quasi-planar structures 18.4 and 18.5

are also found to be stable with relative energies of 12.0

and 15.6 kcal/mol, respectively.

B19
? There is a controversy over the identity of the B19

?

global minimum. At the TPSSh/def2-TZVPP level, Oger

et al. [28] reported that the most stable isomer of B19
? is a

tubular form 19.2, but it is only 0.09 eV more stable than

19.1. Based on LDA results, Boustani et al. [29] recently

showed that a 3D pyramid structure 19.8 is rather the most

stable isomer for this size. In this context, we reexamine its

structures using several computational methods, including

three functionals B3LYP, PBE, and TPSS, and both G3B3

and CCSD(T) methods (Fig. 5). While the B3LYP and

TPSS functionals provide the same trend that 19.1 is more

stable but with a small energy separation of *2.0 kcal/

mol, both structures actually have the same energy content

Fig. 4 Shapes, electronic

states, number of imaginary

frequencies (NImag), and

relative energy (DE, kcal/mol)

of the low-lying isomers Bn
?

with n = 14–17. The DE values

obtained at the CCSD(T)/

6-311G//B3LYP/

6-311?G(d) level. The values in

square bracket are obtained at

the PBE/6-311?G(d) level. The

values in parentheses are

obtained at the B3LYP/6-

311?G(d) level
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by PBE calculations. At higher levels, CCSD(T) results

point out that 19.1 is the global minimum, being 7.5 kcal/

mol more stable than 19.2. G3B3 calculations also provide

the same prediction. G3B3 energies indicate a difference of

6.3 kcal/mol in favor of 19.1. Consequently, we conclude

that the planar structure 19.1 is the global minimum of

B19
?.

It is surprising that while some other planar isomers

19.3–19.7 are found to be quite low in energy, the 3D

pyramid structure 19.8 is much less stable, in contrast to

the recent LDA results. This discrepancy can be understood

by the fact that the LDA method is not suitable for treat-

ment of boron clusters.

B20
? Our calculations concur with previous report that

the 3D tubular structure 20.1 is the most stable isomer for

B20
?. Although some other isomers are also located, they

are much less stable, being at least 36.0 kcal/mol higher in

energy.

Generally, a structural transition in going from two-

dimensional to three-dimensional forms is found to occur

for this series at the B16
?–B19

? sizes. While smaller Bn
?

species with n B 15 are planar or quasi-planar, a structural

competition becomes effective within the intermediate

sizes of B16–19
? . The B20

? is clearly characterized as a 3D

tubular structure. Compared to the neutral and anionic

counterparts whose shapes were previously reported [27],

it seems that while addition of one excess electron tends

to extend the planar feature of anionic clusters, detach-

ment of one electron from the neutrals turns out to

increase the three-dimensional structural feature of cat-

ionic clusters Bn
?.

3.3 Energetic and thermochemical properties

While the different components obtained in the CBS pro-

tocol for evaluating total atomization energies (RD0) of the

Bn
? cations are given in Table 2, the corresponding heats of

Fig. 5 Shapes, electronic

states, number of imaginary

frequencies (NImag), and

relative energy (DE, kcal/mol)

of the low-lying isomers Bn
?

with n = 18–20. The DE values

obtained at the CCSD(T)/6-

311G(d)//B3LYP/6-

311?G(d) level. The values in

square bracket are obtained at

the PBE/6-311?G(d) level. The

values in parentheses are

obtained at the B3LYP/6-

311 ? G(d) level
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formation at 0 and 298 K calculated from the CBS and

G3B3 energies are summarized in Table 3. Adiabatic

ionization energies (IEs) of the neutral clusters are calcu-

lated as the difference between heats of formation of

neutral and cationic clusters at the same computational

methods, and the results are shown in Table 4.

The heats of formation of neutral boron clusters Bn are

taken from our previous reports [20, 26]. At the first glance,

Table 2 CCSD(T)/CBS total atomization energies (RD0, TAE, kcal/mol) for the cationic Bn
? clusters (n = 1–8) and the different components

Structure DCBSa DEZPE
b DECV

c DESR
d DESO

e RD0

TAE (0 K)

B2
? (2P

g
?) -146.82 0.62 -0.52 0.03 0.06 -147.88

B3
? (1A1

0) -31.05 4.30 1.51 -0.13 0.09 -33.88

B4
? (2Ag) 90.77 6.98 3.39 -0.26 0.12 87.03

B5
? (1A1) 230.26 9.13 4.10 -0.27 0.15 225.10

B6
? (2B1u) 326.39 11.33 5.25 -0.36 0.18 320.13

B6
? (2A0) 327.26 12.62 5.89 -0.43 0.18 320.27

B7
? (1A1) 480.34 16.50 7.25 -0.50 0.21 470.80

B8
? (2A2) 600.21 16.87 8.26 -0.55 0.24 591.29

a Extrapolated by using Eq. (1) with the aVDZ, aVTZ, and aVQZ basis sets
b Zero-point energies taken from the CCSD(T) harmonic frequencies for small clusters Bn

? (n = 2–6) and the MP2 harmonic frequencies for

larger clusters Bn
? (n = 7–8)

c Core-valence corrections obtained with the aug-cc-pwCVTZ basis sets at the optimized CCSD(T) geometries
d Scalar relativistic correction based on a CCSD(T)-DK/cc-pVTZ-DK calculation and is expressed relative to the CCSD(T) result without the

DK correction
e Correction due to the incorrect treatment of the atomic asymptotes as an average of spin multiplets. Values based on C. Moore’s Tables, Ref.

[74]

Table 3 Heats of formation at 0 K [DfH (0 K)] and 298 K [DfH (298 K)] (kcal/mol) and average binding energies (Eb, eV) of the lowest-lying

isomers Bn
? obtained using G3B3 and CCSD(T)/CBS approaches

Structure Label DfH (0 K) DfH (298 K) Eb

CBS G3B3 CBS G3B3 G3B3

B2
? (2P

g
?) 2.1 418.1 421.6 419.8 423.1 0.84

B3
? (1A1

0) 3.2 439.2 437.6 440.8 439.2 2.28

B4
? (2Ag) 4.1 453.4 454.2 455.3 456.1 2.99

B5
? (1A1) 5.1 450.4 449.7 452.4 452.4 3.60

B6
? (2B1u) 6.1 490.5 489.6 492.6 492.2 3.69

B6
? (2A0) 6.2 490.3 490.3 492.1 492.2 3.69

B7
? (1A1) 7.1 474.9 474.0 476.6 475.8 4.10

B8
? (2A2) 8.1 489.5 486.4 491.7 489.2 4.25

B9
? (1A0) 9.1 – 506.9 – 509.4 4.33

B10
? (2B1) 10.1 – 511.2 – 513.6 4.47

B11
? (1A0) 11.1 – 517.9 – 520.9 4.57

B12
? (2A) 12.1 – 538.8 – 541.6 4.60

B13
? (1A1) 13.1 – 535.1 – 538.6 4.71

B14
? (2A1) 14.1 – 567.6 – 570.6 4.69

B15
? (1A1) 15.1 – 577.2 – 581.2 4.74

B16
? (2Au) 16.1 – 605.9 – 609.8 4.73

B17
? (1A) 17.1 – 614.2 – 617.5 4.78

B17
? (1A) 17.2 – 622.4 – 626.7 –

B17
? (1A) 17.3 – 621.1 – 625.3 –

B18
? (2Bg) 18.1 – 628.8 – 632.4 4.80

B19
? (1A0) 19.1 – 641.8 – 645.8 4.83

B20
? (2B) 20.1 – 646.4 – 649.9 4.87
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there are small differences between heats of formation

obtained from CCSD(T)/CBS and G3B3 energies. The

largest difference is found to be 3.5 kcal/mol for diatomic

B2
?, while the others vary in the range of 0.7–3.1 kcal/mol.

Similar observations were also found in our earlier reports

on the neutral and anionic boron clusters Bn
0/-. Conse-

quently, the heats of formation of the larger sizes Bn with

n C 9 are only calculated using the composite G3B3

method.

The adiabatic ionization energies (IE) of the clusters Bn

are calculated from the heats of formation of neutrals and

corresponding cations obtained from both G3B3 and

CCSD(T)/CBS approaches. The results are given in

Table 4, together with some previous theoretical predic-

tions and available experimental values. Small differences

between the G3B3 and CBS values can again be noticed.

Compared to the earlier theoretical predictions, the present

G3B3 results reveal a better agreement with the avail-

able experimental data. While the IE values obtained by

Boustani et al. [21] are systematically smaller than our

calculated results, the MP4 values reported in Ref. [40] are

much different. This discrepancy is due to the fact that the

structures located in Ref. [40] differ significantly from our

present structures, as discussed in a preceding section.

3.4 Relative stability of clusters

The relative stability of the Bn
? clusters can be approached by

using energetic parameters such as the average binding

energy (Eb) and second-order difference in total energies

(D2E). These energetic properties can be defined as follows:

Eb Bþn
 � ¼ ½ n� 1ð ÞE Bð Þ þ E Bþð Þ � E Bþn

 �
=n ð3Þ
D2E Bþn

 � ¼ E Bþn�1

 �þ E Bþnþ1

 �� 2E Bþn
 � ð4Þ

where E(B), E(B?) and E(Bn
?) are the total energies of

B-atom, cation B?, and Bn
? cluster obtained at the G3B3

approach, respectively.

While the plots of these energetic parameters are dis-

played in Fig. 6, together with those of their corresponding

neutrals for the purpose of comparison, the calculated

values are given in Table 3. The average binding energy

(Eb) of cationic clusters Bn
? uniformly increases with

increasing size of clusters (Fig. 6a). Similar to the trend of

neutrals Bn, the highest Eb value is found for the B20
?

cation. The Eb values of smaller cationic clusters Bn
?

(n B 6) are slightly smaller than those of corresponding

neutral Bn. However, at larger sizes in both cationic and

neutral states, the Eb values are approximately close to

Table 4 Adiabatic ionization energies (IEa, eV) of boron clusters Bn obtained using G3B3 and CBS approaches

Ion structure Neutral structure G3B3 CBS B3LYPa MP4b Exptlc

B2
? (2P

g
?) B2 (D?h, 3P

g
-) 9.41 9.20 8.734 6.813 10.4 10.3

B3
? (1A1

0) B3 (D3h, 2A1
0) 9.87 9.93 9.199 8.960 9.70 14.0

B4
? (2Ag) B4 (D2h, 1Ag) 9.86 9.92 9.813 14.390 9.80 11.8

B5
? (1A1) B5 (C2v, 2B2) 8.45 8.62 9.430 7.240 8.10 7.8

B6
? (2A0) B6 (C5v, 1A1) 8.89 9.15 8.439 8.841 7.80 9.1

B6
? (2B1u) B6 (C2h, 3Au) 8.59 8.82

B7
? (1A1) B7 (C2v, 2B2) 8.13 8.36 7.955

B8
? (2A2) B8 (D7h, 3A2

0) 8.72 8.97 8.625

B9
? (1A0) B9 (C2v, 2A1) 8.46 8.112

B10
? (2B1) B10 (C2h, 1Ag) 8.61 8.685

B11
? (1A0) B11 (C2v, 2B2) 8.01 7.993

B12
? (2A) B12 (C3v, 1A1) 8.91 8.684

B13
? (1A1) B13 (Cs,

2A00) 7.24 7.941

B14
? (2A1) B14 (C2v, 1A1) 8.11

B15
? (1A1) B15 (C1, 2A) 7.39

B16
? (2Au) B16 (C2h, 1Ag) 8.07

B17
? (1A) B17 (C1, 2A) 7.55

B18
? (2Bg) B18 (C3v, 1A1) 8.05

B19
? (1A) B19 (Cs,

2A0) 7.38

B20
? (2B) B20 (D10d, 1A1g) 7.53

a Theoretical values at the B3LYP/6-311?G(d) level obtained from Ref. [21]
b Theoretical values at the MP4/3-21G(d) level obtained from Ref. [21]
c Experimental values obtained from Ref. [2]
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each other. In the cases of n C 13, the Eb values of cations

Bn
? becomes even larger than those of the neutral Bn.

The second-order difference in total energy (D2E) can be

considered as a measure of relative stability of clusters.

Accordingly, a high value of D2E indicates a higher sta-

bility of the size as compared to its two left and right

neighbors. From Fig. 6b, a consistent odd–even oscillation

is easily found for the curves of D2E. The closed-shell

systems with an odd number of B-atoms for cation Bn
?

(with even number of B-atoms for neutral Bn) reveal local

maximum peaks. Interestingly, the D2E plot of cationic

clusters Bn
? shows the enhanced peaks at n = 5 and 13,

while the closed-shell systems B9
? and B19

? correspond to

local minimum peaks. These observations are consistent

with experimental results of mass spectroscopy previously

reported that the B5
? and B13

? are enhanced stability

systems with high intensity peaks, whereas the low inten-

sity peaks were found at sizes of n = 9 and 19 [2].

3.5 Dissociation energies (De)

In order to probe further the thermodynamic stability, the

dissociation energies (De) for various fragmentation chan-

nels of the clusters are considered.

The dissociation energies for the channels Bn
? ?

Bn–m
? ? Bm with 1 B m B n is defined in Eq. (3) where

DfH
0 (Bn) and DfH

0 (Bn
?) are the heats of formation at 0 K

of the Bn and Bn
? clusters, respectively:

De Bþn
 � ¼ Df H

0 Bþn�m
 �þ Df H

0 Bmð Þ � Df H
0 Bþn
 � ð5Þ

The smallerDe values are found for either the fragmentation

channel Bn
? ? Bn-1 ? B? or Bn

? ? Bn-1
? ?B (cf. Table 5).

This indicates that a Bn
? cluster tends to decompose to form

either smaller clusters Bn-1 plus the B? radical or smaller

cations Bn-1
? plus the B-atom. Both fragmentation channels are

competitive. Additionally, an odd–oven oscillation can be

found for the plots of two these fragment channels (Fig. 7). The

closed-shell systems Bn
? with odd number of B-atoms reveal

maximum local peaks. An exception is also found for B9
?

whose De value is smaller than that of its two open-shell

neighbors. This exception is consistent with the above

discussions for the lower stability of B9
?.

More interestingly is perhaps the finding that the De

values for the fragmentation channel Bn
? ? Bn-1 ? B?

are smaller than those for the channel Bn
? ? Bn-1

? ? B in

the cases of small clusters Bn
? with n B 11 (cf. Fig. 7).

However, for larger sizes of n C 14, an opposite trend can

be found that the latter channel is more favored. These

observations are consistent with our Eb predictions that the

binding energy of large clusters Bn
? (n C 13) are higher as

compared to those of their corresponding neutral species.

3.6 Electron delocalization and aromaticity of cationic

clusters Bn
?

Aromaticity is no doubt one of the most interesting features

of small boron clusters. Possessing planar structures, these

boron clusters were characterized as highly aromatic sys-

tems, on the basis of various indices such as nucleus-

independent chemical shift (NICS), electron localization

function (ELF), resonance energy (RE), the presence of

ring current induced by an external magnetic field, and the

classical Hückel rule of (4 N ? 2) valence electrons, etc…
[8–10, 27]. In recent reports [20, 26], we found that all

small boron clusters Bn with n B 20 have an aromatic

character, irrespective of their numbers of valence

electrons.

Fig. 6 Average binding energy (Eb, eV) and second-order difference

in total energy (D2E, eV) of the Bn
? clusters using the composite

G3B3 method. The Eb and D2E values of neutral boron cluster Bn

(n = 2–20) obtained from Refs. [20] and [26]
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In this present work, we perform an evaluation of aro-

maticity of closed-shell clusters Bn
? using the NICS indices

[89]. Accordingly, a compound could be regarded as aro-

matic when it shows negative NICS values at the ghost

atoms placed on its structure. In an opposite direction, a

compound is anti-aromatic when its related NICS values

are positive. The NICS indices are commonly used to

evaluate the aromatic features of planar cycles in the lit-

erature [8–10, 27]. Recently, it was also found to be

effective for evaluating the aromaticity of three-dimen-

sional tubular structure B2n with n = 8–12 [90]. In this

context, the NICS values of cationic boron clusters are

calculated at the central positions of the global minimum

structures and also at the positions of 1.0 Å on the out-

plane z axis. Table 6 shows that all closed-shell species Bn
?

have an aromatic character with negative NICS values.

The electron localization of Bn
? clusters can now be

probed further by an analysis of the localized orbital

locator (LOL) [91] for the enhanced stability clusters B5
?

Table 5 Dissociation energies (De eV) for various fragmentation channels of cationic boron clusters Bn
? obtained using G3B3 calculations

n De (1) De (2) De (3) De (4) De (5) De (6) De (7) De (8) De (9) De (10)

2 1.67 1.67

3 5.16 3.99 3.99 5.16

4 5.14 7.45 3.50 3.50 7.45 5.14

5 6.05 8.34 7.88 4.42 4.42 7.88 8.34 6.05

6 4.13 7.33 6.85 6.88 3.92 3.92 6.88 6.85 7.33 4.13

7 6.53 7.82 8.24 8.26 8.78 5.91 8.78 8.26 8.24 7.82

8 5.32 9.01 7.51 8.44 8.94 5.43 9.56 8.94 8.44 7.51

9 4.97 7.44 8.35 7.35 8.77 4.49 8.72 9.36 8.77 7.35

10 5.67 7.79 7.49 8.90 8.39 5.45 8.49 9.23 9.90 8.39

11 5.57 8.39 7.73 7.93 9.82 5.19 9.34 8.89 9.66 9.41

12 4.95 7.67 7.72 7.56 8.24 5.17 8.48 9.14 8.71 8.56

13 6.02 8.12 8.06 8.61 8.94 5.34 9.52 9.33 10.01 8.67

14 4.45 7.62 6.95 7.39 8.42 5.45 8.12 8.81 8.64 8.41

15 5.44 7.05 7.43 7.26 8.19 5.57 9.21 8.40 9.11 8.03

16 4.61 7.21 6.03 6.92 7.24 5.46 8.51 8.67 7.87 7.67

17 5.50 7.26 7.08 6.40 7.78 5.66 9.28 8.85 9.02 7.32

18 5.23 7.88 6.86 7.18 6.99 5.91 9.21 9.35 8.93 8.20

19 5.29 7.67 7.54 7.03 7.83 5.48 9.53 9.34 9.50 8.17

20 5.66 8.10 7.70 8.07 8.05 6.52 9.46 10.03 9.86 9.11

(1) Bn
? ? B ? Bn-1

? ; (2) Bn
? ? B2 ? Bn-2

? ; (3) Bn
? ? B3 ? Bn-3

? ; (4) Bn
? ? B4 ? Bn-4

? ; (5) Bn
? ? B5 ? Bn-5

? ; (6) Bn
? ? B? ? Bn-1; (7)

Bn
? ? B2

? ? Bn-2; (8) Bn
? ? B3

? ? Bn-3; (9) Bn
? ? B4

? ? Bn-4; (10) Bn
? ? B5

? ? Bn-5

Table 6 NICS values of closed-shell Bn
? cations obtained at the

B3LYP/6-311?G(d) level

Structures NICS (0,0) NICS(0,1)

B3
? (1A1

0) -66.3 -17.4

B5
? (1A1) -36.2 -18.8

B7
? (1A1) -36.7 -23.1

B9
? (1A0) -23.9 -12.2

B11
? (1A0) -33.2 -20.5

B13
? (1A1) -17.2 -20.1

B15
? (1A1) -10.2 -5.9

B17
? (1A) -34.7 -27.2

B19
? (1A) -14.6 -12.0

Fig. 7 Dissociation energy (De) of the Bn
? clusters using the G3B3

method
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and B13
?. The LOL technique was proposed by Schmider

and Becke [91] and is defined as follows:

LOL ¼ 1

1þ s
D0

ð6Þ

where s is the local kinetic energy, D0 is the kinetic energy

in the uniform electron gas.

Consequently, high LOL values are associated with slow

electrons that are characteristic of localized electrons such

as electrons located in bonds or lone pairs and vice versa.

Recently, the LOL indices have been effectively applied

for analysis of electron delocalization of organic com-

pounds [92, 93] and also the B20 cluster [20].

Our analysis of canonical molecular orbital (CMO)

showed that seven valence MOs of B5
? are divided into

two sets. The first set includes five MOs (HOMO-2,

HOMO-3, HOMO-4, HOMO-5, and HOMO-6) that are

responsible for five two-electron (2e)–two-center (2c)

bonds between B-atoms. The two remaining MOs,

including p-MO (HOMO-1) and r-MO (HOMO) (Fig. 8a)

are globally delocalized, and thus responsible for aroma-

ticity of the B5
?. The LOL plots for B5

? (Fig. 8b) reveal an

internal consistence with our CMO analysis. Green-colored

contractors of the first set of MOs are distributed on the

B–B bonds and contribute to five 2e-2c bonds. Interest-

ingly, the r-LOL (in red domains) and p-LOL (in blue

domains) show the contractors that are delocalized over the

entire system, and thus responsible for aromaticity of B5
?.

Similar observations are found for B13
? as shown in

Fig. 9. Nineteen valence MOs can be divided into three

sets. The first set of three p-MOs (HOMO-2, HOMO-3, and

HOMO-8) and the second set of three r-MOs (HOMO,

HOMO-1, and HOMO-4) are globally delocalized, while

the third set of remaining MOs are responsible for the B–B

bonds of outer rings [18]. The LOL plots in Fig. 9b

emphasize that the red-colored contractors of r-LOL and

blue-colored contractors of p-LOL are delocalized glob-

ally, and thereby make the B13
? cation aromatic.

4 Concluding remarks

In this study, we attempt to approach the boron conundrum

in performing theoretical investigations on molecular

structures and thermochemical properties of the cationic

boron clusters Bn
? with n = 2–20. Indeed, for these sys-

tems, inconsistent results on their structures and energies

constitute a typical characteristic of the current literature.

In establishing the global minima, we use a stochastic

search method along with high-accuracy quantum chemical

calculations. The performance of computational methods is

evaluated by using CCSD(T)/CBS energies as standard

references. The following important points emerge from

the calculated results:

1. There is a consistency between high-accuracy compu-

tational methods such as G3, G3B3, G4, and

CCSD(T)/CBS.

2. For planar and quasi-planar structures, the relative

energies obtained from seven different density func-

tionals including B3LYP, BLYP, TPSS, TPSSh,

PW91, PB86, and PBE are close to each other and
Fig. 8 a Selected MOs of the B5

? (C2v) and b LOL isosurfaces of the

B5
? (C2v) at the LOL values of 0.67 7 0.80

Fig. 9 a Selected MOs of the B13
? (C2v) and b LOL isosurfaces of

the B13
? (C2v) at the LOL values of 0.67 7 0.80
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can be compared to the CCSD(T)/CBS values. While

the BLYP and B3LYP functionals are apparently less

accurate for three-dimensional structures, the MP2

method is not reliable for boron clusters.

3. Single-point electronic energies obtained from

CCSD(T) calculations with the MP2 and B3LYP

geometries agree well with the CCSD(T)/CBS values

based on CCSD(T) geometries. Differences in geom-

etries between the B3LYP, MP2, and CCSD(T) meth-

ods induce negligible variations in relative energies.

4. A structural transition is found to occur in going from

two-dimensional to three-dimensional forms for this

series at the B16
?–B19

? sizes. While smaller Bn
?

clusters with n B 15 are planar or quasi-planar, a

structural competition becomes effective within the

intermediate sizes of B16–19
? . The cation B20

? is clearly

characterized as a 3D tubular structure.

5. We determine a reliable and consistent set of standard

heats of formation for the cationic boron clusters that

are missing up to now. The adiabatic ionization

energies can thereby be predicted. The average binding

energy tends to increase with increasing size toward a

certain limit. Enhanced stability is found for closed-

shell systems B5
? and B13

?; and

6. Finally, all closed-shell species Bn
? have an aromatic

character with negative NICS values. The electron

delocalization of the enhanced stability systems B5
?

and B13
? are analyzed by using the LOL index.
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Abstract A quantum chemical study was performed on

ten different self-doping PPV oligomers. The geometry and

the different weak intramolecular interactions were studied.

The atomic spin populations were calculated using the

FOHI method and related to the calculated EPR parame-

ters. The effects of the removal of methoxy groups, the

introduction of nitrogen atoms, and the relocation of the

self-doping sidechain on the geometry, the spin distribu-

tion, and the EPR parameters have been described.

Keywords FOHI partitioning method � Self-doping

PPV oligomers � Spin density � EPR parameters

1 Introduction

Within the class of oligomeric or low-molecular-weight

organic semiconductors distyrylbenzenes (DSBs)—oligo-

mers of poly(p-phenylene vinylene) or PPV and their

derivatives enjoy a great deal of interest as new materials

for opto-electronic applications such as organic light-

emitting diodes (OLEDs) [1–7], gas- and ion-selective

sensors [8, 9, 10, 11], organic memories, and nonlinear

optics (NLO) [12]. In a number of these applications, the

oligomers need to be in their electrically conducting state

(the neutral compounds are electrical insulators) and this

can be easily achieved by oxidizing or reducing them using

either a chemical or an electrochemical procedure; the

latter has the advantage that the active material can be

electro-deposited from a standard electrochemical cell

directly onto a pre-chosen substrate. In order to increase

the purity of the deposited material, the necessary back-

ground electrolyte can be eliminated from the cell by

covalently binding it to the oligomer backbone, giving rise

to self-doping oligomers (Fig. 1) [13].

As useful and interesting as these new materials may be,

further studies of the properties of this new type of oligo-

mer—in particular, the spin (de)localization in their elec-

trically conducting radical form—are hampered somewhat

by the fact that self-doping oligomers in their native,

undoped form are difficult to prepare and even more dif-

ficult to purify: the simultaneous presence of the polar,

ionic, self-doping side chain, and the bulky apolar back-

bone of the oligomer results in the compounds being

equally soluble in both polar (even water) and apolar sol-

vents, and conventional ways of purification such as

extraction and recrystallization are useless. Since the ionic

side chain is present from the very start of the multi-step

synthetic pathway [13], purification of the intermediates is

skipped, leading to an accumulation of impurities in the

final self-doping oligomer and, in general, a decrease in the

yields of the various reactions. Introduction of the self-

doping chain at the end is impractical, as the Wittig reac-

tion—traditionally used to prepare DSBs—is incompatible

with the free hydroxyl group that would necessarily be

present on the oligomer during the entire synthetic
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pathway. The use of protecting groups for this hydroxyl

group would make an already lengthy preparative proce-

dure even longer.

Other synthetic procedures, however, do not display this

incompatibility with free hydroxyl groups and would allow

the preparation and purification of an OH-substituted oli-

gomer, which could then, in the final step, be equipped

with a self-doping side chain. The benzylidene-aniline

(BA) condensation, used to prepare DSBs in which the

spacers are CH=N rather than CH=CH [14, 15], is one such

procedure and oligomers such as 5 and 6 (Fig. 2) would

become available. Naturally, the introduction of nitrogen

atoms in the carbon backbone of the oligomers leads to a

rearrangement of the electron density, not only of the

native, undoped material but also of the self-doped system,

which would result in properties that differ considerably

from those of, for instance, the original all-carbon material

(1) [13, 16].

The most efficient way to gauge the effects of changes

in the molecular structure in terms of the electron distri-

bution is by performing quantum chemical calculations at a

suitably reliable level, rather than preparing the compounds

and determining their properties experimentally. In this

paper, the results of a quantum chemical study on the

structure and electronic properties of a series of derivatives

of E, E-2-(3-sulfopropoxy)-5-methoxy-1,4-bis[2-(2,4,6-tri-

methoxyphenyl)ethenyl]benzene (1) (Fig. 2) are presented.

Apart from the geometries of the non-oxidized, native

systems, and those of the self-doped forms in different

conformations, the main focus of the paper is on the charge

and spin distribution of the self-doped radicals and the

influence of the presence and/or position of heteratoms and

substituents thereon; compound 1 will be used as a refer-

ence structure. Replacement of the ether-oxygen atom of

the self-doping chain by nitrogen ð1! 3Þ as well as the

removal of the methoxy group on the central ring ð1!
2 and 3! 4Þ will be investigated. Introduction of nitrogen

atoms in the vinyl spacer alpha to the central ð1! 5Þ and

alpha to the peripheral rings ð1! 6Þ leads to the two BA

derivatives. Finally, the self-doping side chain will be

moved to one of the peripheral rings (7) and the two

methoxy groups on the central one are removed (9). The

introduction of one (8) or two nitrogen atoms (10) into the

latter structure will also be studied. The paper will be

concluded with a short discussion of the hyperfine coupling

constants calculated for the different derivatives, in the

context of those experimentally determined for the refer-

ence structure (1).

2 The FOHI method

In this work, we use the fractional occupation Hirshfeld-I

(FOHI) method, which is an extension of the Hirshfeld-I

(HI) method to calculate atomic spin populations. In the

original Hirshfeld method [17], a weight function is used to

partition the molecular density qðr~Þ into atomic densities

qaðr~Þ:
qaðr~Þ ¼ waðr~Þqðr~Þ: ð1Þ
The method is based on the use of diffuse boundaries in

which the weight function of an atom a can be in principle

nonzero in every point r~ of space. The ‘‘share’’ of each

atom at point r~ is calculated using:

waðr~Þ ¼ q½0
a ðr~ÞP
b q
½0

b ðr~Þ

ð2Þ

The promolecular density, the denominator in Eq. (2), is

defined as the sum of the densities of the isolated atoms

qb
[0], positioned at the same coordinates as the atomic

nuclei in the real molecule. Integration of the atomic

density leads to the population of every atom:

Na ¼
Z

qaðr~Þdr~¼
Z

waðr~Þqðr~Þdr~: ð3Þ

This procedure suffered from a number of shortcomings, the

most prominent of them being the arbitrary choice of the

free atom densities used to construct the promolecular

density [18, 19]. Although some of these were corrected in

an iterative version of the procedure (the HI method),

change in spin, of importance in open shell systems, was not

taken into account. This point was remedied in the

fractional occupation Hirshfeld-I method (FOHI) through

the use of separate weight functions for a and b spin

densities. The weight function for the a electrons is given by

wa
Aðr~Þ ¼

qaAðr~ÞP
B q

a
Bðr~Þ

ð4Þ

Equivalent formulas are used for the b density. The

spherical symmetry of the free atom densities was ensured

Fig. 1 Schematic representation of the self-doped radical form of E,
E-2-(3-sulfopropoxy)-5-methoxy-1,4-bis[2-(2,4,6-trimethoxyphenyl)

ethenyl]benzene
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through the use of fractional occupations for degenerate

atomic orbitals. We refer to the original paper for further

details [20].

3 Computational details

For the oligomers depicted in Fig. 2, the geometries were

optimized for the neutral, anionic, and radical forms using

the B3LYP functional [21–24] and the 6-311?G* basis set

[25] with the Gaussian09 program [26]. The EPR param-

eters were calculated with the ORCA package [27] using

the B3LYP functional combined with the EPR-II basis set

[28] for the carbon, hydrogen, and nitrogen atoms and the

Ahlrichs-SVP basis set [29, 30] for the oxygen and sulfur

atoms. Identical basis sets were chosen as used in previous

calculations [16]. For the fractional occupation Hirshfeld-I

partitioning (FOHI), the atomic densities were calculated at

Fig. 2 Structural formulas of the native materials under investigation
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every iteration using the BRABO program [31] with the

B3LYP functional and 6-311?G* basis set. The FOHI

charge and spin populations were evaluated by making use

of the STOCK program [32]. Both programs are part of the

BRABO package. The geometries of the neutral and

anionic forms can be found in the supplementary material.

4 Results and discussion

4.1 Geometry and atomic charges

For each of the ten oligomers, a number of geometry

optimizations were performed: (1) the neutral structure

(presented in Fig. 2), (2) the ‘‘anionic’’ structure which is

obtained by removing the sodium atom from the neutral

structure, and (3) the two conformations of the radical form

given in Fig. 3. In the following, only the radical structures

will be discussed.

Two different structures can be envisaged for the self-

doped systems, that is, the radical form of the oligomers:

(1) a structure in which the sulfonated alkyl chain is

extended from the conjugated backbone of the oligomer

(Fig. 3a), which will be designated ‘‘extended structure,’’

and (2) a structure in which the sulfonated alkyl chain is

directed toward one of the vinyl spacers of the conjugated

backbone (Fig. 3b), which will be designated ‘‘folded

structure’’ [13]. The folded structure is found to be more

stable, [13] due to the decreased distance between the

charge sites and the resulting stabilizing non-bonded

intramolecular interactions of the sulfoalkyl sidechain with

the conjugated backbone. For oligomers 1, in which the

sulfoalkyl sidechain is connected to the central ring, and 7,

in which the sulfoalkyl sidechain is connected to the

peripheral ring, these interactions have been represented in

Fig. 4a, b, respectively. In the folded structure of oligomer

1, four intramolecular CH � � � O interactions involving the

oxygen atoms of the SO3 group stabilize the folded sul-

foalkyl sidechain. These interactions are also found for

oligomers 2, 3, 4, and 5. Likewise, when the sulfoalkyl

sidechain is positioned on a peripheral ring, two of the

oxygen atoms of the SO3 group are involved in four similar

CH � � � O interactions; this is seen for oligomers 7, 8, 9,

and 10. The energy differences DE between the extended

and folded structure (Eextended - Efolded) given in Table 1

(disregarding the value of oligomer 5, see below) indicates

that stabilization of the folded structure is greater when the

sidechain is connected to the peripheral ring.

Oligomers 5 and 6 represent two exceptions. Due to the

presence of the two nitrogen atoms next to the central ring,

this ring is twisted out of the plane of the peripheral rings

and the CH=N spacers by about 40� [14, 15]. Conse-

quently, the SO3 group of the sidechain is able to contact

two of the ortho-methoxy groups on the peripheral rings

and forms the stabilized structure presented in Fig. 5a,

which means that the extended structure that is found for

the nine other oligomers (Fig. 3a) does not exist for oli-

gomer 5. A second, more stable folded structure, similar to

the ones found for the other nine oligomers (Fig. 3b), was

found by replacing the relevant CH functionalities in oli-

gomer 1 (B2 and D1) by nitrogen atoms and reoptimizing

the structure. (For numbering of the atoms, see Fig. 6) This

explains the small value of 13:88 kJ mol�1 for the energy

difference for oligomer 5 in Table 1.

The situation for oligomer 6 is reversed. It presents a

regular extended structure in which the peripheral rings are

twisted out of the molecular plane due to the presence of

the nitrogen atoms by about 40�. However, when the folded

structure is generated and optimized, one of the CH=N

bonds changes its configuration resulting in weak intra-

molecular CH � � � O interactions between the SO3 group

and the methoxy groups in the 4- and 6-positions of the

peripheral ring (Fig. 5b). Consequently, the SO3 group is

positioned above one of the peripheral rings; even though

the negatively charged SO3 group is in close proximity to

the electron-rich peripheral ring, this folded structure is

stabilized to a greater extent than the one of oligomer 1

(Table 1).

Fig. 3 Different structures of

the radical form of the oligomer.

a Extended structure of the

oligomer. b Folded structure of

the oligomer
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Analysis of the atomic charges using the FOHI method

indicates that, regardless of the whereabouts of the SO3

group and the three-dimensional organization of the folded

structure, the SO3 group always carries a charge of

approximately -1. The positive charge is distributed over

the entire conjugated backbone, but when nitrogen atoms

are present, they carry a significant negative charge and

this is linked to a higher spin density.

4.2 Spin distribution and hyperfine coupling

Based on the FOHI method, atomic spin populations of the

ten oligomers were analyzed and compared with the cal-

culated EPR parameters. Because of the large number of

atoms for the different oligomers, the changes in the atomic

spin populations of the radicals are represented by dividing

each oligomer into six fragments. As presented in Fig. 6,

these comprise each of the two peripheral rings with sub-

stituents (A and E), the central ring (C), the two vinyl

spacers (B and D), and the sidechain (S). The results can be

found in Table 2. The maximum 1H and 14N hyperfine

couplings and the positions of the relevant atoms in the

structure can be found in Table 3.

The maximum 1H hyperfine coupling of oligomer 1 has

been determined experimentally [16] and has a value of

about 10.9 MHz. The absolute value of the calculated

hyperfine coupling for hydrogen (D2) is about 11.6 MHz,

in good agreement with the experimental value. The

absence of the methoxy group on the central benzene ring

ð1! 2Þ does not seem to have a significant influence. The

spin populations in Table 2 suggest that there is only a

slight reorganization of the spin and then mostly on the

central ring, which is also seen in the results of the EPR

calculations. Upon introducing one nitrogen atom into the

sulfoalkyl sidechain ð1! 3Þ, a considerable amount of

spin becomes located on the sidechain (Table 2) and then

mostly on the nitrogen atom. Therefore, for oligomer 3, the

proton alpha to the nitrogen atom in the sidechain has the

Fig. 4 Intramolecular interactions involving the oxygen atoms of the

SO3 group when the sulfoalkyl sidechain is bonded on the central

benzene ring (a) or on the outer benzene ring (b)

Table 1 Energy difference DE

(in kJ �mol�1) between the

extended and folded radical

structures of the ten oligomers

(Eextended - Efolded)

Oligomer DE

1 49.46

2 48.73

3 39.58

4 38.56

5 13.88

6 59.40

7 62.89

8 54.75

9 59.91

10 48.90

Fig. 5 Intramolecular interactions of the sulfoalkyl sidechain with

the conjugated backbone for (a) the extended structure of oligomer 5

and (b) the folded structure of oligomer 6
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highest 1H hyperfine coupling. Removing the methoxy

group from the central benzene ring ð3! 4Þ again changes

the spin distribution significantly in the central ring (C), but

also in the sidechain (S). The difference with respect to the
14N hyperfine coupling is considerable, and this can be

explained by the absence of the mesomeric interaction

between the methoxy group and the aniline moiety in oli-

gomer 4.

For oligomer 5, the spin is mainly localized on the

central ring (C) and the vinyl spacer B, and the maximum
1H hyperfine coupling is found for the hydrogen atom in

the CH=N group, which interacts with the sulfoalkyl

sidechain. This is reflected in the increased values of both

the 1H and 14N hyperfine coupling. As expected, for oli-

gomer 6, the spin shifts almost completely to peripheral

benzene ring A and vinyl spacer B, which interact with the

sulfoalkyl sidechain. This considerable spin localization is

clearly reflected in the large values of the 1H and 14N

hyperfine coupling constants.

As expected for oligomer 7, moving the sulfoalkyl

sidechain to peripheral ring E leads to a shift of the spin

distribution in the conjugated backbone to this ring; the

presence or absence of methoxy groups on the central ring

(oligomer 9) does not change, and therefore, the 1H

hyperfine coupling constants are similar. Introduction of a

single nitrogen atom in the conjugated backbone ð7! 8Þ
leads to an increase in the spin delocalization, and again the

largest 1H hyperfine coupling is found for the hydrogen

atom in the CH=N spacer. Introduction of two nitrogen

atoms ð7! 10Þ leads to a higher spin density in fragments

C, D, and E, which results in a higher 1H hyperfine cou-

pling in oligomer 10 than in oligomer 8.

5 Conclusion

A set of self-doping PPV oligomers has been studied using

quantum chemical calculations in order to analyze the

effects of different functionalities on the geometry of

the self-doped structure, its spin distribution obtained using

the FOHI method, and the resulting maximum hyperfine

coupling constants. Moving the sidechain from the central

ring to the peripheral ring does not significantly change the

spin distribution nor the values of the EPR parameters, but

it does lead to an increased stability of the self-doped

system. Of all the studied structures, oligomer 8 is the best

candidate to replace oligomer 1, as it combines a similar

spin distribution with an increased 1H hyperfine coupling,

an additional 14N hyperfine coupling and a CH=N spacer,

which allows the preparation and full purification of an

OH-substituted oligomer.
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Abstract The main purpose of this work is to reinvesti-

gate the influence of nuclear dynamics in the electronic

ground state of group 6 metal hexacarbonyl compounds

[W(CO)6, Cr(CO)6, Mo(CO)6] on electron momentum

density profiles obtained from experimental orbital recon-

structions employing Electron Momentum Spectroscopy.

We call into question the view (Liu et al. in Chem Phys Lett

497:229, 2010) that thermally induced nuclear displace-

ments associated with the first three triply degenerate 1T2g,

1T1u, and 1T2u vibrational eigenmodes can be large enough

at or near room temperature (298–310 K) to explain on their

own the unexpectedly large electron densities inferred for

the frontier orbitals of these compounds at low momenta.

In this purpose, we resort to an analysis of populations

over these three vibrational eigenmodes, according to a

description of vibrational excitations employing Maxwell–

Boltzmann statistical thermodynamics. Comparison is

made with Born–Oppenheimer Molecular Dynamical

(BOMD) simulations over the potential energy surface

associated with the electronic ground state. The role of

nuclear dynamics in the final ionized state, in the form of

Jahn–Teller distortions, is also tentatively investigated.

Keywords Electronic structure theory � Electron

Momentum Spectroscopy � Orbital imaging experiments �
Electron impact (e, 2e) ionization � Distorted wave effects �
Molecular dynamics � Statistical thermodynamics

1 Introduction

Electron Momentum Spectroscopy [1–4] is a powerful

orbital imaging technique, which enables straightforward

reconstructions of electron momentum distributions asso-

ciated with specific ionization channels (i.e., of orbital

momentum profiles in a one-electron picture of ionization),

according to an angular analysis of intensities in electron

impact (e, 2e) ionization experiments [M ? e- (E0 ? eb)
? M? ? 2e- (E0/2)] at high kinetic energies (E0 =

1.2 keV or more). The analysis of EMS experiments rep-

resents one of the main research topics of the theoretical

chemistry research group at Hasselt University (Belgium)

since 2000 (see e.g. Ref. [5]). Numerous approximations

are required in this purpose. The first of these is the Born–

Oppenheimer (BO) approximation, in which the coordinate-

space representations of the initial and final states are

products of separate electronic, vibrational and rotational

functions. The corresponding (e, 2e) cross-sections are

thereby obtained as transition amplitudes in between these

states over the electron scattering potential [6, 7], which

involves all electrons and nuclei in the molecular target. Upon

invoking the binary encounter approximation, it is then
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e-mail: hajgato@vub.ac.be

B. Hajgató
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assumed that the momentum lost by the incident electron is

entirely transferred to the ejected ones. Under these condi-

tions, the transition operator depends solely upon the coor-

dinates of the impinging electron and of the two ejected

electrons. This approximation is designed for the kinematic

situation on the Bethe ridge [1–4] where the momentum of the

ionized electron is equal in magnitude to the momentum

transferred from the incident to the scattered electron,

ensuring thereby a clean ‘‘knock-out’’ process, a condition

which is best satisfied experimentally by a symmetric non-

coplanar set-up. In the framework of thefirst Born (or sudden)

approximation, the incident electron is assumed to interact

with the target only once. When the incident electron only

interacts with the ejected electrons and neither affects the

target nor is affected by the target, the impulse approximation

is considered, and a simple relationships prevails between the

azimuthal angle under which the electrons are collected and

the momentum of the ejected electron prior to ionization.

Modeling the incident and outgoing electrons as plane waves

yields ultimately the Plane Wave Impulse Approximation

(PWIA) [1–4], which implies that the energies of the unbound

electrons are so high that their interactions with the residual

ion are negligible. Upon the assumption that all these

approximations are valid (e, 2e), ionization cross-sections for

specific ionization channels in EMS conditions ultimately

relate to spherically averaged and resolution folded structure

factors that are obtained as the square of the Fourier Trans-

form toward momentum space of the relevantDyson orbitals,

defined [8–11] as partial overlaps between the neutral initial

ground state and final ionized state. A further and most useful

approximation is the target Kohn–Sham approximation [12],

which consists in substituting Dyson orbitals by the relevant

Kohn–Sham orbitals, along with ad hoc or calculated spec-

troscopic pole strengths, in order to account for the flux of

ionization intensity toward shake-up [13] and valence cor-

relation bands [14] at higher electron binding energies. In

many cases, (rescaled) Kohn–Sham orbitals are empirically

known to be excellent approximations to Dyson orbitals

[15, 16]. In practice, however, the interpretation of EMS

experiments is subject to numerous complications such as:

overlap effects in overcrowed ionization bands [17, 18],

conformational mobility [19–21] and (thermally induced)

nuclear dynamics in the electronic initial (neutral) ground

state [22], shake-up processes due to electronic configuration

interactions in the final ionized state [23–26], distorted wave

and post-collision (e.g., rescattering) effects [27–33], and

possibly ultra-fast nuclear dynamics in the final ionized state,

in the form of bond breaking [22] or Coulomb explosion

processes [34–36], as well as Jahn–Teller distortions [37] in

the final ionized state.

Transition metal hexacarbonyls such as W(CO)6,

Mo(CO)6, and Cr(CO)6 are important precursors in orga-

nometallic chemistry [38–41]. Because of their high

volatility and octahedral symmetry, they are also most

useful molecular models for studies of bond formation

between carbonyl groups and metal surfaces. Investigations

of the outermost valence orbitals of these compounds

comprise the ultra-violet [He I, He II] and X-ray photo-

electron experiments by Higginson et al. [42] and various

studies [43–45] employing Electron Momentum Spectros-

copy (EMS). In the EMS studies of Cr(CO)6, Mo(CO)6,

and W(CO)6 by Chornay et al. [43], and by Rolke et al.

[44], the measured (e, 2e) ionization cross-sections for the

HOMO were found to be much larger than expected in the

low momentum region, according to standard theoretical

models of (e, 2e) ionization processes in the high energy

limit, and to be largely inconsistent with the nodal char-

acteristics of an uncorrelated (Hartree–Fock) 2t2g orbital at

p = 0. Within the framework of the Plane Wave Impulse

Approximation [1–3], and from symmetry considerations,

the spherically averaged momentum density of the HOMO

of these three compounds is indeed expected to identically

vanish at zero electron momentum, outside of a marginal

contribution arising from finite angular resolution effects,

that is, from experimental limitations in momentum reso-

lution. On the contrary, particularly large ‘‘turn-ups’’ of the

frontier electron densities were experimentally observed in

the low momentum region [43, 44]. Accounting for elec-

tronic correlation in the ground state by means of the target

Kohn–Sham approximation did not improve significantly

the agreement between theory and experiment. This was

expected, since the same symmetry constraints apply

in Hartree–Fock and Density Functional Theories. By

analogy with EMS experiments on atomic targets and

calculations employing the Distorted Wave Impulse

Approximation (DWIA [1–3]) of the Xe 4d, Cr 3d, Ti 3d

and Mo 4d (e, 2e) ionization cross-sections [46], it was

tentatively concluded [43, 44] that these discrepancies

between theory and experiment are due to a breakdown of

the plane wave impulse approximation and distorted wave

effects in the continuum, which are known indeed nowa-

days [47] to be particularly significant when the ionized

molecular orbital has a d-type topology (i.e., two perpen-

dicular nodal planes).

However, the more recent EMS experiments by K. Liu

et al. [45] on W(CO)6 at electron impact energies of 1.2

and 2.4 keV gave at first glance quite similar momentum

profiles for the HOMO and led thus on the contrary to the

conclusion that distorted wave and post-collision effects

are too weak to explain the experimentally observed turn-

ups at low electron momenta. Since the target compounds

contain relatively heavy metal atoms, this discrepancy

between theory and experiment was then also thought to be

the outcome of the limitations inherent to a non-relativistic

depiction. Further investigations of scalar relativistic and

spin–orbit coupling effects indicated, however, a very
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marginal influence of these effects upon the computed

momentum distributions [45]. In their ultimate attempt to

reconcile theory with experiment, Liu et al. [45] invoked

large-amplitude structural distortions in the form of wag-

ging or bending motions associated with the three lowest

and triply degenerate vibrational frequencies and the cor-

responding 1T2u, 1T1u, and 1T2g eigenmodes (Fig. 1),

regardless of anharmonic effects and of excessive energy

demands resulting from exacerbated electrostatic repul-

sions between strongly polarized C=O substituents. In their

study, it was simply assumed that thermally induced

nuclear dynamics in the electronic ground state can be

conveniently described by displacing nuclei away from

their equilibrium position, according to so-called normal-

ized vibrational eigenvectors (i.e., to eigenvectors the norm

of which amounts to 1 Å2, according to the ADF output for

atomic displacements), and averaging thereby the obtained

momentum distributions for the first three 1T2u, 1T1u, and

1T2g eigenmodes. The main argument by Liu et al. [45] in

support to their approach was that the population of the

vibrational ground state accounts for less than 10 % of the

total vibrational populations of the three lowest eigen-

modes, at an estimated experimental temperature of 310 K,

according to (Maxwell-) Boltzmann statistics. With this

simple depiction of nuclear dynamics in the electronic

ground state, Liu et al. [45] managed to obtain a much

better match between theory and experiment and claimed

therefore the case of the frontier orbital momentum dis-

tributions of W(CO)6 to be understandable in terms of low-

frequency vibrations. However, the extreme crudeness of

their approach makes us believe that it is certainly worth

reconsidering in details whether their analysis can resist

more thorough analyses of thermally induced vibrational

motions in the electronic ground state, and re-evaluate

whether the observed discrepancies between the theoretical

and experimental orbital momentum densities of group

6 metal hexacarbonyls are not at the end of the day

the outcome of still unaccounted physical complications,

such as ultra-fast nuclear dynamics in the final ionized

state, or distorted wave and post-collision effects in the

continuum.

At this stage, we wish to emphasize that so far an exact

treatment of distorted wave effects for polyatomic systems

remains intractable as it requires a multi-centre expansion

of the continuum states in terms of Coulomb waves

[48, 49]. Rigorous enough theoretical studies of distorted

wave effects are nowadays only tractable for atomic targets

[50], diatomic molecules (e.g., H2 [30]), and small mole-

cules such as H2O [51]), the electron densities of which

approach spherical symmetry, which enables slowly con-

verging but highly accurate expansions of their molecular

orbitals in a basis of s, p, d, f, g … atomic orbitals with

varying exponents but with all the same location on the

central ‘‘heavy’’ (O) atom. Note that highly qualitative

theoretical studies of triple differential cross-sections for

electron impact ionization experiments upon larger poly-

atomic systems (formic acid, methane, tetrahydrofurane,

pyrimidine, …) using a three-body distorted wave model

have also been reported recently (see [52] and references

therein). A most serious drawback of these latter studies is

that orientational averages of molecular orbitals (OAMOs)

are used to represent the target bound state wave function,

which means that the information associated with the nodal

structure of the orbitals is almost entirely lost in the

modeling of the distorted wave effects. In particular,

OAMOs identically vanish at every point in space, except

if the target bound state has the full symmetry of the

molecular symmetry point group. Clearly, distorted wave

effects from large polyatomic systems are still awaiting a

satisfactory enough theoretical treatment.

The first purpose of the present work is thus to evaluate

whether the structural distortions which were proposed by

Liu et al. [45] are compatible with thermal fluctuations at

or near standard room temperature, that is, at 298 and

310 K, according to Maxwell–Boltzmann (MB) statistics

[53, 54] on vibrational energy levels. The analysis is sup-

plemented by Born–Oppenheimer Molecular Dynamical

(BOMD) simulations [55–57] at the same temperatures of

momentum profiles inferred from vertical (e, 2e) ionization

cross-sections. A main advantage of this approach is that,

by virtue of ergodicity [58], it enables a complete explo-

ration of phase space which is equivalent to an ensemble

Fig. 1 The three lowest

vibrational eigenmodes of

W(CO)6 (B3LYP/aug-cc-

pVTZ-PP level): a 59.5 cm-1,

b 81.7 cm-1, and c 84.3 cm-1
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average over all internal degrees of freedom of the system

of interest, such as is computed in Monte Carlo simula-

tions. Born–Oppenheimer Molecular Dynamics is therefore

the most convenient approach for a realistic description of

the intrinsically chaotic nature of nuclear motions in a large

polyatomic system, taking into account non-harmonic

effects (anharmonicities in the vibrational potentials, cou-

plings between vibrations and rotations, couplings between

internal and external rotations due to Coriolis forces, …) in

the classical approximation. The interested reader is

referred in particular to studies of non-harmonic effects in

infra-red vibrational spectra, obtained by Fourier trans-

forming to the energy domain dipole time-dependent auto-

correlation functions inferred from BOMD simulations

[59–62].

To our knowledge [63], there is no way to precisely

control the temperature with the current experimental (e, 2e)

setup which Liu et al. [45] used at Tsinghua University

(Beijing, China) for their experiments on W(CO)6, a set-up

which employs effusive molecular beams. In contrast with

experiments based on free expansions in supersonic jets, it is

usually assumed that the relatively high pressure in the col-

lision cell ensures a full randomization of molecular

motions, and thermal equilibrium therefore with the envi-

ronment (298 K). Therefore, we wish to consider both the

estimated experimental and standard room temperatures in

our BOMD analysis. At last, the role played by nuclear

dynamics in the final ionized state is also tentatively inves-

tigated. In this purpose, we revise before all (theory section)

how electron momentum distributions may vary in response

to a change in the molecular geometry induced by ionization.

2 Theory

Within the framework of the Born–Oppenheimer, binary

encounter, plane wave impulse and target Kohn–Sham

[KS] (or target Hartree–Fock [HF]) approximations, and

disregarding rotational wave functions, differential (e, 2e)

ionization cross-sections are proportional to the square of a

structure factor Fn(p~), which is given by [1–3, 64]:

Fnðp~Þ ¼
Z

dQ X�t0 ðQÞ XtðQÞ SnðQÞ uiðp~;QÞ: ð1Þ

In the above equation, Q is the set of internal

coordinates determining the displacements from

equilibrium of atomic nuclei in the molecule, XtðQÞ and

Xt0 ðQÞ are the vibrational wave functions corresponding to

the initial (neutral) ground state [WN
0 ðQÞ] and final ionized

state [WN�1
n ðQÞ] of the molecule, uiðp~;QÞ is the Fourier

transform to momentum space of the target KS or HF

orbital [uiðr~;QÞ] in the initial (neutral) ground state, and

SnðQÞ is the overlap integral of the electronic wave

functions for the final ionized state and the electronic

residue left after annihilating an electron from the target

orbital uiðr~;QÞ:
SnðQÞ ¼ WN�1

n

� �� ai WN
0

�� �
; ð2Þ

with ai the relevant annihilation operator, and where N

represents the number of electrons in the target molecule.

Upon carrying integrations over vibrational coordinates,

Eq. (1) can be further reduced to [1, 3, 64]:

Fnðp~Þ ¼ gt
0
t Snð �QÞ uiðp~; �QÞ; ð3Þ

where gt
0
t ¼

R
dQ X�t0 ðQÞ XtðQÞ is the usual Franck–

Condon factor, and �Q represent some mean values of

nuclear coordinates that are intermediate between the

equilibrium coordinates of nuclei Q0 and Q00 in the initial

neutral ground state and final ionized state, respectively.

Vibrational states are most commonly unresolved in

Electron Momentum Spectroscopy, which enables us to

derive the relevant (e, 2e) ionization cross-sections from

the spherical average:

rEMS / Snð �QÞ
�� ��2 Z dXp~ uiðp~; �QÞj j2; ð4Þ

with dXp~ an infinitesimal element of solid angle associated

with the target electron momentum, and where Snð �QÞ
�� ��2

represents the spectroscopic strength of the electronic

transition [WN
0 ð �QÞ þ 1e� ! WN�1

n ð �QÞ þ 2e�] of interest.

At high enough impact electron energies, it is most

customary to assume a vertical ionization process, in which

case �Q ¼ Q0. Due to the long-range character of the

Coulomb force and wave packet nature of the impinging

electron, deviations from a vertical transition cannot be

systematically ruled out in (e, 2e) ionization experiments.

At another extreme, when nuclear dynamics is expected to

compete with (i.e., to be faster than) the (e, 2e) ionization

process, one may thus empirically resort to an adiabatic

depiction, in which case �Q ¼ Q00. Such rare situations may

typically occur with Jahn–Teller distortions associated with

conical intersections, which are known to generally yield a

non-radiative decay of the upper electronic state within the

femtosecond regime [65, 66], that is, within a time scale

which is comparable to the effective time scale inferred

recently in studies of bond dissociation processes [67]

induced by (e, 2e) ionization processes at electron impact

energies around 1.2 keV.

3 Methodology

The geometry optimizations as well as the vibrational and

dynamical analyses which are reported in the sequel have

been performed using Density Functional Theory (DFT)
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[68] in conjunction with the standard hybrid Becke-3-

parameters-Lee–Yang–Parr [B3LYP] functional [69, 70],

or the dispersion-corrected xB97XD exchange–correlation

functional [71]. Our main motivation for using a disper-

sion-corrected functional is to enable a proper treatment of

non-bonded interactions between carbonyls. In all our

calculations upon group 6 [W, Mo, Cr] hexacarbonyls, use

was made of the aug-cc-pVDZ and aug-cc-pVTZ basis sets

[72, 73] for the carbon and oxygen atoms. Chromium was

also described using the all-electron aug-cc-pVDZ and

aug-cc-pVTZ basis sets. Relativistic effects arising from

the chemically inert cores of Mo and W were accounted for

through the interplay of accurately designed pseudo-

potentials (PPs). Specifically, the Mo atom was described

by the ECP28MDF energy-consistent effective pseudopo-

tential, which was constructed from a multi-state fit of a

fully relativistic Dirac–Fock calculation for the isolated

atom [74], together with the correspondingly adjusted

correlation consistent aug-cc-pVDZ-PP and aug-cc-pVTZ-

PP basis sets. The energy-consistent effective core poten-

tial ECP60MDF [75] has been adopted for the tungsten

atom in conjunction with its accompanying correlation

consistent aug-cc-pVDZ-PP and aug-cc-pVTZ-PP basis

sets. Although this goes much beyond our present purpose,

it is worth noting that errors arising from the use of these

pseudo-potentials are effectively extremely small and

comparable to the accuracies that can be achieved nowa-

days with modern all-electron ab initio calculations.

Comparison to large basis set, all electron, relativistic

calculations indicate errors of *0.002 Å only in equilib-

rium bond lengths and less than 0.5 kcal/mol in dissocia-

tion energies, due to the pseudo-potential approximation

[76]. Along with standard gradient-corrected hybrid func-

tionals (e.g., B3LYP), effective relativistic small-core

pseudo-potentials are known also to enable insight into

vibrational frequencies within a few cm-1 accuracy [77].

For our purpose, the main advantage of these pseudo-

potentials is mainly to enable the computation of analytic

energy gradients and, thus, of molecular dynamical tra-

jectories on accurate enough potential energy surfaces,

which are still to date beyond reach in a fully relativistic

treatment. All DFT calculations presented in this work

were performed by means of the Gaussian09 package of

programs [78].

In this work, we simulate the outcome of EMS experi-

ments upon W(CO)6 using a standard (e, 2e) non-coplanar

symmetric kinematical setup at an electron impact energy of

2.4 keV above the vertical ionization energy threshold

(VIE * 8.6 eV). According to the characteristics of the

(e, 2e) spectrometer [79] which was employed by Liu et al. at

Tsinghua University (Beijing) [45], the relevant parameters

for the momenta of the impinging and outgoing electrons

amount therefore to p0 = 0.271105(2400 ? VIE)1/2 au

(1 au = 1 a0
-1, with a0 as the Bohr radius, that is, 0.5292 Å)

and p1 = p2 = 9.39135 au, respectively (E1 = E2 =

1,200 eV). The binary (e, 2e) encounter, plane wave

impulse, and target Kohn–Sham approximations are

invoked in conjunction with calculations employing DFT

and the B3LYP or xB97XD functionals. Deviations from

basis set completeness (BSC) are checked by comparing

results employing the aug-cc-pVDZ-PP and aug-cc-pVTZ-

PP basis sets. It is worth reminding that Kohn–Sham orbitals

and their energies are known to represent valuable approx-

imations to the corresponding Dyson orbitals and (elec-

tronically relaxed) ionization energies produced in CI

(Configuration Interaction) calculations [80, 81], and that,

by virtue of Janak’s theorem [82] or the extended Koop-

mans’ theorem [83], the approximation becomes exact when

considering specifically the HOMO and an (hypothetical)

exact exchange–correlation functional.

Spherically averaged orbital momentum distributions

have been generated from the obtained Kohn–Sham orbi-

tals using the MOMAP program by Brion and coworkers

[84] and homemade interfaces. In line with the study by

Liu et al. [45], and employed (e, 2e) spectrometer therein,

resolution folding of the computed momentum distribu-

tions was made using a Monte Carlo simulation procedure

[85, 86], considering angular resolutions of 0.53� and 0.84�
on azimuthal and polar angles, respectively. For the sake of

consistency with the EMS experiments by Rolke et al. [44],

the following parameters have been retained for the sim-

ulation of the outermost (e, 2e) momentum profiles of

Mo(CO)6 and Cr(CO)6: E0 = 1,200 eV, Dh = 0.60�, and

D/ = 1.20�.
In all BOMD simulations, the Bulirsch-Stoer method

was used for the integration scheme [87, 88], along with an

integration step size of 0.2 fs, and using a fifth-order

polynomial fit in the integration correction scheme. The

trajectory step size was set to 0.250 a.u, and atomic coor-

dinates were dumped at time intervals of approximately

1 fs. Thermalization to standard room temperature (298 K)

was ensured by setting the initial rotational energy from a

thermal distribution assuming a symmetric top. The time

average was made on momentum densities computed at

each point of the calculated BOMD trajectory in the MD

run. Runtimes comprised between 1.5 and 1.7 ps, corre-

sponding to time averages over 1,500–1,700 thermally

distorted structures.

In line with equation 4, the influence of nuclear

dynamics in the final ionized state has been tentatively and

phenomenologically investigated upon the assumption

of an adiabatic ionization process, by computing (resolu-

tion folded and spherically averaged) frontier electron

momentum profiles for the target orbitals in the initial

neutral ground state upon nuclei configurations corre-

sponding to all possible equilibrium geometries of the final
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cationic state ( �Q ¼ Q
0
0). The approach we consider in this

purpose is therefore the same as that used recently by Chen

XJ and his co-workers [37] for unraveling the outcome of

Jahn–Teller distortions in EMS experiments upon cyclo-

propane, which were found to leave clearly identifiable

fingerprints in the frontier (e, 2e) ionization bands and the

correspondingly inferred electron momentum distributions.

It is worth noting that, by virtue of the equations presented

in section II, such an approach will clearly provide upper

estimates to the changes in momentum profiles due to

vibronic coupling interactions induced by the (e, 2e) ioni-

zation processes. Molecular structures and orbital contours

were drawn using the MOLDEN program [89].

4 Results and discussion

Prior to any further discussion, it is worth considering the

integrated (e, 2e) ionization spectrum of W(CO)6 recorded

by Liu et al. [45] (Fig. 2). Upon examining this spectrum, it

is clear that the momentum distribution characterizing the

HOMO (2t2g) is free of any unwanted complications related

to band overlaps [18] and that individual Jahn–Teller com-

ponents remain unresolved. Also (Fig. 3), this momentum

distribution is almost insensitive to the employed functional.

Compared with the aug-cc-pVDZ(-PP) basis set, the aug-cc-

pVTZ(-PP) basis set appears to be large enough to ensure

the required saturation of results toward the BSC limit. Our

momentum profiles are also almost identical to results

obtained by Liu et al. [45], according to B3LYP relativistic

calculations coping with scalar relativistic and spin–orbit

coupling interactions at the level of the zero-order regular

approximation (ZORA [90]) using a specifically designed

triple-zeta doubly polarized basis set.

All B3LYP calculations (including frequency calcula-

tions) by Liu et al. [45] were performed upon the MP2

geometry which was optimized by Ehlers and Frenking

[91], using an effective core potential [92] and the (441/

2111/2) valence basis set derived from the minimal Hay–

Wadt (55/5/3) basis set [93] on the tungsten atom and the

6-31G* basis set [94] on carbon and oxygen atoms. This

methodological inconsistency resulted into a rather signif-

icant underestimation of the W–C and C–O bond lengths

by 0.0125 Å and 0.025 Å, respectively, compared with the

methodologically correct B3LYP values. Since the B3LYP

vibrational calculations by Liu et al. [45] were performed

away from the global energy minimum, they resulted

(Table 1) in much too large values (by *40 % or more)

for the frequencies characterizing the three lowest and

triply degenerate vibrational eigenmodes (1T2u, 1T1u,

1T2g), compared with experiment—an overestimation

which has in turn most clearly led to further severe errors in

the computations of vibrational populations. A further

consequence of using a non-stationary point on the

potential energy surface is that nuclear displacements

characterizing normalized vibrational eigenmodes have

also been certainly overestimated. In contrast, our theo-

retical estimates for vibrational frequencies, in particular,

the B3LYP ones, are in remarkable agreement with the

available experimental values [95, 96], as well as with the

results of quasi-relativistic (QR) DFT calculations [97]

employing GGA functionals. Deviations between our

results, the QR-GGA results by Bérces and experiment for

the three modes of interest does not exceed 6 cm-1.

Although vibrations of the order of 60–80 cm-1 are not

uncommon at all in organic and inorganic compounds, Liu

et al. [45] considered these to be indicative of a very

shallow energy minimum on the potential energy surface,

Fig. 2 Experimental electron momentum spectrum [45] of W(CO)6

summed over all angles (E0 = 1,200 eV, Dh = 0.53�, D/ = 0.84�)

Fig. 3 Spherically averaged theoretical momentum profiles (without

resolution folding) of the HOMO of W(CO)6
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that would therefore permit extremely large atomic dis-

placements, away from the minimum, due to thermal

fluctuations and vibrational excitations in the electronic

ground state, and would provide a convenient way to

describe nuclear dynamics in the electronic neutral ground

state. In support to these assertions, Liu et al. calculated

relative populations for the ground (n = 0) and vibration-

ally (n[ 0) excited states, on the ground of (Maxwell-

)Boltzmann statistics [98–100]:

pnðiÞ ¼ gnðiÞ
expðen=kTÞ ¼

gnðiÞ
expð½nþ 1=2
hmi=kTÞ ; ð5Þ

with n the relevant vibrational quantum number (n = 0, 1,

2, 3 …), and gn(i) the multiplicity factor proposed by

Herzberg [101] for triply degenerate vibrations:

gnðiÞ ¼ 1

2
ðnþ 1Þðnþ 2Þ: ð6Þ

Since the vibrational eigenmodes (i) of interest exhibit

frequencies in the 60–100 cm-1 range, and characteristic

temperatures (hi = hmi/k) of the order of 86 to 144 K only,

the Boltzmann approximation can be regarded as valid at

and above room temperature (T = 298 K). With this

approximation, inversions of relative populations are

observed at around n = 6, 4 and 3 for the 1T2u, 1T1u,

and 1T2g vibrational modes (Table 2), respectively.

The analysis by Liu et al. [45] simply accounts for

thermal distortions of the molecular structure in the elec-

tronic ground state by arbitrarily displacing atoms

according to so-called normalized vibrational displace-

ments for the first three eigenmodes, and averaging the

ultimately obtained momentum distributions. We remind

that these normalized displacements are nothing else than

vibrational eigenmodes taken from the ADF output, the

norms of which are equal to 1 Å2. This approach obviously

neglects anharmonic effects and the excessive energy

penalties resulting from the imposed structural distortions,

because of electrostatic repulsions between strongly

polarized CO substituents, due to bond donation to the

group 6 metal (the same considerations on charge transfers

also prevail for Mo(CO)6 and Cr(CO)6—see natural atomic

charges in Table 3). To quantitatively investigate these

penalties, we refer the reader to Table 4, in which each

listed configuration (a = 0.0, 0.1, 0.2, 0.3 … 1.0) is the one

obtained by adding to the nuclear coordinates character-

izing the Oh energy minimum form nuclear displacements

taken to be equal to a times the relevant and so-called

‘‘normalized’’ eigenmode (see above definition, following

the conventions used by Liu et al. [45]). Calculations at the

B3LYP/aug-cc-pVTZ-PP level (Table 5) of the corre-

sponding anharmonic energy demands and required ther-

mal fluctuations are conclusive enough for refuting the

view that normalized vibrational eigenmodes enable a

consistent description of thermally induced vibrational

motions in the electronic ground state. Indeed, upon con-

sidering the obtained energy values, it is clear that thermal

fluctuations at or near room temperature are consistent with

a factors ranging from *0.3 to *0.5, whereas in normal

conditions, a full ‘‘normalized’’ displacement (a = 1) is

thermodynamically unreachable (since the corresponding

energy demands would imply thermal fluctuations ranging

Table 1 Lowest vibrational frequencies (in cm-1) of W(CO)6

Mode Liu et al.a B3LYP/aug-cc-pVTZ-PP xB97XD/aug-cc-pVTZ-PP GGA ? QRb Experimentalc

t2u 100.3 59.5 55.8 63.6 61 ± 15d

t1u 133.5 81.7 79.3 80.8 82.0 ± 3e

t2g 120.8 84.3 81.6 85.9 88.3 ± 6f

a From Ref. [45]
b From Ref. [97]
c From Refs. [95] and [ 96]
d Raman, solid phase, from overtone combination
e IR, gas phase
f Raman, liquid phase

Table 2 Relative population occupations [pn(i)] of the three lowest

vibrational levels of W(CO)6 at 298.15 K arising from the first three

eigenmodes (harmonic approximation, Boltzmann statistics, B3LYP/

aug-cc-pVTZ(-PP) results)

Vib. level (n) t2u t1u t2g

0 1.0000 1.0000 1.0000

1 2.2511 2.0222 1.9973

2 3.3783 2.7262 2.6594

3 4.2250 3.0627 2.9508

4 4.7554 3.0966 2.9467

5 4.9957 2.9223 2.7465

6 4.9981 2.6264 2.4380

7 4.8220 2.2762 2.0868

8 4.5228 1.9178 1.7366

9 4.1480 1.5800 1.4131
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from 2,500 to 8,000 K). For the 1T2u mode, a temperature

of about 450 K is required (Table 5) for increasing the

population of the relevant vibrational levels (n = 31, 32)

relative to the vibrational ground state above a significant

enough threshold (100 %). At this temperature, the relative

population of the relevant vibrational levels (n = 70, 71) or

(n = 37, 38) for the 1T1u and 1T2g modes are still below

0.005 and 0.5 %, respectively (Table 5). Clearly, at or near

room temperature, it makes no sense to simply consider

nuclear displacements amounting to a ‘‘normalized’’

vibrational eigenmode for unraveling the outcome in EMS

expertiments of low-frequency vibrational motions in

tungsten hexacarbonyl, especially for the 1T1u and 1T2g

modes, because of the high energy demand required by

excitations to vibrational quanta that correspond to

exceedingly large displacements.

Different theoretical models of nuclear dynamics in the

initial state are tested in Figs. 4 and 5 and compared

(Fig. 5) against the experimental electron momentum dis-

tributions inferred by Liu et al. [45] for the HOMO (2t2g

orbital) of tungsten hexacarbonyl. In line with the latter

work, molecular vibrations in the ground state are first

accounted for by averaging the outcome of normalized

(a = 1) and rescaled (a = 0.4) nuclear displacements. As

was noted by Liu et al. [45], whereas vanishing (e, 2e)

ionization intensities are expected for the HOMO at p ? 0

for the ground state octahedral energy minimum form of

tungsten hexacarbonyls, enforcing normalized nuclear

displacements results into a significant enhancement [i.e., a

turn-up (using the technical jargon in use for 2–3 decades

already in the EMS community)] of frontier momentum

densities in the low momentum region. Note nonetheless

that in our case, the predicted increase of (e, 2e) ionization

intensities at p ? 0 when a = 1 is still far from enabling

us to fully reproduce the experimentally obtained

momentum densities in the low momentum region. Results

obtained upon properly rescaled (a = 0.4) nuclear dis-

placements for the first three eigenmodes (1T2u, 1T1u,

1T2g) demonstrate that, at room temperature, these

molecular vibrations in the electronic ground state can on

their own certainly not be at the origin of the experimen-

tally observed turn-up in momentum densities at low

momenta. As a matter of fact, there is almost no discern-

able difference in between these latter results and the

momentum profile calculated for the HOMO upon using

the equilibrium geometry of W(CO)6.

Table 3 Natural atomic charges

W(CO)6
a Mo(CO)6

b Cr(CO)6
c

Atom Charge Atom Charge Atom Charge

W -2.26677 Mo -2.12850 Cr -2.55633

C 0.80226 C 0.79384 C 0.87483

C 0.80226 C 0.79384 C 0.87483

C 0.80226 C 0.79384 C 0.87483

C 0.80226 C 0.79384 C 0.87483

C 0.80226 C 0.79384 C 0.87483

C 0.80226 C 0.79384 C 0.87483

O -0.42446 O -0.43909 O -0.44877

O -0.42446 O -0.43909 O -0.44877

O -0.42446 O -0.43909 O -0.44877

O -0.42446 O -0.43909 O -0.44877

O -0.42446 O -0.43909 O -0.44877

O -0.42446 O -0.43909 O -0.44877

a B3LYP/aug-cc-pVTZ(-PP)
b B3LYP/aug-cc-pVDZ(-PP)
c B3LYP/aug-cc-pVDZ

Table 4 Anharmonic energy demands and thermal fluctuations associated with distortions associated with the first three normal vibrational

modes of W(CO)6 (B3LYP/aug-cc-pVTZ-PP results, see text for a definition of the scaling factor a)

a t2u t1u t2g

Energy

(kcal/mol)

Energy

(cm-1)

Energy

(K)

Energy

(kcal/mol)

Energy

(cm-1)

Energy

(K)

Energy

(kcal/mol)

Energy

(cm-1)

Energy

(K)

0.0 0.00 0.0 0 0.00 0.0 0 0.00 0.0 0

0.1 0.06 21.0 30 0.06 19.3 28 0.05 16.7 24

0.2 0.13 45.6 66 0.24 82.5 119 0.20 68.7 99

0.3 0.26 91.2 131 0.59 205.4 296 0.46 161.9 233

0.4 0.47 164.6 237 1.18 413.6 595 0.87 305.8 440

0.5 0.79 275.2 396 2.12 741.5 1,067 1.47 513.7 739

0.6 1.24 434.7 625 3.52 1,230.8 1,771 2.29 802.0 1,154

0.7 1.88 657.0 945 5.51 1,928.2 2,774 3.40 1,189.8 1,712

0.8 2.74 957.9 1,378 8.25 2,884.0 4,150 4.86 1,698.6 2,444

0.9 3.87 1,354.3 1,949 11.86 4,149.6 5,971 6.72 2,351.7 3,384

1.0 5.33 1,864.6 2,683 16.51 5,775.9 8,311 9.07 3,173.3 4,566
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Born–Oppenheimer Molecular Dynamical simulations

of atomic trajectories over the xB97XD/aug-cc-pVTZ

potential energy surface associated with the electronic

ground state of W(CO)6 and a time average over the

1,500–1,600 thermally distorted structures dumped from

these simulations enables us to account on classical

grounds for the contribution of all 33 vibrational eigen-

modes of this compound in an anharmonic depiction as

well as of their coupling with internal and external rota-

tions, due for instance to Coriolis forces. Increasing the

temperature from 298 and 310 K does not make in

practice any observable difference in the ultimately

obtained spherically averaged and resolution folded

momentum distributions. When accounting with molecu-

lar dynamics for all vibrational and rotational degrees of

freedom, a significantly stronger turn-up at low momen-

tum is observed in the momentum distribution character-

izing the HOMO (Fig. 5). This turn-up is, however, far to

be strong enough to quantitatively reproduce the experi-

mental profile in this region. Upon scrutinizing in details

the results of our BOMD simulations at or near room

temperature, it appears that the thermally induced struc-

tural distortions which have the most pronounced effect at

low momenta correspond to bending of the W–C–O bond

angles.

Similar remarks can be made regarding the influence of

nuclear dynamics in the initial ground state upon the

momentum profile characterizing the HOMO of Cr(CO)6

and Mo(CO)6. As our results indicate (Figs. 6, 7), com-

pared with the available measurements, nuclear dynamics

in the initial state is found in both cases to yield a

significant albeit too weak turn-up of the frontier momen-

tum densities at low momenta.

Starting from the vertical ionized state, the adiabatically

relaxed molecular structures of the radical cation of the

M(CO)6 compounds (M=Cr, Mo, W) were found by sys-

tematically imposing tiny atomic displacements in the

directions indicated by the vibrational eigenmodes associ-

ated with imaginary frequencies, and releasing thereafter

all symmetry constraints during the geometry optimization

process. Visual inspection along with careful verifications

employing frequency analysis indicate that the molecular

Table 5 Fractional populations of vibrational levels (n) approaching a normalized vibrational displacement (i.e., a = 1), relative to the ground

state (n = 0)

T (K) n t2u Relative fraction n t1u Relative fraction n t2g Relative fraction

Em (cm-1) Em (cm-1) Em (cm-1)

298 31 1,845 7.18 9 10-2 70 5,721 2.61 9 10-9 37 3,119 2.15 9 10-4

32 1,904 5.72 9 10-2 71 5,803 1.81 9 10-9 38 3,204 1.51 9 10-4

310 31 1,845 1.01 9 10-1 70 5,721 7.51 9 10-9 37 3,119 3.82 9 10-4

32 1,904 8.14 9 10-2 71 5,803 5.28 9 10-9 38 3,204 2.72 9 10-4

320 31 1,845 1.32 9 10-1 70 5,721 1.72 9 10-8 37 3,119 6.01 9 10-4

32 1,904 1.07 9 10-1 71 5,803 1.23 9 10-8 38 3,204 4.33 9 10-4

330 31 1,845 1.70 9 10-1 70 5,721 3.75 9 10-8 37 3,119 9.20 9 10-4

32 1,904 1.39 9 10-1 71 5,803 2.70 9 10-8 38 3,204 6.70 9 10-4

350 31 1,845 2.69 9 10-1 70 5,721 1.56 9 10-7 37 3,119 2.00 9 10-3

32 1,904 2.23 9 10-1 71 5,803 1.15 9 10-7 38 3,204 1.49 9 10-3

400 31 1,845 6.93 9 10-1 70 5,721 2.95 9 10-6 37 3,119 9.94 9 10-3

32 1,904 5.95 9 10-1 71 5,803 2.26 9 10-6 38 3,204 7.72 9 10-3

450 31 1,845 1.45 9 100 70 5,721 2.91 9 10-5 37 3,119 3.46 9 10-2

32 1,904 1.27 9 100 71 5,803 2.30 9 10-5 38 3,204 2.78 9 10-2

Fig. 4 Study of the consequences of structural distortions along the

three first vibrational eigenmodes of W(CO)6 upon the momentum

profile characterizing the HOMO (without resolution folding). See

text and Table 4 for a definition of the scaling factor a (results of

single point calculation results at the B3LYP/aug-cc-pVTZ-PP level)
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structure of the radical cation of group 6 metal hexacar-

bonyl compounds can be discussed in terms of two struc-

tures of D3d symmetry, which essentially differ by the

extent of the angle (s) in between the C–M bonds and

the remaining C3 rotation axis (Fig. 8). In these structures,

the central metal, carbon and oxygen atoms remain per-

fectly co-linear. The interested reader is referred to Fig. 8

along with Tables 6, 7, 8 for a detailed comparison of these

two structures with that of the neutral compound (of Oh

symmetry), as well as for useful information regarding

adiabatic relaxation energies from the vertical ionized state

(DErel), and changes in frontier orbital energies due to the

lowering of the symmetry point group. We note that

releases of orbital energy degeneracies from the triply

degenerate (T2g) HOMO of the neutral into singly (A1g)

and doubly degenerate (Eg) orbitals upon imposing the D3d

structures of the cation do not exceed 0.15 eV. Since these

levels cannot be individually resolved in EMS experiments,

the corresponding momentum profiles have been summed

to unravel the possible outcome of nuclear dynamics in the

final state.

Upon examining Fig. 9, it is clear that final state

dynamics associated with the Jahn–Teller distortions and

release of symmetry constraints induced upon removal of

an electron from the triply degenerate 2t2g orbital of

W(CO)6 is also quite likely to induce a turn-up in the

experimentally inferred momentum profiles for the 2t2g
-1

ionization channel, especially when considering the fron-

tier momentum distribution for the adiabatically relaxed

structure characterized by s = 57.6�. This turn-up arises

because of the admixture of a fully symmetric (A1g) orbital

contribution (Table 8). Here again, this turn-up is on its

own too weak to enable us to quantitatively reproduce

experiment. Assuming a fully adiabatic ionization process,

nuclear dynamics in the final state cannot account for more

than one-third of the experimentally observed (e, 2e) ion-

ization intensities at p ? 0. At this stage, it is worth

reminding that such a depiction certainly overestimates the

changes in the momentum densities induced by geometri-

cal relaxation in the final state, during a real, that is, on a

finite time scale, (e, 2e) ionization process. We note also

that, within an adiabatic depiction, a Jahn–Teller distortion

of the molecular structure of W(CO)6 into a slightly flat-

tened geometry characterized by s = 53.5� only results in a

barely visible turn-up (Fig. 9) in the low momentum region.

Exactly the same remarks can be made (Figs. 10, 11)

regarding the influence of nuclear dynamics in the final

ionized state upon the momentum profile characterizing the

HOMO of Cr(CO)6 and Mo(CO)6.

Fig. 5 Resolution folded (E0 = 2,400 eV, Dh = 0.53�, D/ = 0.84�)
and spherically averaged theoretical momentum distribution inferred

for the HOMO of W(CO)6 (e = 8.6 eV), taking care of complications

pertaining to nuclear dynamics in the initial state

Fig. 6 Resolution folded (E0 = 1,200 eV, Dh = 0.60�, D/ = 1.20�)
and spherically averaged theoretical momentum distribution inferred

for the HOMO of Cr(CO)6 (e = 8.4 eV), taking care of complications

pertaining to nuclear dynamics in the initial state

Fig. 7 Resolution folded (E0 = 1,200 eV, Dh = 0.60�, D/ = 1.20�)
and spherically averaged theoretical momentum distribution inferred

for the HOMO of Mo(CO)6 (e = 8.5 eV), taking care of complica-

tions pertaining to nuclear dynamics in the initial state

Theor Chem Acc (2012) 131:1244

123 Reprinted from the journal104



At last, it is worth noticing that on the experimental side

[45], increasing the electron impact energy from 1.2 to

2.4 keV does have a small albeit discernable effect on the

recorded momentum distributions for the HOMO of tung-

sten hexacarbonyl (Fig. 9). Note, in particular, that the

agreement between theory and experiment slightly

improves (beyond the reported statistical error [45]) at low

momenta when resorting to an impinging electron beam

with E0 = 2.4 keV. In view of the d-like topology of the

HOMO, which exhibits two perpendicular nodal planes

intersecting at the location of the heavy metal atom, along

with p-contributions from the CO groups (Fig. 12), it

seems thus quite likely that, in spite of the negative con-

clusions by Liu et al. [45], distorted wave effects do play a

role and converge more slowly upon increasing electron

impact energies, than in the case of isolated atoms, due to

the presence of many (13) scattering interference atomic

centers in a target like W(CO)6. The reader’s attention is

drawn on the fact that, whereas larger relative (e, 2e)

intensities are obtained at low momenta when

E0 = 1.2 keV, significantly lower relative (e, 2e) intensi-

ties are on the contrary observed for the peak at *0.9 a.u.,

compared with the results obtained at an impact energy of

2.4 keV. All in all, the experimental frontier momentum

profile of W(CO)6 seems thus far from being fully con-

verging when E0 increases from 1.2 to 2.4 keV. Note also

that DWIA calculations indicate that, instead of vanishing

as it should by virtue of symmetry constraints, the low

momentum ‘‘turn-up’’ in the (e, 2e) ionization cross-sec-

tions for the 3d level of an atomic target like Ti still

remains very prominent even at E0 = 2.4 keV [44, 46].

Electron impact energies of the order of 10 keV or more

might therefore be necessary for ensuring the convergence

Fig. 8 Main geometrical parameters of the target group 6b metal

hexacarbonyl compounds and of their radical cation

Table 6 Comparison of the molecular geometries and frontier electronic structure of Cr(CO)6 in its neutral ground state and lowest ionized

(radical cation) state

Structure s (�) R[Cr–C] in Å R[C–O] in Å h(C1–Cr–C3) in � h(C3–Cr–C4) in � DErel
a (kcal/mol) Frontier orbitals and

their energies (eV)

Oh (neutral) 54.7 1.925 1.148 90.0 90.0 – 7.165 (T2g)

D3d (1) (cation) 57.2 2.000 1.133 86.6 93.4 -8.333 6.583 (A1g)

6.736 (Eg)

D3d (2) (cation) 53.6 2.000 1.133 91.6 88.4 -7.096 6.663 (Eg)

6.729 (A1g)

a Adiabatic relaxation energy from the vertical ionized state

Table 7 Comparison of the molecular geometries and frontier electronic structure of Mo(CO)6 in its neutral ground state and lowest ionized

(radical cation) state

Structure s (�) R[Mo–C]

in Å

R[C–O]

in Å

h(C1–Mo–C3)

in �
h(C3–Mo–C4)

in �
DErel

a (kcal/mol) Frontier orbitals and

their energies (eV)

Oh (neutral) 54.7 2.076 1.147 90.0 90.0 – 7.046 (T2g)

D3d (1) (cation) 57.7 2.127 1.134 85.8 94.2 -6.056 6.591 (A1g)

6.784 (Eg)

D3d (2) (cation) 53.5 2.127 1.134 91.8 88.2 -4.693 6.699 (Eg)

6.771 (A1g)

a Adiabatic relaxation energy from the vertical ionized state
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of the momentum profiles of W(CO)6, Cr(CO)6, and

Mo(CO)6 to the high energy limit [102], at which the plane

wave impulse approximation becomes valid.

5 Conclusions

The origin of the turn-up in the (e, 2e) ionization intensities

which has been experimentally detected [43–45] in EMS

Table 8 Comparison of the molecular geometries and frontier electronic structure of W(CO)6 in its neutral ground state and lowest ionized

(radical cation) states

Structure s (�) R[W–C]

in Å

R[C–O]

in Å

h(C1–W–C3)

in �
h(C3–W–C4)

in �
DErel

a (kcal/mol) Frontier orbitals and

their energies (eV)

Oh (neutral) 54.7 2.072 1.149 90.0 90.0 – 7.063 (T2g)

D3d (1) (cation) 57.6 2.114 1.136 86.1 93.9 -5.531 6.651 (A1g)

6.839 (Eg)

D3d (2) (cation) 53.5 2.114 1.136 91.8 88.2 -4.161 6.753 (Eg)

6.831 (A1g)

a Adiabatic relaxation energy from the vertical ionized state

Fig. 9 Resolution folded (E0 = 2,400 eV, Dh = 0.53�, D/ = 0.84�)
and spherically averaged theoretical momentum distribution inferred

for the HOMO of W(CO)6 (e = 8.6 eV), taking care of complications

pertaining to nuclear dynamics in the initial states

Fig. 10 Resolution folded (E0 = 1,200 eV, Dh = 0.60�, D/
= 1.20�) and spherically averaged theoretical momentum distribution

inferred for the HOMO of Cr(CO)6 (e = 8.4 eV), taking care of

complications pertaining to nuclear dynamics in the initial states

Fig. 11 Resolution folded (E0 = 1,200 eV, Dh = 0.60�, D/
= 1.20�) and spherically averaged theoretical momentum distribution

inferred for the HOMO of Mo(CO)6 (e = 8.5 eV), taking care of

complications pertaining to nuclear dynamics in the initial states

Fig. 12 Contour plot (contour value equal to 0.05) of the triply

degenerate HOMO (2t2g) of W(CO)6 (this figure was made using

MOLDEN [89])
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studies at low electron momenta for the HOMO of group 6

(W, Cr, Mo) hexacarbonyl compounds has been reinvesti-

gated, on the basis of large-scale calculations using the

target Kohn–Sham approximations along with the standard

hybrid B3LYP and dispersion-corrected xB97XD

exchange–correlation functionals. Our study invalidates the

view [45] that the unexpectedly large (e, 2e) frontier orbital

densities that were experimentally inferred in the low

momentum region can be solely explained by nuclear dis-

placements associated with the first three triply degenerate

vibrational eigenmodes of these compounds. Indeed, at

room temperature, an analysis of populations over these

three vibrational eigenmodes (1T2u, 1T1u, 1T2g) according

to (Maxwell-)Botzmann thermostatistics indicate that these

motions can only account for a very marginal fraction (a

few % at most) of (e, 2e) ionization cross-sections at p ? 0.

Two different scenarios invoking nuclear dynamics in

the initial ground state and nuclear dynamics in the final

ionized state have been tested, on the ground of two very

opposite models, assuming a vertical and an adiabatic

depiction of the (e, 2e) reaction process, respectively. Both

dynamics may partly contribute to the turn-up of (e, 2e)

ionization intensities of the HOMO in the low momentum

region, but none of them is on its own sufficient to explain

this very large turn-up. Indeed, simulations employing

Born–Oppenheimer molecular dynamics demonstrate that,

at or near standard temperatures (T = 298 K or

T = 310 K), thermally induced molecular motions on the

potential energy surface associated with the electronic

ground state can account for, at most, one-third of the

experimentally observed (e, 2e) ionization cross-sections at

p ? 0. Also, nuclear dynamics in the final state, in the

form of Jahn–Teller distortions, can also only at best

contribute for about the same ratio to these experimental

cross-sections at or near zero electron momentum. In view

of small but clearly observable differences in between

EMS measurements at electron impact energies of 1.2 and

2.4 keV (Fig. 9), the only possible explanation we are left

with is that both types of dynamical complications as well

as distorted wave and post-collision (rescattering) effects in

the continuum cumulate and yield altogether the experi-

mentally observed turn-ups. Further EMS measurements, at

much larger electron impact energies, with femtosecond

time resolution as well as upon ultra-cooled supersonic

molecular beams, are very much needed therefore for

disentangling all these physical effects in a proper way on

the experimental side. On theoretical side, the present study

also most clearly emphasizes the need of thorough meth-

odological and computational developments for quantita-

tively interpreting molecular EMS experiments upon large

polyatomic systems beyond the plane wave impulse

approximation. At the moment, a promising but still

unexplored solution for investigating distorted wave effects

in these systems consists in a molecular extension [6] of the

BBK (Brauner, Briggs, and Klar) model [103] for the

ionization of atoms.
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Abstract An electrophilicity scale for radicals in solution

is reported using the electrophilicity index, an important

quantity in conceptual density functional theory. Five dif-

ferent solvents were chosen, for which the static dielectric

constant covers the entire range of nonpolar to polar

solvents: n-hexane (er = 1.8819), dichloromethane (er =
8.9300), 2-propanol (er = 19.2640), acetonitrile (er =
35.6880) and water (er = 78.3553). The calculations in

solution were carried out within the polarizable continuum

model through the Integral Equation Formalism (IEF-

PCM) approach. For water, also conductor-like screening

model (COSMO) calculations are reported. The electronic

chemical potential remains almost constant when going

from gas phase to solution. However, large decreases in

chemical hardness can be observed, resulting in more

electrophilic radicals compared to the gas phase, and even

influencing the overall order of the previously established

gas-phase scale. Both solvation models (COSMO and

IEF-PCM) lead to essentially the same results.

Keywords Electrophilicity index � Conceptual DFT �
Solvent effects � Chemical hardness

1 Introduction

Recently, we presented a radical electrophilic scale, global

as well as local, for a set of 35 organic radicals in the gas

phase (where the gas phase refers to calculations carried

out on isolated molecules without the presence of solvent)

[1]. This scale, based on the electrophilicity index as

introduced by Parr et al. [2] (for a recent review see

Chattaraj et al. [3]) and defined as the electronic chemical

potential squared over two times the chemical hardness,

has proven its value since assisting in classifying radical

systems [4–10], explaining reaction behavior and intro-

ducing other chemical concepts like radical stability

[11–14]. The question arises, though, as to whether the

order of this gas-phase electrophilicity scale still holds for

radicals in solution. Solvent effects can be very significant

when considering electrophile/nucleophile interactions

[15–17]. However, there is still a lot of debate about

whether or in which cases gas-phase properties could be

employed to describe concepts and reactions in solvent.

Parr et al. [2], for instance, stated that gas-phase properties

like the electrophilicity index can determine the reactivity

in the case of for instance ‘‘a close encounter between the

reacting species in a biological system,’’ because ‘‘solvent

molecules have already been pushed out.’’ Another

example is homolysis in solution where a caged radical pair

is formed, that is, solvent molecules surround the initially

formed radical pair, but none of the solvent molecules

interferes between the two radical fragments. In order to

escape the cage, one of the radicals needs to diffuse

through the solvent [18]. If the diffusion rate is higher than

the cage recombination rate, the radical fragments become

‘‘free radicals.’’ When such radicals approach each other

from a larger distance, they will feel the effect of each

other’s global electrophilicity, although affected by the
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presence of solvent molecules. Of course, not only can the

presence of solvent alter the reactivity properties of the

radical system; also, stronger radical–solvent interactions

can come into play like radical addition to the solvent

molecule, orbital interactions or the formation of a charge

transfer complex [19].

Several studies have been performed to obtain more

information about the effect of solvent on the properties

and reactivity of different species. In 1986 Pearson esti-

mated solution ionization potentials and electron affinities

to obtain the effective electronic chemical potential and

chemical hardness in solution for a set of neutral and

charged species [20]. He concluded that the absolute

electronegativity for small neutral molecules hardly chan-

ges going from gas phase to solvent, while the changes are

much more pronounced for charged molecules. The

chemical hardness values showed that neutral molecules

become much softer in solution, although Pearson ques-

tioned their practical utility. De Luca et al. [21] applied

three different approaches to compute the chemical hard-

ness, already widely tested in gas phase, to species in

solution, in order to evaluate the solvent effects on the

chemical hardness. They found that for methods based on

orbital energies (HOMO–LUMO gap and the internally

resolved hardness tensor approach based on fractional

occupation numbers), only a small dependency of the

hardness on the solvent exists, in contradiction to the

method based on total energy differences (from vertical

electron affinity and vertical ionization potential) for which

50 % decreases in hardness values were detected.

Concerning the global electrophilicity index x, Pérez

et al. [22] looked into the effect of solvent on this particular

property for a set of 18 electrophiles, using Parr’s formula

[2], applied to the solution phase:

xsolv ¼ l2
solv

2gsolv

ffi IPsolv þ EAsolvð Þ2
8 IPsolv � EAsolvð Þ ð1Þ

where lsolv is the electronic chemical potential [23] and

gsolv the chemical hardness [24] in solvent. These two

quantities were calculated by using the vertical ionization

potential IP and electron affinity EA [20, 25], evaluated in

solution. The electrophilicity index measures the energy

stabilization when an optimal electronic charge transfer

from the environment to the system occurs. Pérez et al.

concluded that the electronic chemical potential for (most

of) the series of neutral and more covalent electrophiles is

almost unaffected by the solvent and that solvation makes

the electrophile ligands softer than in the gas phase, again

in agreement with Pearson’s predictions. This means that

for neutral systems, an enhancement of the electrophilicity

is seen, controlled by changes in chemical hardness and the

solvation energy, with a very small contribution from the

electronic chemical potential of solvation. It also appears

that lsolv is dependent on the polarization charges induced

in the environment within the reaction field approach, and

according to that same approach, gsolv is independent of

those charges [22, 26]. Meneses et al. [26] performed

calculations using the continuum approach as well as the

super-molecular approach to incorporate solvent effects.

They discovered that ‘‘independent of the sign and mag-

nitude of the charge, the chemical hardness always

decreases upon solvation because the electrostatic potential

decreases as the effective radius (solute radius plus a sol-

vation layer) of the solute increases.’’ However, there

Fig. 1 Correlation between the

vertical electron affinity EA (in

eV) and the reciprocal of the

static dielectric constant er
-1 for

the 2-hydroxyprop-2-yl radical.

At er
-1 = 1, the red point is the

computed gas-phase EA and the

black point is the extrapolated

one
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Table 1 The electronic chemical potential l for the gas phase and 5 different solvents (using IEFPCM and COSMO) in eV

Radical Gas phase n-Hexanea Dichloromethanea 2-Propanola Acetonitrilea Watera Waterb

C(OH)(CH3)2 -3.0 -3.0 -3.0 -3.0 -3.0 -3.0 -3.0

C(CH3)3 -3.2 -3.2 -3.2 -3.2 -3.2 -3.2 -3.1

CH2OH -3.6 -3.6 -3.6 -3.6 -3.6 -3.6 -3.5

CH(CH3)2 -3.5 -3.5 -3.5 -3.5 -3.5 -3.5 -3.4

NO -4.5 -4.4 -4.4 -4.4 -4.4 -4.4 -4.3

CH2CH3 -4.0 -4.0 -4.0 -4.0 -4.0 -4.0 -3.9

CH2CH2CH3 -4.1 -4.0 -4.1 -4.1 -4.1 -4.1 -4.0

CH2C6H4(OCH3) -3.6 -3.6 -3.7 -3.7 -3.7 -3.7 -3.7

CH3C(O) -4.3 -4.3 -4.2 -4.2 -4.2 -4.2 -4.2

CF2CH3 -4.6 -4.6 -4.6 -4.6 -4.6 -4.6 -4.6

CH2C6H4(CH3) -3.8 -3.8 -3.9 -3.9 -3.9 -3.9 -3.9

CH2CHCH2 -4.2 -4.2 -4.2 -4.2 -4.2 -4.2 -4.2

HC(O) -4.8 -4.7 -4.7 -4.7 -4.7 -4.6 -4.6

CH3 -4.9 -4.8 -4.8 -4.8 -4.8 -4.8 -4.7

CH2C6H5 -4.0 -4.0 -4.0 -4.1 -4.1 -4.1 -4.0

CHCH2 -4.9 -4.9 -4.9 -4.9 -4.9 -4.9 -4.8

CH2C6H4(F) -4.0 -4.0 -4.0 -4.0 -4.1 -4.1 -4.0

C6H4(CH3) -4.8 -4.9 -5.0 -5.0 -5.0 -5.0 -5.0

C6H4(OCH3) -4.9 -4.9 -5.0 -5.1 -5.1 -5.1 -5.1

C6H5 -4.9 -4.9 -5.0 -5.0 -5.0 -5.1 -5.0

CCl3 -4.9 -4.8 -4.8 -4.8 -4.8 -4.8 -4.8

C(CN)(CH3)2 -4.8 -4.7 -4.7 -4.7 -4.7 -4.7 -4.7

C6H4(F) -5.2 -5.2 -5.3 -5.3 -5.3 -5.3 -5.2

CF3 -6.0 -5.9 -5.9 -5.9 -5.9 -5.9 -5.8

NF2 -6.6 -6.6 -6.6 -6.5 -6.5 -6.5 -6.5

C6H4(CN) -5.6 -5.5 -5.4 -5.4 -5.4 -5.4 -5.3

NH2 -6.7 -6.7 -6.7 -6.7 -6.7 -6.7 -6.5

CH2C6H4(CN) -4.8 -4.7 -4.6 -4.6 -4.6 -4.6 -4.5

OCH3 -6.0 -6.1 -6.1 -6.1 -6.1 -6.1 -6.1

Tert-butoxycarbonylmethyl -5.7 -5.7 -5.7 -5.7 -5.7 -5.7 -5.7

OCH2CH3 -5.9 -5.9 -6.0 -6.0 -6.0 -6.0 -6.0

OCH2C(CH3)3 -5.7 -5.7 -5.9 -5.9 -5.9 -5.9 -5.9

CH2CN -5.9 -5.9 -5.8 -5.8 -5.8 -5.8 -5.7

SCH3 -5.6 -5.6 -5.6 -5.6 -5.6 -5.6 -5.6

H -7.3 -7.0 -6.8 -6.7 -6.7 -6.7 –

SCH2CH3 -5.5 -5.5 -5.6 -5.6 -5.6 -5.6 -5.5

NO2 -6.6 -6.5 -6.5 -6.5 -6.5 -6.5 -6.3

OC6H5 -5.5 -5.5 -5.5 -5.5 -5.5 -5.5 -5.5

Tosyl -5.6 -5.6 -5.7 -5.8 -5.8 -5.8 -5.8

Phenylsulfonyl -5.7 -5.8 -5.9 -5.9 -5.9 -5.9 -5.9

OH -7.5 -7.5 -7.5 -7.5 -7.5 -7.5 -7.4

SH -6.4 -6.3 -6.3 -6.3 -6.3 -6.3 -6.2

2,2-Dimethyl-4,6-dioxo-1,3-dioxan-5-yl -6.7 -6.7 -6.7 -6.7 -6.7 -6.7 -6.7

Br -7.8 -7.7 -7.6 -7.6 -7.6 -7.6 -7.5

Cl -8.4 -8.3 -8.3 -8.3 -8.3 -8.3 -8.2

F -10.6 -10.6 -10.6 -10.6 -10.6 -10.6 -10.5

CN -9.2 -9.1 -9.0 -9.0 -9.0 -9.0 -9.0

a Using IEF-PCM in Gaussian09
b Using COSMO in MOLPRO 2010.1
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remains the problem of rigorously predicting the variations

in chemical hardness for a system coupled to an external

electric field.

In the context of our ongoing efforts in the field of

conceptual DFT [27, 28], we will compute the electronic

chemical potential, the chemical hardness and both the

global and the local electrophilicity index for a set of

uncharged radical systems in solvent. The resulting radical

electrophilicity scales in solvent will be compared to the

previously reported gas-phase scale. For water as a solvent,

two different solvation methods (IEF-PCM and COSMO)

will be applied to exclude artificial effects inherent to one

of the two approaches.

2 Computational details

All calculations were performed within the Kohn–Sham

framework. Geometries of all radical species were opti-

mized in solvent at the B3LYP/6-311?G(d,p) level of

theory [29–31] using both the polarizable continuum model

through the integral equation formalism (IEF-PCM), as

implemented in Gaussian09 [32], and the conductor-like

screening model (COSMO), as implemented in MOLPRO

2010.1 [33]. The IEF-PCM method creates the solute

cavity via a set of overlapping spheres [34–36]. The

COSMO [37] model differs from the PCM model in that a

scaled conductor boundary condition is used instead of the

much more complicated dielectric boundary condition for

the calculation of the polarization charges of a molecule in

a continuum like with IEF-PCM. In the case of IEF-PCM,

frequency calculations at the same level of theory were

performed to ensure that all structures are minima on the

potential energy surface.

3 Results and discussion

For this study, we use our extended database [11] of 47

radical systems, so 12 more than our previously published

gas-phase radical electrophilicity scale [1], including C-,

N-, O- and S-centered radicals, as well as some halogens,

thus comprising a representative set of radicals for appli-

cations in organic chemistry. The structures can be

retrieved from the Supporting Information. In order to

compute the electrophilicity index, Parr’s definition was

applied to the solution phase as shown in Eq. 1, using IEF-

PCM and—in the case of water—COSMO as the implicit

solvation models. Five solvents were chosen, for which the

static dielectric constant covers the entire range of nonpolar

to polar solvents: n-hexane (er = 1.8819), dichloromethane

(er = 8.9300), 2-propanol (er = 19.2640), acetonitrile

(er = 35.6880) and water (er = 78.3553).

3.1 Electronic chemical potential

The electronic chemical potential in solvent lsolv is cal-

culated using the finite difference approach as follows:

lsolv ffi �
IPsolv þ EAsolv

2
: ð2Þ

For 10 out of the 47 radical systems, negative electron

affinities were found. Cardenas et al. [38] found that,

despite the ongoing debate about using negative instead of

zero EAs, in the case of the chemical hardness it makes no

difference which approach is used for metastable anions,

and we expect the same results for the electronic chemical

potential. In this paper, we choose to use negative EAs

instead of zero ones. However, electron affinity calculations

of metastable anions, mainly found in the gas phase, are

mostly unreliable using standard quantum chemical

techniques due to the temporary nature of those ions. One

reliable possibility is to extrapolate the gas-phase EA from a

series of solvent-based EAs, since the EAs correlate linearly

with the reciprocal of the dielectric constant er [39]. In order

to check the accuracy of our computed gas-phase negative

EAs, we compared those values with the values extrapolated

from the solvent-phase EA calculations using IEF-PCM.

The average deviation was around 0.1 eV with a maximal

deviation of around 0.15 eV for the 2-hydroxyprop-2-yl

radical as shown in Fig. 1. These deviations on the

(negative) EAs have a minor influence on the electronic

chemical potential, the chemical hardness and the

electrophilicity indices since these electronic properties

are dominated by the much larger (in absolute value) IPs.

Table 1 contains both the gas-phase and solvent l-val-

ues, using IEF-PCM as the solvation model. For water, also

the COSMO values are listed since this model works best

for solvents with a large dielectric constant value. The

COSMO values are very close to the IEF-PCM values, on

the average within 0.1 eV. We find that the electronic

chemical potential remains almost constant (average change

of 2 %) going from gas phase to water with the largest

change, an increase of 7 %, observed for the hydrogen

atom. When comparing the low-to-high value ranking of the

gas phase and water data, no important shifts are observed,

which is in line with the literature, which says that for

uncharged species the electronic chemical potential is in

most cases almost unaffected by the solvent [20, 22].

3.2 Chemical hardness

Much larger changes are seen for the chemical hardness

values. The chemical hardness in solvent gsolv is computed

as follows, again using the finite difference approach:

gsolv ffi IPsolv � EAsolv: ð3Þ
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Table 2 The chemical hardness g for the gas phase and 5 different solvents (using IEFPCM and COSMO) in eV

Radical Gas phase n-Hexanea Dichloromethanea 2-Propanola Acetonitrilea Watera Waterb

C(OH)(CH3)2 8.0 5.8 3.8 3.4 3.3 3.2 3.0

C(CH3)3 7.9 5.8 3.8 3.5 3.3 3.3 3.0

CH2OH 9.2 6.6 4.1 3.8 3.6 3.5 3.3

CH(CH3)2 8.4 6.1 4.0 3.6 3.5 3.4 3.2

NO 11.6 8.7 6.0 5.6 5.4 5.3 4.9

CH2CH3 9.1 6.5 4.2 3.8 3.7 3.6 3.3

CH2CH2CH3 8.6 6.2 4.0 3.7 3.6 3.5 3.2

CH2C6H4(OCH3) 6.1 4.2 2.5 2.2 2.1 2.1 1.9

CH3C(O) 8.7 6.3 4.0 3.7 3.6 3.5 3.3

CF2CH3 9.6 7.2 4.9 4.6 4.5 4.4 4.1

CH2C6H4(CH3) 6.2 4.3 2.6 2.3 2.2 2.1 2.0

CH2CHCH2 7.8 5.4 3.3 3.0 2.9 2.8 2.6

HC(O) 9.9 7.1 4.6 4.2 4.1 4.0 3.7

CH3 10.0 7.2 4.6 4.2 4.0 3.9 3.6

CH2C6H5 6.4 4.5 2.6 2.4 2.3 2.2 2.0

CHCH2 9.5 6.9 4.5 4.1 4.0 3.9 3.6

CH2C6H4(F) 6.5 4.5 2.7 2.4 2.3 2.2 2.1

C6H4(CH3) 8.3 6.2 4.2 3.9 3.8 3.7 3.5

C6H4(OCH3) 8.4 6.3 4.3 4.0 3.9 3.8 3.6

C6H5 8.5 6.3 4.3 4.0 3.8 3.7 3.5

CCl3 8.0 5.8 3.8 3.5 3.4 3.3 3.2

C(CN)(CH3)2 7.6 5.5 3.5 3.2 3.1 3.0 2.8

C6H4(F) 8.7 6.5 4.4 4.1 4.0 3.9 3.7

CF3 10.8 8.2 5.7 5.4 5.2 5.2 4.9

NF2 11.9 9.1 6.5 6.2 6.0 5.9 5.6

C6H4(CN) 8.4 6.3 4.4 4.1 4.0 3.9 3.7

NH2 12.1 9.1 6.3 5.9 5.7 5.6 5.1

CH2C6H4(CN) 6.0 4.2 2.5 2.2 2.1 2.0 1.9

OCH3 9.5 6.8 4.3 3.9 3.7 3.6 3.2

Tert-butoxycarbonylmethyl 8.3 6.2 4.1 3.8 3.7 3.6 3.4

OCH2CH3 8.9 6.4 4.0 3.7 3.5 3.4 3.1

OCH2C(CH3)3 8.2 6.0 3.9 3.5 3.4 3.3 3.0

CH2CN 8.8 6.3 4.1 3.8 3.6 3.5 3.3

SCH3 7.5 5.0 2.6 2.3 2.2 2.1 1.9

H 12.8 9.1 5.7 5.2 5.0 4.9 –

SCH2CH3 7.2 4.9 2.6 2.3 2.1 2.1 2.0

NO2 10.3 7.6 5.1 4.8 4.6 4.5 4.1

OC6H5 6.7 4.6 2.7 2.4 2.3 2.2 2.1

Tosyl 6.8 4.8 3.0 2.7 2.6 2.5 2.4

Phenylsulfonyl 7.0 5.0 3.1 2.8 2.7 2.6 2.5

OH 11.6 8.3 5.3 4.9 4.7 4.6 3.9

SH 8.1 5.3 2.8 2.4 2.3 2.2 2.1

2,2-Dimethyl-4,6-dioxo-1,3-dioxan-5-yl 7.5 5.5 3.7 3.4 3.3 3.2 3.0

Br 8.4 5.6 3.1 2.7 2.6 2.5 2.2

Cl 9.4 6.4 3.7 3.3 3.2 3.1 2.8

F 14.3 10.7 7.5 7.1 6.9 6.8 6.3

CN 10.2 7.4 4.9 4.5 4.4 4.3 4.0

a Using IEF-PCM in Gaussian09
b Using COSMO in MOLPRO 2010.1
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All gas phase, IEF-PCM and COSMO values can be

retrieved from Table 2. Again, for water, the COSMO

values do not differ much from the IEF-PCM values, with

the COSMO values on the average being 0.2–0.3 eV lower

than the PCM values but with a correlation of more than

99 %. Figure 2 lists g for all radical systems ordered

according to the gas-phase electrophilicities, starting with

the values for water and adding up until the gas-phase

values. All radicals become much softer in solvent, with

changes from 50 to 73 % when gas-phase and water values

are compared. The biggest changes are observed for the

aliphatic thiyl radicals (R–S�), the para-substituted benzyl

radicals, the phenoxy radical, chlorine and bromine, so

radicals including highly polarizable (soft) atoms or

groups. The smallest changes are observed for the para-

substituted phenyl radicals, the N- and F-centered radicals

as well as those radicals containing fluorine atoms (with the

exception of p-fluorobenzyl). The first strong decrease

(46.5 % of the overall difference is due to the gas phase/n-

hexane change) can be linked to the actual solvation. This

agrees with the findings of Meneses et al. [26]. The second

strong decrease of 43.0 % (going from n-hexane to the

more polar dichloromethane) is due to the increasing

polarity of the solvent. Further changes are 6.0 % going

from dichloromethane to 2-propanol, 2.4 % to acetonitrile

and finally 1.5 % to water. These changes, in terms of

percentage (100 % being the percentage when going from

gas phase to water), are constant for every radical in the

database and can be traced back to the estimation for

changes in g upon solvation, derived from the approximate

(generalized) reaction field Born’s model: [22, 26, 40]

DEsolv ¼ � 1

2
1� 1

er

� �X
A

X
B

QAQBCAB ð4Þ

where QA and QB are the net charges of atoms A and B in

the molecule and CAB is a solute–solvent interaction

integral. To get the estimation for the changes in

chemical hardness in solution, we differentiate Eq. 4

twice with respect to the net charge:

Dger 1 ¼ � 1� 1

er

� �X
A

CAA: ð5Þ

Note that within the continuum model of solvent effects,

the changes in g are predicted to be negative. For the

changes in percentage in g going from one solvent to

another, Eq. 5 can be rewritten as follows:

Dger;2 er;1

Dger;max 1

¼
1
er;2
� 1

er;1

� �
1� 1

er;max

� � ð6Þ

where er,max stands for the maximal dielectric constant in our

list, namely for water. The chemical hardness change in per-

centage is not a function of the type of radical within the

solvent models applied in this study. This implies that for

any solvent with a certain dielectric constant, the chemical

hardness of any radical system listed in this work can be

interpolated from the values in Table 2 with a good accuracy.

Fig. 2 The chemical hardness

for a total of 47 radicals in gas

phase and different solvents
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Table 3 The global electrophilicity index x for the gas phase [1] and 5 different solvents (using IEFPCM and COSMO) in eV

Radical Gas phase n-Hexanea Dichloromethanea 2-Propanola Acetonitrilea Watera Waterb

C(OH)(CH3)2 0.581 0.774 1.217 1.339 1.395 1.434 1.492

C(CH3)3 0.651 0.870 1.336 1.459 1.516 1.556 1.632

CH2OH 0.717 0.969 1.535 1.686 1.756 1.804 1.834

CH(CH3)2 0.720 0.978 1.530 1.675 1.742 1.787 1.842

NO 0.876 1.139 1.607 1.712 1.759 1.789 1.876

CH2CH3 0.891 1.220 1.925 2.108 2.191 2.248 2.313

CH2CH2CH3 0.980 1.311 2.035 2.225 2.313 2.373 2.475

CH2C6H4(OCH3) 1.033 1.533 2.750 3.102 3.269 3.385 3.521

CH3C(O) 1.083 1.443 2.224 2.428 2.521 2.585 2.681

CF2CH3 1.113 1.458 2.136 2.301 2.375 2.425 2.516

CH2C6H4(CH3) 1.157 1.685 2.946 3.307 3.477 3.595 3.722

CH2CHCH2 1.161 1.646 2.730 3.023 3.158 3.251 3.386

HC(O) 1.172 1.565 2.353 2.547 2.634 2.694 2.816

CH3 1.209 1.632 2.524 2.751 2.854 2.924 3.046

CH2C6H5 1.239 1.798 3.111 3.482 3.656 3.777 3.914

CHCH2 1.252 1.711 2.661 2.902 3.011 3.086 3.210

CH2C6H4(F) 1.265 1.807 3.046 3.391 3.552 3.663 3.781

C6H4(CH3) 1.384 1.886 2.919 3.182 3.302 3.383 3.533

C6H4(OCH3) 1.398 1.909 2.953 3.216 3.335 3.416 3.556

C6H5 1.405 1.913 2.946 3.207 3.325 3.406 3.553

CCl3 1.480 1.999 3.028 3.280 3.393 3.470 3.573

C(CN)(CH3)2 1.495 2.051 3.179 3.463 3.592 3.680 3.857

C6H4(F) 1.579 2.101 3.120 3.370 3.482 3.559 3.694

CF3 1.672 2.159 3.016 3.207 3.292 3.348 3.445

NF2 1.849 2.391 3.287 3.478 3.560 3.615 3.795

C6H4(CN) 1.857 2.384 3.366 3.602 3.707 3.778 3.897

NH2 1.871 2.468 3.543 3.786 3.893 3.964 4.216

CH2C6H4(CN) 1.878 2.630 4.319 4.787 5.005 5.157 5.346

OCH3 1.918 2.720 4.413 4.848 5.047 5.182 5.872

Tert-butoxycarbonylmethyl 1.930 2.607 3.949 4.283 4.434 4.537 4.750

OCH2CH3 1.940 2.747 4.483 4.939 5.148 5.290 5.921

OCH2C(CH3)3 1.959 2.754 4.449 4.895 5.099 5.239 5.761

CH2CN 2.003 2.715 4.100 4.435 4.585 4.686 4.921

SCH3 2.054 3.103 5.939 6.849 7.295 7.611 7.915

H 2.063 2.662 4.001 4.346 4.503 4.610 –

SCH2CH3 2.078 3.121 5.935 6.838 7.279 7.593 7.791

NO2 2.118 2.821 4.096 4.388 4.517 4.603 4.898

OC6H5 2.236 3.245 5.577 6.234 6.542 6.756 7.267

Tosyl 2.283 3.273 5.501 6.096 6.377 6.571 7.021

Phenylsulfonyl 2.358 3.345 5.514 6.094 6.361 6.545 6.959

OH 2.462 3.420 5.319 5.785 5.994 6.135 6.943

SH 2.520 3.755 7.054 8.101 8.612 8.973 9.345

2,2-Dimethyl-4,6-dioxo-1,3-dioxan-5-yl 3.017 4.078 6.095 6.582 6.799 6.947 7.279

Br 3.614 5.295 9.405 10.610 11.182 11.581 12.672

Cl 3.772 5.439 9.224 10.265 10.749 11.083 11.884

F 3.954 5.238 7.424 7.899 8.106 8.244 8.762

CN 4.119 5.607 8.397 9.050 9.339 9.534 10.156

a Using IEF-PCM in Gaussian09
b Using COSMO in MOLPRO 2010.1
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3.3 Global electrophilicity index

Combining the solvent effects on l and g, we can deter-

mine the effect on the radical electrophilicity index x. The

values for x in gas phase and solvent (IEF-PCM and

COSMO) can be found in Table 3. In Fig. 3 the correlation

between the IEF-PCM and COSMO electrophilicity values

is depicted. The agreement between the two implicit sol-

vation models is excellent with a correlation coefficient of

0.9975 and an almost perfectly linear 1-to-1 correspon-

dence (slope of 1.081 and intercept of -0.105 eV). On the

basis of this correlation, artifacts induced by the use of one

of the two solvation models can be excluded. Figure 4

shows the global electrophilicity index for all radicals,

Fig. 3 Correlation of the global

electrophilicity index in water,

calculated with IEF-PCM in

Gaussian09 and with COSMO

in MOLPRO 2010.1

Fig. 4 Global electrophilicity index x for a total of 47 radicals in gas phase and different solvents. Green arrows: radicals with the biggest

increase in g. Red arrows: radicals with the lowest increase in g, going from gas phase to water
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Table 4 The local electrophilicity index, condensed to the radical center, xrc
?, for the gas phase and 5 different solvents (using IEFPCM) in eV

Radical Gas phase n-Hexanea Dichloromethanea 2-Propanola Acetonitrilea Watera

C(OH)(CH3)2 0.254 0.387 0.697 0.786 0.829 0.858

C(CH3)3 0.376 0.544 0.849 0.923 0.964 0.993

CH2OH 0.447 0.705 1.348 1.519 1.609 1.672

CH(CH3)2 0.460 0.717 1.285 1.440 1.509 1.556

NO 0.499 0.655 1.074 1.187 1.240 1.276

CH2CH3 0.502 0.763 1.423 1.618 1.710 1.775

CH2CH2CH3 0.537 0.766 1.292 1.435 1.501 1.547

CH2C6H4(OCH3) 0.546 0.818 1.495 1.693 1.786 1.851

CH3C(O) 0.555 0.735 1.059 1.133 1.165 1.187

CF2CH3 0.559 0.756 1.220 1.321 1.378 1.417

CH2C6H4(CH3) 0.571 0.843 1.503 1.693 1.782 1.844

CH2CHCH2 0.594 0.928 1.716 1.938 2.042 2.114

HC(O) 0.611 0.893 1.439 1.568 1.627 1.668

CH3 0.621 0.955 1.707 1.920 2.019 2.087

CH2C6H5 0.653 0.949 1.636 1.828 1.917 1.980

CHCH2 0.654 0.887 1.391 1.520 1.578 1.618

CH2C6H4(F) 0.693 1.015 1.709 1.891 1.975 2.033

C6H4(CH3) 0.693 0.961 1.516 1.655 1.718 1.761

C6H4(OCH3) 0.698 0.998 1.702 1.900 1.993 2.058

C6H5 0.699 0.960 1.484 1.615 1.675 1.715

CCl3 0.712 1.000 1.631 1.797 1.872 1.924

C(CN)(CH3)2 0.767 1.037 1.540 1.657 1.709 1.744

C6H4(F) 0.781 1.164 1.995 2.218 2.321 2.391

CF3 0.808 1.192 2.036 2.259 2.362 2.432

NF2 0.811 1.189 2.015 2.235 2.336 2.405

C6H4(CN) 0.824 1.176 1.952 2.157 2.250 2.314

NH2 0.929 1.323 2.149 2.363 2.460 2.527

CH2C6H4(CN) 1.062 1.455 2.268 2.472 2.564 2.627

OCH3 1.183 1.544 2.200 2.349 2.415 2.460

Tert-butoxycarbonylmethyl 1.188 1.612 2.523 2.757 2.864 2.936

OCH2CH3 1.208 1.653 2.553 2.779 2.881 2.951

OCH2C(CH3)3 1.257 1.651 2.316 2.459 2.522 2.563

CH2CN 1.286 1.755 2.682 2.908 3.011 3.080

SCH3 1.311 1.942 3.295 3.656 3.819 3.931

H 1.330 1.945 3.259 3.607 3.766 3.876

SCH2CH3 1.416 2.034 3.377 3.724 3.882 3.990

NO2 1.423 1.959 3.016 3.276 3.393 3.472

OC6H5 1.715 2.665 5.277 6.117 6.529 6.821

Tosyl 1.754 2.713 5.341 6.189 6.605 6.900

Phenylsulfonyl 1.822 2.410 3.488 3.734 3.843 3.915

OH 2.063 2.662 4.001 4.346 4.503 4.610

SH 2.378 3.314 5.185 5.645 5.851 5.991

2,2-Dimethyl-4,6-dioxo-1,3-dioxan-5-yl 2.475 3.702 6.999 8.049 8.560 8.923

Br 2.687 3.737 5.777 6.265 6.482 6.629

Cl 3.614 5.295 9.405 10.610 11.182 11.581

F 3.772 5.439 9.224 10.265 10.749 11.083

CN 3.954 5.238 7.424 7.899 8.106 8.244

a Using IEF-PCM in Gaussian09
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starting with the gas-phase values and increasing up to the

water values. Again, the radical systems are ordered

according to the gas-phase electrophilicity. All radicals

become more electrophilic as the solvent gets more polar.

This enhancement in electrophilic power for neutral sys-

tems was already highlighted by Pérez et al. [22]. The

differences in electrophilicity between the gas phase and

the different solvents are following the hardness trend to a

great extent. Increasing polarity of the solvent, however,

plays a bigger role in the electrophilicity variations,

because of the influence of lsolv (squared property in

Eq. 1), making the electrophilicity changes not as constant

as is the case for the chemical hardness (all in terms of

percentage). The overall change (xwater - xgas) consists of

the following average increases: 24.6 % from gas phase to

n-hexane, 51.6 % to dichloromethane, 13.4 % to 2-propa-

nol, 6.1 % to acetonitrile and finally 4.2 % to water,

showing that increasing polarity has a bigger influence on

the electrophilicity index than on the chemical hardness.

We see that strong electrophilic and strong nucleophilic

radicals are also in solution listed at the ends of the elec-

trophilicity scale. The aliphatic thiyl radicals (R–S�), the

benzyl radicals, chlorine and bromine shift toward more

electrophilicity because of their softer character in solvent.

Fluorine and the radicals with fluorine substituents shift to

a less electrophilic place in the table (except for p-fluo-

robenzyl). This confirms that all shifts of importance in the

electrophilicity scales can be attributed to the changes in g
(as visualized with the green and red arrows in Fig. 4). This

also means that for any solvent with a certain dielectric

constant, the global electrophilicity of any radical system

listed in this work can be calculated from the values in

Tables 1 and 2, using for instance an average value for the

electronic chemical potential and an interpolated value

(using Eq. 6 as mentioned in the previous section) for the

chemical hardness.

3.4 Local electrophilicity index, condensed

to the radical center

To describe the electrophilic character of a reactive site

within a molecule, a local electrophilicity index x?(r) has

been proposed [41, 42]. The condensed-to-atom k variant is

defined as: [3]

xþk ¼ xfþk ð7Þ
with f? the Fukui function for nucleophilic attack [43].

For the computation of f?, the Finite Differences

Approximation (FDA) has been used. In this paper, atomic

populations were obtained with the NPA method [44]. For

the analysis of electrophile–nucleophile interactions,

x?(r) is a better reactivity descriptor than the corre-

sponding Fukui function, because the local electrophilicity

index is a product of a global (x) and a local index (f?(r)).

In this paper we solely report values for the local electro-

philicity index condensed to the radical center, xrc
? (with

rc = radical center). The values for xrc
? in gas phase and

solvents (using IEF-PCM) can be retrieved from Table 4.

A mixed influence on xrc
? is observed: on the one hand, the

variations in chemical hardness (or in global electrophi-

licity) and on the other hand, the variations in the Fukui

function f?. The largest changes in f? are encountered for

the phenyl radicals, 2-hydroxyprop-2-yl, n-propyl, acetyl,

1,1-difluoroethyl, tosyl and sulfonyl (Fig. 5). They vary

Fig. 5 Local electrophilicity

index, condensed on the radical

center, xrc
?, for a total of 47

radicals in gas phase and

different solvents. The arrows
point to those radicals for which

the Fukui function for a

nucleophilic attack frc
? shows the

biggest increase, going from gas

phase to water
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Fig. 6 The influence of the

electronic chemical potential

and the chemical hardness on

the global electrophilicity

differences between water and

gas phase (first bar of each

radical) as well as the influence

of the global electrophilicity and

the Fukui function f? on the

local electrophilicity differences

(second bar)
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from 0 % for the atomic radicals and the phenoxy radical to

as much as 30 % for acetyl. The average increase is 9 %,

much smaller than the change in chemical hardness

(average decrease of 60 %), but much more pronounced

than the change in electronic chemical potential (average

change of 2 %). So the local descriptors are affected less

by the solvent used, in agreement with Padmanabhan et al.

[45]. The local electrophilicity index, however, is a com-

bination of a local and a global descriptor so both local and

global changes are combined. As both the local and the

global descriptors change upon solvation, it is advisable to

use xrc
? instead of frc

? when investigating and analyzing

(intermolecular) electrophile–nucleophile interactions

locally. Even though the changes in chemical hardness for

any solvent can be predicted from the values in both gas

phase and water and from the dielectric constants of those

media using Eq. 6, the changes in Fukui function frc
? cannot

be predicted straightforwardly and therefore require addi-

tional calculations in solution.

4 Conclusions

In summary, the global and local electrophilicity scales for

radical systems in the gas phase, as introduced by De

Vleeschouwer et al. [1], have been extended to electro-

philicity scales for a larger set of radical systems in five

different solvents, with a dielectric constant ranging from

nonpolar to polar solvent situations. Both the global and

local electrophilicity indices follow the trend in chemical

hardness changes to a great extent, when going from the

gas phase to solution, whereas the electronic chemical

potential is found to be almost constant over all solvents

and in the gas phase. In addition, it is shown that the

chemical hardness changes in percentage are not a function

of the type of radical, within the solvent models applied in

this study, as can be derived from the approximate (gen-

eralized) reaction field Born’s model. Figure 6 shows the

division into portions due to g, l and f?, for the changes in

x and xrc
? between the gas phase and water. From these

plots it can be seen which radicals are affected more by

which property, concerning their change in electrophilicity

index value. These new radical electrophilicity scales for

solvents can be of great importance to organic chemists in

the study of radical reactivity and selectivity in the solvents

considered here or for other solvents through interpolation,

in case of the global electrophilicity index.
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Abstract The degeneracy of the eigenvalues of the

adjacency matrix of graphs may be broken by non-uniform

changes of the edge weights. This symmetry breaking is the

graph-theoretical equivalent of the molecular Jahn–Teller

effect (Ceulemans et al. in Proc Roy Soc 468:971–989,

2012). It is investigated for three representative graphs,

which all have the symmetric group on 5 elements, S5, as

automorphism group: the complete graph K5, with 5 nodes,

the Petersen graph, with 10 nodes, and an extended K5

graph with 20 nodes. The spectra of these graphs contain

fourfold, fivefold, and sixfold degenerate manifolds,

respectively, and provide model systems for the study of

the Jahn–Teller effect in icosahedral molecules. The S5
symmetries of the distortion modes of the quintuplet in the

Petersen graph yield a resolution of the product multiplicity

in the corresponding H � gþ 2hð Þ icosahedral Jahn–Teller

problem. In the extended Petersen graph with 20 nodes, a

selection rule prevents the Jahn–Teller splitting of the

sextuplet into two conjugate icosahedral triplets.

Keywords Jahn–Teller effect � Icosahedral symmetry �
S5 symmetry � Spectral graph-theory � Electronic/spectral

degeneracy

1 Introduction

Symmetry may give rise to electronic degeneracy. A

molecule in a degenerate state cannot be described by

a single wave function. Instead, it will be characterized by

a set of eigenfunctions, forming a so-called function space.

Any linear combination of eigenfunctions corresponding to

a direction in this space is a valid description of the state of

the molecule. According to the Jahn–Teller (JT) theorem,

this is not a stable situation. While the function space as a

whole is an invariant of the molecular symmetry, this is not

the case for the individual eigenfunctions. As a result, there

will be an imbalance between the symmetric charge dis-

tribution of the nuclei and the non-symmetric charge dis-

tribution of the electronic state, giving rise to an electric

force, which distorts the molecule to a structure of lower

symmetry where the degeneracy is lifted [1, 2]. Molecular

graphs are concise representations of molecules, which

reduce a molecule to a set of atoms or ‘nodes’ connected by

a network of bonds or ‘lines’ [3]. The graph-theoretical

equivalent of the molecular symmetry group is the auto-

morphism group of the graph. The elements of this group

are the permutations of nodes that keep the bonding net-

work of the graph intact. The ‘states’ of the graph corre-

spond to the eigenfunctions and eigenvalues of its

adjacency matrix, the latter being the spectrum of the

graph. These analogies between molecules and graphs have
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made us wonder whether there might also exist a graph-

theoretical equivalent of the JT theorem. In a previous

publication we have formulated the conjecture that when-

ever the spectrum of a graph contains a set of non-zero

degenerate eigenvalues, the roots of the Hamiltonian

matrix over this set will show a linear dependence on edge

distortions, which has the effect of lifting the degeneracy

[4]. The derivatives with respect to the distortion modes are

the essential coupling parameters. These parameters are

graph invariants. The graph-theoretical analogue of the JT

theorem will hold whenever these parameters are different

from zero. For non-bonding degenerate-eigenlevels, that is,

with eigenvalue zero, there will be edge distortions in the

active space that cannot couple to the degeneracy and then

distortions of the vertex weights must also be included, in

order to complete the JT Hamiltonian.

This conjecture has implications in both directions. It

extends the notion of distortivity of a graph [5] by relating

it to the coupling parameters associated with degeneracies

in graph spectra. From the molecular point of view, graphs

provide new models for the treatment of JT interactions. In

the present article, we shall use the conjecture to study the

JT effect for icosahedral orbital degeneracies. Three graphs

of increasing complexity will be used in order to model

fourfold, fivefold, and pairs of threefold degenerate-states

in icosahedra. They are, respectively, the complete graph

with five nodes, the Petersen graph, with 10 nodes, and an

extended K5 graph with 20 nodes. The automorphism

group of each of these graphs is the symmetric group on

five elements, S5, of order 120. The subgroup of even

permutations is the alternating group, A5, of order 60. The

symmetry point group of the icosahedron, Ih, also has 120

elements, but it is not isomorphic to S5. Its rotational

subgroup, I, is, however, isomorphic to A5. The present

treatment relies on this correspondence.

2 S5 graphs

In Fig. 1 we illustrate the three graphs of increasing

sophistication on which the present treatment is based. The

smallest graph in Fig. 1a is the fully connected 5-vertex

graph, which is the skeleton of the simplex in 4D space.

This is the complete graph with 5 vertices, known as K5. Its

automorphism group corresponds to the symmetric group

on 5 elements. The corresponding permutations are deno-

ted by their cycle structure. A mapping of type fa! bg
fb! agfc! dgfd ! egfe! cg has two cycles, of

length 2 and 3, respectively, and is abbreviated as (ab)

(cde). All operations with the same cycle structure belong

to the same conjugacy class, which is thus characterized

uniquely by the cycle lengths. For the present example this

is: {2,3}. For convenience, the character table of this group

is reproduced here (Table 1). Irreducible representations

(irreps) are denoted by the partitions of 5 cells in a Young

tableau [6]. We have also introduced corresponding

character labels, based on the icosahedral point group.

The letters A, G, H, and I refer to one-, four-, five-, and

sixfold degenerate representations, and the subscripts 1 or 2

distinguish representations that are symmetric or antisym-

metric with respect to the A5 subgroup of even permuta-

tions. The A2 irrep is the so-called pseudo-scalar

representation. It is symmetric for even permutations and

anti-symmetric for odd permutations. Multiplication by A2

will interchange symmetric and anti-symmetric irreps.

Note that all representations occur in pairs, apart from I,

which has zero character for the odd permutations, and are

thus not affected by multiplication with A2.

The Petersen graph, shown in Fig. 1b, is a 10-vertex

graph, which also has the S5 automorphism group. In

Table 2 we list the corresponding cycle structure for the

different S5 operations, as well as explicit forms of the

generators. The Petersen graph is 3-regular and contains 15

edges. All these edges can be permuted into each other by

the S5 operations, and they are therefore said to form a

Fig. 1 Three graphs with automorphism group S5: a the complete

5-graph, K5; b the (10-vertex) Petersen graph; c an extended K5 graph

with 20 vertices

Theor Chem Acc (2012) 131:1246

123 126 Reprinted from the journal



transitive set or an orbit. The Petersen graph is non-planar,

which means that it cannot be drawn in the plane or on the

surface of a sphere without intersections. It can, however,

be mapped onto a projective plane.

A further graph with S5 symmetry is the 20-vertex graph

shown in Fig. 1c. This graph is obtained as an extension of

K5 [7]. A comparison between K5 and the 20-vertex graph

shows that the original nodes of the complete graph K5 are

replaced, or ‘truncated’, by copies of K4. In Table 3 we

describe the corresponding cycle structure and generators.

This graph is 4-regular and contains 40 edges. In contrast to

the previous graphs, these edges form two separate orbits,

an orbit of order 10 and an orbit of order 30. The edges of

the five K4 subgraphs form the 30-edge orbit, while the 10

remaining edges correspond to the original connectivity of

the K5 parent graph.

3 The complete 5-vertex graph K5 and the fourfold

degeneracy

The group of icosahedral rotations contains a maximal

subgroup of tetrahedral rotations, T, describing rotations

that leave an inscribed cube invariant. Euclid’s construc-

tion of the dodecahedron is based on this relationship [8].

The ratio of the orders of the groups I and T is 60/12 = 5.

Five different cubes can thus be inscribed. This set of cubes

is doubly transitive, that is, there always exists a symmetry

operation in the group that can map any ordered pair of

elements of the set onto any other ordered pair. Clearly, the

five elements of a doubly transitive set will thus correspond

to the vertices of K5. The spectrum of an n-vertex complete

graph has one totally symmetric non-degenerate root,

with eigenvalue n - 1, while the remaining roots form a

(n - 1)-fold degenerate irrep, with eigenvalue -1. The

graph spectrum is denoted n� 1ð Þ; �1ð Þn�1
n o

. The spec-

trum of K5 thus contains a fourfold degenerate G repre-

sentation, which may stand as a model for the icosahedral

fourfold degenerate representation. The G� ðgþ hÞ
Hamiltonian for this manifold has been described previ-

ously, and its relationship to the S5 graph has also been

demonstrated [9, 10]. We briefly recapitulate the results. To

apply the graph-theoretical JT theorem, we start from the

eigenvectors associated with the -1 roots. They appear as

Table 1 Character table for the symmetric group S5 and its

alternating subgroup A5 * I with: / ¼ 1
2

1þ ffiffiffi
5
p � � /�1 ¼

1
2

1� ffiffiffi
5
p �

S5 {15}

1

{13,2}

10

{12,3}

20

{1,22}

15

{1,4}

30

{2,3}

20

{5}

24

A1 (5) 1 1 1 1 1 1 1

G1 (4,1) 4 2 1 0 0 -1 -1

H1 (3,2) 5 1 -1 1 -1 1 0

I (3,12) 6 0 0 -2 0 0 1

H2 (22,1) 5 -1 -1 1 1 -1 0

G2 (2,13) 4 -2 1 0 0 1 -1

A2 (15) 1 -1 1 1 -1 -1 1

A5

I
{15}

E
1

{12,3}

C3

20

{1,22}

C2

15

{5}

C5

12

{5}

C5
2

12

A 1 1 1 1 1

G 4 1 0 -1 -1

H 5 -1 1 0 0

T1 3 0 -1 u -u-1

T2 3 0 -1 -u-1 u

Table 2 Cycle structure and generators for the Petersen graph

Class dimension S5 Petersen

1 {15} {110} (a)(b)(c)(d)(e)

(f)(g)(h)(i)(j)

10 {13,2} {14,23} (a)(b)(c)(g)

(ef)(dh)(ij)

20 {12,3} {1,33} (a)(efb)(dhg)

(cji)

15 {1,22} {12,24} (a)(f)(be)(cd)

(gj)(hi)

30 {1,4} {2,42} (ch)(agei)

(bjdf)

20 {2,3} {1,3,6} (a)(efb)

(gjhcdi)

24 {5} {52} (abcde)

(fghij)

Table 3 Cycle structure and generators for the 20-graph

Class

dimension

S5 20-graph

1 {15} {120} (1)(2)…(20)

10 {13,2} {16,27} (1)(2)(13)(16)(17)(20)(3,12)(4,19)

(5,8)(6,7)(9,14)(10,11)(15,18)

20 {12,3} {12,36} (15)(18)(1,17,13)(2,20,16)(3,11,6)

(4,14,5)(10,7,12)

15 {1,22} {210} (1,10)(2,9)(3,8)(4,7)(5,6)

(11,20)(12,19)(13,18)(14,17)(15,16)

30 {1,4} {45} (1,16,4,19)(2,13,3,12)(11,7,14,8)

(10,17,5,18)(20,6,15,9)

20 {2,3} {2,32,62} (15,18) (1,13,17)(2,16,20)

(3,7,11,12,6,10) (4,8,14,19,5,9)

24 {5} {54} (1,3,5,7,9)(10,2,4,6,8)

(11,13,15,17,19)(20,12,14,16,18)
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linear combinations of the five nodes. Each node will be

presented by a ket symbol. The kth eigenvector is given by:

jk[ ¼
Xn
i¼1

cki ji[ ð1Þ

In case of the orbital quadruplet, the components of the

function space are labeled as (a,x,y,z) following the Boyle

and Parker conventions [11]. The vertices are labeled as in

Fig. 1a. The orthonormal form of the function space is

given by:

jGa[ ¼ 1

2
ffiffiffi
5
p 4ja[ � jb[ � jc[ � jd[ � je[ð Þ

jGx[ ¼ 1

2
�jb[ þ jc[ � jd[ þ je[ð Þ

jGy[ ¼ 1

2
jb[ � jc[ � jd[ þ je[ð Þ

jGz[ ¼ 1

2
�jb[ � jc[ þ jd[ þ je[ð Þ

ð2Þ
The operator corresponding to the linear JT Hamiltonian

is expressed as:

H ¼
X
i\j

cDrij ji[\jj þ jj[\ijð Þ ð3Þ

Here, c is a constant factor, corresponding to the first-order

distance-derivative of the interaction-matrix element. The

JT interaction matrix is obtained by acting with this

operator in the function space. In general:

Hkl ¼
X
i

X
j

cDrij cki c
l
j þ ckj c

l
i

� �
ð4Þ

As we have shown elsewhere, the coefficients in this

expression correspond to the elements of the bond-order

matrix [4]. Because the JT Hamiltonian is Hermitian and

invariant under time reversal, it is represented by a

symmetric matrix in a real function space. The symmetries

of this interaction matrix will therefore correspond to the

symmetrized direct square of the degenerate irrep of the

function space. This part of the direct square is represented by

square brackets. The corresponding character is given by [8]:

v C½ 
2ðRÞ ¼ 1

2
vCðRÞ �2þvCðR2Þ

� �
ð5Þ

In Table 4, we show how this applies to the direct

square of the G representation. It reduces as follows:

G� G½ 
 ¼ A1 þ G1 þ H1 ð6Þ
The A1 component is totally symmetric and cannot change

the symmetry, but the G ? H part of the interaction matrix

contains the JT-active modes. On the other hand, the

distortion space of the graph corresponds to the elongations

and contractions of its edges (i.e., a decrease or increase in

the weights of its edges). The automorphism group of the

graph maps edges onto edges, which implies that the

symmetry of the distortion space is given by the edge

representation, denoted as Ce. Character reduction shows

that the 10 edges transform in exactly the same way as the

G� G½ 
 symmetrized square. Hence, in the S5 graph the

edge distortions, minus the totally symmetric component,

coincide exactly with the JT modes that will lift the

quadruplet degeneracy. This result can be shown to be true

for every complete graph [10]. Indeed, in general, the edge

representation can be obtained by forming the symmetrized

square of the vertex representation, Cv. As mentioned

earlier, for K5 this vertex representation contains the totally

symmetric component and an (n - 1)-fold degenerate irrep:

Cv ¼ C0 þ Cn�1 ð7Þ
The edges are formed by all pairwise combinations of

vertices, omitting self-interactions. The latter interactions

transform as Cv. The edge symmetries thus precisely cor-

respond to the symmetrized square of Cv minus the on-site

representation:

Ce ¼ Cv � Cv½ 
 � Cv

¼ C0 þ Cn�1ð Þ � C0 þ Cn�1ð Þ½ 
 � Cv

¼ Cn�1 � Cn�1½ 

ð8Þ

The full Hamiltonian for the G-state in the graph has been

given elsewhere [9]. The molecular JT problem has two

minimal-energy solutions: one tetrahedral along the

G-distortion, and one trigonal, along a combination of G

and H. The corresponding coupling constants depend on the

Table 4 Derivation of the characters for the symmetrized direct square G� G½ 
 in S5

G {15}

1

{13,2}

10

{12,3}

20

{1,22}

15

{1,4}

30

{2,3}

20

{5}

24

v(R) 4 2 1 0 0 -1 -1

v2(R) 16 4 1 0 0 1 1

v(R2) 4 4 1 4 0 1 -1

[G 9 G] 10 4 1 2 0 1 0

The final row is the average of the two preceding rows (see Eq. 5)
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detailed nature of the molecular interactions. However, in a

graph there is only one fundamental constant, c, which

implies that the ratio of the coupling constants for the dif-

ferent distortion modes will be fixed. For K5, the respective

slopes are � ffiffiffiffiffiffiffiffi
3=5

p
c � �0:775 c for the tetrahedral distor-

tion, versus � ffiffiffiffiffiffiffiffi
3=2

p
c � �1:225 c for the trigonal distor-

tion. Hence, the most efficient way to lift the degeneracy of

this graph is by means of a trigonal distortion. The threefold

symmetry is directed along one of the ten edges. Ten

equivalent trigonal distortion paths thus exist. One of these

is represented in Fig. 2. The map that connects adjacent

minima is precisely the Petersen graph [9].

4 The Petersen graph and the fivefold degeneracy

The group of icosahedral rotations also contains a maximal

pentagonal subgroup, D5, which leaves a pentagonal anti-

prism invariant. The ratio of group orders is 60/10 = 6,

corresponding to the presence of six pentagonal directions.

This set of six is also doubly transitive and therefore gives

rise to a fivefold degenerate representation, which is the

highest orbital degeneracy of the point groups. This quin-

tuplet will appear in the spectrum of the fully connected

graph on six elements, with the symmetric group S6 as

automorphism group. In the same way as the quadruplet

was related to K5, the K6-graph offers a model for ana-

lyzing the JT activity of the quintuplet. The connection is

based on a special embedding of I in S6 and has been

elaborated in previous contributions [2, 10]. At present, we

propose a different model for the quintuplet symmetry

breaking, using S5 instead of S6. For this purpose we

investigate the 10-vertex Petersen graph. Its automorphism

group is isomorphic with the symmetric group S5 on 5

objects, but in addition, it has a fivefold degenerate root.

The graph spectrum is 3; 15; �2ð Þ4
n o

. The Petersen graph

is thus an example of an integral graph, one that has only

integer eigenvalues. The 10 vertices of the Petersen graph

can be shown to transform as:

Cv ¼ A1 þ G1 þ H1 ð9Þ
As was already mentioned in the previous section, the

Petersen graph provides a map of the space of trigonal

distortions of an icosahedron. Such distortions arise not

only in the quadruplet but also in the quintuplet problem.

Since the spectrum has both G and H states, tunneling

ground states of the dynamic JT problem can have A, G, or

H symmetries, and this may give rise to different JT

dynamics [12]. The present section studies the H1 state of

the Petersen graph, which corresponds to the orbital

quintuplet. If each node provides one electron, the

fivefold degenerate level at E = 1 will host 8 electrons.

The JT problem is thus concerned with distributing four

electron pairs over five orbitals. The JT active modes can

be identified by taking the symmetrized product of this

representation minus the totally symmetric irrep.

H1 � H1½ 
 � A1 ¼ G1 þ H1 þ H2 ð10Þ
The fifteen edges transform as:

Ce ¼ A1 þ G1 þ H1 þ H2; ð11Þ
which indicates that the edge distortions again correspond

exactly with the JT-active modes plus the totally symmetric

component. The subsequent analysis is based on the

general treatment of the H � ðgþ 2hÞ JT Hamiltonian

[13]. It starts with a symmetry adaptation of the five

eigenvectors of our orbital quintuplet.

hj i ¼ 1

2
ffiffiffi
3
p � bj i þ 2 cj i � 2 dj i þ ej i þ hj i � ij ið Þ

ej i ¼ 1

2
bj i þ ej i � hj i � ij ið Þ

nj i ¼ 1ffiffiffi
6
p aj i � bj i þ fj i � gj i � hj i þ jj ið Þ

gj i ¼ 1ffiffiffi
6
p aj i � ej i þ fj i þ gj i � ij i � jj ið Þ

fj i ¼ 1ffiffiffi
6
p � aj i � cj i � dj i þ fj i þ gj i þ jj ið Þ

ð12Þ

A general eigenstate of the Hamiltonian can now be

represented as:

Wj i ¼ h hj i þ e ej i þ n nj i þ g gj i þ f fj i ð13Þ
with five normalized c-coefficients:

h2 þ e2 þ n2 þ g2 þ f2 ¼ 1 ð14Þ
Since the orbital quintuplet has eigenvalue different from

zero, the full JT Hamiltonian can be expressed solely as a

Fig. 2 Edge distortions of the complete graph K5 that lead to an

absolute trigonal minimum (unnormalized)
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function of distortions of the 15 edges. As a 5 9 5

problem, the traceless JT matrix will contain 14 linearly

independent active modes labeled Q1 up to Q14.

Normalized expressions for these modes were derived in

such a manner that {Q1, Q2, Q3, Q4}, {Q5, Q6, Q7, Q8, Q9},

and {Q10, Q11, Q12, Q13, Q14} transform, respectively, as

the G1, H1, and H2 irreps of S5. The results are presented in

Table 5. The JT Hamiltonian can be constructed

straightforwardly using Eq. 4 and Table 5. In order to

find the directions of maximal distortion, we shall follow

the method of the iso-stationary function [14]. This method

avoids the cumbersome diagonalization of the matrix and

immediately leads to the directions of maximal distortion.

One first adds to the Hamiltonian an isotropic term, which

is proportional to the square of the radius of the active

space and, in a molecular context, is called the harmonic

restoring potential, V.

V ¼ 1

2

X14

i¼1

Q2
i ð15Þ

The eigenvalue corresponding to the state Wj i is given

by:

EðQÞ ¼ VðQÞ þ
X
i;j

cicjHijðQÞ ð16Þ

The first term in this equation has a quadratic dependence

on Q, whereas the second term has a linear dependence. By

minimizing E with respect to the Q’s, we thus obtain

expressions for the stationary coordinates, Qk k, as a

function of the c-coefficients (in units of c):

Q1k k ¼
ffiffiffi
2
p

9
ffiffiffi
5
p 7h2� 3e2� 3n2� 3g2þ 2f2þ 10nfþ 10gfÞ	 


Q2k k ¼
ffiffiffi
2
p

3
ffiffiffi
3
p �n2þ g2þ 2

ffiffiffi
3
p

he� 2nfþ 2gf
h i

Q3k k ¼
ffiffiffi
2
p

9
�h2þ 3e2� 2f2þ 6ngþ 2nfþ 2gf
	 


Q4k k ¼ 2

3
ffiffiffi
3
p hnþ hg� 2hf�

ffiffiffi
3
p

enþ
ffiffiffi
3
p

eg
h i

Q5k k ¼ 1

9
ffiffiffi
2
p �h2þ 3e2� 2f2� 6ngþ 2nfþ 2gf
	 


Q6k k ¼ 1

3
ffiffiffi
2
p hn� hg�

ffiffiffi
3
p

en�
ffiffiffi
3
p

eg
h i

Q7k k ¼ 1

6
ffiffiffi
3
p n2� g2� 2

ffiffiffi
3
p

he� 4nfþ 4gf
h i

Q8k k ¼ 1

18
�5h2� 3e2þ 3n2þ 3g2þ 2f2þ 4nfþ 4gf
	 


Q9k k ¼ 1

3
ffiffiffi
6
p �hn� hg� 4hfþ

ffiffiffi
3
p

en�
ffiffiffi
3
p

eg
h i

Q10k k ¼ 1

3

ffiffiffi
3
p

hn�
ffiffiffi
3
p

hgþ enþ egþ 2ef
h i

Q11k k ¼ 1

3
ffiffiffi
2
p �

ffiffiffi
3
p

hnþ
ffiffiffi
3
p

hg� en� egþ 4ef
h i

Q12k k ¼ 1

2
ffiffiffi
3
p ffiffiffi

3
p

n2�
ffiffiffi
3
p

g2þ 2he
h i

Q13k k ¼ 1

2
ffiffiffi
3
p h2� e2þ n2þ g2� 2f2
	 


Q14k k ¼ 1ffiffiffi
6
p ffiffiffi

3
p

hnþ
ffiffiffi
3
p

hgþ en� eg
h i

ð17Þ

Table 5 Normalized JT-active modes for the H1 � G1 þ H1 þ H2ð Þ problem

ab ae af cd hj ig bg de fh if ej bc di ch gj

QG1

3
ffiffiffiffiffi
10
p � Q1 2 2 2 2 2 2 -3 -3 -3 -3 -3 -3 2 2 2ffiffiffi
6
p � Q2 0 0 0 0 0 0 1 1 1 -1 -1 -1 0 0 0

3
ffiffiffi
2
p � Q3 1 -2 1 1 1 -2 0 0 0 0 0 0 1 -2 1ffiffiffi
6
p � Q4 1 0 -1 -1 1 0 0 0 0 0 0 0 1 0 -1

QH1

3
ffiffiffi
2
p � Q5 2 2 2 -1 -1 -1 0 0 0 0 0 0 -1 -1 -1

4� Q6 0 0 0 1 1 -2 -1 0 1 -1 0 1 -1 2 -1

4
ffiffiffi
3
p � Q7 0 0 0 3 -3 0 -1 2 -1 1 -2 1 3 0 -3

12� Q8 2 -4 2 -1 -1 2 3 -6 3 3 -6 3 -1 2 -1

4
ffiffiffi
3
p � Q9 2 0 -2 1 -1 0 3 0 -3 -3 0 3 -1 0 1

QH2ffiffiffi
6
p � Q10 0 0 0 1 1 1 0 0 0 0 0 0 -1 -1 -1

4
ffiffiffi
3
p � Q11 0 0 0 1 1 -2 3 0 -3 3 0 -3 -1 2 -1

4� Q12 0 0 0 1 -1 0 1 -2 1 -1 2 -1 1 0 -1

4
ffiffiffi
3
p � Q13 2 -4 2 -1 -1 2 -1 2 -1 -1 2 -1 -1 2 -1

4� Q14 2 0 -2 1 -1 0 -1 0 1 1 0 -1 -1 0 1
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The iso-stationary function is obtained by inserting these

extremal coordinates into Eq. 16. Since the edge

distortions were transformed according to the irreps of

S5, the iso-stationary function naturally decomposes into

three independent terms, one for each irrep.

Ek k ¼ Ek kG1
þ Ek kH1

þ Ek kH2

¼ � 16

45
f1 � 1

9
f1 � 1

3
f3 ¼ EJT

G1
f1 þ 5

4
EJT
H1
f1 þ 5

4
EJT
H2
f3

¼ � 8

35
þ 1

21
ðf1 � f3Þ ¼ E0 þ E1ðf1 � f3Þ ð18Þ

where f1 and f3 are fourth-order polynomials in the

c-coordinates:

f1 ¼ 3

8
h2þ e2
 �2þ1

6
n2þ g2þ f2
 �2

þ 1

3
h2þ e2
 �

n2þ g2þ f2
 �þ 5

6
n2g2þ g2f2þ f2n2
 �

þ 5

12
h2� e2
 �

2f2� g2� n2
 �� 5

2
ffiffiffi
3
p he n2� g2

 �
f3 ¼ 1

8
h2þ e2
 �2þ1

2
n2þ g2þ f2
 �2

þ h2þ e2
 �

n2þ g2þ f2
 �� 3

2
n2g2þ g2f2þ f2n2
 �

� 3

4
h2� e2
 �

2f2� g2� n2
 �þ 3

ffiffiffi
3
p

2
he n2� g2
 � ð19Þ

Although the current JT graph exhibits the instability of a

fivefold degenerate level within S5 symmetry, its iso-

stationary function exactly mimics that of the icosahedral

quintuplet in the H�ðgþ 2hÞ JT problem [13], with the sole

difference that in the present case the JT stabilization energies

are no longer free parameters but are defined by the

connectivity of the graph. The correspondence with the

icosahedral symmetry group is explained by the permutational

nature of the icosahedral fivefold representation. The exact

values of these JT stabilization energies (in units of c2) are

easily retrieved from the expressions in Eq. 18.

EJT
G1
¼ EJT

G ¼ �16=45

EJT
H1
¼ EJT

Ha ¼ �4=45

EJT
H2
¼ EJT

Hb ¼ �12=45

ð20Þ

The extremal structure of the iso-stationary function has

been extensively studied, and it was shown that the nature

of the extrema depends on the exact values of the

EJT
G ;EJT

Ha;E
JT
Hb parameters [13]. At present we shall not list

all stationary points but shall instead limit ourselves to the

ones corresponding with the absolute minima, providing in

Table 6, energy, symmetry, and Hessian eigenvalues of the

global minima (a orbit) and the transition states connecting

these minima (c orbit). Under the current regime (E1[ 0),

six equivalent pentagonal minima can be identified,

forming the a orbit of Table 6. All these minima are

equidistant in Q-space, and tunneling between all of them

is equally probable and is mediated by the fifteen saddle

points of the c orbit. In this way, the topology of the

dynamic JT system can be represented by the complete

graph on six vertices with the vertices denoting the six D5

minima and the edges the fifteen tunneling pathways. The

edge distortions leading to the a2 minimum are shown in

Fig. 3.

The rich topology of this tunneling graph results in

closed cycles of lengths from three to six [15, 16]. Phase

tracking in Q-space shows that all closed paths of length

three give rise to a Berry phase of p [17]. Since these

triangles form a basis for the cycle space of the graph, all

other cycles can always be written as a sum of these three-

cycles and their Berry phases will be equal to the sum of

the Berry phases of the three-cycles involved, modulo 2p.

As an example, the four-cycle (a1–a2–a3–a4) can be

decomposed into the two three-cycles (a1–a2–a4) and (a2–

a3–a4). Consequently, this four-cycle will have a Berry

phase of (p ? p) mod 2p = 0. In the current case, where

all three-cycles carry a Berry phase of p, one can simply

state that all odd cycles will have a Berry phase of p, while

all even cycles will carry a Berry phase of zero. A special

feature of the icosahedral point group is that the direct

square of the quintuplet representation contains the H

representation twice, giving rise to a product multiplicity of

two H-modes in the corresponding JT problem:

H � gþ 2hð Þ. This was solved previously by orthogonali-

zation of the coupling coefficients [18]. The resulting

couplings were labeled as Ha and Hb. It was later shown

that this somewhat arbitrary multiplicity separation coin-

cided with a different parentage in the S6 covering group

[4, 19]. This also provided extra selection rules for several

matrix elements. At present we see that the parent S5 group

also provides a natural product separation as H1 and H2,

which, moreover, also coincides with Ha and Hb. This is

explained by the fact that the embedding of the icosahedral

group in the complete 6-graph, K6, contains S5 as an

intermediate subgroup:

S6 ! S5 ! I: ð21Þ

5 The 20-vertex graph and the sixfold degeneracy

The group S5 contains one sextuplet representation which

in A5 splits into two triplets, labeled as the icosahedral T1

and T2 irreps. Clearly, since the icosahedral group cannot

act transitively on a set of seven elements, we should not

expect that it can host a sixfold degeneracy. In the context

of the graph-theoretical JT theorem, this makes these

triplets exceptional, since they cannot be related to the
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embedding of a maximal subgroup of the icosahedral

group. However, there exists an interesting relationship

between both triplets, which points to a common sextuplet

ancestor. The characters of the two T irreps are the same,

except for the sign of the
ffiffiffi
5
p

(see Table 1). Such a pair of

representations—which have opposite signs only for the

irrational number appearing in their transformations—are

known as irrational conjugates. As a result, the Clebsch-

Gordan coupling coefficients for direct products involving

these T states are likewise related [18]. These relationships

may be used to explain some intriguing degeneracies in the

multiplet terms, based on the icosahedral H and G shells.

For some configurations, the T1 and T2 terms occur in pairs,

with degenerate Coulomb energies [20, 21]. To explain

these regularities, Judd and Lo have introduced a so-called

kaleidoscopic operator that permutes the two triplets

[22, 23]. In view of this conjugation between the two

triplets, it is worthwhile to examine a model of JT activity in a

sextuplet level of a graph with S5 symmetry. The 20-graph in

Fig. 1c provides such a model. In this model an unexpected

symmetry selection rule appears, which prevents the JT

splitting of the sextuplet into two triplets.

The spectrum of the 20-graph is 4; 34; 05; �2ð Þ6; �1ð Þ4
n o

.

If each node were occupied by one electron, a closed shell

would be obtained. Adding an extra electron would then

give rise to a sixfold degenerate JT instability. It is possibly

noteworthy that the eigenvectors of the sextuplet roots can

be obtained in a special monomial form, with the same

weight on each vertex. To this end, we use the embedding

of a maximal subgroup of order 20, known as the Frobenius

group, which is a meta-cyclic group containing one C5-axis

and five C4-axes [24]. The intersection of this group with I

is the pentagonal subgroup D5. Its character table is dis-

played in Table 7, and the subduction relations from S5 are

as follows:

Table 6 Energy, symmetry, and Hessian eigenvalues of the global minima (a orbit) and the transition states connecting these minima (c orbit)

Orbit Dim Sym Eigenvectors

h; e; n; g; fð Þ
Energy Hessian eigenvalues

a 6 D5 a1;2 ¼ 1ffiffiffiffiffi
10
p ffiffiffi

3
p

; 1;	
ffiffiffi
6
p

; 0; 0
� �

a3;4 ¼ 1ffiffiffiffiffi
10
p ffiffiffi

3
p

;�1; 0;	
ffiffiffi
6
p

; 0
� �

a5;6 ¼ 1ffiffiffi
5
p 0;

ffiffiffi
2
p

; 0; 0;	
ffiffiffi
3
p� �

EJT
ð22 ;1Þ ¼ �4=15 ¼ �36=135 4

15
; 4

15
; 4

15
; 4

15

c 15 D2 0; 0; 1; 0; 0ð Þ
0; 0; 0; 1; 0ð Þ
0; 0; 0; 0; 1ð Þ
1ffiffiffi
8
p 1;

ffiffiffi
3
p

;
ffiffiffi
2
p

; 0;	
ffiffiffi
2
p� �

1ffiffiffi
8
p 1;

ffiffiffi
3
p

;�
ffiffiffi
2
p

; 0;	
ffiffiffi
2
p� �

1ffiffiffi
8
p 1;�

ffiffiffi
3
p

; 0;
ffiffiffi
2
p

;	
ffiffiffi
2
p� �

1ffiffiffi
8
p 1;�

ffiffiffi
3
p

; 0;�
ffiffiffi
2
p

;	
ffiffiffi
2
p� �

1

2

ffiffiffi
2
p

; 0; 1;	1; 0
� �

1

2

ffiffiffi
2
p

; 0;�1;	1; 0
� �

4EJT
ð4;1Þ þ 5EJT

ð3;2Þ þ 15EJT
ð22 ;1Þ

� �
=24

¼ �33=135

� 2
9
; 2

9
; 2

9
; 2

9

Fig. 3 Edge distortions of the Petersen graph leading to the a2

minimum in the H1 � G1 þ H1 þ H2ð Þ problem
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A1 ! A

A2 ! B

G1 ! G

G2 ! G

H1 ! Bþ G

H2 ! Aþ G

I ! C1 þ C2 þ G

ð22Þ

We note that the complex conjugate non-degenerate

irreps, U1 and U2, directly generate the sextuplet repre-

sentation. According to induction theory, this process will

yield at once the six eigenvectors in monomial form [25],

where we use the sixfold axis as cyclic coset generator.

One of the eigenvectors is shown in Fig. 4. The five

others may be obtained by acting on this with the sixfold

generator specified in Table 3. The symmetrized square of

the I representation can be obtained with the expression in

Eq. 5, and reads:

I � I½ 
 ¼ A1 þ A2 þ G1 þ 2H1 þ H2 ð23Þ
On the other hand, the representations of the edge dis-

tortions can be obtained separately for each edge orbit, and

they read:

C10ðeÞ ¼ A1 þ G1 þ H1

C30ðeÞ ¼ A1 þ 2G1 þ 2H1 þ H2 þ I
ð24Þ

When comparing the required JT modes in Eq. 23 with

the available edge distortions in Eq. 24, it is observed that

one of the JT modes, viz., the A2, is missing from the

space of the edge distortions. The vertex representation

likewise does not contain this symmetry, so changes of

vertex weights cannot provide such a symmetry breaking,

either. On the other hand, the distortion space contains an

I symmetry mode, which is not JT active. The latter case

is not uncommon in the molecular JT effect, but the fact

that one of the JT modes is missing is exceptional. In

molecules this does not occur, except for the special case

of linear molecules, which are JT inactive. In fact, these

are the only exceptions to the JT effect in 3D space. On

the other hand, when considering structures in higher-

dimensional spaces, such as the hyper-octahedron, it

happens that not all JT modes have counterparts in the

hyperspace of the nuclear distortions [2]. From our present

perspective, the absence of the A2 mode is particularly

intriguing since this mode breaks the S5 symmetry to A5,

and its only effect on the representations is to split the

sextuplet into two triplets:

I ! T1 þ T2 ð25Þ
In fact, this branching provides the operator form for the

A2 mode. If we again work out the symmetrized square of

the I irrep in the A5 subgroup, Eq. 23 becomes:

I � I½ 
 ¼ T1 þ T2ð Þ � T1 þ T2ð Þ½ 

¼ T1 � T1½ 
 þ T2 � T2½ 
 þ T1 � T2 ð26Þ

The two T squares in the right-hand side of Eq. 26 both

yield an A, which corresponds to the presence of two

A-quantities in Eq. 23, but the symmetrized square of I

can yield only one totally symmetric A1, which will

correspond to the trace of the sextuplet. The other

A-quantity thus must be an A2. This operator will be

equal to the difference of the trace-operators for T1 and T2,

which is precisely the operator that splits I into T1 and T2.

The absence of such a mode in the distortion space leads

us to the conclusion that, in this 20-graph, there is no

distortion that can produce a neat separation of the two

conjugate triplets. The only distortion that will partially

distinguish both triplets is a distortion to D5 symmetry,

using a component of the H representation, with the

following subduction relation:

Table 7 Character table for the meta-cyclic MC5-4 Frobenius group,

and the S5 cycle structure

E

{15}

4C5

{5}

5C2

{1,22}

5C4

{1,4}

5C4
3

{1,4}

A 1 1 1 1 1

B 1 1 1 -1 -1

U1 1 1 -1 i -i

U2 1 1 -1 -i i

G 4 -1 0 0 0

Fig. 4 Eigenvector of the sextuplet manifold in the 20-graph. The

other components may be obtained by cyclic permutations under the

{2,32,62} operator of Table 3
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I ! T1 ! A2 þ E1

T2 ! A2 þ E2

�
ð27Þ

In this case, the E-components are resolved as E1 and E2

under the C5-axis, but the non-degenerate level is the same

for both triplets.

6 Conclusions

In this paper we have investigated three graphs with S5
symmetry as models for JT activity in icosahedral molecular

problems. Such graph models can be used as pseudo-particle

models of actual Jahn–Teller problems, the connection being

based on the link between the automorphism group of the

graph and the molecular symmetry group. In the case of the

fivefold degenerate representation, the JT problem is

characterized by a product multiplicity problem. Previous

solutions of this were based on spherical symmetry and

induction theory, as well as on subduction relations from

the symmetric S6 groups. The present analysis shows that

the intermediate S5 group is sufficient to obtain the same

multiplicity resolution. From the graph-theoretical per-

spective, a further interesting feature was found in that the

symmetry breaking of the sextuplet level into two triplets

requires a pseudo-scalar operator, leading from S5 to A5,

which was, however, absent from the edge-weight distor-

tion space. This selection rule might provide a justification

for the validity of Judd’s ‘kaleidoscopic’ operator [22, 23].

It will also be interesting to examine the combined ðT1 �
T2Þ pseudo-JT problem. So far, only the ðT1g � T1uÞ adia-

batic potential has been investigated [26].

Clearly, the graph-theoretical JT-conjecture must further

be refined, since the last case shows that selection rules

may prevent some modes of symmetry breaking by edge

distortions. In which graphs this occurs, and why, are open

questions.
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Abstract The plausibility of the catalytic cycle suggested

for the hydrosilylation of ketones by (NHC) cop-

per(I) hydrides has been investigated by a theoretical DFT

study. Model systems yield the necessary insight into the

intrinsic reactivity of the system. Computations show the

activation of the copper fluoride pre-catalyst, as well as

both steps of the catalytic cycle to involve a 4-center

metathesis transition state as suggested in the literature.

These results show the reaction to be favored by the for-

mation of van der Waals complexes resembling the tran-

sition states. Stabilizing electrostatic interactions between

those atoms involved in the bond-breaking and bond-

forming processes induces the formation of these latter.

Both steps of the actual catalytic cycle show a free energy

barrier of about 14.5 kcal/mol for the largest NHC ligands,

with respect to the isolated reactants, hereby confirming the

plausibility of the suggested cycle. The large overall exo-

thermicity of the catalytic cycle of about 35 kcal/mol is in

agreement with experimental observations.

Keywords N-heterocyclic diaminocarbene � Copper(I) �
DFT � Hydrosilylation � Reactivity � Catalysis

1 Introduction

Carbonyl bond reduction, specifically of aldehydes and

ketones, to the corresponding alcohol functionality via

hydride transfer is a fundamental transformation in organic

synthesis [1–5]. Transition metal catalysis has been suc-

cessfully applied in the reduction of many carbonyl com-

pounds via hydrogenation or hydrosilylation [1–5].

Hydrogenation reactions often proceed in good yields but

require high pressure or elevated temperature. Moreover, if

the reaction is part of a multistep synthesis, the resulting

free alcohol often requires protection prior to the next

synthetic step. In contrast, the softer reactions conditions of

hydrosilylation turned out to be a major advantage, in

addition to the fact that both the reduction and the pro-

tection steps are performed in a single, atom-efficient step.

The first catalytic hydrosilylation systems, based on

rhodium, were developed in the early 1970s [6–8]. Tradi-

tionally, catalytic hydrosilylation of the carbonyl func-

tionality was performed with precious, heavy metals

ranging from Re, Rh, and Ru to Ir [9–18]. As the main

drawback of these systems is the cost affiliated with these

metals, during the two last decades efforts were taken in

finding an efficient alternative system using less-expensive

metals such as titanium [19–26], iron [27–29], manganese

[30, 31], or zinc [32–35]. In 1984, Brunner and Miehling

reported the first asymmetric hydrosilylation using a cop-

per-diphosphine catalyst [36]. Since many copper-diphos-

phine catalytic systems were developed [37–43], the active

species formed in situ was postulated to be a copper

(I) hydride. Lipshutz and co-worker describe the formation

of the CuH species in a system combining a catalytic

quantity of CuCl/NaOt–Bu/diphosphine and a stoichiome-

tric quantity ofhydrosilylating agent [44–48]. At the same

time, Carreira et al. [49], as well as Riant et al. [41, 50–52],
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reported CuF2 systems as interesting precursors to copper

hydride. Based on these results, Wu et al. [53] recently

developed a highly asymmetric copper(II)-catalyzed

hydrosilylation system.

N-Heterocyclic carbene (NHC) ligands [54–57], partic-

ularly of the type developed by Arduengo et al. [58], have

emerged as efficient ligands in metal-mediated reactions

[59–62]. Compared to tertiary phosphines, the NHC

ligands are characterized by strong metal–ligand bonding,

hereby minimizing ligand dissociation [54–57]. This latter

is particularly interesting when performing mechanistic

studies, as this will simplify the system under study. NHC

ligands were shown to be interesting alternatives to phos-

phines for the copper-catalyzed hydrosilylation of carbonyl

compounds. While (IPr)–CuCl (IPr = 1,3-bis(2,6-diiso-

propylphenyl)imidazol-2-ylidene) was an efficient catalyst

for the hydrosilylation of unhindered ketones [63], (ICy)–

CuCl (ICy = 1,3-bis(cyclohexyl)imidazol-2-ylidene) or

(SIMes)-CuCl (SIMes = 1,3-bis(2,4,6-trimethylphenyl)

imidazolin-2-ylidene) turned out to be effective for more

challenging ketones [64]. The active species, formed in situ

in the presence of a catalytic amount of NaOtBu and a

stoichiometric quantity of hydrosilylating agent, is a cop-

per(I) hydride. Yun et al. [65] reported that the use of

copper(II) salts as catalytic precursor in combination with a

NHC also leads to an effective hydrosilylation of ketones.

Recently, a series of cationic bis-carbenic complexes,

[(NHC)2–Cu]X (X = BF4
- [66, 67], PF6

- [66, 67], FHF-

[68]), has shown remarkable activity toward the hydrosi-

lylation of ketones. Although, once more, the reaction

pathway was not investigated, mono-carbenic intermedi-

ates are believed to be the active species. Interestingly, the

first asymmetric (NHC)copper(I)-catalyzed ketone hydro-

silylation was only developed recently by Gawley et al.

[69].

In all of the above-mentioned studies, the suggested

mechanism is based on the catalytic cycle shown in

Scheme 1 [43, 64, 68, 70, 71], illustrated using a

(NHC)copper(I) chloride complex. As the Cu–Cl bond

cannot be cleaved in an efficient manner by a hydride

source (such as silane), the complex needs to be activated

through ligand exchange, replacing chlorine with an alk-

oxide or a fluoride. As stated in our previous work [68],

depending on the reaction conditions, addition of a mild

source of fluoride (NEt3�3HF) can lead to either a

(NHC)Cu–F complex or a (NHC)Cu–FHF bifluoride

complex. The copper(I) (bi)fluoride complexes are then

expected to be activated through a r-bond metathesis

reaction with a silane to yield the desired copper(I) hydride

catalyst, thought to be the active species [72]. This active

species is then postulated to react with a ketone passing

through a four-center transition state to form a copper

alkoxide (step 1). Finally, the copper alkoxide undergoes a

r-bond metathesis with the hydrosilylating agent to

regenerate the Cu–H complex and form the silylether

product (Step 2). Although it has been suggested that

(NHC)Cu–H species agglomerate in solution [73], no

experimental evidence of this agglomeration in solution is

available. However, this would imply that the equilibrium

between monomeric and polymeric species is of prime

importance for a complete understanding of the system

under study. In this work, we do not investigate this aspect

of the reaction, as it will only determine the final amount of

free catalytic species available for catalysis but not the

nature of the catalytic cycle itself.

This mechanism is relatively similar to the one proposed

for the hydrosilylation of ketones catalyzed by phosphine

copper(I) complexes [39, 42, 43]. Although some compu-

tational studies concerning the hydrosilylation reaction of

ketones using copper(I) diphosphine complexes have been

reported in the literature [74–78], surprisingly, no such

studies have been reported for (NHC)–Cu(I) complexes. As

these complexes are more stable compared to diphosphine

Cu(I) complexes, and hence are interesting from a mech-

anistic point of view, it is important to compare their

overall reactivity with the diphosphine complexes, to verify

if the plausibility of the suggested catalytic cycle still

stands, and to highlight possible differences. In this paper,

we use computational chemistry to verify the plausibility of

the suggested cycle, investigating energetic, electronic, and

structural properties. Differences in the diphosphine com-

plexes will also be highlighted.

Our calculations were made on models of increasing

complexity, ranging from the simplest acyclic NHC ligand

(‘‘ADC_H’’) to the experimentally used unsaturated NHC

ligands (shown in Scheme 2). Using a variety of NHC

ligands, their effect on the catalytic cycle is studied. As our

Scheme 1 Suggested cycle for the asymmetric hydrosilylation of

ketones using (NHC) copper(I) catalysts
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first goal is to verify the plausibility of the catalytic cycles,

as well as the effect of the NHC ligand, other reactants are

modeled using formaldehyde and SiH4 as model for,

respectively, the ketone and silane species. The effect of a

variation in ketone nature and silane nature could be

studied at later stages, but goes beyond the scope of this

contribution.

2 Computational details

Unless stated otherwise, all structures were fully optimized

using Becke’s three-parameter exchange functional [79]

and the correlation functional of Lee, Yang, and Parr

(B3LYP) [80], as implemented in the Gaussian 03 [81]

series of programs. All possible conformations have been

investigated and the most stable conformer is retained.

Optimized geometries are provided as Supplementary

material. Force constants were determined to characterize

the stationary points, as well as to determine their entropies

and free energies, based on a statistical thermodynamics

treatment. For the transition state (TS), the correctness of

the curvature and its corresponding eigenvector were

checked in order to guarantee the quality of the obtained

results. Accordingly, in some cases, intrinsic reaction

coordinate (IRC) calculations were made to confirm the

transition state corresponded to the actual reaction mech-

anism [82–85]. Reactants were allowed to interact on the

potential energy surface (PES) and formed a van der Waals

(VDW) intermolecular pre-reaction complex. van der

Waals interaction energies should be taken as indicative, as

DFT methods do not correctly account for dispersion

interactions [86]. The Cu atom was described using an

effective core potential to represent all but the valence

nd and (n ? 1)s and outer core ns and np electrons [87–

89]. The latter were described with a triple zeta contraction

of the original double zeta basis set, and this combination is

referred to as the LANL2DZ basis set. All non-metal atoms

were described using the diffused and polarized 6-31

??G(d,p) basis set [90, 91]. Natural bond orbitals (NBO)

analysis was used to investigate electronic properties and

charge distributions [92–95]. Density difference drawings

were made using GAUSSVIEW [96]. Orange and blue

zones indicate, respectively, an increase and decrease in

electron density. Isodensity surfaces are shown at 0.01 e-/

Bohr3 for Figs. 2 and 8 and at 0.005 e-/Bohr3 for Fig. 5.

To examine the basis set dependence, calculations using

a larger basis set, 6-311G(2d,p) for all non-metal atoms and

a def2-TZVP [97] basis set for Cu, were made using the

(IMes)Cu-X model system. Results (Table S3 in the Sup-

porting material) show a consistent shift up to 4 kcal/mol

for all species involved in the transformation of the pre-

catalyst, and of about 3 kcal/mol for the second step of the

catalytic cycle, while almost no effect is observed for the

first step. While these shifts do not change the energy

ordering of the reactions paths, keeping the overall dis-

cussion unaltered, they are due to a basis set superposition

error involving the fluorine and silicon atoms. The BSSE

for the (IMes)Cu–F/SiH4 and (IMes)Cu–OCH3/SiH4 com-

plexes is a mere 1.0 kcal/mol using the LANL2DZ/6-31

??G(d,p) basis set, but increases to 3.5 kcal/mol for these

complexes using the def2-TZVP/6-311G(2d,p) (See Sup-

porting Info, Table S1). This effect is no longer observed

for the first step of the catalytic cycle, the BSSE for the

(IMes)Cu–H/H2CO system being a mere 0.3 kcal/mol with

the def2-TZVP/6-311G(2d,p) basis set (instead of 0.9 kcal/

mol for the LANL2DZ/6-31 ??G(d,p) basis set). This

important BSSE for the CuF species can be reduced when

introducing diffuse basis functions on the F and Si atoms.1

Indeed, single-point calculations on the (IMes)Cu-X sys-

tem with the all electrons def2-TZVP/6-311 ??G(2d,p)

basis set show the basis set dependence on the whole cat-

alytic cycle being negligible. As the main objective of this

paper is to study the plausibility of the actual catalytic

cycle, with the possibility of transposing the basis set used

to larger systems in order to study the enantioselectivity,

the smaller basis set was chosen throughout this work. To

further check the reliability of our results, we have also

decided to make additional calculations on the (IMes)Cu-X

system using the pure GGA functional BP86 [98], and the

B3PW91 [79, 99, 100] and MPW1PW91 [101] hybrid

functionals, as these three were also proven effective for

transition metal chemistry [102–104]. Results of single-point

Scheme 2 Structure and acronyms of NHC ligands used throughout

this work

1 The BSSE contributes to an overestimation of the stabilization of

these complexes with respect to isolated reactants. Excluding this

contribution, the van der Waals complexes remain stabilized with

respect to isolated reactants, and the overall discussion therefore

remains unaltered.
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calculations obtained with these functionals did not affect

either the relative ordering of the reaction paths or the

conclusions drawn from the energy ordering of the struc-

tures (i.e., consistent results with B3LYP). These numbers

are therefore discussed in the Supporting Information only

(Table S2). Finally, as concerns could arise because no

polarization function is included in LANL2DZ, while

polarization is taken into account for all non-metal atoms,

single-point calculations were also made with the

LANL2TZ(f) [89, 105, 106] basis set for Cu, which uses

f polarization functions developed by Frenking’s group

[106]. In addition, we compared our results to the Stuttgart

RSC 1997 (SDD) RECP [107–109] that contains an

f function for the first-row transition elements. Once more,

basis set dependence was found negligible (Table S3).

3 Results and discussion

The different parts of the catalytic cycle will be discussed

separately, starting with a discussion on the activation of

the pre-catalyst, followed by an investigation of the two

steps of the actual catalytic cycle.

3.1 Activation of the pre-catalyst

Once the pre-catalyst formed, this species reacts with a

hydrosilane via a r bond metathesis reaction to yield the

active copper hydride species. As shown in Scheme 3, the

formation of a r bond between the copper and hydrogen

atoms occurs through transmetalation [46, 72, 110] passing

by a 4-center transition state.

Table 1 shows the relative energy, enthalpy, and free

energy of the van der Waals complexes and transition

states. The reaction is guided by the initial formation of an

energetically favored van der Waals complex between the

pre-catalyst and the SiH4 hydrogenating agent.

The electrostatic interaction between the negatively

charged fluorine atom and the positively charged copper

atom, as well as the interaction between the negatively

charged hydrogen atom and the positively charged silicon

atom (Table S4), most likely explains the driving force for

the formation of this complex.

As expected for a r bond metathesis, the transition states

are characterized by increased Cu–F and Si–H bond

lengths, while Cu–H and Si–F bonds become shorter.

Investigation of how the electronic density changes upon

the formation of the transition state can help to clarify the

actual reaction mechanism. Figure 2 shows the differential

density between, respectively, the transition state and the

sum of both reactants at transition-state geometry. As

shown in this figure, the transition state is characterized by

a strong decrease in electron density around the copper

atom, and a strong increase between the Si and F atoms,

corresponding to the breaking of the Cu–F bond, in favor of

the formation of the Si–F bond. The formation of the

copper hydride bond and breaking of the Si–H bond can

also be observed, but seem less advanced. The 4-center r
bond metathesis should therefore be characterized as an

asynchronous concerted reaction, with the breaking of the

Cu–F bond (or formation of the Si–F bond) being slightly

more advanced than the transfer of the silicon-linked

hydrogen atom to the copper atom.

To get a more quantitative measurement of synchroni-

city/asynchronicity, Wiberg indexes [111] and NBO bond

orders (Bi) were calculated. Bi were computed using the

NBO program as implemented in Gaussian 03, and the

synchronicity (Sy) was estimated using the concept pro-

posed by Moyano et al. [112–114] (for more details, see

section V in the Supporting information).

Bond indexes were calculated for the four bonds

involved in the r-bond metathesis reaction, meaning Cu–F,

Cu–H, Si–H, and Si–F bonds (Fig. 2); all other bonds

remain practically unaltered during the process (Fig. 1).

Calculating Wiberg indexes Bi for reactant complexes,

TS, and products complexes allows locating the position of

the TS between reactant and product (Table 2). For sim-

plicity, only results for NHC = ADC_H, IH, and IMes are

shown in Table 2 as these are representative of the entire set

of species studied (See Supporting material, Table S5–S7).

Table 2 shows that the Cu–F bond has disappeared up to

approximately 90 % at the TS, while this is a mere 44 %

for the Si–H bond. In parallel, the Si–F bond has formed to

an extent of 67 %, whereas the Cu–H bond has barely been

formed (38 %). A similar observation is made for all

studied NHC ligands, leading to synchronicity values of

Sy = 0.78–0.80, which is in agreement with the structural

(NHC)Cu-F R3Si-H

H SiR3

(NHC)Cu F

(NHC)Cu-H R3Si-F

Scheme 3 Activation of the pre-catalyst
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and electronic parameters (See Supporting material, Table

S11), and confirms the qualitative interpretation shown in

Fig. 2. As the Cu–F bond breaking (%Ev & 90 %) is more

advanced than all of the other bond changes at the transi-

tion state, the Cud?–Fd- polarization of this bond is

expected to be a determining factor in this reaction.

The activation reactions show a free energy barrier2 of

about 18 kcal/mol (Table 1). The more important barrier

for the IPr NHC ligand can be explained by an increased

steric effect around the copper atom. Table 1 confirms the

Table 1 Relative energy DE, enthalpy, and free energy (DH; DG) with respect to reactants for the pre-catalyst activation reaction

Pre-catalyst van der Waals complex TS van der Waals complex Products

(ADC_H)Cu–F -1.2 (0.0; 6.2) 5.7 (6.0; 17.2) -3.8 (-3.2; 4.8) 0.3 (-0.3; -0.6)

(IH)Cu–F -1.2 (0.1; 6.0) 5.8 (6.1; 17.0) -4.3 (-3.6; 4.4) 0.5 (-0.1; -0.4)

(IMe)Cu–F -1.4 (-0.1; 6.4) 6.0 (6.4; 17.5) -1.2 (-0.6; 7.4) 0.9 (0.3; 0.1)

(IiPr)Cu–F -1.4 (-0.2; 5.8) 6.3 (6.7; 17.2) -1.0 (-0.3; 6.8) 1.0 (0.4; 0.1)

(ItBu)Cu–F -1.5 (-0.3; 5.9) 7.3 (7.6; 17.8) -0.7 (0.0; 7.1) 0.3 (-0.3; -0.4)

(IPh)Cu–F -1.8 (-0.5; 6.7) 6.5 (6.9; 17.6) -1.0 (-0.4; 7.0) 0.8 (0.2; -0.1)

(IMes)Cu–F -1.7 (-0.4; 6.1) 6.4 (6.8; 17.6) -0.5 (0.1; 9.0) 1.4 (0.7: -0.9)

(IPr)Cu–F -1.6 (-0.3; 8.2) 6.6 (7.0; 18.8) -0.1 (0.6; 9.9) 1.1 (0.5; 0.2)

Values are given in kcal/mol

Fig. 1 Initial van der Waals complex and transition-state structure for the reaction between (ADC_H)Cu–F and SiH4. Bond lengths are given in Å

Table 2 NBO analysis for the activation of the pre-catalyst

Pre-catalyst Cu–F Cu–H Si–F Si–H dBAV Sy

(ADC_H)Cu–F

Bi
R 0.2351 0.0011 0.0280 0.9473 0.597 0.79

Bi
TS 0.0250 0.2298 0.3548 0.5342

Bi
P 0.0030 0.6084 0.5169 0.0017

%Ev 90.52 37.66 66.84 43.69

(IH)Cu–F

Bi
R 0.2326 0.0011 0.0295 0.9471 0.599 0.78

Bi
TS 0.0225 0.2296 0.3552 0.5337

Bi
P 0.0021 0.6159 0.5129 0.0061

%Ev 91.15 37.17 67.38 43.93

(IMes)Cu–F

Bi
R 0.2170 0.0006 0.0327 0.9484 0.582 0.79

Bi
TS 0.0297 0.2107 0.3664 0.5523

Bi
P 0.0028 0.5802 0.5371 0.0256

%Ev 87.44 36.25 66.16 42.82

Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%Ev), average bond index variation (dBAV), and synchronicity

parameters (Sy)

2 Free energy barriers are reported with respect to isolated reactants.
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importance of such a steric effect, showing a slight increase

in free energy barrier when going from NHC = ADC_H to

NHC = IMes.

These free energy barriers are relatively important,

especially for a catalytic reaction, and in particular when

compared to the ones obtained for diphosphines ligands

[74]. The high barriers could be indicative of a different

activation mechanism in solution. Calculations in solution

on alternative mechanisms are currently ongoing.

The activation mechanism is nearly thermoneutral

(DH = -0.3–0.7 kcal/mol). As mentioned above, the

fluorine atom is essential to the activation of the pre-cat-

alyst, as other copper halogen complexes show little to no

reactivity. Our results show that this observation is most

likely due to the strong polarization of the Cu–F bond.

3.2 Catalytic cycle

Once activated, the copper hydride species enters the cat-

alytic cycle. The proposed mechanism for the hydrogena-

tion of ketones occurs through a two-step cycle as

presented in Scheme 4. A first step concerns the formation

of a copper alkoxide, through a r metathesis similar to that

observed for the activation of the pre-catalyst. In a second

step, another 4-center transition state between this alkoxide

and a hydrosilane leads to a silylated ether, and the reac-

tivated catalyst. The alcohol can be recovered through

hydrolysis of the silylated ether. Due to the fact the

alkoxide complex is not observed experimentally, the

reduction of the ketone is suggested to be the rate-limiting

step.

As for the activation of the pre-catalyst, a stabilized van

der Waals complex is observed between the catalyst and

the reacting ketone during the first step of the cycle. The

orientation of the molecules in this complex is favorable to

the formation of the 4-center transition state (Fig. 3).

Table 3 shows the relative energies, enthalpies, as well as

free energies of the species involved in the first step of the

catalytic cycle.

The results show the formation of the van der Waals

complex to be energetically favored by about 5 kcal/mol.

The more important stabilization for NHC = ADC_H and

IH complexes is not due to reduced steric effects but due to

the formation of a strong hydrogen bond between the

ketone oxygen atom and hydrogen atom fixed on the het-

erocyclic nitrogen (See Fig. 3). In true experimental sys-

tems, such interaction is not expected to occur. On the

other hand, the slightly less important stabilization for the

ItBu and IPr ligands can be explained by an increased steric

hindrance around the copper atom.

As shown in Fig. 3, the van der Waals complexes are

structurally close to the transition state, hence explaining

the small energetic differences between both. At the tran-

sition state, elongated C–O and Cu–H bonds and reduced

Cu–O and C–H distances characterize the complexes.

As for the activation of the pre-catalyst, the density

differences at the transition state (Fig. 4) point toward an

asynchronous concerted reaction mechanism, with the Cu–

H–C rearrangement being more advanced than the forma-

tion of the Cu–O bond. Figure 4 shows a decrease in

electron density along the Cu–H axis, as well as an increase

along the H–C axis. The electron density of the C=O

double bond is apparently displaced yielding a supple-

mentary lone pair on the oxygen atom. In a second

instance, the increased electronic density on the oxygen

atom will be transferred to the Cu atom to complete the r
bond metathesis.

Bond indexes were, once more, calculated to give a more

quantitative analysis of the transition-state asynchronicity.

For this analysis, Cu–H, Cu–O, p(C–O), and C–H

bonds were considered. Calculated Wiberg indexes for

NHC = ADC_H, IH, and IMes are reported in Table 4.
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Scheme 4 The proposed mechanism for the hydrogenation of

ketones by copper(I) hydride catalysts

Fig. 2 Density difference between transition state and sum of

reactants at transition-state geometry
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According to these results, the Cu–H andp(C–O) bonds have

been broken to approximately 50 % and 45 % at the TS,

whereas the C–H bond has formed up to about 40–48 %. In

agreement with the electronic density differences, the Cu–O

bond has only been formed to a mere 4–13 %. Considering

the Cu–H–C rearrangement to be more advanced than the

formation of the Cu–O bond, the TS can be characterized as

asynchronous, with the calculated Sy values ranged from

0.70 to 0.75. dBAV average values of about 0.35 can be seen as

indicative of early transition states.

For the reaction to take place, free energy barriers

ranging from 9 to 15 kcal/mol with respect to the isolated

reactants have to be overcome (Table 3).

As this first step of the catalytic cycle involves an

electron transfer from the Cu–H bond to the ketone carbon

atom, a more pronounced hydride character of the active

Cu–H complex possibly explains the difference in reac-

tivity for the different NHC ligands [76]. However, no

relationship is found between the electronic population of

the hydride and the free energy activation barrier DG=.

Table S8 (in Supporting information) also confirms there to

be almost no difference in charge of the hydrogen atom in

the initial van der Waals complexes as NHC ligands con-

sidered in this study are similar from an electronic point of

view (i.e., weak influence of the N substituents on elec-

tronic properties), and hence, this factor does not explain

the difference in reactivity. However, the series of ligands

considered here strongly differ from a steric point of view.

To study steric effects, the ‘‘percent buried volume’’

(%VBur) defined as the percent of the total volume of a

sphere occupied by a ligand, introduced by Nolan and

Cavallo [115–123], is used. To measure the %VBur, we

examined the DFT-optimized geometries of the free

ligands by using a software developed by Cavallo et al.,

which is available free from charge [124, 125].3 Table 5

Fig. 3 Reactant van der Waals

complex (left) and transition-

state (right) structure for the

reaction between (IH)Cu–H and

H2CO. Bond lengths are given

in Å

Table 3 Relative energy DE,

enthalpy, and free energy (DH;

DG) with respect to (NHC)Cu–

H and H2CO reactants during

the first step of the catalytic

cycle

Values in kcal/mol

NHC= van der Waals complex TS Products

ADC_H -7.9 (-6.4; 3.1) -1.8 (-0.8; 9.9) -33.3 (-28.5; -18.8)

IH -9.1 (-7.6; 2.3) -2.5 (-1.6; 8.8) -33.3 (-28.5; -18.9)

IMe -4.9 (-3.6; 4.2) -0.9 (-0.0; 11.2) -33.5 (-28.7; -18.7)

IiPr -4.9 (-3.5; 4.4) -0.3 (0.6; 10.9) -33.3 (-28.5; -18.9)

ItBu -3.6 (-2.2; 5.0) 2.3 (3.2; 13.9) -32.8 (-28.7; -18.5)

IPh -4.9 (-3.5; 5.0) 0.4 (1.3; 12.6) -33.5 (-28.7; -18.5)

IMes -5.1 (-3.6; 7.4) -0.6 (0.4; 14.5) -33.8 (-28.9; -18.5)

IPr -3.9 (-2.4; 7.0) 0.1 (1.0; 14.2) -33.6 (-28.8; -19.6)

Fig. 4 Density difference between transition state and sum of

reactants at transition-state geometry

3 Optimized structures of (NHC)Cu–H complexes were transformed

to xyz format using the Open Babel 2.3.0 program [126] keeping only

the atomic coordinates of elements belonging to the NHC ligand.

These were used as raw data for %VBur calculations with a distance of

2.10 Å for the metal–ligand bond. A compilation of %VBur values is

presented in Table 5.
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shows this parameter to increase as could be expected by

looking at the size of the ligand, although the overall

variation is small. Larger ligands such as the IMes ligand

can be characterized by lower values, highlighting the

importance of the structural occupation. Strong steric hin-

drance is shown for ItBu and IPr ligands, as they bring

crowded methyl groups in the area surrounding the Cu

atom (entries 5 and 8).

Analyzing the variation in free activation energy with

respect to this parameter (Fig. 5), the importance of steric

hindrance on the activation barrier of the first step of the

Table 5 %VBur for selected systems

Entry NHC= %VBur

1 ADC_H 20.4

2 IH 19.4

3 IMe 25.9

4 IiPr 27.0

5 ItBu 40.8

6 IPh 33.2

7 IMes 34.4

8 IPr 42.7

Table 4 NBO analysis for the first step of the catalytic cycle

Catalyst Cu–H Cu–O C–O C–H dBAV Sy

(ADC_H)Cu–H

Bi
R 0.5657 0.0221 1.7823 0.0473 0.384 0.73

Bi
TS 0.2629 0.0436 1.4264 0.4630

Bi
P 0.0021 0.3267 1.0107 0.9373

%Ev 53.73 7.06 46.12 46.71

(IH)Cu–H

Bi
R 0.5612 0.0302 1.7554 0.0551 0.378 0.71

Bi
TS 0.2655 0.0444 1.4681 0.4794

Bi
P 0.0020 0.3245 1.0138 0.9373

%Ev 52.88 4.83 45.42 48.1

(IMes)Cu–H

Bi
R 0.5523 0.0144 1.8068 0.0530 0.347 0.75

Bi
TS 0.2900 0.0387 1.4622 0.4002

Bi
P 0.0018 0.3093 1.0152 0.9365

%Ev 47.65 8.24 43.53 39.30

Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%Ev), average bond index variation (dBAV) ,and synchronicity

parameters (Sy)

Fig. 5 Evolution of computed

free activation barriers as a

function of the %VBur for the

first step of the catalytic cycle
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catalytic cycle is clearly highlighted, showing this step to

be mainly under steric control.

The second step of the catalytic cycle concerns the

regeneration of the catalyst, through the reaction of the

Cu-alkoxide species with a silane molecule, yielding a

silylated ether product. As for the previous steps, a r
metathesis reaction is suggested passing through a 4-center

transition state. As for the previous steps, an energetically

stabilized van der Waals complex is obtained between both

compounds. The stabilizing interaction of about 3 kcal/mol

(Table 6) is comparable to the energetic stabilization

observed for the first step of the catalytic cycle. This

interaction places the compounds in an orientation favor-

able to the 4-center transition state. As expected, the

transition state is characterized by shortened Cu–H and

Si–O bonds, and elongated SiH and Cu–O bonds, as shown

in Fig. 6.

Density differences (Fig. 7) once more qualitatively

show an asynchronous transition state with the Cu–O bond

breaking/O–Si bond formation being more advanced

compared to the hydrogen transfer toward the Cu atom.

Wiberg indexes (Table 7) confirm this asynchronicity,

although it being less pronounced compared to the previous

steps (Sy = 0.90–0.95). At the TS, the Si–H and Cu–O

bonds are broken at approximately 75 and 85 %, while

almost 85 % of the Si–O bond has been formed. The Cu–H

bond has only been formed up to about 60–65 %. dBAV

average values of about 0.75 indicate late transition states,

which could be anticipated from their structure as shown in

Fig. 6.

For the reaction to take place, free energy barriers

ranging from 9.5 to 15.5 kcal/mol have to be overcome

Table 6 Relative energy DE,

enthalpy, and free energy (DH;

DG) with respect to (NHC)Cu–

OCH3 and SiH4 reactants during

the second step of the catalytic

cycle

Values in kcal/mol

NHC= van der Waals complex TS van der Waals complex Products

ADC_H -2.6 (-1.1; 8.5) -1.0 (-0.5; 11.2) -10.1 (-8.7; 1.6) -5.0 (-5.0; -3.9)

IH -2.8 (-1.3; 8.6) -1.0 (-0.5; 9.7) -11.2 (-9.8; 0.6) -5.0 (-5.0; -3.8)

IMe -2.8 (-1.3; 8.4) -0.6 (0.1; 11.7) -5.8 (-4.6; 3.6) -4.8 (-4.8; -4.0)

IiPr -2.9 (-1.4; 8.5) -0.5 (-0.5; 13.6) -5.7 (-4.5; 4.0) -4.9 (-5.0; -4.6)

ItBu -2.1 (-0.5; 9.1) -0.9 (-0.3; 11.1) -4.1 (-2.9; 3.4) -5.4 (-5.5; -4.6)

IPh -2.3 (-0.8; 8.6) -1.0 (-1.0; 12.3) -5.0 (-3.8; 2.3) -4.7 (-4.8; -4.3)

IMes -2.9 (-1.4; 8.4) -0.1 (0.4; 13.1) -4.8 (-3.5; 5.0) -4.5 (-4.6; -4.2)

IPr -2.5 (-0.8; 11.1) 0.6 (1.3; 15.6) -4.5 (-4.5; 8.1) -4.6 (-4.7; -3.1)

Fig. 6 Reactant van der Waals

complex (left) and transition-

state (right) structure for the

reaction between (IH)Cu–OCH3

and SiH4. Bond lengths are

given in Å

Fig. 7 Density difference between transition state and sum of

reactants at transition-state geometry
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(Table 6), which are comparable to the barriers observed

for the first step of the cycle (Fig. 8), and hence, the rate-

determining step cannot be decided upon. Although the

steric effect (%VBur) once more is important, it does not

explain the variation in activation barrier as well as for the

first step. Other effects such as bond strength and electronic

effects are likely also important to explain the differences

in activation barrier.

Table 7 NBO analysis for the second step of the catalytic cycle

Catalyst Cu–O Cu–H Si–H Si–O dBAV Sy

(ADC_H)Cu–H

Bi
R 0.2739 0.0056 0.9079 0.1233 0.804 0.95

Bi
TS 0.0407 0.4242 0.1791 0.5377

Bi
P 0.0030 0.6140 0.0005 0.6040

%Ev 86.08 68.80 80.32 86.21

(IH)Cu–H

Bi
R 0.2707 0.0056 0.9079 0.1310 0.760 0.91

Bi
TS 0.0334 0.3686 0.2645 0.5321

Bi
P 0.0019 0.6158 0.0002 0.6012

%Ev 88.28 59.49 70.88 85.30

(IMes)Cu–H

Bi
R 0.2614 0.0037 0.9191 0.1280 0.745 0.92

Bi
TS 0.0298 0.3630 0.2566 0.5355

Bi
P 0.0012 0.6092 0.0004 0.6535

%Ev 89.01 59.34 72.11 77.55

Wiberg bond indexes (Bi), % evolution through the reaction coordinate (%Ev), average bond index variation (dBAV), and synchronicity

parameters (Sy)

Fig. 8 Calculated B3LYP/6-31 ??G(d,p) potential energy surface (kcal/mol) for the catalytic cycle of hydrosilylation of formaldehyde by the

(IMes)Cu–H catalyst
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Steric effects likely have an increasing importance for

the more crowed NHC ligands, as well as for larger ketones

and silanes.

Energetic barriers are, nevertheless, substantially lower

than free energy barriers of 51.13 and 56.70 kcal/mol

calculated for the non-catalyzed hydrosilylation of form-

aldehyde and acetone, respectively. The low energetic

barriers calculated in this work show the plausibility of the

suggested catalytic cycle and furthermore explain the high

turnover number observed for these types of catalyst.

The overall catalytic cycle shows an exothermicity of

about 35 kcal/mol (DH = 33.5 kcal/mol for the (IH)Cu–H

molecule), which is driven by the transformation of a

pC = O bond and a r Si–H bond into more stable r C–H

and r O–Si bonds, and is in agreement with experimental

observations.

4 Conclusions

In this paper, we have shown the theoretical validity of the

suggested catalytic cycle for the hydrosilylation of ketones

using N-heterocyclic diaminocarbenes Cu(I) hydride cata-

lysts. The activation of the catalyst from a copper fluoride

complex, as well as both steps of the catalytic cycle,

involves a 4-center r metathesis transition state. The

reactants are guided toward these transition states, through

the formation of energetically favored van der Waals

complexes, formed through favorable electrostatic inter-

actions. Analysis of transition states shows that the r
metathesis reactions studied here can be described as

asynchronous concerted mechanisms, with the transfer

from Cu-linked atoms occurring prior to the transfer

toward the metal center.

For the reductive hydrosilylation of a ketone by SiH4 to

take place, a free energy barrier of about 14 kcal/mol (for

the more realistic ItBu, IMes, and IPr models) with respect

to the isolated reactants has to be overcome. Comparable

energy barriers are obtained for the two successive steps of

the catalytic cycle, not allowing to identify a rate-limiting

step, if there should be one.

Finally, we noted an overall exothermicity of the cata-

lytic cycle of about 35 kcal/mol, driven by the transfor-

mation of a pC = O bond and a r Si–H bond into more

stable r C–H and r O–Si bonds.
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Abstract We present a summary of the research activities

of the ‘‘Quantum Chemistry and Atomic Physics’’ theoreti-

cal group of the ‘‘Chimie Quantique et Photophysique’’

Laboratory at Université Libre de Bruxelles. We emphasize

the links between the three orientations of the group: theo-

retical atomic spectroscopy, structure, and molecular

dynamics and list the perspectives of our collaboration.

Keywords Electronic correlation � Relativistic effects �
Isotopic effects � Multiply excited states � Hollow atoms �
B-spline basis set � Charge transfer � Photodissociation �
Radiative association

1 Introduction

The ‘‘Quantum Chemistry and Atomic Physics’’ theoretical

group of the ULB ‘‘Chimie quantique et Photophysique’’

(CQP) Laboratory actively participated in the series of

‘‘Quantum Chemistry in Belgium’’ meetings since the very

first one (Namur 1995). During almost forty years, the

seniors of this group (JL, MG, and NV) pursued the tra-

dition of their predecessor, Georges Verhaegen, in inves-

tigating methodology transfers from atomic physics to

quantum chemistry and vice versa. Among these devel-

opments, one finds the ‘‘atoms-in-molecules’’ approach1

[105] that was developed to estimate the electron correla-

tion molecular energy from atomic correlation energies

[49] or the ‘‘transition states’’ method with fractional

occupation numbers [67] to calculate atomic transition

probabilities. Another tradition of our laboratory that the

authors maintained, together with their colleagues Michel

Herman and Jean Vander Auwera from the high resolution

spectroscopy experimental group of the same laboratory, is

to benefit from the theory-experiment synergy, as initiated

by the tandem Reginald Colin—Georges Verhaegen in

their study of BeH [41].

The present research activities of the theoretical group

fit three main fields: ab initio atomic and molecular

structures and quantum molecular dynamics. Some of the

research subjects merge expertise from two different fields.

For instance, the investigation of molecular dynamics is

achieved by developing both wave packet propagation

techniques [110] and molecular structure methodologies

[112]. Another example is the continuous quest for new

approaches to take electron correlation into account [174]

that remains, since the beginning of ab initio calculations,

the key for an adequate description of atomic [21] and

molecular structures and properties [107]. A number of our

research projects have direct astrophysical applications,

including the determination of accurate atomic oscillator

strengths and the investigation of isotopic and nuclear
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effects [71], the characterization of molecules suspected

in space [137], the determination of rotational intensities

to predict molecular abundances [29], or the calculation

of rate constants for charge transfer processes [168, 169].

Contributions within each field may thus be very diverse

and include also the calculation of atomic electroaffini-

ties [20], time-dependent photodissociation processes

[114], or DNA stacking properties [32]. We have

gathered here some examples of our works which have

been presented at the QCB meetings for more than

15 years now.

2 Theoretical atomic spectroscopy

The ab initio calculations of atomic structures are often

dictated by high resolution spectroscopy laboratory

experiments or by astrophysical observations that require

reliable atomic parameters for their interpretation. The

spectacular increase of the spectral resolution during the

last two decades, in all domains of the electromagnetic

spectrum, forced the theoreticians to improve their models

and computational tools to achieve the needed accuracy in

their atomic structures and dynamical properties calcula-

tions. This applies not only to laboratory measurements but

also to observational spectroscopy for astrophysics and

astronomy thanks to high resolution spectrometers coupled

to ground-based or space telescopes.

We illustrate in the present section the important role of

high resolution atomic structure calculations through spe-

cific examples, keeping in mind for their selection, that

they should be of interest for the quantum chemistry

community.

2.1 The partitioned correlation functions approach

It has been known for many years that variational methods

can be used for targeting specific correlation effects by

tailoring the configuration space [70]. We proposed a new

method that was successfully applied for describing the

total energy of the ground state of beryllium [174]. Inde-

pendent sets of correlation orbitals, embedded in ‘‘Pair

Correlation Functions (PCFs), are produced from separate

multiconfiguration Hartree–Fock (MCHF) calculations

[60]. These non-orthogonal one-electron functions span

configuration state function (CSF) spaces that are coupled

to each other by solving the associated generalized eigen-

value problem. The Hamiltonian and overlap matrix ele-

ments are evaluated using the biorthonormal orbital

transformations and efficient counter-transformations of

the configuration interaction eigenvectors [122]. Using this

approach, we demonstrated the fast energy convergence in

comparison with the conventional SD-MCHF method

optimizing a single set of orthonormal one-electron orbitals

for the complete configuration space. Very recently, we

moved to a more general approach renamed the ‘‘Parti-

tioned Correlation Function Interaction’’ approach [175]

that keeps the same PCFI acronym, but that is not neces-

sarily restricted to a pair partitioning. This original method

is currently tested on the ground and the first excited state

of neutral lithium, not only for the total energy, but also

through the expectation values of the specific mass shift

and hyperfine structure operators and radiative transition

probabilities, using different models for tailoring the con-

figuration space. We clearly identified the ‘‘contraction

effect’’ as the source of inaccuracy for properties more

sensitive than the energy, due to the use of fixed PCF

eigenvector compositions. A progressive decontraction, up

to the uncontracted non-orthogonal configuration interac-

tion limit case, efficiently solves the problem by restoring

the needed flexibility in the wave function. Let us illustrate

the approach on 1s2 2p2Po of Li I for which the following

four PCFs:

– the inner-shell (1s) double-excitations PCF,

– the inter-shell (1s, 2p) single- and double-excitations

PCF,

– the (1s, 1s, 2p) triple-excitations PCF,

– the inner-shell (1s) single-excitations PCF,

are built and optimized independently by the MCHF

approach, keeping frozen the 1s and 2p orbitals from the

HF solution. Each PCF brings its own basis of numerical

orbitals, up to (n = 10 ; l B 9), in the ‘‘Uncontracted

Partitioned Correlation Function Interaction’’(UPCFI)

eigenpair problem. The union of the four above PCFs

reproduces the Complete Active Space (CAS) CSF expan-

sion as far as the excitation families are concerned, but the

variational richness of the one-electron basis is much larger

than the one of the traditional CAS-MCHF calculation.

Figure 1 illustrates the tremendous gain of our UPCFI

approach compared with the CAS-MCHF method in the

convergence pattern of the electric quadrupole hyperfine

parameter bq with respect to the size of the orbital active

set(s). This parameter is defined as the following expec-

tation value:

bq � CLSMLMS

XN
i¼1

2C
ð2Þ
0 ðiÞr�3

i

�����
�����CLSMLMS

* +
; ð1Þ

calculated with ML = L and MS = S [71]. The ket

jCLSMLMSi defines the atomic state function and bq rep-

resents the electric field gradient at the nucleus, produced

by the electrons, interacting with the quadrupole moment

of the nucleus, if any.

Even if the lithium atom is a three-electron system that

can be described accurately by a single orthonormal
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orbitals set, the PCFI method leads to an impressive

improvement in the convergence pattern of all spectro-

scopic properties studied so far [175]. For larger systems, it

becomes quickly hopeless to saturate the space occupied by

all electrons with a single common set of orthonormal

orbitals, and the PCFI method is a promising approach that

might become competitive with the coupled-cluster

approach [8] for getting high-quality correlated wave

functions. The present study constitutes a major step in the

current developments of both ATSP2K and GRASP2K packages

[61, 90] that adopt the biorthonormal treatment for esti-

mating energies, isotope shifts, hyperfine structures, and

transition probabilities.

2.2 Nuclear effects on the electronic structure

During the last decade, our research group focused on

various nuclear effects in atomic structures and dynamics.

A major contribution [17] is the theoretical calculations of

hyperfine-induced transitions that occur due to the fact that

the total electronic quantum number J allowed by the

coupling J = L ? S cannot be ‘‘good’’ enough due to the

hyperfine coupling F = J ? I, where I is the nuclear spin.

The resulting J-mixing opens new decay processes that

may affect the radiative lifetimes [1, 89] and may be

observed in astrophysics [18]. The estimation of these

subtle interaction mechanisms requires the evaluation of

the complete hyperfine interaction matrix in the basis of the

atomic states involved, all described by highly correlated

and relativistic-corrected wave functions. The evaluation of

the hyperfine constants and their comparison with obser-

vation brings sometimes surprises. For hyperfine structures

of 15N and 14N spectral lines observed in the near-infrared

[85], we estimated ab initio hyperfine constants [91] that

disagree completely with the experimental parameters

obtained by fitting the observed hyperfine spectra [85]. We

proposed a new interpretation of the recorded weak spec-

tral lines [21] as crossover signals, producing a new set of

experimental hyperfine constants in very good agreement

with the ab initio predictions. This exemplifies the crucial

role of theoretical atomic structure calculations in the

interpretation of high resolution spectroscopy experiments.

Another property, often relevant in chemistry, that can

be isotope-dependent is the electron affinity. The theoret-

ical estimation of this observable constitutes a real chal-

lenge [121], due to the delicate energy balance between the

neutral atom and its negative ion. In the last years, we

developed elaborated correlation models to estimate the

isotope shift on the electron affinity in carbon, oxygen,

sulfur, and chlorine [11, 20, 22], mainly motivated by the

interpretation of the microscopy photodetachment experi-

ments [10]. The estimation of the mass shift contributions

becomes arduous for heavy systems since the recoil oper-

ator should be relativistically corrected [148]. We develop

the algebra and the computational tools for allowing their

calculation in the full relativistic scheme [63].

2.3 Relativistic effects in light elements

The ab initio calculation of atomic structures in light ele-

ments and ionic species definitely requires special care in

the description of electron correlation beyond the single-

configuration (not always single-Slater determinant) Har-

tree–Fock (HF) approximation. Although relativistic cor-

rections are expected to become important for high-

Z systems, they cannot be neglected at the level of high

resolution at low Z. Moreover, in some situations, relativ-

istic effects can be much larger than expected. These sur-

prises occur in the case of near-degeneracies of non-

relativistic levels that strongly mix through relativistic

operators such as the spin–orbit interaction. In the present

contribution, we illustrate how relativistic corrections can

be large in fluorine, despite its low atomic number (Z = 9).

Table 1 reports the theoretical values of the magnetic

dipole hyperfine constant AJ for 2p43p that are estimated

using elaborate single- and double-multireference MCHF

correlation models [23], together with the experimental

value [158] for 2D5/2
o . The calculations are performed using

the multiconfiguration Hartree–Fock (MCHF) and Dirac–

Fock (MCDF) methods. In both non-relativistic and rela-

tivistic models, the set of many-electron states selected to

form the total wave function is constructed systematically

using the ‘‘single- and double-multireference’’ approach. In

the framework of MCHF, the relativistic effects are taken

into account either in the Breit–Pauli (BP) approximation
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Fig. 1 Comparison of the CAS and uncontracted PCFI convergence

patterns of the electric quadrupole hyperfine interaction parameter as

a function of the size (nmax) orbital active set
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using the MCHF orbitals or through relativistic configura-

tion interaction (RCI) calculations, in which the non-rela-

tivistic one-electron basis is converted to Dirac spinors using

the Pauli approximation [22]. Relativistic effects can play a

significant role on the hyperfine structures. The good

agreement between the MCHF-BP, RCI, and MCDF results

illustrates that these three methods are valid to capture

relativistic effects in a system like fluorine. The remaining

discrepancies between experiment and theory arise from

higher-order electron correlation and relativistic corrections.

2.4 Electron densities from relativistic wave function

Ruthenium, rhodium, palladium, osmium, iridium, and

platinum, having similar physical and chemical properties,

constitute the so-called ‘‘platinum group’’. By looking at

the position of the last three of these elements

(76 B Z B 78) in the periodical table, the chemist imme-

diately realizes the expected complexity of their electronic

structures. Following the lanthanides, however, the 4f shell

is filled by 14 electrons and the valence structures 5dN 6sM

of Os, Ir, Pt mainly differ in the (N, M) occupation num-

bers of the 5d and 6s atomic subshells. Osmium combined

with rhenium, ruthenium or iron, produces compounds that

are known as ultra-hard and incompressible materials [45],

with a high recognized potential in the cutting tools and

abrasives industry [93]. Osmium has a ground state

[Xe]4f145d66s25D4 and the closeness of the valence shells

with 4f makes an accurate description of its electronic wave

function difficult to achieve. Moreover, relativistic effects

are expected to be large with such a high number of protons

[75]. We participate in the development of the computa-

tional atomic structure tools that are needed for getting a

reliable description of such complex systems. Figure 2

displays the radial electron density D(r) [12] of the osmium

ground state, using three different models: HF, DF, and

MCDF. The comparison between the HF and DF electron

densities is striking and beautifully illustrates the impor-

tance of relativity for such a high-Z atom. But electron

correlation is obviously crucial for many properties,

although it is surprisingly difficult to visualize on the

density itself [12]. The inset figure displays the magnified

(91,000) electron density difference between the single-

and multiconfiguration pictures in the full relativistic

scheme. The latter has been obtained by a single- and

double-monoreference MCDF calculation, allowing one or

two holes in the spectroscopic {4f, 5d, 6s} shells and

adopting the {4f, 5d, 5f, 6s, 6p} orbital active set. As seen

in this figure, the valence correlation induces some

important reorganization of the electron cloud corre-

sponding to an increase of the density in the outer region

(r[ 1.5 a0). A new program (RDENS) [104], designed as

a module of GRASP2K [90] and its most recent version as

far as the angular Racah–Wigner algebra is concerned [92],

is under construction, on the basis of the relativistic

extension of [12]. The possibility of getting reliable

ab initio electron densities of complex atomic systems in

ground and excited states, taking correlation and relativity

into account, opens new perspectives in the context of

ab initio DFT and its role in electronic structure theory

[9, 73].

2.5 From doubly to multiply excited states

in hollow atoms

In collision processes between slow highly charged ions

(HCI) and neutral atoms or molecules, multiple electron

capture into excited states of the ions is possible. Double

capture is by far the most studied experimentally and the-

oretically [161] mainly because of the possibility to also

reach those doubly-excited states radiatively from the

ground state [16, 62]. Note that this research area is still

very active, as illustrated by the recent reinvestigation of

our pioneer work [161] on radiative transition probabilities

Table 1 Theoretical and experimental hyperfine interaction constants AJ (in MHz) for neutral fluorine

Level MCHF MCHF-BP RCI MCDF Exp [158]

2p4(3P)3p2D5/2
o 2,040 1,691 1,679 1,666 1,746 (1.5)

2p4(3P)3p4P5/2
o 788 1,007 1,004 1,002

Fig. 2 Radial electron density D(r) of the Os [Xe]4f145d66s25D4

ground state
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and Auger rates of the 1s23‘3‘0 states in Be-like ions [147].

The capture of three electrons from the neutral target into

triply excited states is also possible but the analysis of the

resulting electron spectra is much more complicated due to

the complexity of the Auger decay cascade of the triply

excited states. Vaeck and Hansen [163, 166] have carried

out the first theoretical studies of the triply excited 3‘3‘03‘00

and 3‘3‘0n‘00 of N4? and 1s23‘3‘03‘00 of N2? and of their

decay properties. The lifetimes of those triply excited states

are dominated by Auger decay and assuming a statistical

population of the manifolds, the average lifetime is about

two orders of magnitude smaller than the average lifetime

of corresponding the doubly-excited states (2.1 9 10-15 s

compared with 1.0 9 10-13 s).

Multiple charge transfer processes can also take place in

collision experiments between highly charged ions and

metallic surfaces. At a certain distance from the metal, due

to the large Coulomb potential, the ion pulls electrons out

of the conduction band of the metal. These electrons

populate excited levels of the ion until it is totally neu-

tralized, leaving inner-shells empty. The resulting hollow

atom, for which most of the electrons are in high-n levels,

decays via cascades of autoionization and radiative pro-

cesses while staying neutral due to the pick up of additional

electrons. After, the hollow atom hits the surface and is

stripped of its highly excited electrons. The ion then enters

the surface and again captures electrons in excited levels

(see [170] and the references therein).

The first challenge in the interpretation of the experi-

mental results is the determination of the Auger rates of

hollow atoms in front of the metallic surface. For N6? at

600 eV in front of an Au surface, Vana et al. [172] observed

about 20 electrons ejected in 10-14 s while for Th71? in

front of an Au surface, Aumayr et al. [4] measured the

emission of between 160 and 260 electrons depending of the

velocity of the ion. Using a single configuration average

approach (SCA), Vaeck and Hansen [162, 164, 167] have

determined the decay properties of hollow atoms of the type

1s0,1,2npN with n = 2–7 and N = 2–6 in nitrogen and

obtained a lifetime for the neutral species of the order of

3–6 9 10-16 s in good agreement with the experimental

data. These results have been confirmed for other atomic

systems. For more complex systems, Palmeri et al [123]

have developed a group-diagrammatic summation method

which allows the calculation of Auger rates for configura-

tions of the type 6fN in Th(44-N)?. Finally, the statistical

properties of Hollow nitrogen have been investigated in the

framework of the Random Matrix Theory by Vaeck and

Kylstra [171].

When the ion enters the surface, lower energy levels

start to be populated giving rise to interesting structures in

the electron spectra. For N6? colliding on a Ni(110) surface

[3], the LMM and KLL structures have been partially

interpreted using theoretical results [78]. The comparison

between the electron spectrum resulting from the collision

of N6? and N7? reveals three-electron Auger processes of

the type K2L2L in which two electrons are stabilized while

one is emitted [59]. The calculation of the decay rate of

these processes is dominated by the non-orthogonality

between the wavefunctions of the initial and final states

[165].

Multiply excited states are characterized by very large

configuration mixing which govern their decay properties.

We hope that some of the methodology developed to study

hollow atoms can open new perspectives for the calculation

of complex molecular spectra involving autoionizing states

or for the study of ion-pairs (heavy Rydberg) states [138]

that will start soon in our laboratory.

3 Bridging atomic physics and quantum chemistry

3.1 Brillouin’s theorem

We put a lot of effort in clarifying the connection between

the Brillouin–Lévy–Berthier and Brillouin–Bauche–La-

barthe–Froese Fischer theorems [69], leading to an inter-

esting tool for analyzing the variational content of

molecular wave functions [106]. Regarding Brillouin’s

theorem as a property of the Hartree–Fock wave function,

one can use it to test the quality of the converged solution

[68]. The Hartree–Fock problem for the general open-shell

fN case was solved by Gaigalas thanks to the Vilnius

angular algebra [64]. In collaboration with Gaigalas, we

proceeded to such systematic tests along the lanthanides

and actinides for assessing the reliability of the code. This

brings us to some mysterious discoveries: all Brillouin

matrix elements that should be strictly zero for the con-

verged HF solution are strictly zero. However, many other

zeros appear as well, and these are still not understood

despite our search in finding hidden symmetries within the

quasi- and/or iso-spin formalisms.

3.2 The treatment of one-electron non-orthogonalities

For years, we faced the huge problem of dealing with radial

non-orthogonalities arising from the independent optimi-

zation of the states involved in transition amplitudes, when

using the Wigner–Fano–Racah algebra [56] for evaluating

the matrix elements. The biorthogonal transformation

algorithm developed by quantum chemists [115] was the

key, after some necessary adaptation to the SO(3) spherical

symmetry [122], to keep the advantages of the irreducible

tensorial approach. These tools are now implemented for

all one- and two-body operators in both the non-relativistic

and relativistic packages [74] and are intensively used not
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only for the estimation of accurate transition probabilities,

but also for energy differences and other properties as

explained above in the PCFI section.

Bridging atomic physics and quantum chemistry is a

rich inspiration source for new developments. Our recent

work on the analysis of atomic physics calculations with

methods from Quantum Chemistry [13] follows the same

aim.

3.3 B-spline basis sets

B-splines are positive L2 integrable piecewise polyno-

mials of order K defined on a interval [0,R] from a

recursive relation. B-splines have been used intensively

in atomic physics to describe both the bond spectrum

and the continuum of energy of atomic systems. One

of the essential properties of the B-spline basis sets is

their ’’effective’’ completeness which allows the entire

spectrum, including the continuum states, to be replaced

by a pseudospectrum containing only a finite number of

states. The pseudospectrum is constructed in such way

that the low-lying states represent correctly the low-lying

bound states of the real spectrum with the remaining

pseudostates representing the remaining bound and

continuum spectrum [76].

Using a truncated diagonalization method with these

B-spline basis sets, we have calculated the decay properties

of all doubly- excited 4‘4‘0 and 4‘5‘0 states of O6? and

Ne8? populated during collisions between Ar and O8? or

Ne10?, respectively [79, 80]. We have determined the

degree of radiative stabilization of these doubly-excited

states and compared it with the experimental results.

We took advantage of the effective completeness of the

B-splines to predict the electronic rearrangement resulting

from the b decay of 6He and 6He? in the framework of the

sudden approximation [178] and by taking into account the

recoil effects [179]. The shake off (ionization) probability

of 6Li2? has been very recently measured in GANIL using

a specially designed recoil ion spectrometer. This first

measurement of an electron shake off following a b decay

is in excellent agreement with our simple sudden approx-

imation calculation [118].

The idea of using B-spline basis sets for the represen-

tation of vibrational molecular wave functions emerged

rapidly. For a Morse potential and a two-dimensional

Hénon–Heiles potential, we have assessed the efficiency of

the B-splines over the conventional DVR (discrete variable

representation) with a sine or a Laguerre basis sets [50]. In

addition, the discretization of the vibrational continuum of

energy when using the Galerkin method allows the calcu-

lation of photodissociation cross-sections in a time-inde-

pendent approach.

The photodissociation of the molecular oxygen by UV

solar radiation is the first step in the ozone-making reaction

sequence

O2 þ hv! Oð3PÞ þ Oð3PÞ
Oð3PÞ þ O2 þMðM ¼ O2;N2Þ ! O3 þM

In the lower stratosphere, 90 % of the O2 photodissociation

results from transitions from the ground state X3R�g to the

vibrational continua of the A3Rþu ;A
03Du et c1R�u Herzberg

states. Using a set a spectroscopic constants [87], we have

constructed the RKR potential energy curves for the A,

A0, c, and X states. The vibrational pseudospectra for all

J values of these states have been obtained using 260

B-splines of order 13. The total cross section obtained in

this work is compared to the available experimental and

theoretical data in Fig. 3.

Finally, a B-spline method has also allowed the evalu-

ation of the radiative decay probabilities of the six vibra-

tional levels of the metastable a3Rþ state of HeH?. The

transition a3Rþ ! X1Rþ is spin-forbidden, but acquires

intensity through spin-orbit interaction with the singlet and

triplet P states [111].

4 Ab initio characterization of molecular structures

The evolution over the last decades of molecular ab initio

calculations followed the spectacular methodological and

Fig. 3 Total photodissociation cross section for O2 in the Herzberg

states. ‘‘This work (ab initio)’’ corresponds to the use of ab initio

potential energy curves and ‘‘This work (RKR)’’ to the use of RKR

potentials constructed on the experimental data [87]. Comparison is

made with the works of Shardanand and Prasad Rao [149], Herman

and Mental [83], Pirre et al. [129], Johnston et al. [88], Cheung et al.

[37], Jenouvrier et al. [86], Yoshino et al. [184], Yoshino et al. [185]

and Buijsse et al. [19]
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computational developments depicted in Sect. 2 for atomic

calculations. It not only concerns the improvement of the

methods of calculations for taking electron correlation and

relativistic effects into account, and for treating excited

states, but also the developments related to the nuclear

degrees of freedom in molecules, like the handling of

multi-dimensional potential energy surfaces [177] and the

treatment of non-adiabatic couplings [53]. It also follows

the increasing power of computer clusters allowing more

accurate calculations on systems of increasing size. The

size of a microscopic system is of course a subjective

quantity, depending on both the number electrons and

nuclei, the latter being equal to one for atoms and ranging

from two to infinity for molecules, from diatomics to

polymers. It is usually admitted that systems of two atoms

or more belong to the world of ‘‘Chemistry’’, and specific

theoretical developments are dedicated to different kinds of

chemical objects. Application of Quantum Chemistry to

biomolecules will be illustrated in Sect. 6 We will focus in

this section on small molecules of atmospheric or astro-

physical interest, for which a theoretical support to high

resolution spectroscopy experiments is needed. As in the

atomic case, we will highlight the theoretical efforts made

for converging the calculated properties to experimental

accuracy.

4.1 Determination of accurate molecular equilibrium

properties

We first present some recent results on small hydrocarbons:

methane, acetylene, and the methyl cation CH3
?. Bench-

mark calculations have been performed on the determina-

tion of the equilibrium geometries of these species in their

ground electronic state. These systems identified in

numerous planetary atmospheres and interstellar medium

present a renewed astrophysical interest [66, 102] and are

extensively studied in high resolution laboratory experi-

ments [14, 51].

The methyl cation CH3
? is involved in the interstellar

reaction Cþ Hþ3 ! CHþ þ H2; under study in our group

[47].

Table 2 illustrates the convergence pattern up to the

complete basis set limit (CBS) of the equilibrium CH bond

distance in the ground 1A1
0 state (D3h symmetry). Con-

vergence is studied as a function of the extension (n = D, T,

Q, 5 and 6) of the hierarchical aug-cc-pVnZ [54, 94]

(AVnZ in short) and aug-cc-pCVnZ [182] (ACVnZ in

short) basis sets. All calculations were performed using the

internally-contracted multireference configuration interac-

tion method (IC-MRCI) [95, 180] implemented in the

MOLPRO program suite. The active spaces defining the

multireference treatment coincide with the valence space

for AVnZ calculations and with the full-(core ? valence)

active space for ACVnZ ones. All MRCI energies were

corrected for Davidson’s contribution for unlinked clusters

[97]. CBS-extrapolation has been carried out on the energy,

and not on the bond length value itself, as already done in

other works [131]. Energies were extrapolated at each of

the geometries scanned by the numerical derivative algo-

rithm and numerical gradient optimizations have been

applied to the extrapolated energies, as implemented in the

MOLPRO code [181]. Extrapolations were separately

applied [57, 173] at each geometry for the reference

CASSCF energy and the dynamical correlation energy,

using a simple exponential function [57] and a n-3 two-

parameters form [81] respectively. The results show that,

referring to the CBS value, one reaches the 0.1 pm accu-

racy at quintuple zeta level and that the introduction of the

core and core-valence correlation (ACVnZ calculations)

induces a contraction of the CH bond by 0.15 pm. Let us

also note the agreement between IC-MRCI/AVnZ(CBS)

and CCSD(T)-F12/VnZ-F12 frozen core results [46], with

a faster convergence of the latter due to the use of explicit

correlation.

In a similar study carried out on the ground electronic

state of acetylene [107] at CCSD(T) level of theory, we

found that the contribution of core electrons to the corre-

lation energy decreases the CH equilibrium bond distance

by a comparable amount (0.13 pm) as for CH3
?. A similar

contraction effect, but more pronounced (0.27 pm) as

expected, is observed for the CC bond distance. The con-

vergence of the ab initio equilibrium geometry to experi-

mental accuracy was further addressed by also evaluating

the effects of explicit triple and quadruple excitations

(-0.014 and ?0.042 pm for CC and CH, respectively),

scalar relativistic corrections (-0.016 and -0.027 pm,

respectively) and diagonal Born-Oppenheimer corrections

(DBOC) (?0.013 and ?0.003 pm respectively). Let us

note that the DBOC calculations make use of the bior-

thogonal algorithm [115] cited in Sect. 3 The final ab initio

values for both bonds, obtained by combining all men-

tioned contributions, are underestimated by about 0.02 pm

with respect to the experimental values. Note that the latter

were determined from a large number of ro-vibrational

lines recorded for five isotopologues, providing thus a quite

unique case for obtaining very accurate equilibrium

parameters. These experimental values differ however

from semi-empirical ones, also determined in Ref. [107]

and based on results for ten isotopologues. Note also that

non-adiabatic corrections are not taken into account in

usual spectroscopic models. Above comparisons thus give

an order of magnitude of the attainable accuracy on equi-

librium geometries not only from ab initio calculations but

also from experimental data.
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Extensive calculations were also performed on methane

[25–29], with the goal to predict the rotation–vibration

spectrum which is of particular interest for evaluating

methane abundance in planetary atmospheres. Our most

recent results use an accurate potential energy surface cal-

culated at the CCSD(T)/ACV5Z level of theory [119] and a

dipole moment surface that we calculated at the IC-MRCI/

ACV5Z level. The vibrational Schrödinger equation has

been solved variationally, and perturbation theory was used

to calculate the rotational spectrum of the ground vibrational

state [29]. Note that the variational method developed for

solving the vibrational problem, the vibrational mean field

configuration interaction method (VMFCI) [26, 27], is

directly inspired from electronic ab initio SCF/CI theory.

The rotational spectrum calculated in that way is in very

good agreement with the one recently recorded at the

SOLEIL synchrotron [14] and with the atmospheric HI-

TRAN database [142]. Note that part of this success comes

from the accurate equilibrium geometry ensured by the use

of the ACV5Z basis set in highly correlated calculations. As

for the hydrocarbon systems mentioned above, the effect of

core and core–valence correlation is to reduce the CH bond,

by 0.02 pm in the case of methane.

4.2 Excited electronic structure of transition metal

containing diatomics

Transition metal containing molecules have a potential

astrophysical importance [109] and present an interest in

catalysis and organometallic chemistry [24]. Numerous

diatomic molecules MX made of a transition metal atom M

and a second or third row atom X have been studied in

laboratory using Fourier transform emission spectroscopy.

Such experiments produce high resolution spectra covering

a wide spectral range (typically from 0 to 25,000 cm-1)

and exhibit an intricate superposition of ro-vibrational

bands. These spectra can usually not be assigned without a

theoretical support. The complexity comes from the exis-

tence of many electronic states splitted by spin–orbit cou-

pling and perturbed by non-adiabatic interactions. It also

comes from the dense ro-vibrational structure conditioned

by Franck–Condon factors and Hund’s case angular

momentum couplings. The electronic structure of the

transition metal atom participating to the molecule for-

mation is clearly at the origin of this complexity. As

pointed out in Sect. 2, the transition metal is subject to

relativistic effects and to important correlation effects

arising from its valence shell (n ? 1)sN ndM, coupled to the

ns2 np6 inner-shells and possibly to the 4f shell for sixth

row elements. The high degeneracy of the low-lying tran-

sition metal atomic states and their splitting in the molec-

ular C1v environment explain the high density of

molecular electronic states in the spectral energy window.

Providing a reliable energy scale of the molecular elec-

tronic states lying within this window is a challenge for

ab initio calculations, but is a prerequisite to any spectro-

scopic assignment. Our group has provided a theoretical

support for assigning the spectra of many transition metal

containing diatomics recorded by Bernath’s group (see

for instance [132–135, 137]). The quantum chemistry

approach we adopted for such systems is the CASSCF/IC-

MRCI method, well adapted to excited state calculations

with efficient account of electron correlation. Quasi-rela-

tivistic pseudo-potentials and corresponding basis sets are

moreover used for the transition metal atom [2].

In many cases we found that the succession of electronic

states drastically changes within an isovalent MX series.

We showed for instance that the ground state of (IVb)-

group chlorides changes from 4U to 2D from TiCl to HfCl,

both states being quasi-degenerated for ZrCl [136]. We

also showed that the low-lying quartet excited states are

inverted in ZrF [152] with respect to ZrCl.

A similar situation is illustrated in Fig. 4 in the case of the

diatomic nitrides of ruthenium, osmium, and iridium (transi-

tion metals of the ‘‘platinum group’’), studied independently

[132–134]. This choice of atoms for illustrating this topic

rejoins the atomic physics interest in our group, pointed out in

Sect. 2. The Figure shows that the low-lying electronic

structure of the isovalent Ru and Os atoms can be described

in terms of 4 main electronic configurations, labeled from

(A) to (D), but that configurations (B), (C), and (D) are

pushed to higher energies in OsN, with as a result a change of

ground electronic state and an extension of the energy scale

by more than 10,000 cm-1. The reason for these changes can

be interpreted in terms of the balance of correlation effects

within the interacting shells (the natural orbitals of the IC-

MRCI calculations of course move accordingly). Going from

OsN to IrN corresponds to the addition of a single electron,

which can tentatively be associated with different molecular

orbitals from the analysis of the wave functions.

Table 2 Convergence to CBS of the equilibrium CH bond length (in Å) of the ground electronic state of CH3
?

n D T Q 5 6 CBS

IC-MRCI/AVnZ 1.10380 1.09094 1.08951 1.08903 1.08898 1.08879

IC-MRCI/ACVnZ 1.10269 1.08967 1.08806 1.08758 1.08750 1.08729

CCSD(T)-F12/VnZ-F12 [46] 1.08913 1.08905 1.08875 – – –
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4.3 Intermolecular potential energy surfaces

of acetylene–rare gas complexes

High resolution infrared spectroscopy experiments carried

out in our lab on acetylene-containing complexes moti-

vated us to carry out large scale ab initio CCSD(T) cal-

culations to support experimental results. Complexes are

formed in a supersonic expansion allowing the detection of

the complexes by means of cavity ring-down spectroscopy

[52]. Accurate intermolecular potential energy surfaces

(IPES) have been calculated for interpreting the m1 ? m3

spectra of acetylene–rare gas complexes, the rare gas atom

being argon, krypton, and xenon [101]. The spectra of the

former two complexes have been studied experimentally

[99, 100] but further theoretical help is needed for detailed

analysis. IPES are defined by two coordinates R and

h, defining the Jacobi vector pointing from the center of

mass of the acetylene moiety to the rare gas atom. Inter-

action energies were corrected for the basis set superposi-

tion error by means of the counterpoise approach [15].

Extensive test calculations have shown that the CCSD(T)

method using all-electron AVQZ basis sets [54, 94] aug-

mented by a set of (3s3p2d1f) midbond functions [157]

provided interaction energy values close to the corre-

sponding CBS limit. For krypton and xenon, multiconfig-

urational Dirac–Fock relativistic core potentials and

corresponding AVQZ basis sets were used [126]. Table 3

illustrates the spectacular influence of both the correlation

energy and the basis set on the stability of the global

minimum of the acetylene–Kr complex. The positive val-

ues of the interaction energy at Hartree–Fock level shows

how dispersion correlation effects determine the complex

stability. Also note the importance of the basis set effect at

CCSD(T) level, related to the description of the dispersion

energy. The contributions of the scalar relativistic effects to

the interaction energy have been evaluated to 1 and 2.3 %

for acetylene–Kr and acetylene–Xe, respectively [101].

5 Non-adiabatic wavepacket molecular dynamics

Over the past decade, the Laboratoire de chimie quantique

et photophysique of the ULB and the Laboratoire de chimie

physique of the Université de Paris 11, Orsay have col-

laborated on the development of a strategy for the calcu-

lations of charge transfer cross-sections in ion-atom

collision [110, 113, 168, 169],

Aþ Bqþ ! AþþBðq�1Þþ

This approach is based on a molecular description of the

reaction in which the colliding particles engage in the

reaction by the entrance channels corresponding to poten-

tial energy curves of the diatomic molecule ABqþ; form an

unstable molecular bond, and dissociate into different exit

channels. This method allows the use of conventional

quantum chemistry program libraries for the calculation of

the potential energy curves and of the coupling matrix

elements which couple the entrance and exit channels in

inelastic scattering. One of the expertise of the ULB team

is the ab initio calculation of these time-independent

parameters [112]. The dynamics of the nucleus is treated

quantum mechanically, that is, the most appropriate

approximation for low or very low collision energies

encountered in the problems of interest in this proposal, by

time-dependent wave packet propagation. For each colli-

sion energy, a Gaussian wave packet is prepared in the

entrance channel and propagated on the coupled channels

using the split-operator algorithm or the Chebyshev

method. The cross-sections are extracted from the ampli-

tude of the wave packets on the different exit channels at

large internuclear distances using various numerical tech-

niques such as the spectral projection or based on the

properties of the flux operator [7].

Fig. 4 Energy level diagram of the electronic states of RuN, OsN and

IrN, from IC-MRCI calculations. Colors are used to mark states

arising from the same configuration

Table 3 Convergence to CBS of the interaction energy DE (in cm-1)

at the global minimum geometry of the acetylene–Kr complex

Method Basis set DE

HF CBS(AVnZ ? midbond) ?147.14

CCSD(T) AVQZ -141.39

CCSD(T) CBS(AVnZ) -153.11

CCSD(T) AVQZ ? midbond -149.73
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One of the advantages of time-dependent simulations is

that they easily allow for the addition of the effect of an

electromagnetic field on the dynamics, allowing the cal-

culation of photodissociation and radiative association

cross section for systems with one [151, 114] or two [5, 98]

nuclear degrees of freedom. One example is the determi-

nation of the photodissociation and the radiative associa-

tion cross-sections and rate constants of the molecular ion

HeH?, a species of particular interest in astrochemistry.

We more specifically studied the difficulties met in

extracting the cross-sections in systems which contain a

very large number of coupled electronic states using a

time-dependent method. Figure 5 shows the radiative

association cross section of He(1s3s3S) ? H?,

He(1s3p3Po) ? H?, and He(1s3d3D) ? H? toward the

b3Rþ state of HeH?.

It is also possible to optimize the pulse of the laser to

reach specific molecular states or reaction products, that is,

quantum control. Orsay’ LCP has a large expertise in that

field and its application to chemical reactivity [120] and

quantum computing [156]. In our approach, the control

pulses are designed either by optimal control theory, by

local control or by STIRAP (Stimulated Raman Adiabatic

Passage). The most recent applications have been devoted

to the implementation of quantum gates using states of cold

diatomic molecules: using optimal control theory, we

numerically implemented classical and quantum algo-

rithms on hyperfine states of neighboring polar molecules

in an optical trap. The prospect of operating intermolecular

gates opens possibilities toward scalability and hyperfine

states were shown to be good candidates for qubit encoding

[124, 176].

6 Quantum chemical calculations of biomolecules

and their environment

Research in theoretical and computational chemistry is also

being carried out in our group with a special emphasis on

applying quantum mechanics methods to molecular

biophysics and chemical reactions in condensed matter.

Dynamics and electronic structure theory calculations are

being performed on large and complex systems to con-

tribute to a better understanding of a variety of issues

associated with biological and chemical structure and

reactivity. In particular, a large effort of our research is

being devoted to the elucidation of the mechanisms

responsible for the radiation damage in DNA. Dynamics

calculations are also being carried out with a special focus

on the analysis of enzyme reactions and reactions occurring

at the metal–solution interface. In addition, we are

expanding our interests into molecular mechanics and

combined quantum mechanical and molecular mechanical

simulations of macro(bio)molecular systems. In this sec-

tion, we summarize the contributions of modern quantum

chemical calculations to the determination of the electronic

properties of DNA bases, isolated or embedded in base

clusters. In particular, the calculations discussed concern

the characterization of the molecular energy levels and

potential energy surfaces, which shed light on ionization

and charge migration along DNA molecules. We mainly

consider the estimation of key parameters, such as ioni-

zation energies (IEs) of DNA bases, which govern the

charge injection into DNA. We also discuss the mecha-

nisms of charge migration over stacked DNA bases and

selected calculations performed on metal complexes used

as DNA intercalators. Finally, the influence of the DNA

environment and its effect on the IE quantities are

described.

6.1 Isolated DNA bases and DNA base clusters

When trying to elucidate the effects of ionizing radiation

on DNA, knowing the electronic structure of DNA is

imperative. Indeed, detailed information about electronic

properties of the DNA components will ultimately provide

a fundamental understanding of the electronic factors that

influence site-specific or sequence-specific radiation attack

on DNA. Ab initio quantum mechanical calculations bring

realistic descriptions of the Born–Oppenheimer potential

energy surfaces of the neutral and cationic electronic states

that govern the studied ionization properties of the DNA

constituents. They also determine structures and relative

energies of the relevant stationary points (minima and

saddle points) on the corresponding potential energy sur-

face and reveal the reaction pathways connecting them.

A fundamental advantage is that quantum mechanical

Fig. 5 Radiative association cross-sections of He(1s3s3S) ? H?

(black curves), He(1s3p 3Po) ? H? (red curves), and He(1s3d 3D) ?

H? (blue curves) toward the b3Rþ state of HeH? with (full lines) and

without (dotted lines) taking the vibrational dependence of the cross-

sections into account
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calculations reveal a direct relation between structure and

energies, which is close to impossible to achieve via

experimental approaches. On the monomer level, that is,

isolated nucleobases, the application of quantum mechan-

ical calculations has proven to be a powerful tool [58, 77,

96, 116, 150] because the interpretation of the experimental

results is not yet complete owing to the frightening task of

extracting contributions of numerous tautomers and con-

formers that can be produced under the experimental

conditions (especially in the case of guanine and cytosine)

[58, 96, 117, 160, 187]. Moreover, the advanced quantum

mechanical calculations have been used as predictive tool

for systems where no relevant experiment exists, such as

hydrogen-bonding and p-stacking of nucleobases [35].

Thus, the improvement of quantum mechanical calculation

techniques, together with the increase in computing power,

allows today for precise analysis of ionization properties of

clusters of DNA bases ‘‘in complete isolation’’, providing a

detailed understanding of the intrinsic features of such

systems. However, the application of the above-mentioned

quantum mechanical calculations is far from being trivial

given the ionization properties to be calculated and the size

of the molecules and the interactions of interest. Stacking

and H-bond interactions between nucleobases are still a

challenge for quantum mechanical methods, the details of

this have been reviewed in Refs. [31, 139, 154, 153]. The

choice of the level of calculation well adapted to the

studied problem is crucial.

While the ionization of isolated DNA bases and

H-bonded base pairs has been studied extensively (see Ref.

[35] and references therein), only a few ab initio IE cal-

culations on p-stacked bases have been reported. Indeed,

whereas the qualitative features of ionization of stacked

systems, that is, the lowering of IE and the dependence of

hole delocalization on the relative orientation of the frag-

ments, can be easily explained by an electrostatic model

[130] and simple molecular orbital analysis, as has been

done by Sugiyama and Saito [143–146, 155, 186], the

quantitative predictions are much more challenging. The

influence of stacking interactions on guanine IE has been

examined by employing single- and double-stranded model

systems consisting of stacked guanine bases in orientations

that occur in the standard B-form of DNA [30, 31, 36, 130,

143, 144, 155, 186]. Figure 6 summarizes the recent results

concerning pure guanine single-strand stacked clusters.

These include MP2 estimates using the polarized

6-31G(2d(0.8,0.2)) basis set. In this case, the geometries of

the systems are not optimized and the values are vertical

IEs. Stacking interactions in the GG dimer are found to

reduce the vertical IE by 0.4 eV. A similar effect of

stacking interactions on IEs has been reported in the case of

the benzene dimer (0.53 eV) [127, 128] and the uracil

dimer (0.34 eV) [72]. The IE lowering by stacking

interaction is further confirmed for three, four, five, and six

consecutive stacked guanines, in which the IE gradually

drops with increasing number of nucleobase. The IE dif-

ference between dimer and trimer is 0.1 eV while the IE

change between trimer and tetramer is larger (0.6 eV). In

order to evaluate the IE sequence dependence, IEs were

also estimated for different sequences of stacked

DNA bases, in particular the human telomere sequence

(TTAGGG) [36], which is essential for chromosomal sta-

bility and integrity, a function important for DNA damage.

As depicted in Fig. 6, ionization energy calculations show

that the G-rich human telomere sequence is particularly

prone to oxidation and can act as a profound hole trap as

deep as a sequence of five consecutive guanines. These

calculations thus support the previously reported hypothe-

sis of the protection of genes from oxidative damage by

telomeric overhangs [82]. A molecular orbital analysis has

been done explaining how unique the human telomeric

sequence is and how modifications in the sequence are

expected to induce changes in the electronic structure, with

concomitant increase of the ionization energy.

Due to charge transfer between DNA bases, the chem-

ical damage in irradiated DNA often occurs at sites other

than where the original ionization takes place. For these

reasons, the elucidation of the mechanisms responsible for

the charge transfer phenomena in DNA is also a grand

challenge in the current research on the oxidative damage

of DNA. A key structural element, which determines the

charge transfer properties of DNA, is the array of the

p-stacked base pairs [159, 183]. DNA-mediated charge

transfer has proven to be gated by base motions and, as

such, to be sensitive to DNA conformation and stacking,

with only certain base conformations being charge transfer

active. A key theoretical result of our research has been the

characterization, in gas phase, of very specific conforma-

tions of an ionized DNA stacking of two consecutive

guanines, the most easily oxidized nucleic acid base,

required for charge transfer to occur [32]. Our analysis

relied on high-level multiconfigurational ab initio calcula-

tions: state-averaged CASSCF/MRCI and RASSCF/

RASPT2. The ground and first two excited states of the

radical cation have been characterized and the topology of

the corresponding potential energy surfaces has been

studied as a function of all intermolecular geometrical

parameters. Relative translational motions of both guanines

in their molecular planes have been demonstrated to govern

the charge migration between the two bases. The reaction

path describing the charge transfer from one guanine to

another has been predicted. Five stationary point confor-

mations of ionized guanine pairs (see Fig. 7) have been

characterized corresponding to three minima (M1, M2 and

M3) and two saddle points (S1 and S2). The corresponding

relative energies with the percentages of the positive
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charge, calculated for each stationary point, on G50 and G30

are presented in Fig. 8. In addition, we have extended our

study to a stacked sequence of three guanines isolated

(GGG) and in interaction with the amino-acid arginine

(GGGArg). The results of the calculations performed on

these trimer geometries are promising and very exciting as

they show that the charge transfer, first, proceeds in a

multi-steps fashion, from one base to another, across the

trimer and, second, may be modulated by a H-bond/cation-

p stair motif, as the one found in GGGArg. These motifs

are recurrently found at protein/DNA interfaces [140].

They can thus be viewed as stabilizing the stationary point

conformations and modulating the charge transfer by the

introduction of a positive charge in the vicinity of the

guanine stack [141].

6.2 DNA intercalating complexes

In typical experiments designed to study the charge transfer

in DNA, a donor and an acceptor of these charge carriers

are intercalated in the stack of the DNA bases or chemi-

cally attached to the phosphate–sugar backbone. For a

properly chosen donor and acceptor species, such chemical

modifications enable the generation of holes under irradi-

ation of the sample by light due to the removal of an

electron from the nucleobase to the photoexcited donor. In

the burgeoning area of DNA intercalation studies, transi-

tion metal intercalators have been a rich source of exper-

imental data for decades and, in this context, the

Ruthenium derived compounds have been extensively

used. The rich chemical and structural diversity of the

Ru(II) compounds has provided the biological chemists

with a range of chemical, luminescent and photochemical

probes to study DNA but also to potentially open new

routes to diagnostic and therapeutic agents for various

diseases. Indeed, when the photo-induced electron transfer

is efficient, it has been shown experimentally that this may

correlate with the single-strand cleavage of plasmid DNA.

Extensive research has been performed on Ru(II) com-

plexes in the presence of nucleic acids in Prof. A. Kirsch-

De Mesmaeker0s research group [48, 55, 84, 103].

Recently, Prof. A. Kirsch-De Mesmaeker and Prof. M.

Luhmer showed, for the first time, that the photoreaction of

[Ru(tap)3]2? and [Ru(tap)2(phen)]2? with guanosine-5-

monophosphate or N-acetyl-tyrosine gives rise to 1H photo-

CIDNP signals [125], that is, non-Boltzmann nuclear spin

state distributions that has been detected by NMR spec-

troscopy as enhanced absorption or emission signals.

However, the interpretation framework must be confirmed.

In order to validate the experimental predictions, Density

Functional Theory (DFT) calculations can be performed.

These calculations are based on the determination of the

electronic structure of the mono-reduced form of Ru(II)

complexes in gas phase and aqueous solution. Recently,

some of us showed that the electron spin density and the

isotropic Fermi contact contribution to the hyperfine

interactions with the 1H nuclei agree remarkably well with

the observed 1H photo-CIDNP enhancements [34]. Thus,

combined photo-CIDNP experiments and DFT calculations

open up new important perspectives for the study of

polyazaaromatic Ru(II) complexes photoreactions.

6.3 Influence of the DNA environment

As described in the earlier sections, ab initio studies have

contributed to a fundamental understanding of the intricate

effects of the different elements of the DNA environment,

including bonding in nucleotides, H-bond and stacking

Fig. 6 Vertical IEs (in eV) of

B-form stacked contiguous

guanines and the 50-TTAGGG-

30 human telomere sequence
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Fig. 7 Conformations of the

ionized stacked cluster GG

corresponding to the five

stationary points (M for

minimum and S for saddle

point). The percentages of the

positive charge on the guanine

G50 are also indicated

Fig. 8 Top relative energies (in kcal/mol) of the ground and first

excited states, computed at the RASSCF/RASPT2/6-31G(d(0.2))

level of theory, for the ionized stacked clusters GG, GGG and

GGGArg. The energies for the five optimized conformations

represented in Fig. 7 have been calculated. Bottom percentages of

the positive charge on each component of the clusters calculated for

the ground state
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interactions between DNA bases but also solvation [38–40,

42–44, 125], on the IEs of each of the bases. However, it is

important to have a global vision of the various aspects of

the environmental effects to extrapolate these observations

to predict the electronic properties of DNA bases in a

biologically relevant aqueous environment. The DNA

bases embedded in the DNA helix experience very special

electrostatic interactions with the solution structure outside

the helix. Indeed, a long-range solvent structure is created

by the presence of the negatively charged phosphates of the

backbone and the positive counterions. All these effects

can cause important changes in the electronic structure of

the DNA bases and the next step is thus to ask what the

electronic properties of DNA bases are if we take these into

account. The modeling of the DNA solution is an important

challenge with many thousands of participating atoms.

While significant progress is being made in the develop-

ment of quantum chemical approaches applicable to large

systems, it is clear that to treat complex biological systems

such as DNA we still need to integrate different compu-

tational methodologies with diverse accuracies and cost.

The goal of our research is to gain better insight into the

effect of the native DNA environment on the IEs of the

nucleobases, with the aid of the hybrid quantum mechan-

ics/molecular mechanics (QM/MM) approach. The QM/

MM approach consists of embedding a quantum mechanics

calculation in a classical molecular mechanics model of the

environment [65, 108]. The coupling between the QM

region treated by quantum mechanics and the MM region

treated with classical molecular mechanics must be able to

describe both bonded and non-bonded interactions, such as

electrostatic and van der Waals interactions, between the

two regions. The use of the QM/MM approach allows thus

to provide an explicit molecular description of the envi-

ronmental effects taking into account the local structure of

the solvent and the coordination of counterions in solution.

This QM/MM approach has been used to computationally

estimate the ionization energies of nucleobases within the

biological environment showing the large effect on these

properties [33]. The predicted energies are collected in

Table 4 in which they are compared to the corresponding

gas phase values. For the first time, the application of the

QM/MM approach to the study of the ionization process of

DNA shows how the negative phosphate groups of the

DNA double helix and positive counterions induce a long-

range molecular structure of the solvent creating, in the

center of the DNA helix, a noticeably amplified electric

potential. This potential shifts the ionization energy

threshold of DNA bases by 3.2–3.3 eV relative to the gas

phase. The QM/MM model has also been applied to IE

calculations of clusters of DNA bases. The important IE

shift due to solvation surrounding DNA remains at the

same level as for single DNA bases. The results of this

study have lead to detailed and reliable information about

IEs of the DNA components providing a fundamental

understanding of the electronic factors that influence site-

specific or sequence-specific electron detachment on the

genetic material.

7 A fruitful perspective

One of the main advantages of our group is a shared

expertise dedicated to a wide range of problems. We plan

to apply this advantage toward new perspectives. For

example, one goal common to the three orientations of our

respective research fields is to expand the size of the sys-

tems under study toward biological molecules, heavy

atoms and ions, molecules containing transition metal

atoms, molecular complexes or dynamics at ice surfaces.

We will also approach the determination of new properties

that will necessitate further theoretical developments, such

as atomic and molecular photoionization cross-sections.

Finally, we plan to carry on with the methodological

transfers from electronic ab initio methods to nuclear

dynamics (molecular vibration–rotation). All those projects

are closely connected with experiments and will keep

tightened all the members of the laboratory.
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29. Cassam-Chenaı̈ P, Liévin J (2012) J Chem Phys 136:174–309
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31. Cauët E, Liévin J (2007) Adv Quantum Chem 52:121–147
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133. Ram RS, Liévin J, Bernath PF (1999) J Chem Phys 111:

3449–3456
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Šimečková M, Smith MAH, Sung K, Tashkun SA, Tennyson J,

Toth RA, Vandaele AC, Vander Auwera J (2009) J Quant

Spectrosc Radiat Transfer 110:533–572

143. Saito I, Takayama M, Sugiyama H, Nakatani K, Tsuchida A,

Yamamoto M (1995) J Am Chem Soc 117(23):6406–6407

144. Saito I, Takayama M, Sugiyama H, Nakamura T (1997) J

Photochem Photobiol A 106(1–3):141–144

145. Saito I, Nakamura T, Nakatani K, Yoshioka Y, Yamaguchi K,

Sugiyama H (1998) J Am Chem Soc 120(48):12686–12687

146. Saito I, Nakamura T, Nakatani K (2000) J Am Chem Soc

122(13):3001–3006

147. Sang C, Jiao Y, Sun Y, Gou B (2011) Eur Phys J D 64:203–207

148. Shabaev V, Artemyev A (1994) J Phys B At Mol Phys

27:1307–1314

149. Shardanand, Prasad Rao AD (1977) J Quant Spectrosc Radiat

Transfer 17:433

150. Shukla M, Leszczynski (2006) J Chem Phys Lett 429(1–3):

261–265

151. Sodoga K, Loreau J, Lauvergnat D, Justum Y, Vaeck N (2009)

Desouter-Lecomte M. Phys Rev A 80:033417

152. Soorkia S, Shafizadeh N, Liévin J, Gaveau MA, Pothier C,
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154. Šponer J, Riley KE, Hobza P (2008) Phys Chem Chem Phys

10(19):2595–2610

155. Sugiyama H, Saito I (1996) J Am Chem Soc 118(30):7063–7068

156. Sugny D, Bomble L, Ribeyre T, Dulieu O, Desouter-Lecomte M

(2009) Phys Rev A 80(4):042325

157. Tao FM, Pan YK (1992) J Chem Phys 97:4989

158. Tate DA, Aturaliye DN (1997/09/1/) Phys Rev A 56:1844

159. Treadway CR, Hill MG, Barton JK (2002) Chem Phys

281(2–3):409–428

160. Trofimov AB, Schirmer J, Kobychev VB, Potts AW, Holland

DMP, Karlsson L (2006) J Phys B At Mol Phys 39(2):305

161. Vaeck N, Hansen JE (1989) J Phys B At Mol Phys 22(20):3137

162. Vaeck N, Hansen JE (1991) J Phys B At Mol Phys 24:L469–

L475

163. Vaeck N, Hansen JE (1992) J Phys B At Mol Phys

25:3613–3619

164. Vaeck N, Hansen JE (1992) Surf Sci 269(270):596–600

165. Vaeck N, Hansen JE (1992) J Phys B At Mol Phys

25:3613–3619

166. Vaeck N, Hansen JE (1992) J Phys B At Mol Phys

25:3267–3282

167. Vaeck N, Hansen JE (1995) J Phys B At Mol Phys

28:3523–3543

168. Vaeck N, Desouter-Lecomte M, Liévin J (1999) J Phys B At
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Abstract Protonation, charging, and field effects on the

thermal isomerization of a nitrospiropyran (SP) modified

by a thiolated etheroxide chain into merocyanine (MC) are

computationally studied at the DFT level. The ring opening

leads to cis-MC conformers that then isomerize to the more

stable trans forms. While the closed neutral spiropyran is

more stable than the conjugated open forms, the merocy-

anine conformers are significantly stabilized by proton-

ation, electron attachment, and ionization. For protonation

on the pyran oxygen atom and electron attachment, the MC

conformers are more stable than SP, and unlike for the

neutral species, the ring opening is spontaneous at room

temperature. Moreover, for the pyran oxygen-protonated

form, the ring opening to the cis-merocyanine becomes

barrierless. On the other hand, barriers comparable to the

neutral remain along the thermal pathway to the cis-mer-

ocyanine conformer for ionization or electron attachment,

and the barrier for isomerization is significantly higher for

the N-protonated SP form. External field effects on the

neutral reaction path show that ring opening to the cis-

merocyanine is favored when the field reduces the electron

density on the pyran part, as also induced by the local field

due to O protonation.

Keywords Thermal isomerization of spiropyran � Field

effects � Protonation effect � Charging effects � Quantum

chemistry

1 Introduction

Spiropyran (SP) are well-known photochromes that can

reversibly photoisomerize to a conjugated open form, the

merocyanine (MC). The SP molecule is made of two

orthogonal moieties, an indole part and a benzopyran part

(see Fig. 1). The absorption of UV light causes the cleav-

age of the weak C4–O9 bond of the colorless closed SP

form that isomerizes first to cis-open-MC conformers and

then to more stable trans-MC ones [1–5]. All the MC

conformers absorb in the visible. The conversion from a

close SP form to an open planar conjugate MC form is

accompanied by changes in optical, polarization, and

transport properties. This reversible switching of properties

upon isomerization makes spiropyran derivatives attractive

candidates for designing optical switching [6–10] and

storage [7, 11–13] devices, sensors [14–17] and cell

imaging [18, 19].

The photochemical isomerization of various spiropyran

molecules in different media (gas phase, solution, mono-

layers, polymers) has been extensively experimentally

[1–3, 20–30] and theoretically [31, 32] studied in order to

understand the reaction mechanism. Less studied, however,

are the effect of protonation, charge, and external fields on

the isomerization pathway of this electrocyclic reaction. It

was recently reported that the rate of isomerization of the

SP form is considerably increased by protonation of the
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pyran O at room temperature [33]. This experimental

finding is supported by semi-empirical computations which

report that the ring opening of the O-protonated form to

cis-MC becomes barrierless [34]. Stimulated by these

results and in view of potential use of the charged and

protonated forms as well as applying static fields in the

design of molecular logic devices, we investigated pro-

tonation, charging, and field effects on the thermal isom-

erization pathway using density functional theory (DFT).

For each of these effects, the Gibbs energies are calculated

along the reaction coordinate. While the photoinduced SP

to MC isomerization is usually faster than the thermal

route, it is important to understand which processes can

occur in the dark route for designing efficient and reliable

devices.

Experimental photochemical studies of the neutral

isomerization pathway in the gas phase [23] and in organic

media [5, 35, 36] show that the ring opening of SP pro-

ceeds through several steps involving MC conformers as

intermediates. They are labeled by three letters indicating a

cis(C) or a trans(T) value for the a, b, c angles defined in

Fig. 1 [37]. In the first step, SP absorbs in the UV region,

and the C4–O9 bond cleavage (see Fig. 1) leads to the

metastable cis (CCC)-MC. The other steps are isomeriza-

tions between the different MC conformers. The most

stable TTC conformer can be reached via the CCC, CTC,

or TCC conformers that are metastable. The photo-acti-

vated pathways are not yet fully characterized. Uncertain-

ties remain about the relative stability of some

intermediates, like that of the CCC conformer with respect

to the CTC one [38]. The reverse reaction can be induced

thermally or via VIS excitation.

We focus on the 10,30-dihydro-10-R,30,30-dimethyl-6-nitro-

spiro[2H-1-benzopyran-2,20-[2H]indole] [21, 22] shown in

Fig. 1 which is modified by a thiolated etheroxide chain

(R = (CH2)2O(CH2)4SH) [13, 39–41]. Because the linker

can take different conformations, there exist several stable

SP conformers. In addition, the SP form has two enantio-

mers because the carbon atom C4 is chiral [42]. The R

enantiomer is shown in Fig. 1. For each of the stable con-

formers of the SP form, several open MC conformers which

differ by the values of three torsional dihedral angles a, b,

and c are stable. The TTC conformer is shown in Fig. 1.

We report detailed computations of the thermal reaction

path and energetics of the isomerization reaction for the

two enantiomers of two conformers of the SP form which

differ by the value of the dihedral angle involving the

linker, the C1–C2–N3–C4 dihedral angle (see Fig. 1). Our

motivation for doing so is that while they are very close in

energy and almost isoenergetic, the two conformers exhibit

different reaction paths because of the difference of the

steric hindrance due to the ligand on the ring opening. We

then report on external field effects on the thermal isom-

erization mechanism of the neutral species. The SP form

has two protonation sites: on the O atom of the pyran

moiety and on the N atom of the indole part. We investi-

gated the thermal reaction paths for both protonation sites,

as well as those for the SP cation and anion.

2 Computational methodology

We use density functional theory as implemented in the

suite of quantum chemistry programs Gaussian09 [43]. The

choice of the functional and basis set needs to satisfy two

requirements. The first one is to account correctly for the

dispersion interactions that stabilize the SP form. These

interactions occur between the CH3 group on the indole

part and the pyran part and induce two weak H-bonds

between the H atom of the CH3 group and the O atom of

the pyran. (These bonds are indicated in Fig. 2 below). In

addition to these, in the SP form, there is also a weak

H-bond between a CH2 group (H-C1 or H-C2) of the linker

close to the N3 atom of the indole and the O9 atom of the

UV

Fig. 1 Isomerization of the

thiol, (CH2)2O(CH2)4SH,

derivative of 10,30-dihydro-

10-R,30,30-dimethyl-6-

nitrospiro[2H-1-benzopyran-

2,20-[2H]indole]. The carbon C4

is chiral. The spiro (SP) form is

the R closed conformer (left)
and the merocyanine (MC) the

open one (right). The open

conformers are defined by three

dihedral angles a = N3–C4–

C5–C6, b = C4–C5–C6–C7,

c = C5–C6–C7–C8
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pyran (see Fig. 2 below). When the ring is opened, a

stronger H-bond takes place between the O9 and the H–C5

or H–C6 group but overall the dispersions interactions are

much weaker in the MC forms. The dispersions interac-

tions occurring in the SP form make it more stable than the

MC form in the neutral state which is what is observed

experimentally [42]. To account for them correctly, it is

necessary to use long range interaction corrected func-

tionals [44–47]. The second effect that needs to be taken

into account is the distortion of the electron density

induced by applying an external static electric field. For

doing so, large basis sets with diffuse functions are nec-

essary. We use the 6-311?G(d,p) and the 6-311??G(d,p)

basis sets. Two functionals were systematically investi-

gated: B3LYP [48] and the long range interaction corrected

CAM-B3LYP [45, 49]. The B3LYP/6-311??G(d,p) level

accounts for the H-bond in the MC form but fails to cor-

rectly describe the long range interactions in SP and leads

to numerically degenerate SP and MC conformers. On the

other hand, the long range interaction corrected CAM-

B3LYP/6-311?G(d,p) level leads to the experimental

stability order for the neutral species, SP being more stable

than MC. In addition, for this level, tests show that the

energy differences between conformers, field free and in

the presence of a static field do not vary when going to the

larger 6-311??G(d,p) basis set (see Tables S1 and S2).

We therefore report results for the CAM-B3LYP/

6-311?G(d,p) level throughout the paper and when of

interest, we mention results for the B3LYP functional. We

also report below results obtained with the long range

interaction corrected M06-2X [46] functional for the SP

form which is prone to dispersion interactions.

All stable minima and TS were checked by frequency

computations at the same level and the geometries of the

TS confirmed by IRC computations.

3 Thermal isomerization of the neutral

Since we focus in this paper on the protonated and charged

species isomerization pathways and on field effects,

establishing the energetics of the thermal reaction path of

the neutral thio-nitrospiropyran shown in Fig. 1 is impor-

tant for comparisons at the same computational level. In

addition, our study of the neutral thermal isomerization

pathway provides understanding on the role of the steric

hindrance and weak interactions between the linker and the

SP or MC units. These effects are of interest for the

isomerization of an anchored spiropyran, which is often

the case for sensing, logic or storage device applications.

The reason is that while the isomerization of the neutral SP

to MC is usually induced by photoactivation, the MC

conformers being less stable than the SP form, the back

isomerization can occur thermally. The characterization of

the isomerization barriers between the different merocya-

nine conformers is also of interest as the final steps of the

forward photochemical pathways.

We first investigated the relative stabilities of the dif-

ferent conformers. Those are mainly of the MC form.

However, the SP form has two enantiomers because it has a

chiral center, C4 in Fig. 1. In addition, several almost

isoenergetic conformers of the SP and the MC are possible

because of the different conformations of the linker chain.

Among those, we investigated in details two conformers of

the SP form that differ by the value of the dihedral angle

d(C1–C2–N3–C4) (see Fig. 1). These two conformers have

a different pathway for the opening of the cycle due to

differences in the steric hindrance of the linker. Since each

of them has two isoenergetic enantiomers, we report on the

isomerization pathways of four SP conformers. Their

computed equilibrium geometries are shown in Fig. 2, and

the energetics and some relevant geometry parameters of

each conformers are reported in Table 1. The pair of

enantiomers that we call SP1 is the lowest in energy when
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Fig. 2 Equilibrium geometries of the conformers of SP molecule

shown in Fig. 1 a S-SP1; h = d(C1–C2–N3–C4) = 127.2�, b R-SP1;

h = -127.6�, c S-SP2; h = -79.4�, d R-SP2; h = 79.7�. Important

H-bond between the O of the pyran and the CH3 group of the indole

and the CH2 group of the linker, respectively, are indicated in dotted

lines. For a given conformer, the two enantiomers S and R have

opposite sign of the dihedral angle h. Both enantiomers exhibit the

same H-bond pattern. For S-SP2 and R-SP2, conformers with initial

dihedral angle of ?127� and -127� relax to stable SP2 conformers

with h = |79|�
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computed at the CAM-B3LYP/6-311?G(d,p). They cor-

respond to a value of the dihedral angle d(C1–C2–N3–C4)

of |127|�. The second pair of stable enantiomers exhibits a

value of the dihedral angle d(C1–C2–N3–C4) of |79|� and

is called SP2. The SP2 enantiomers are also isoenergetic

within numerical accuracy, see Table 1. On the other hand,

the SP1 and SP2 conformers differ by the trans (SP1)- or

the cis (SP2)-orientation of the C1–C2 bond of the linker

with respect to the C4–O9 bond of the pyran. This differ-

ence leads to more steric hindrance for the opening of the

C4–O9 bond for the SP2 conformers and to higher energy

barriers as discussed below. It also plays a role in N-pro-

tonated isomerization pathway (see Sect. 5).

The order of stability of the SP1 and SP2 conformers

depends on the relative strength of the two kinds of

H-bonds that can take place : those between the CH3 group

of the indole and O of the pyran and the H-bond between

one of the CH2 group of the linker and the O of pyran, see

Fig. 2. In the S-SP2 conformer, the H-bond takes place

between the C1 carbon of the linker and the O of the pyran

part, while for the S-SP1, it is the C2 carbon of the linker

that is involved. The SP1 and SP2 conformers are com-

puted to be numerically quasi degenerate. The energy

difference between them being small, their order of sta-

bility depends on the functional used. At the CAM-B3LYP/

6-311?G(d,p) level, the linker-pyran H-bond is stronger in

SP2 and leads to a more rigid geometry for SP2 with

systematically slightly larger vibrational frequencies for

the lowest normal modes (see Fig. 2). The computed free

energy difference at 298 K between the S-SP1 and S-SP2

Table 1 Relative ZPE corrected and free energies (kJ mol-1) of the SP and MC conformers as well as of the transition states along the

isomerization pathways reported in Fig. 3, computed at CAM-B3LYP/6-311?G(d,p) level (with respect to S-SP1)

Conformer DE ZPEcorrected DG C4–O9 h a b c

S-SP1 0.0 0.0 1.467 127.2 124.9 -1.5 -2.2

S-SP2 1.3 4.2 1.474 -79.4 131.8 -2.5 -4.9

R-SP1 0.5 2.8 1.466 -127.6 -128.3 1.9 3.8

R-SP2 1.3 4.9 1.474 79.7 -131.3 2.4 4.7

TTCa 40.3 35.8 4.133 85.7 178.2 178.4 -1.4

TTTa 45.3 42.5 4.977 95.4 178.0 179.0 179.9

CTCa 47.4 50.9 4.148 86.9 -8.9 178.8 -0.9

CTTa 51.0 48.3 5.019 94.3 -11.7 -178.3 174.2

S-CCCa 68.1 68.4 2.637 95.4 42.5 16.7 14.1

CCTa 85.2 78.1 5.275 84.0 22.7 26.0 -176.7

TCTa 115.9 113.0 5.339 87.6 179.7 -3.0 178.7

TTCb 41.7 38.5 4.128 -84.7 -178.3 -177.8 1.8

TTTb 47.9 44.6 4.970 -98.2 -178.6 -178.3 -179.7

CTCb 53.2 51.2 4.115 -94.5 10.8 178.6 2.7

CTTb 51.0 51.5 5.026 -93.9 11.4 178.6 -174.4

R-CCCb 70.1 68.7 2.636 -98.2 -42.8 -16.6 -13.4

CCTb 94.9 98.0 5.292 -123.3 17.6 35.6 -175.7

TCTb 116.8 112.2 5.339 -87.8 179.8 3.9 -178.4

TS1 68.8 73.0 2.361 101.9 62.1 11.6 14.9

TS2 125.4 118.3 3.354 89.6 -3.6 94.4 -4.9

TS3 115.2 113.3 4.042 88.9 90.9 -178.8 1.7

TS4 125.2 121.4 3.342 90.0 179.2 -88.5 -0.1

TS5 70.8 74.5 2.374 -104.6 -61.5 -11.8 -14.5

TS6 117.9 123.3 3.389 -91.8 5.9 -96.0 4.7

TS7 118.0 116.9 4.038 -88.0 -91.1 179.4 -1.9

TS8 125.3 121.3 3.339 -90.2 -179.2 88.7 -0.1

TS9 123.6 128.0 3.413 -95.6 -4.0 98.8 -6.0

TS10 122.3 119.2 3.327 -79.2 179.2 -87.0 -1.4

TS11 123.3 119.2 3.359 96.6 -0.2 -94.4 2.9

TS12 122.2 118.3 3.330 79.5 -179.3 87.1 1.4

The corresponding values of the C4–O9 bond (in Å) and dihedral angles h = d(C1–C2–C3–N4), a = N3–C4–C5–C6, b = C4–C5–C6–C7,

c = C5–C6–C7–C8 (in degree) (see Fig. 1) are also reported. The difference between the DE ZPEcorrected and DG for S-SP1 is -173.8 kJ mol-1
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conformers is 4.2 kJ/mol. This energy difference is mainly

due to the entropy effect, the zero point energy (ZPE)

corrected energy difference between two conformers being

1.3 kJ/mol, see Table 1. The same is true at the B3LYP/6-

311?G(d,p) level, see Table S3. On the other hand, at the

M06-2X/6-311?G(d,p) level, both kinds of H-bond are

stronger in SP2 than in SP1, which leads to a reverse of the

order of stability with respect to the CAM-B3LYP level,

SP2 being more stable than SP1 by 1.7 kJ/mol for elec-

tronic energies, see Table S3.

The two enantiomers of a given conformer follow the

same reaction pathway. However, the opening of the C4–

O9 bond in the R and S enantiomers of SP1 and SP2 does

not lead to the same family of MC conformers, again

because of a different orientation of the linker. S-SP1 and

R-SP2 lead to positive values of the dihedral angle h
ranging between ?84.0� and ?95.4� in the planar MC

conformers (labeled MCa), while for R-SP1 and S-SP2, the

values of the dihedral angle h are negative and range

between -84.7� and -123.3� (labeled MCb) (see Table 1).

The energies and geometries are reported in Table 1 and in

Fig. S1 of the ESM. Each conformer of MCa is quasi iso-

energetic with the corresponding MCb one with free

energy differences in the range 0.5–3.0 kJ/mol except the

CCT conformer for which the computed energy difference

between CCTa and CCTb is 19.9 kJ/mol. Note that this

conformer is not involved in the reactions we discussed

below. Barriers for isomerization among the MCa or the

MCb conformers are in the range of 50–70 kJ mol-1, see

Table 1 and Fig. 3. The stability order of MCa open con-

formers at the CAM-B3LYP/6-311?G(d,p) level is com-

puted to be:

TTCa[TTTa[CTTa[CTCa[CCCa[CCTa[TCTa

ð1Þ
while for the MCb conformers, we get:

TTCb[TTTb[CTCb[CTTb[CCCb[CCTb[TCTb

ð2Þ
The TCC conformer is not stable because of the steric

hindrance due to the methyl group and relaxes to the SP

conformer upon geometry optimization. A trans configu-

ration for the dihedral angle b has less steric hindrance. In

agreement with ref [50], conformers that are trans (T) for

the b dihedral angle (TTC, TTT, CTC, CTT) are therefore

computed to be more stable than conformers that are cis for

that angle (CCC, CCT, TCT). TTC and TTT are found to

be more stable than other MC conformers in agreement

with refs [21, 51, 52]. In the gas phase, SP is more stable

than TTC. The zero point energy (ZPE) corrected energy

difference between the S-SP1 and TTCa is 40.3 kJ/mol at

the CAM-B3LYP/6-311?G(d,p) level and the free energy

difference is 35.8 kJ/mol at 298 K, see Table 1. (Using the

B3LYP functional without long range corrections, SP and

TTC are closer in energy, DG is 14.5 kJ/mol at B3LYP/6-

31G(d,p) and 1.2 kJ/mol at B3LYP/6-311 ??G(d,p), see

Table S1. The larger stability of the SP form implies that

the thermal back isomerization to SP is spontaneous at

room temperature, in agreement with experimental results

[42]. On the other hand, as we report below, charging or

protonation of the SP stabilizes the MC forms compared to

the SP one. In the case of the anion and the O-protonated

species, the order of stability is reverted and MC is more

stable than SP, making the forward reaction (ring opening)

spontaneous at room temperature.

The neutral isomerization pathways for the SP1 and the

SP2 conformers were first screened using a grid in the

a and b dihedral angles while keeping all other coordinates

frozen. Since varying these angles de facto implies a var-

iation of the CO bond length, the identified stable points

(maxima and minima) were then relaxed and the transition

state geometries confirmed by IRC. All the maxima and

minima are checked by frequency calculation. The two

pathways important for the thermal isomerization and for

comparison with the charged species are reported in Fig. 3

for each enantiomer of the SP1 and SP2 conformers. For a

given conformer, the reaction pathways of the two enan-

tiomers are identical within numerical accuracy.

The reaction pathway for the SP1 conformer (Fig. 3a, b)

involves as a first intermediate the metastable CCC MC

conformer, which can easily revert to the SP form. The

computed barrier at room temperature from S-SP1 to CCCa

is 73.0 kJ/mol (Fig. 3a), while the reverse barrier is only

4.6 kJ/mol. The computed transition state theory (TST)

forward rate constant is 9.7 9 10-1 s-1, while the back-

ward rate is 9.7 9 1011 s-1. For this reason, the CCC

conformer has not been unambiguously identified experi-

mentally [38]. Its geometry is distorted and not fully pla-

nar, unlike that of the more stable MC conformers. To

reach the more stable CTCa and TTCa MC open con-

formers, one needs to cross two other high barriers

(49.9 kJ/mol and 62.4, respectively). For these two final

steps, the forward reaction is faster than the backward one.

The TST forward and backward rates between each inter-

mediate are reported in Table S4. Since the neutral TTC

and CTC forms are higher in energy than the SP1 closed

conformer, at room temperature, it is the colorless SP1

form that is by far preponderant. We also report in Fig. 3a

and b a second reaction pathway, which goes directly via a

single TS from the S-SP1 to the TTCa form with a barrier

121.4 kJ/mol. This pathway will be shown to be of interest

for comparison with the pathways of the charged species.

As alluded to above, for the SP2 conformer (see Fig. 2c, d),

the reaction path is different because of the steric hindrance

of the (thiol derivative) linker: at the equilibrium geometry,
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the linker is positioned in the ring opening direction. For

this reason, the CCC conformer is not stable for the SP2

form. SP2 is isomerizing directly to CTC via a very high

barrier of 123.8 kJ/mol (Fig. 3c). CTC is not chiral any-

more and can isomerize to TTC as in Fig. 3a and b. On the

other hand, the direct one step isomerization from SP2 to

TTC has a barrier of 115.0 kJ/mol at CAM-B3LYP/6-

311?G(d,p) level (see Table 1). This energy barrier is

slightly lower than that of the isomerization of the SP1

conformer discussed above.

4 Field effects on the neutral reaction pathway

We first report on the effect of a static external field on the

electrocyclic reaction leading to ring opening. The effect of

the static field is to distort the electronic density and to

change the distribution of partial charges. Our motivation is

to investigate whether reasonable field strength of about

1 V/nm, as typically applied in break junctions, could

distort the electron density strongly enough to induce the

ring opening of the SP form. Significant field effects have

been recently reported by Shaik et al. [53] on another

electrocyclic reaction, the one step Diels-Adler reactions

between butadiene and ethylene and between maleic

anhydride and cyclopentadiene. The situation is more

complex in the case of the isomerization of the SP because

the most favorable reaction path is multistep and involves

several intermediates. Our conclusion is that while the

electronic density is significantly distorted, as shown in

Fig. 4 below, reasonable field strength cannot lead to a ring

opening.

We started by systematically analyzing the changes in

the distribution of the electron density between the two

moieties for increasing field strengths of different orienta-

tions with respect to the molecular frame shown in Fig. 1

for the neutral S-SP1 conformer (see Fig. 2a) at its field-

free equilibrium geometry. As pointed out in Ref. [53], in

Gaussian09, the direction of the applied external field

corresponds to the displacement of negative charges. Since

the reaction coordinate for the opening of the C4–O9 bond

has components in the y and z directions, we concentrated

on these two directions. The field effects along the x

direction mainly affect the linker part. The effects on the

relative energies of the TS and the metastable intermediates

for field strengths of 1.3 V/nm applied the x, y, and z

directions (see Fig. 1) are reported in Table S5. We show

in Fig. 4 the difference, qF¼0 � qFz
; between the field-free

and field-distorted isocontours of the one-electron density

of SP for a field strength of 1.3 V/nm applied in the

Reaction Coordinates
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Fig. 3 The two investigated

thermal reaction pathways of

the isomerization reaction of

S-SP1 (a), R-SP1 (b), S-SP2 (c),

R-SP2 (d) to MC. The free

energies are calculated at the

CAM-B3LYP/6-311?G(d,p)

level in the gas phase at room

temperature and reported with

respect to the S-SP1 conformer

in all four panels. Energy

differences in parenthesis are

computed with respect to

corresponding stable SP

conformer for each panel. The

multistep reaction path is shown

in solid line and the direct one

in dotted ones. See also Table 1
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?z (Fig. 4a) and -z (Fig. 4b) directions (see Fig. 1). The

figures show specifically the C4–O9 bond and the insets the

entire molecule. As a general rule, an orientation of

the external field that favors a decrease of electron density

on the pyran moiety, in particular on the C4–O9 bond,

favors ring opening. This corresponds to the -z direction

and -y directions for which the electron density increases

on the nitrobenzene part moiety and decreases on the ind-

oline part and on the C4–O9 bond of the pyran (see Fig. 4b).

We then optimized the geometries of the intermediates

reported in Fig. 3 and in Table 1 for a field strength of

0.0025 a.u. (corresponding to 1.3 V/nm) applied in the ?z,

-z, ?y, and -y directions. The results are reported in

Table 2. Partial charges were computed for the field-free

and the finite-field equilibrium geometries. The changes in

partial charges while small at this field strength reflect the

changes induced in the localization of the electron density

of the applied external field shown in Fig. 4 and are

reported in Table S6 of the ESM. The changes in partial

charges are larger when computed using the MK [54]

approach than using the NBO [55] one. The MK partial

charges increase significantly on the C4 (positive,

20–40 %) and O9 (negative, a few %) atoms for field

applied in the ?y and ?z direction. They decrease but to a

smaller extent when the field is applied in the -y and

-z directions. The NBO analysis [55] gives smaller partial

charge changes. This analysis also gives a small increase of

electron density on the C4–O9 bond when the field is

applied in the ?y and ?z directions and a decrease for field

applied in the opposite directions. The changes in the

equilibrium geometry C4–O9 bond length induced by the

external field are consistent with the changes in the local-

ization of the electron density and in the computed partial

charges reported above. The C4–O9 bond length increases

by 0.01 Å for a field strength of 0.0025 a.u. applied in the

-y and -z direction which favors the bond opening. For a

stronger field of 0.005 au (2.6 V/nm), the C4–O9 bond

length increased is of about 0.03 Å at the B3LYP/6-

311 ??G(d,p) level.

A field applied in the -y and -z directions lowers the

barrier for the ring opening step, between S-SP1 and

S-CCCa, from 73.0 kJ/mol (field free) to 61.9 kJ/mol for a

field applied in the -y and 60.2 kJ/mol for a field applied

in the -z direction (Table 2). A similar trend in the low-

ering of the barrier is induced by the effect of a nitro group

in para to C4–O9 bond in spiropyran. The nitro group,

being an electron attractor, also depletes the electron den-

sity on the C4–O9 bond [31]. When the static field is

applied in the ?y direction, the trans-MC CTCa and TTCa

conformers are less stable than SP by 42.5 and 20.8 kJ/mol,

respectively, while when the field applied in the -z direc-

tion, the CTCa and TTCa conformers are less stable than

S-SP1 by 27.2 and 16.4 kJ/mol but more stable than in the

field-free case (see Table 2). On the other hand, a field

a b

Fig. 4 Zoom on the C4–O9 bond of an isocontour of the density

difference, qF¼0 � qFz
; where qF¼0 is field free and qFz

is computed

for an external field strength of 1.3 V/nm applied in z direction (panel
a) and -z direction (panel b) at the CAM-B3LYP/6-311?G(d,p)

level for the equilibrium geometry of the field free S-SP1 molecule.

Isocontour value is 0.0001 |e|/Å3. The insets show the overall

molecule oriented as in Fig. 1. A positive difference is shown in blue
and a negative one in yellow. A negative difference (yellow, panel a)

indicates that the finite field electron density is larger than that of the

neutral. A positive difference (blue, panel b) indicates that the

electron density of the neutral is larger than that of the field distorted

one so that the field has decreased the density on the C4–O9 bond.

Accordingly, the z component of the dipole moment computed for a

field applied in the ?z direction is 0.3 D which is smaller than that of

the neutral (2.8 D), while the dipole moment computed for a field

applied in the -z direction is ?5.3 D, which is larger than that of the

neutral. See Fig. S2 for the difference between the field free and the

field distorted isocontours of the one-electron density of the TTCa

open form
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applied in the -z direction does not favor the isomerization

from CCC to CTC. Overall, it is therefore not possible to

find a single field orientation that leads to a significantly

faster isomerization rate from SP to TTC. If, however, one

is interested in controlling one isomerization step along the

reaction pathway, like for example as recently reported for

the TTC and the TTT MC conformers, [52] field effects

can be significant. Since SP and MC have rather large

dipole moments, the computed values at the CAM-B3LYP/

6-311?G(d,p) are 9.8 D for TTC compared to 6.4 D for SP,

the molecules could be oriented and the switching between

two forms controlled by applying a static electric field.

5 O and N protonation effects

Compared to applying a static external field, fully charging

the molecule, either by removing or adding an electron or

by adding a proton, significantly modifies the relative sta-

bility of the close and open conformers and the reaction

pathways.

A recent experimental study on protonation effect [56]

as well as previous studies [33, 34] shows that protonation

on the pyran oxygen considerably stabilizes the open form,

see Fig. 5. These studies report that the colorless SP opens

to cis-MC by protonation of the pyran oxygen at room

temperature. Isomerization to the most stable MC TTC

conformers can be induced by UV light. The reverse

reaction can be triggered by moving to a basic solution or

by VIS light. Protonation on the N atom of the indole cycle

was also observed as a side product [33].

Our computations fully confirm this effect. Protonation

on the O of the pyran significantly decreases the electron

density on the C4–O9 bond, which leads to the opening of

the bond. Upon O protonation, both enantiomers of the SP1

and SP2 forms are found unstable. They relax to the open

cis-TCCOH? conformer (as shown in Fig. 6, see also

Table S7) that was not identified in the neutral reaction

pathway. On the other hand, protonating the SP form on the

N atom accumulates electron density on the C4–O9 and the

indoline part, which stabilizes significantly the SP forms,

see Fig. 6 and Table S8. The effects of O and N proton-

ation are similar to those reported above for externally

applied electric fields. The difference is that the local field

created by protonation is stronger than those induced by a

reasonable field strength. Protonation on the O of the pyran

is strong enough to lead to the opening of the C4–O9 bond,

while reasonable field strengths (\ than 2.6 V/nm) remove

electron density from that bond (Fig. 4b) and accumulate

electron density on the nitrobenzene part but do not trigger

bond opening. N protonation accumulates electron density

of the C4–O9 bond and leads to a larger stabilization of the

SP form than external fields applied in the ?z and

?y directions. The analog of Fig. 4 computed for proton-

ation effects on the one electron density difference is

reported in the ESM, Fig. S3.

The computed reaction pathways for the O-protonated

SP are reported in Fig. 7 (see also Table S7) for the two

enantiomers of the SP1 and SP2 conformers. Upon

geometry optimization, SPOH? is not stable and relaxes to

the stable TCCOH?. The CCCOH? conformer is found

slightly more stable than the TCCOH? conformers (by

3–7 kJ mol-1) except for R-SP2 where it is TCCOH?

which is more stable by 18.7 kJ mol-1. The cis-MCOH?

conformers then isomerize to trans-MCOH?.

As in the case of the neutral (see Fig. 3), the protonated

S-SP1 and R-SP2 go to protonated MCa conformers, while

R-SP1 and S-SP2 lead to MCb conformers. The CCCOH?

and TCCOH? conformers do not isomerize easily to the

stable trans-O-protonated MC form. The computed barriers

for the isomerization of CCCOH? to CTCOH? are of the

order of 120 kJ mol-1. The second isomerization between

CTCOH? and TTCOH? is easier, with computed barriers

of the order 20 kJ mol-1.

For the N-protonated SP, there are two possible ways for

the proton to bind to the N atom (see Fig. S4). This in total

Table 2 Relative free energies (kJ mol-1) for the two reaction pathways of the neutral molecule (see Fig. 3) computed at CAM-B3LYP/6-

311?G(d,p) level for an external electric field of 1.3 V/nm applied in the y and z directions (see Fig. 1)

Conformer Field free y -y z -z

S-SP1 0.0 13.0 -16.1 5.9 -10.7

CCCa 68.4 83.7 39.7 79.1 45.6

CTCa 48.3 55.5 44.7 68.7 16.5

TTCa 35.8 33.8 30.5 52.8 5.7

TS1 73.0 88.7 45.8 84.8 49.5

TS2 118.3 124.6 109.6 120.6 105.7

TS3 113.3 118.1 97.5 150.4 64.4

TS4 121.4 126.6 110.5 121.7 111.1

The relative energies of the conformers and TS at finite field are reported with respect to field free S-SP1 conformer. All computed frequencies of

the stable conformers are real, and the TS have a single imaginary frequency only
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leads to eight possible conformers of the N-protonated

form. When the N–H bond is in a trans configuration with

respect to the C4–O9 bond of the benzopyran, the con-

former is named as SPNH?, while it is called SPNH’? when

the N–H bond is cis with respect to the C4–O9 bond. The

enantiomers of SP1NH? are more stable than the SP1NH’?

ones by about 13.3 kJ/mol. On the other hand, the R and S

enantiomers of SP2NH? and SP2NH’? are found to be

isoenergetic. In the case of N protonation, the close con-

formers are considerably more stable than the open ones (by

about 100 kJ/mol). No stable CCCNH? conformer could be

identified in the reaction pathways. Upon ring opening, the

SP1 enantiomers go to CTCNH? conformer with very high

barriers of 190 kJ/mol (see Table S8).

To summarize, for all conformers of SP, the protonation

of the O of the pyran leads to a localization of positive

charge on the benzopyran part, which favors the opening of

the C–O bond and the conversion to a distorted TCCOH?

conformer without any barrier. On the contrary, the

N-protonated form is very stable for all SP conformers and

compared to the neutral case significantly more stable than

the open MC conformers.

6 Electron attachment and ionization effects

Experimental studies of the electrochemical oxidation and

reduction of nitro SP compounds in different environments

show that oxidation takes place on the indole part of the SP

and reduction at the NO2 group of the benzopyran part of

the SP [57–60]. Without a NO2 group, SP does not exhibit

electroactivity [61]. We report in this section on the

isomerization reaction pathways for the anion and the

cation of S-SP1 conformer. The isomerization pathways

are summarized in Fig. 8 and compared with field and

protonation effects.

The vertical attachment of an electron to the neutral

S-SP1 form leads to a localization of the extra electron

density on the benzopyran part mainly on the NO2 group.

This density corresponds to that of the LUMO of the

neutral, see Fig. 9a. Since the ring opening and the

breaking of the C4–O9 bond is favored by a decrease of

electron density on the benzopyran part, the computed

barrier for ring opening remains high, similar to neutral

one, and is equal to 85.9 kJ/mol (see Fig. 8a, f). The dif-

ference is that the CCCa- anion is more stable than the

S-SP1- anion by 8.6 kJ/mol, so that the back reaction is

not spontaneous, unlike what is found for the neutral.

Being stable, it is also likely that the CCCa- conformer

could be easily identified spectroscopically. The CTCa-

and TTCa- anions are also more stable than S-SP1- by

43.9 and 59.0 kJ/mol, respectively, (see Fig. 8f and Table

S9) and the forward isomerization barrier of the CCCa-

conformer to the more stable open CTCa-conformer is

computed to be 16.6 kJ/mol, which leads to a very fast

isomerization rate of 7.9 9 109 s-1. The computed TST

Fig. 5 S-SP1(left) and

protonated open stable

TCCOHa? (right) calculated at

CAM-B3LYP/6-311?G(d,p).

Note that the SP-O-protonated

form is not stable

H+

H+

2

1

[SP1NH]+ 

-212.9

[S-TCCOH]+ 

-247.3 -245.0

2

a

1 H+

H+2 

1

2

1

b 

[R-TCCOH]+

[SP2NH']+ 

-209.4

Fig. 6 a Protonation on O and on N of S-SP1 conformer, b proton-

ation on O and on N of R-SP2 conformer, as for the neutral case, both

enantiomers of a given conformer react in the same way (see Fig. 7).

The protonation free energies (kJ mol-1) for the reaction SP ?

H3O? -[SPH? ? H2O are computed at the CAM-B3LYP/6-

311 ? G(d,p) level at room temperature. Note that while protonation

on the O leads to the open cis-TCCOH? conformer (see Table S7),

protonation on the N atom leads to a stable close SP conformer (see

Table S8)
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rates are reported in Table S10. In the case of the anion, we

also identified a different reaction path involving the

TCCa- conformer. This reaction pathway involves fewer

intermediates and does not exist for the neutral. The

CCCa- conformer can isomerize to the TCCa- interme-

diate by crossing a barrier of 42.1 kJ/mol. One can then

reach TTCa- in an essentially barrierless manner (the

computed barrier is 4.7 kJ/mol). Since the anion forms of

MCs are stabilized compared to the SP anion, the backward

reaction is not spontaneous but can be induced by VIS

light. However, unlike in the case of protonation on the O

of the pyran (see Fig. 8b), the ring opening to CCCa- is not

spontaneous, the computed rate constant is 5.4 9 10-3 s-1

(see Table S10), the thermal reaction is slow but occurs

spontaneously. The next reaction steps involving isomeri-

zation between the MC forms are much faster.

Upon vertical ionization, a hole is made in the indoline

part, which leads to a decrease of the electron density and

partial charge on the N atom. The hole density corresponds

to the density of the HOMO of the neutral, see Fig. 9b.

Upon geometry relaxation, the geometry of the S-SP1

cation is distorted with respect to that of the neutral (in

particular the a dihedral angle) but remains more stable

than that of the open CCCa? MC conformer by 28.8 kJ/

mol (see Fig. 8e and Table S11). The energy difference is

smaller than in the case of the neutral (see Fig. 8a) and the

barrier height for the isomerization to CCCa? is computed

equal to 73.6 kJ/mol. S-SP1? remains more stable than

TTCa? by 8.3 kJ/mol while for the neutral S-SP1 is more

stable than TTCa by 35.8 kJ/mol. The energy barrier for

the isomerization of CCCa to TTCa is 60.4 kJ/mol, the TS

of this isomerization step being similar to the TS4 of the

neutral. Unlike for the reaction paths of the neutral (Figs. 3,

8a) and of the anion (Fig. 8f), the reaction path of the

cation involves only two intermediates. The computed rates

of isomerization can be found in the Table S12. Contrary to

electron attachment, the isomerization of the SP cation is

not spontaneous at room temperature. The isomerization

pathway is similar to that of the neutral.

7 Concluding remarks

Protonation, charge, and field effects affect the thermal

reaction path of the isomerization of spiropyran. Since

these effects are likely to occur when the isomerization

takes place in solution or in a break junction, it is of interest

to characterize them in order to design reliable sensing,
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Fig. 7 a Free energy profile for

the protonated SP: a S-SP1,

b R-SP1, c S-SP2, d R-SP2

computed with respect to the

stable N-protonated S-SP1

conformer. Energies in

parenthesis are computed with

respect to the stable

corresponding CCCOH?. The

free energies are calculated at

CAM-B3LYP/6-311?G(d,p)

level in the gas phase at room

temperature. See also Table S7
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logic, or storage devices. Our computational results are

summarized in Fig. 8 above. They show that charge effects

stabilize the open MC conformers with respect to the close

SP form and reverse the order of stability in the case of

electron attachment (Fig. 8f) and protonation on the O of

the pyran (Fig. 8b), so that the ring opening becomes

spontaneous at room temperature. While a marked increase

of the rate for ring opening was experimentally reported for

the oxygen-protonated form, [33] the cation and the anion

reaction pathways have not yet been experimentally

investigated. The largest effect on the reaction pathway

occurs in the case of protonation on the O of the pyran

moiety for which we could not identify a stable SP form.

Upon relaxation, the stable conformer is an open cis-

MCOH? conformer. The latter then isomerizes to the trans-

MC form. For the anion (Fig. 8f), the CCC form is more

stable than the SP one, as well as all the trans-MC con-

formers. In the case of the cation (Fig. 8e), the CCC and

TTC conformers remain less stable than SP. While the ring

opening is barrierless for protonation on the O of the pyran
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Fig. 8 The thermal reaction

pathways of the isomerization

reaction of S-SP1 to MCa under

different conditions: a neutral,

b proton attachment c field

(1.3 V/nm) applied in the

z direction, d field (1.3 V/nm)

applied in the -z direction

e removing an electron f adding

an electron. The free energies

are calculated at the CAM-

B3LYP/6-311?G(d,p) level in

the gas phase at room

temperature and reported with

respect to neutral S-SP1. Energy
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computed with respect to

corresponding SP conformer for

a, c–f, in b computed with

respect to S-CCCOHa?

conformer
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moiety, for the anion and the cation, the computed rates are

of the same order of magnitude as those computed for the

neutral. The N-protonated SP form is found very stable.

As a general rule, the electrocyclic reaction leading to

ring opening is favored when the electron density of the

pyran part is reduced. The decrease of the electron density

on the C4–O9 bond leads to the stable TCC form in the

case of protonation on O9 (Fig. 8b) and to a decrease of the

barrier height to reach CCC upon application of an external

electric field that withdraw electron density from that bond

(Fig. 8d).
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Abstract The history of computations at Namur and

elsewhere on the electronic structures of stereoregular

polymers is briefly reviewed to place the work reported here

in the context of related efforts. Our earlier publications

described methods for the formal inclusion of Ewald-type

convergence acceleration in band-structure computations

based on Gaussian-type orbitals, and that work is here

extended to include a discussion of the calculation of total

energies. It is noted that the continuous nature of the elec-

tronic density leads to different functional forms than are

encountered for point-charge lattice sums. Examples are

provided to document the correctness and convergence

properties of the formulation.

Keywords Total energy � Stereoregular polymers �
Ewald method

1 Introduction

In the laboratories of the University of Namur, the authors

and their colleagues have a long history in the development

of methods for the study of one-dimensionally periodic

systems described quantum-mechanically at the Hartree-

Fock and correlation levels using expansions in Gaussian-

type atomic orbitals. This work, which was started under

the direction of Professor J. M. André, led to the creation of

the program known as PLH [1]. That program, designed for

the study of the structural and electronic properties of

linear polymers, evaluated the lattice sums as direct-space

expansions. Further work, directed by Professor J. Del-

halle, led to the development of an approach that combined

direct- and reciprocal-space concepts to yield an Ewald-

type method [2]. That work appeared in the Ph.D. disser-

tation of Flamant [3], in a paper that included the present

authors [4], and in later publications that are referred to

where appropriate in the present communication.

The past 20 years have seen a renewal of interest in

lattice summation methods, catalyzed by the advances in

high-performance computing and the ability thereby pro-

vided to approach molecular dynamics and condensed-

phase structural problems that had previously seemed

inaccessible. In this respect, an important development was

the so-called fast multipole method (FMM) [5]. With its

help, the electrostatic energies of arrays of charged parti-

cles can be evaluated in computing times that are nearly

linear in the number of particles. One of the strengths of

FMM is that the charge distribution need not be periodic,

and methods of Ewald character can be combined with

FMM concepts for studies of periodic systems [6].

While FMM has opened the door to greatly improved

efficiency in lattice sum evaluation, it may be useful to

observe that (unlike the Ewald procedure) it is not a
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fundamentally new algorithm. FMM is in our opinion

better viewed as an intelligently designed direct-space

approach wherein (1) the charges in various regions are

described in terms of a (truncated) set of their multipole

moments; (2) multipole moments from regions that are

sufficiently separated are used to compute energy contri-

butions; (3) the regions, their size, and their moment

truncation levels are chosen to optimize efficiency at a

specified level of accuracy, and (4) any short-range ener-

getic contributions that cannot be described accurately as

multipole interactions are computed exactly and explicitly.

The situation becomes more complicated when, instead

of point-charge arrays, one encounters continuous charge

distributions of known functional forms, as occurs when

orbitals are introduced to describe localized electron dis-

tributions in systems with periodicity in one or more

dimensions. It is possible to use FMM methods for such

systems, as was shown, for example, by Strain et al. [7].

However, in addition to the possibility of simply repre-

senting an orbital by its moments (and thereby foregoing

any processing based on its specific form), one may alter-

natively be able to use properties of the orbitals to make

further mathematical analyses that lead to gains in com-

putational efficiency. Such an approach is represented in

two efforts of which we are aware:

1. the periodic-system code CRYSTAL [8] manipulates

direct-space lattice sums involving Gaussian-type

orbitals (GTOs) in a way such that (at least for

systems with linear periodicity) they are represented

using the Euler-Maclaurin summation formula [9].

Although the Euler-Maclaurin formula is asymptotic

(i.e., formally not convergent), this approach leads to

highly satisfactory results in typical computations.

2. The work of our group (cited above), which makes

explicit use of the transformational properties of the

GTOs to obtain rapidly convergent analytical formulas

for all the lattice sums entering Hartree-Fock (HF) and

post-HF computations.

At this juncture, it is not clear which of the three cur-

rently identified approaches (FMM or those discussed in

the preceding paragraph) will be the most efficient for

various classes of problems. However, the present authors’

experience indicates that there are problems of practical

importance in which a full exploitation of the analytical

properties of the basis functions has been found advisable.

It therefore seems appropriate to encourage researchers to

proceed in accord with their individual interests.

The present communication, which deals with compu-

tations of the total energy in one-dimensionally periodic

systems, completes an exposition started in a recent paper

from our group [10], in which we developed Ewald-type

formulas for GTO-based band-structure computations in

stereoregular polymers. The work of our group showed

how the integrations in the nonperiodic directions can be

carried out analytically to yield exact closed formulas for

the terms in the remaining one-dimensional lattice sum-

mations. Although the Ewald transformation for GTOs

leads, for the direct-space part, to complementary error

functions (as also found for expansions involving point

charges), the reciprocal-space contribution was found to be

significantly different, being expressible in terms of a

family of incomplete Bessel functions [11] whose numer-

ical features had not previously been fully investigated.

Consequently, our research effort included not only the

formal aspects of the manipulation of the lattice summa-

tions to reach rapid convergence, but also the development

of methods for the numerical evaluation of the relevant

special functions. A satisfying aspect of the analysis is that

the use of a comprehensive formal development enables

the subsequent pursuit of whatever numerical methods

seem most appropriate, in contrast to a situation in which

the formal problem is solved via the introduction of a

specific numerical method that is then not easily modified.

Formulas for the total energy of course include the

nuclear–nuclear repulsion, which during the computation

must be offset by half the electron–nuclear attraction

energy to reach a finite, convergent result. This, in turn,

means that the formalism for the nuclear–nuclear term

must be developed in a way consistent with that for the

other energy contributions so that a proper divergence

cancelation is achieved. This problem was addressed for

spherically symmetric orbitals by Flamant [3], and the

present communication extends the analysis to orbitals of

general symmetry. Because our results are expressed in

terms of the first-order density matrix, they can be further

extended without essential modification to more general

GTO-based calculations that include electron correlation.

2 Total energy—basic formulas

We assume that the Hartree-Fock orbitals of our problem

have already been determined, based on a Fock matrix

Fab(k) whose subscripts a and b label Bloch states built

from basis GTO’s and whose argument k is a Bloch-wave

vector in units such that the Brillouin zone is of unit

length. Our methods for the calculation of Fab(k) and

related quantities were reported in detail in our previous

work [10].

Included in Fab(k) are Coulomb and exchange electron–

electron terms, as well as k-dependent electron–nuclear and

kinetic-energy matrices Vab(k) and Tab(k). We also note

that Fab(k), Vab(k), and Tab(k) are scaled such that the

corresponding overlap matrix element has the value Sab(k).

All these k-dependent quantities are assumed known.
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From the occupied Hartree-Fock orbitals, we can obtain

the first-order density matrix Pab(k), and the total energy

(per unit cell) then takes the form

ET ¼ 1

2

Z1=2

�1=2

dk
X
ab

PbaðkÞ

� FabðkÞ þ TabðkÞ þ VabðkÞ þ n�1
e SabðkÞU

	 

; ð1Þ

where U is twice the nuclear–nuclear repulsion energy:

U ¼ 1

a0

X
AB

QAQBuðB� AÞ; ð2Þ

uðRÞ ¼
X1
m¼�1

0
1

jRþ mẑj : ð3Þ

Here, ne is the number of electrons per unit cell, and QA

and QB are nuclear charges at respective points A and B in

the unit cell, with positions expressed as fractions of the

cell dimension, which is a0. The unit vector ẑ is in the

direction of periodicity, and the prime on the m summation

indicates that the term m = 0 is to be omitted if A = B. The

factor ne
-1Sab(k) in Eq. (1) simply causes the summation

and integration of the U term of Eq. (1) to reduce to U. The

present placement of U facilitates the combined treatment

of Vab(k) ? ne
-1Sab(k) U.

The quantities Vab(k) and U are formally divergent, but

when Vab(k) is used in Fab(k), the divergence cancels against

a similar singularity in the electron–electron interaction.

When both these kinds of contributions are treated by an

Ewald procedure, the divergent contributions combine to

give a finite (but nonzero) result. In Eq. (1) here, we can use

for Vab(k) the same Ewald formulation as was used in our

previous work, but will need to use a compatible Ewald

formula for U and consider the limiting behavior of Vab(k) ?

ne
-1Sab(k)U. Since the only divergence in the Ewald formulas

is at the origin point of the Fourier-space sums, we may

evaluate all the terms of Vab(k) and the decomposition of U

individually except for the single divergent term of each and

then for the divergent terms take the limit of their sum.

3 Nuclear–nuclear term

A rather direct way of obtaining the Ewald decomposition

of the nuclear–nuclear lattice sum uses the error function,

defined as

erfðxÞ ¼ 2

p1=2

Zx
0

e�t
2

dt; ð4Þ

and its complement erfc(x), defined as 1 - erf(x). At

x = 0, erf(x) = 0 and erfc(x) = 1, while at x ¼ 1;

erfðxÞ ¼ 1 and erfc(x) = 0. Thus, these functions

partition unity in a way dependent on the value of x. We

use these properties by writing

uðRÞ ¼
X1
m¼�1

0 erf
jRþmbzj
s1=2

� �
þ erfc

jRþmbzj
s1=2

� �
jRþ mbzj : ð5Þ

Here, s is a separation constant (not necessarily equal to

those used for Vab or the electron–electron terms). Larger

values of s make the erfc term of the partitioning (the

direct-space contribution) more important. Smaller values

of s cause emphasis on the erf term, which will be trans-

formed into Fourier space.

The erf term of Eq. (5) is now subjected to a Poisson

transformation, adding a contribution from m = 0 if it was

missing and then subtracting it again external to the

transformation. Before the Poisson transformation, this

term, which we call uFS(R), can be written as an integral:

uFSðRÞ ¼ 2

ðpsÞ1=2

X1
m¼�1

Z1

0

e�jRþmẑj
2t2=sdt � dR;0

24 35: ð6Þ

After the transformation, uFS becomes (temporarily

disregarding problems associated with the singularity

at l = 0)

uFSðRÞ ¼
X1

l¼�1
e2pilRzK0ðp2sl2; jR0j2=sÞ � 2dR;0

ðpsÞ1=2
: ð7Þ

In the right-hand side of Eq. (7) appear the component of R

in the direction of periodicity, denoted Rz, and the two-

dimensional remainder of R perpendicular to that direction,

denoted R0. Reaching Eq. (7) requires a number of steps,

but they are similar to those used for Vab and other lattice

sums in Ref. [10]. The function K0 is an incomplete Bessel

function that always occurs when a lattice of GTO’s

is subjected to a Poisson transformation, with integral

representation

K0ðx; yÞ ¼
Z1
1

e�xt�y=tdt: ð8Þ

A detailed account of this function was recently published

by one of the present authors [12], and methods for its

numerical evaluation were reviewed by both of us [13].

Turning now to the term of uFS with l = 0, which we

denote vnn, we identify its limiting behavior as l? 0, first

for the case R0 = 0. Using Eq. (C12) of Ref. [10], we find

vnn ¼ �2 ln l� lnðp2jR0j2Þ � 2cE � E1ðjR0j2=sÞ: ð9Þ
Here, cE is the Euler-Mascheroni constant, and E1 is an

exponential integral [14]. The quantity vnn contains the

only singular contribution to U; it diverges logarithmically

as l ? 0.
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Summarizing and simplifying,

U ¼ 1

a0

X
AB

QAQB

�
X
l 6¼0

e2pilðBz�AzÞK0ðp2sl2; jB0 � A0j2=sÞ þ vnn

"

þ
X1
m¼�1

0
erfcðs�1=2jB� Aþ mẑjÞ

jB� Aþ mẑj � 2dAB

ðpsÞ1=2

#
ð10Þ

4 Singularity cancellation

To see how the singularities cancel, we first note that the

only singular term of Vab(k) (from Ref. [10]) arises from

the l = 0 limit of its term with all the quantum numbers

n = l = m = 0. Thus, we write

VabðkÞ ¼ VabðkÞjnonsing �
SabðkÞ
a0

X
A

QAvneðAÞ; ð11Þ

where

vneðAÞ ¼ lim
l¼0

K0 p2ðgab þ sneÞl2;
jP0 � A0j2
gab þ sne

 !
: ð12Þ

Here, sne is the separation constant for Vab(k), gab =
1/(aa ? ab), where aa and ab are GTO screening parame-

ters, and P0 is the component perpendicular to ẑ of the

centroid of the GTO product ab, as given in Eq. (7) of Ref.

[10]. Note that vne also depends upon the orbitals a and b;

the notation for v becomes too cumbersome if that

dependence is shown explicitly.

Evaluating the limit in Eq. (12), we find

vneðAÞ ¼ �2 ln l� lnðp2jP0 � A0j2Þ � 2cE

� E1

jP0 � A0j2
gab þ sne

 !
: ð13Þ

The vne exhibit a logarithmic divergence as l ? 0 that

must cancel against the similar divergence in vnn.

Combining all the v terms, and inserting for those

coming from Vab(k) the quantity ne
-1P

B QB (which is

unity), the singularities and several finite contributions

cancel, and we have

VabðkÞ þ n�1
e SabðkÞU

	 

sing
¼ SabðkÞ

a0ne

X
AB

QAQB vnn � vneðAÞ½ 


¼ SabðkÞ
a0ne

X
AB

QAQB ln
jP0 � A0j2
jB0 � A0j2
 !"

þE1

jP0 � A0j2
gab þ sne

 !
� E1

jB0 � A0j2
s

 !#
: ð14Þ

Equation (14) requires further manipulation if any of the

quantities B0-A0 or P0-A0 vanish. In any such case, we

must replace the exponential integral by its small-argument

limit, which then causes cancellation of the corresponding

logarithm. The substitution involved corresponds to

E1

jRj2
s

 !
�! �cE þ ln s� ln jRj2; ð15Þ

and has the result that if the entire system is linear, Eq. (14)

reduces to

VabðkÞ þ n�1
e SabðkÞU

	 

sing
¼ neSabðkÞ

a0

ln
gab þ sne

s

� �
: ð16Þ

5 Convergence rates

The ultimate rate of convergence of the l and m summa-

tions in Eq. (10) is determined by the asymptotic behavior

of the functions erfc(x) and K0(x, y), and in particular, the

dominant contributions thereto at large x, which are

exponentially decaying:

erfcðxÞ� e�x
2

f ðxÞ; K0ðx; yÞ� e�x�yf ðx; yÞ; ð17Þ
f(x) and f(x, y) are not important for the ultimate conver-

gence rate. From Eq. (17), we see that when s= 0, both the

summations converge at a quadratically exponential rate,

with their relative rates dominated (for l) by the decay of

expð�p2sl2Þ and (for m) by the decay of expð�s�1m2Þ.
Both these forms are in contrast to the slow and conditional

convergence obtained when terms of 1/l dependence (but

opposing signs) are summed.

The above analysis is consistent with our original

objective in partitioning the energy contributions: larger s
enhances the convergence rate of the Fourier-space sum

(that containing K0) while diminishing its importance to the

overall result. Smaller s enhances the convergence rate of

the direct-space sum (that containing erfc) while moving

energetic contributions to the Fourier representation.

The optimum overall summation extent (in the limit of

high accuracy) may now be obtained by requiring that both

summations converge at the same ultimate rate; this

objective is achieved by setting their exponential rates

equal when l = m, yielding

p2s ¼ s�1; ð18Þ
with solution s = 1/p & 0.32.

A similar analysis can be applied to the partitioning of

the energetic contributions of Vab. As indicated in Ref.

[10], the condition for equal direct- and Fourier-space

ultimate convergence rates reduces to

p2ðgab þ sneÞ ¼ 1

gab þ sne

; ð19Þ

with solution sne = p-1 - gab. This result is meaningful

only if 0\ gab\ p-1. If this condition is not met, the
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optimum value of sne is zero, corresponding to computation

entirely in Fourier space.

We close this section with two observations. First, the

number of summation terms is only a partial criterion for

maximizing computational efficiency. The relative effort of

evaluating individual terms of the two summations is also

relevant; current evaluation methods are faster for a direct-

space term than for a Fourier-space term, indicating that

Eqs. (18) and (19) are only starting points for highly tuned

evaluations.

Second, the ultimate convergence rate may not be rel-

evant if the accuracy we seek causes summation terms to

be deemed negligible before the limiting behavior is

reached. We observe this phenomenon in the examples to

follow.

6 Numerical tests

In order to demonstrate the correctness and the conver-

gence of this formulation, we now present illustrative

computations of that portion of the total energy that

includes the nuclear–nuclear repulsion and the offsetting

electron–nuclear attraction. This contribution to the total

energy arises from the last two terms within the square

brackets of Eq. (1) and contains the singular terms that

must cancel; we denote it Ene and observe that it has the

form

Ene ¼ 1

2

Z1=2

�1=2

dk
X
ab

PbaðkÞ VabðkÞ þ n�1
e SabðkÞU

	 

: ð20Þ

Our test system consists of a linear chain of H2 molecules,

with a single 1s Gaussian orbital, of functional form

expð�ar2Þ; on each atom. We used two geometries, with

the first, designated H2k, consisting of molecules that are

aligned on the z-axis (the direction of translational peri-

odicity). The second geometry, designated H2\, consists of

molecules whose orientation is perpendicular to the z-axis.

All computations were made for a unit cell of length

a0 = 3.0 bohr and containing one H2 molecule with its

internuclear distance fixed at 1.42 bohr. For computational

simplicity, we used a density matrix with diagonal ele-

ments Ppp = Spp
-1 (p = a and b) and with off-diagonal

elements set to zero.

In the case H2k, the vectors R0, A0, and P0 (which

describe ‘‘projections’’ perpendicular to the direction of

periodicity) vanish for all choices of orbitals and nuclei.

This causes all the incomplete Bessel functions appearing

in the computations to reduce to exponential integrals, with

all the singular terms collapsing to the form given in

Eq. (16) of the present communication. A more compre-

hensive test is provided by the case H2\, because the

projection vectors do not vanish for a= b and A = B,

thereby providing a test for the general case of Eq. (14).

The first test we applied was to verify that our formulas

for Ene can give the same results as conventional ‘‘direct-

space’’ (DS) computations. Fixing the separation constant

s at the near-optimum value 0.3 and setting sne also to 0.3

(a value that will sometimes be far from optimal), we

computed Ene for several values of the GTO exponent

a, both by the method of the present communication and by

a conventional DS formula. The results are shown in

Table 1. Because of the wide range of the a values and the

non-optimal choice of sne some of the summations needed

for Table 1 converged extremely slowly. We arranged to

keep up to 1001 terms in the lattice summations, achieving

adequate convergence for all the table entries except for the

DS sums at a = 0.1. It is clear that the present and con-

ventional methods are in agreement.

We next considered issues related to the rate of con-

vergence of Ene, restricting attention to the single GTO

exponent a = 0.5 bohr-2. We carried out two sets of

computations; in the first set, summarized in Table 2, we

kept the electron–nuclear partitioning constant sne at 0.3

and varied the nuclear–nuclear constant s over a wide

range of values. The table reports the overall value of

Ene, which should be (and is) independent of the value of

s, and also indicates the numbers of terms N larger in

absolute value than 10-8 in the direct-space (DS) and

Fourier-space (FS) series for U appearing in Eq. (10). The

N values are expressed as ranges when they differ signifi-

cantly for different atom pairs. As expected, an increase in

s increases the importance of the direct-space summation

of U and reduces its convergence rate; the opposite trends

are noted for for the Fourier-space summation of U.

The table also includes the total number of significant

terms, NDS ? NFS; we see that it is a minimum in a broad

Table 1 Energies Ene, hartrees: this work (s = sne = 0.3) and by

conventional direct-space computation (DS), for various GTO expo-

nents a

a Ene Ene

bohr-2 (this work) (DS)

H2k 0.1 -0.003 139 -0.003 141

0.5 -1.080 911 -1.080 911

1.0 -1.591 596 -1.591 596

10.0 -5.046 265 -5.046 265

100.0 -15.957 691 -15.957 691

H2\ 0.1 -0.194 889 -0.194 890

0.5 -1.104 350 -1.104 350

1.0 -1.592 786 -1.592 786

10.0 -5.046 265 -5.046 265

100.0 -15.957 691 -15.957 691
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region centered about the theoretical value, 0.32. Finally,

we note that NFS has a wide range of values for H2\ at

small s. This behavior is caused by a combination of

extremely slow convergence and the fact that when A = B,

the large nonzero value of the second argument of the

Bessel function K0, namely |B0-A0|2/s, makes all the

summation terms smaller, see Eq. (17), and fewer of them

remain larger in magnitude than 10-8.

Our second set of test computations was with the

nuclear–nuclear separation constant s set to 0.3, with the

nuclear–electron constant sne varied. These studies are

summarized in Table 3, where we are studying the rates of

convergence of the series for Vab, given as Eqs. (53)–(55)

of Ref. [10]. Again, we verify that the overall value of Ene

is independent of the separation constants. We also see, as

expected, that the number of significant terms (greater in

absolute value than 10-8) in the direct-space series for Vab

increases with sne.

If we now look at the total number of significant terms

in the Vab expansions, we see that they do not indicate a

minimum at any intermediate value of sne. Because of the

presence of the quantity gab, which in this case is 1/2a = 1,

Eq. (19) does not predict an optimum positive value of

sne, and the best choice for this parameter is predicted to be

zero. The data in Table 3 are consistent with this predic-

tion: The table shows the total number of terms,

NDS ? NFS, to be a minimum at s = 0, indicating that the

optimum partitioning of Vab is entirely to Fourier space.

The data in Table 3 do not show the wild variation in

NFS that was exhibited by the expansion of U for H2\. The

difference in behavior is due to the fact that for Vab the

second argument of K0 depends upon (gab ? sne)
-1, and

not on s-1 as in the nuclear–nuclear contribution.

7 Conclusions

This paper completes the work presented in Ref. [10] by

showing how the Ewald technique can be applied to

compute the Hartree-Fock total energy for infinite systems

of one-dimensional periodicity in a basis of Gaussian-type

orbitals. A key aspect of the present contribution is the

method for combining correctly the singularities appearing

in the nuclear–nuclear and nuclear–electron interaction

terms. These singularities are a manifestation of the fact

that these two terms diverge if treated separately. The

correctness and adequacy of the approach are validated by

the presentation of sample computations.
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Abstract Several smoothed Gaussian-based descriptors

used in a molecular superposition algorithm are presented.

One descriptor, as detailed in a previous work (Leherte in J

Comput Chem 27:1800–1816, 2006), is the full electron

density approximated through the promolecular atomic

shell approximation (PASA) (Amat and Carbó-Dorca in J

Chem Inf Comput Sci 40:1188–1198, 2000). Herein, we

additionally present a new descriptor, that is, the charge

density of a molecule calculated via the Poisson equation.

The Coulomb potential as approximated by Good et al.

(J Chem Inf Comput Sci 32:188–191, 1992) and atom-

based functions such as hydrogen bond donor or acceptor

properties, lipophilicity as detailed in the work of Totrov

(Chem Biol Drug Des 71:15–27, 2008) were also consid-

ered. A Monte Carlo/Simulated Annealing superposition

method is applied to a set of six families of drug molecules,

that is, elastase inhibitors, ligands of endothiapepsins,

trypsins, thermolysins, p38 MAP kinases, and rhinovirus,

all of them already reported in the literature, for discussing

superposition problems. The results show that the

descriptor selection can be guided by the nature of the

interactions expected to occur between the drug molecules

and their receptor. They also emphasize the particular

efficiency of the PASA descriptor for molecules charac-

terized by significant shape properties.

Keywords Promolecular electron density distribution �
Poisson equation � Coulomb potential � Smoothing �
Molecular alignment � Similarity index

1 Introduction

Since at least two decades, the use of Gaussian functions

for the evaluation of the molecular similarity has been an

attractive strategy as both it allows short calculation times

and it is very easy to implement [1]. Indeed, using such

functions, similarity measures are directly related to dis-

tances between the atoms that constitute the molecular

structures to be compared [2, 3]. In molecular modelling, it

is indeed common to access the shape of a molecule by

fitting spheres at the atom locations, such as the well-

known van der Waals (vdW) spheres [4], or by considering

Gaussian functions as presented, for example, by Good and

Richards [5] and Grant and Pickup [6–8]. In order to

consider some hardness of the atoms when bound in a

molecule, Good and Richards [5] used atomic electron

density (ED) distributions, which are set to zero beyond the

vdW radius of the atoms. Grant et al. [6–8] compared the

conventional hard sphere representation and a Gaussian-

based model and proposed applications in the field of shape

comparison using the so-called shape multipoles or

moments. Their work led, notably, to the implementation

of the program ROCS [9]. Later, applications were repor-

ted by Haigh et al. [10] who suggested a transferable and

fast shape fingerprint approach based on Grant et al.’s

works. Maggiora and coworkers [11] used spherically

symmetric Gaussian functions located on selected atoms
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Physique Théorique et Structurale, Facultés Universitaires

Notre-Dame de la Paix (FUNDP), Rue de Bruxelles 61,

5000 Namur, Belgium

e-mail: laurence.leherte@fundp.ac.be

123

Theor Chem Acc (2012) 131:1259

DOI 10.1007/s00214-012-1259-y

Reprinted from the journal 189

mailto:laurence.leherte@fundp.ac.be


and characterized by adjustable magnitudes and widths to

modulate the degree of details needed to achieve protein

alignments. Within such a representation, each amino acid

of a protein is described by a linear combination of a

limited number of Gaussians. Their approach was imple-

mented in the program MIMIC [12]. Duncan and Olson

[13] also defined molecular surfaces as a sum over atomic

Gaussian functions. In their work, emphasis was given on

the resolution of these surfaces, which can be modified by

convolving the ED distribution function with a Gaussian

function of selected variance. On such bases, various

applications were proposed in the fields of molecular

comparison and molecular complementarity, as well as in

visual interpretation of molecular surfaces. Klebe et al. [14]

established a mathematical formalism for the evaluation of

molecular similarity in three-dimensional (3D) QSAR

studies. Similarity was evaluated between a given molecule

and a spherical probe and was calculated at each point of a

3D grid as a summation over atomic contributions [14].

More recently, Totrov [15] described a molecule through

seven 3D atomic property fields (APFs) calculated from

Gaussians functions centred on the constituting atoms.

These atomic properties are hydrogen bond donor, hydro-

gen bond acceptor, sp2 hybridization, lipophilicity, size,

charge, and electronegativity. The author identified 21

atom types and associated them a value for each of those

seven properties. Totrov’s approach is close to the proce-

dure described by Lemmen et al. [16] in the program

FLEXS wherein physicochemical properties such as

hydrophobicity, charge, hydrogen bonding are approxi-

mated by a set of Gaussian functions centred on atoms or

other regions defined by the user. Proschak et al. [17]

applied a molecular shape description expressed as a

summation over atomic Gaussian functions to define

molecular surface elements useful in surface matching

calculations and implemented their approach in the pro-

gram ‘‘Shapelets’’. Chan et al. [18] used Gaussians to

define a scoring function for their alignment procedure.

The function is calculated as a summation over Gaussian

terms depending upon the distances occurring between

atoms characterized by a given property (size, hydropho-

bicity). The authors implemented their scoring function in

the program MOE [19].

Superposition of molecules is a problem that involves

many local solutions. A way to reduce the number of

possible alignments is to lower the resolution of the

molecular field under consideration, in order words, to

lower the level of details by smoothing the 3D scalar field

[11, 13, 20]. This can easily be achieved through a con-

volution product with a Gaussian function, as proposed by

Kostrowicki et al. [21]. Another approach consists in lim-

iting the number of points representing the molecules, such

as in the studies of Glick et al. [22, 23], wherein the atoms

are clustered based on their separating distances. We also

used such an approach by representing molecular systems

as graphs of smoothed ED critical points [24, 25].

Following a work we previously achieved on molecular

similarity of promolecular ED distribution functions [20],

we expand here the concepts presented before through the

calculation of charge density (CD) distributions calculated

from smoothed electrostatic potential functions via the

Poisson equation. The advantage of Gaussian functions in

evaluating various similarity measures is again considered

to easily calculate integrals such as the overlap and the so-

called Laplacian ones at low cost.

In this paper, we treat various molecular similarity

problems through the study of six different families of

molecules, as already detailed in the literature. The selec-

ted families are the TOMI and DFKi elastase ligands

[26–29], inhibitors of endothiapepsins [16, 20, 30], trypsins

[16, 18, 31, 32], thermolysins [16, 17, 30–32], human

rhinovirus HRV14 [16, 18, 32], and of p38 mitogen-acti-

vated proteins (MAP) [18, 32].

We first used a promolecular description of the ED dis-

tribution function of the various molecules, as reported

before [20]. We also apply the formalism obtained for the CD

calculated from smoothed electrostatic potential functions

through the Poisson equation. Such a CD distribution func-

tion was previously considered to design, through its topo-

logical properties, reduced point charge models for proteins

[33]. This new aspect is considered in comparison with the

method described by Good et al. [34] to superpose Coulomb

potential functions and implemented by us in combination

with a smoothing approach. Finally, we also considered a

smoothed version of the APFs developed by Totrov [15].

Flexibility is not considered in the present work as we

compare alignments to discuss the efficiency of the various

smoothed molecular fields under consideration without the

influence of the conformation. As shown by the results, the

various molecular fields can provide different results and

their efficiency can vary with the nature of the interactions

involved between the molecules and their receptor.

In the next section, we briefly recall the mathematical

expressions needed to superpose the molecules and to eval-

uate the corresponding similarity degree. We detail the new

expressions related to CD distribution functions and

smoothing in general. Thereafter, we present the molecular

systems under study and discuss the alignment results. Con-

clusions and perspectives are provided at the end of the paper.

2 Theoretical background

In this section, it is described how smoothed Gaussian-

based scalar fields can be calculated analytically and how

similarity measures and indices are evaluated.
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2.1 Promolecular electron density distributions

In their work related to the Promolecular Atom Shell

Approximation (PASA), Amat and Carbó-Dorca used

atomic Gaussian ED functions that were fitted on 6-311G

atomic basis set results [35]. In the PASA approach that is

considered in the present work, a promolecular ED distri-

bution qA is represented analytically as a weighted sum-

mation over the nat atomic ED distributions qa, which are

described in terms of series of three squared 1s Gaussian

functions fitted from atomic basis set representations [36]:

qA ¼
Xnat

a2A
qa ð1Þ

with:

qa rð Þ ¼ Za
X3

i¼1

wa;i

21a;i
p

� �34
"

e�1a;i r�Raj j2
#2

ð2Þ

where Za, Ra, and wa,i and 1a,i, are the atomic number of

atom a, its position vector, and the two fitted parameters,

respectively.

To generate smoothed 3D ED functions, qA is directly

expressed as the solution of the diffusion equation

according to the formalism presented by Kostrowicki et al.

[21]:

qa;t rð Þ ¼
X3

i¼1

sa;i where sa;i ¼ aa;ie
�ba;i r�Raj j2 ð3Þ

with:

aa;i ¼ Zawa;i

21a;i
p

� �3=2
1

1þ 81a;it
 �3=2

and

ba;i ¼
21a;i

1þ 81a;it
 � ð4Þ

where t is the smoothing degree of the ED, unsmoothed

EDs being obtained by imposing t = 0 bohr2.

When using the PASA description, only the non-

hydrogen atoms of the molecular structures are considered.

It is done so to limit the calculation time of the alignment

procedures. The advantage of such a descriptor thus relies

in the fact that no a priori knowledge of the protonation

state of the molecules is required.

2.2 Coulomb potential and charge density distribution

functions

The electrostatic potential function generated by a mole-

cule A is approximated by a summation over its atomic

contributions using the Coulomb equation:

UAðrÞ ¼
Xnat

a2A

qa
r� Raj j ð5Þ

qa being the net charge of atom a. A smoothed version of

the potential generated by atom a, Ua,t(r), can be expressed

as [37]:

Ua;tðrÞ ¼ qa
r

erf
r

2
ffiffi
t
p

� �
ð6Þ

where t is the smoothing parameter and erf stands for the

error function. From the potential given in Eq. 6, the

corresponding analytical CD function qa,t(r) can be

obtained from the Poisson equation:

�r2Ua;t ¼
qa;t
e0

ð7Þ

and expressed as:

qa;tðrÞ ¼
qa

4ptð Þ3=2
e�r

2=4t ð8Þ

In such a formalism, qa,t(r) cannot be calculated at t = 0.

Indeed, that situation corresponds to the original Coulomb

potential for which the solution of the Poisson equation is

zero.

2.3 Approximation of the Coulomb potential function

In their paper, Good et al. [34] approximated the r-1 term

in the Coulomb potential by a sum over three Gaussian

functions:

1

r
¼
X3

i¼1

kie
�rir2 ð9Þ

where the three (ki, ri) pairs are (0.3001, 0.0499), (0.9716,

0.5026), and (0.1268, 0.0026 Å-2). A visualization of that

approximate function clearly shows that the fit of r-1 is

acceptable only at distances r that are larger than about

1 Å; the asymptotic behaviour of r-1 at r = 0 is indeed not

satisfied.

A smoothed version can be given by relationships sim-

ilar to Eqs. 3 and 4:

1

r

� �
t

¼
X3

i¼1

ki

1þ 8ritð Þ3=2
e
� ri

1þ8ri tð Þr
2

ð10Þ

The discrepancies between the Good and Hodgkin’s

approximation and the original r-1 function are strongly

reduced when the smoothing factor t differs from zero. This

is particularly due to the fact that the infinite asymptotic

behaviour at r = 0 of function r-1 is not present any longer

in Eq. 6.
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2.4 Atomic property fields

The different 3D atomic property fields Pi(r) selected by

Totrov [15], that is, hydrogen bond donor, hydrogen bond

acceptor, sp2 hybridization, lipophilicity, charge, and

electronegativity, are represented through Gaussian

functions:

PiðrÞ ¼
Xnat

a2A
ui;ae

� r�Raj j2
k2 ð11Þ

where ui,a stands for the atomic property i associated with

atom a (Table 1 of Ref. [15]), and the so-called effective

distance parameter k is set equal to 1.2 Å [15, 16].

Similar to Eq. 10, a smoothed version of Eq. 11 was

implemented as follows:

Pi;tðrÞ ¼
Xnat

a2A

/i;a

1þ 8 1
k t

 �3=2
e
� 1=k

1þ81
k
tð Þ r�Raj j2

ð12Þ

When using such a description, most of the hydrogen

atoms of the molecular structure are eliminated from the

superposition procedure, and only the polar ones, as

described by Totrov [15], are kept. In the implementation

we set up, a global field descriptor is calculated as a

summation over all seven above-mentioned Pi(r) fields.

2.5 Evaluation functions for the alignment of smoothed

distribution functions

The selection of a 3D scalar field as a relevant property to

determine the similarity degree between two molecules

A and B has led to several definitions of similarity measure

[2, 38].

The well-known overlap similarity measure is defined

by:

IAB;overlap ¼
Z

drqA;tðrÞqB;tðrÞ ð13Þ

where t is the smoothing degree of the ED.

Another quantity used in our previous work [20] is the

so-called Laplacian similarity measure IAB,Laplacian:

IAB;Laplacian ¼
Z

drqA;tðrÞT qB;tðrÞ ð14Þ

where the operator T is related to the Laplacian operator

r2 :

r2 ¼ o2

ox2
þ o2

oy2
þ o2

oz2
ð15Þ

by T ¼ �r2=2: It has been shown that the IAB,Laplacian

similarity measure can be seen as the overlap integral of

the gradient of the ED [2, 39]. In the latter reference, the

use of the density gradient in quantum similarity measures

is thoroughly described and is evaluated versus the overlap

similarity measure.

Similarity measures are involved in several well-known

similarity index formulae [2, 38, 40] such as the Carbó

(also known as Cosine) index:

SAB;Carbo ¼ IABffiffiffiffiffiffi
IAA
p ffiffiffiffiffiffi

IBB
p ; ð16Þ

the Hodgkin–Richard (also known as Dice) index:

SAB;Hodgkin ¼ IAB
1
2
IAA þ IBBð Þ ; ð17Þ

and the 3D shape Tanimoto similarity index:

Table 1 PDB access codes and net charge (in |e-|) of the molecules considered in the present work

Structure number

1 2 3 4 5 6 7 8 9 10 11 12 13

Elastase 1PPF 4EST

0 0

Endothiapepsin 2ER7 4ER1 4ER2 5ER1 5ER2

-1 0 -1 -1 0

Trypsin 1PPH 1TNH 1TNI 1TNJ 1TNK 1TNL 3PTB

?1 ?1 ?1 ?1 ?1 ?1 ?1

Thermolysin 1THL 1TLP 1TMN 2TMN 3TMN 4TLN 4TMN 5TLN 5TMN 6TMN

-2 -2 -2 -1 0 0 -2 -1 -2 -2

P38 1A9U 1BL6 1BL7 1DI9 1M7Q 1OUK 1OUY 1OVE 1OZ1 1W7H 1W84 1WBO 1YQJ

0 0 ?1 0 ?1 ?1 ?1 ?1 0 0 0 0 ?1

HRV14 2R04 2R06 2R07 2RM2 2RR1 2RS1 2RS3 2RS5

0 0 0 0 0 0 0 0
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SAB;Tanimoto ¼ IAB
IAA þ IBB � IAB

ð18Þ

SAB,Tanimoto was found to be efficient for the

superposition of 3D fields, both in the position space [9]

and in the momentum space wherein emphasis is given to

the long-range variations of the electron density [41]; it is

known to be more sensitive to size differences between two

structures. It was also found to be efficient in

superpositions of endothiapepsin ligands [20].

2.6 Superposition algorithm

Using a Monte Carlo/Simulated Annealing algorithm (MC/

SA), rigid pair alignments were achieved at smoothing

degrees t varying between 1.7 and 1.4 bohr2. The two

values were selected after the studies presented in [42, 43],

which report topological analyses of PASA and Poisson-

based CD distribution functions. Best performances of the

approach were observed at values of t where the critical

points (local maxima and/or minima) of the smoothed 3D

fields correspond to known interaction sites of the ligands

[25] or to locations of point charges on amino acids [33,

43].

Our superposition algorithm consists of a sequence of

MC loops carried out at linearly decreasing acceptance

rates. First of all, the structure to be aligned on the refer-

ence molecule is translated to locate the two centres of

mass at the same position. At each step of a MC loop, the

structure to be aligned is displaced by random translation

and rotation steps. The maximal translation and rotation

displacements were set equal to 0.5 Å and 0.5 rad,

respectively. The new alignment is evaluated using SAB and

is accepted only if it is probable enough, that is:

p ¼ e�b Sold
AB�Snew

ABð Þ[ n ð19Þ
where n is a random number selected between 0 and 1. The

parameter b controls the acceptance rate of the MC loop.

Twenty values are regularly selected between 0.001 and

0.1. The best alignment, that is, the alignment with the

highest SAB value, obtained at a given value of b, is used as

the starting point of the MC loop at the next b value. The

number of iterations per MC loop was set equal to 10,000.

Starting with the PASA molecular description, several

calculations were achieved at t = 1.7 and 1.4 bohr2. It was

also considered to work at a given b value and let t vary

from a high to a low smoothing value during the MC/SA

procedure. This last option did not bring real improvements

versus the first option. Indeed, the MC/SA algorithm is

built to maximize the similarity degree SAB. Starting with a

highly smoothed ED and going to a less well-smoothed ED

leads to values of SAB that tend to decrease for a given

alignment. Nevertheless, the simultaneous variation of

t and b during the MC/SA procedure appeared to provide

rather good results, with a high performance on the

alignment convergence. The MC/SA parameters to be

considered when using the PASA description were finally

set to a simultaneous and linear decrease in t and b from

1.7 to 1.4 bohr2 and from 0.1 to 0.001, respectively. Even

if ED contours obtained at t = 1.7 and 1.4 bohr2 are very

similar as depicted for endothiapepsin ligand 4 (Fig. 1),

letting t vary during the superposition procedure seems to

favour the search for a global solution.

When considering the CD and APF descriptors, it

appeared that the calculation of the similarity measures

should better involve positive integrals (overlap, Lapla-

cian) only, that is, the superposition of negative distribu-

tions onto positive distributions (or inversely) should not

participate to the total value of SAB. This is done to avoid

unfavourable partial alignments of the molecules. Looking

at the CD contours illustrated in Fig. 1 for endothiapepsin

ligand 4, one clearly distinguishes a larger positive iso-

contour 0.0002 e-/bohr3 corresponding to the positive

NH3
? end (left side of the structures in Fig. 1), that is

spread away from the molecular skeleton versus its PASA

counterpart. It is also seen, for example, that aromatic

groups (right side of the structures in Fig. 1) tend to be

surrounded by positive regions while the inner part of the

ring itself leads to a negatively charged area.

When using the smoothed Coulomb potential descrip-

tion, one first wished to emphasize the overlap of the

electrostatic potential acting in regions of space remote

from the molecular skeleton itself, that is, beyond the so-

called solvent accessible surface of the molecule. In that

case, one first used the overlap similarity measure with the

Hodgkin similarity index as Good et al. [44] reported that

this last index is sensitive to the magnitude of the 3D

descriptor field. It, however, appeared that the Laplacian–

Tanimoto combination was more efficient.

To evaluate the success of the alignments, the coordi-

nates of the non-hydrogen atoms of the aligned molecules

were compared to the corresponding coordinates of their

expected (crystallographic) position. An rmsd value was

calculated to quantify this degree of success.

3 Applications and results

All 3D coordinates of the molecular systems studied in this

paper were retrieved from the Protein Data Base (PDB)

[45]. Table 1 reports the PDB access codes of the various

systems. Based on the atomic hybridization states, H atoms

were added to the structures with the program VEGA ZZ

[46, 47]. Protonation states were considered as found in the

literature. All end NH2 and COOH groups in peptides were

systematically ionized. Charges were added with the same
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program using the Gasteiger–Marsili [48, 49] scheme. 2D

representations of all molecular structures studied in this

paper are presented in Online Resources 1–6.

Within each family of ligands, all possible pair align-

ments were carried out, that is, the largest structure on the

smallest and inversely. The best solution observed among

the two so-obtained was kept.

3.1 Alignment results for the elastase TOMI/DFKi

system

The system is particular in that the turkey ovomucoid

inhibitor, TOMI (PDB access code 1PPF), is an elastase

inhibitor consisting of 56 residues (814 atoms), that is,

characterized by a size drastically larger than the diflu-

oroketone inhibitor, DFKi (PDB access code 4EST), with

70 atoms (Online Resource 1). Due to that particularity, it

has been the subject of several studies [26–29] regarding

their alignment using molecular similarity-based

techniques.

The desired alignment of TOMI and DFKi, that is, the

expected crystallographic solution, is obtained using the

PASA descriptor with the conditions applied throughout

this paper, that is, t varying from 1.70 to 1.40 bohr2, and

with the Laplacian Tanimoto similarity measure and index.

The corresponding degree of similarity SAB is equal to

0.0697, and the rmsd value of the TOMI structure is 2.26 Å

(Fig. 2a). The low value of SAB is due to the size difference

in the two structures, leading to similarity measures that

differ by an order of magnitude. In the present case,

IAA,Laplacian = 21.052, IBB,Laplacian = 1.966, and IAB,Lapla-

cian = 1.450, at t = 1.4 bohr2. The use of the Laplacian

similarity measure allows to emphasize the importance of

the shape of the molecular skeletons. Another similarity

measure choice, like ‘‘overlap’’, will force the overlap

between the drug DFKi and the helix of TOMI, that is, a

high-density region (Fig. 2b).

All other descriptors did not provide the right alignment

under the calculation conditions used in the present work.

This suggests that the molecular shape is the main infor-

mation required to align the molecules.

3.2 Alignment results for the endothiapepsin ligands

Endothiapepsin is a single-chain proteinase of 330 amino

acids. The structure is largely of b-sheet type and consists

of two related lobes of approximately 170 amino acids

each. The active site resides in a pronounced cleft between

the lobes. Inhibitors have been shown, by X-ray crystal-

lography, to bind in the active site cleft in extended con-

formations. A detailed comparison of the X-ray structures

of 21 inhibitor complexes is given by Bailey and Cooper

[50]. The hydrogen bonds that position the inhibitor main

chain in the active site cleft are largely conserved from one

PASA 

t = 0.00 bohr2 t = 1.40 bohr2 t = 1.70 bohr2

CD 

t = 0.05 bohr2 t = 1.40 bohr2 t = 1.70 bohr2

OH

NH3+ N
H

N
H

O

O

N
H

O

O

Fig. 1 2D representation and

isocontours of the PASA ED

(0.0002 in light blue and 0.075

e-/bohr3 in dark red) and of the

CD (-0.0002 in light blue and

0.0002 e-/bohr3 in dark red) of

endothiapepsin ligand 4,

calculated at various smoothing

degrees t. The molecular

skeleton is displayed using

sticks (H are not shown for

clarity)
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inhibitor to another, implying that the largest determinants

of specificity are the vdW contacts between the enzyme

and the ligand side chains. Side chains of the inhibitors can

adopt different conformations to compensate for greater or

lesser occupation of the neighbouring residues.

The five ligands considered in this work were selected

following the work of Lemmen et al. [16] (Online Resource

2). For convenience, the five molecules will be numbered

1–5 further in the text (Table 1).

Alignments achieved using the PASA descriptor toge-

ther with the Laplacian and Tanimoto similarity evaluators

showed that the only problematic case occurred when one

superposed ligands 2 and 4 (Table 2). Indeed, the obtained

similarity degree SAB, 34 %, is higher than the SAB degree

calculated for molecules in the experimental orientation,

SAB = 22 % at t = 1.40 bohr2, where a partial overlap is

observed. With the CD descriptor, this problem is can-

celled since SAB expected, 25 %, is larger than SAB full overlap,

17 %, and a good alignment is obtained between the two

ligands 2 and 4 (Table 2). With the CD descriptor, a mis-

alignment remains between ligands 2 and 5. A deeper

insight showed that this is due to non-convergence of the

algorithm, with SAB expected = 23 % at t = 1.40 bohr2,

rather than 20 %, as shown in Table 2. Thus, with PASA,

only 9 alignments over 10 are successful while one can

expect a 100 % success when using the CD descriptor.

Lemmen et al. [16] obtained a success rate of 70 %.

Besides the use of the PASA and CD distributions func-

tions, the Coulomb potential descriptor did not provide

satisfactory alignment results (Table 2). Indeed, only one

superposition is characterized by a rmsd value \2 Å, and

rmsd values beyond 20 Å suggest that some superposition

results completely diverge from the expected ones. The

APF descriptor is efficient, except for all alignments that

involve ligand 2 (Table 2). This is due to the absence of a

negatively charged carboxylate group. Indeed, when pres-

ent, the two negative oxygen of the carboxylate bear a

highly negative charge descriptor value ui,a of -1.5 as well

as a highly positive hydrogen bond value, 1.5, in the

framework of the APF representation. It is then possible to

slightly improve the efficiency of the APF-based align-

ments, with a success rate of 8 over 10 alignments, by

working with the size component of the APF representation

only (Table 2).

Thus, one concludes that the orientation of the drug

molecules in the binding pocket of the receptor is mainly

governed by their shape, a property that is often related to

vdW contacts discussed above.

3.3 Alignment results for the trypsin ligands

Trypsins belong to the family of serine proteases and are

constituted by about 245 amino acid residues. Their active

site contains a serine residue, located at the junction of two

b-barrel domains. The seven ligands (Table 1) considered

in this work were taken from the work of Chan et al. [18].

Except for the largest ligand, 1PPH, all of them present a

rather similar structure (Online Resource 3) that consists in

an aromatic group and a positively charged amine group

separated by aliphatic linkers of different lengths. All

molecules thus bear a net ?1 charge. Ligand 1TNI (ligand

3), with a longer linker, assumes a binding mode that is

slightly different from the other molecules. The positively

substituted phenyl moiety of the larger molecule (ligand 1)

is oriented in a similar manner as benzamidine (ligand 7)

and faces the negatively charged carboxylate group of

residue Asp189 of trypsin while also interacting through

hydrogen bonds [51].

None of the alignments involving the largest structure

(ligand 1), achieved using either the PASA or the CD

descriptor, provided satisfactory results (Online Resources

7 and 8). Indeed, all rmsd values are larger than 5 Å. In

such cases, the positively charged N atom of the small

ligands is aligned with the SO2 group of ligand 1 (Fig. 3).

This leads to a higher similarity measure due to the larger

density distribution of the sulphonate group of ligand 1.

With the CD descriptor, two positive regions appear at the

level of the C(NH2)2
? and SO2 groups of atoms and

a 

rmsd = 2.26 Å 

b 

rmsd = 19.33 Å 

Fig. 2 a Superimposition of the

crystallographic structure of

TOMI (black ribbon), DFKi

(black wire), and the MC/SA

orientation of TOMI versus

DFKi (grey) obtained with the

PASA descriptor smoothed at

t varying between 1.7 and 1.4

bohr2 using a the Laplacian

similarity measure and b the

overlap similarity measure (H

are not shown for clarity)
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misalignments are also observed (Fig. 3). Therefore, the

only way to superpose the ligands is to consider a

descriptor that involves information well beyond the

molecular skeleton, that is, the Coulomb electrostatic

potential, or to consider other properties as those in the

APF formalism. Figure 3 illustrates that with the Coulomb

potential descriptor, there is only one main positive region

located around the amidino groups of ligands 1 and 7. The

expected alignment can thus be obtained for these two

compounds (Fig. 3). Indeed, with that last approach, ones

notices that all small molecules tend to be superposed on

the correct branch of ligand 1. The Coulomb potential

alignments are not ideal, that is, rmsd can be larger than

2 Å, except for the alignment of ligands 1 and 7, with

rmsd = 0.36 Å (Online Resource 9). Besides that, the

alignment of the small structures versus another did not

show significant improvements versus the PASA and CD

descriptors. Finally, if one accepts the alignments charac-

terized by rmsd values between 2 and 3 Å, the approach is

100 % successful. In their work, Lemmen et al. [16] also

obtained a 100 % success, that is, for each pair of super-

posed molecules, at least one alignment is correct among

the two possible ones. These authors did, however, not

consider the largest structure 1PPH in their work. Values

Table 2 Best pair alignment results, in terms of SAB values (%), obtained using the Laplacian Tanimoto MC/SA procedure with various

descriptors smoothed at t varying between 1.7 and 1.4 bohr2 for the five endothiapepsin ligands

1 2 3 4

PASA

1 –

2 35 (0.81) –

3 34 (0.16) 40 (0.42) –

4 27 (0.72) 34 (11.14)

SAB expected = 22

32 (1.42) –

5 51 (0.47) 49 (0.52) 48 (0.45) 36 (0.44)

CD

1 –

2 22 (0.73) –

3 31 (1.19) 29 (0.28) –

4 24 (0.93) 25 (1.65)

SAB full overlap = 17

25 (0.96) –

5 41 (0.54) 20 (8.67)

SAB expected = 23

45 (0.60) 28 (0.80)

Coulomb electrostatic potential

1 –

2 8 (10.58) –

3 90 (1.62) 8 (12.24) –

4 1 (41.31) 4 (8.79) 1 (40.00) –

5 40 (21.00) 10 (8.40) 39 (2.32) 38 (17.64)

APF

1 –

2 17 (0.33) –

3 60 (0.87) 28 (11.61) –

4 25 (1.24) 35 (8.92) 31 (1.30) –

5 60 (0.77) 21 (8.27) 67 (0.61) 27 (0.93)

Size component of the APF

1 –

2 36 (0.55) –

3 45 (0.37) 44 (0.67) –

4 32 (0.74) 30 (9.90) 38 (1.89) –

5 36 (0.40) 23 (0.76) 31 (0.74) 51 (15.99)

The reference molecules are mentioned in the first row; otherwise, results are shown in bold. rmsd values (Å) of the aligned molecules are given

in parentheses
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of 80 [18], 73 [32], and 57 % [32] are also reported in the

literature. Additional tests carried out using the Coulomb

potential descriptor at t = 1.0 bohr2 (Online Resource 9) to

determine whether the resolution may lead to lower rmsd

values did not show improvements versus the procedure

involving a variation of t from 1.70 to 1.40 bohr2.

PASA 

rmsd = 7.46 Å 

Isocontours: 0.05 (light blue) and 0.15 (dark red) e-/bohr3

CD 

rmsd = 7.54 Å 

Isocontours: -0.001 (light blue) and 0.0025 (dark red) e-/bohr3

Coulomb 

rmsd = 0.36 Å 

Isocontour: 0.15 (light blue) and 0.2 (dark red) e-/bohr

APF 

rmsd = 0.16 Å 

Isocontour: -0.03 (light blue) and 0.9 (dark red)

Fig. 3 Left Superimpositions of the structures of trypsin ligand 1

(black wire) and ligand 7 (grey stick) obtained using the MC/SA

algorithm with various descriptors smoothed at t varying between 1.7

and 1.4 bohr2. Isocontours of the PASA ED, CD Coulomb potential,

and APF of trypsin ligands 1 (middle) and 7 (right) calculated at

t = 1.4 bohr2. The molecular skeleton is displayed using sticks (H are

not shown for clarity)
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The use of the APF descriptor led, as with the Coulomb

potential descriptor, to a desired positioning of the aligned

ligands (Online Resource 10). The rather high values of

rmsd, beyond 2 Å, often characterize shifted molecules,

that is, the positive group is well aligned while the aromatic

cycle is misaligned as shown for ligands 3 and 7 (Fig. 4).

This happens for six alignments, marked ‘‘shifted’’ in

Online Resource 10. The alignment of ligands 1 and 6 is

characterized by a wrong inversed orientation, with

rmsd = 2.21 Å only, and SAB = 14 %. A good alignment

could be expected at the same similarity degree, that is,

SAB = 14 %. An additional run was achieved at t = 0.50

bohr2, which tends to show that these shifted positions are

not due to the smoothing of the APF field (Online Resource

10). Indeed, nine pairs are misaligned, one inversed ori-

entation is obtained, as well as a completely wrong result

for ligands 2 and 7 with rmsd = 5.40 Å.

Superposing the trypsin ligands thus requires a

descriptor that is able to differentiate high-density regions

of different chemical natures and electric charges by taking

into consideration descriptor distributions spread around

the molecular skeleton like the Coulomb potential.

3.4 Alignment results for the thermolysin ligands

Thermolysin, a calcium-binding zinc endopeptidase con-

sisting of 316 amino acid residues, involves a pronounced

active site cleft formed at the junction of the two lobes

characterizing its structure. Ten thermolysin ligands were

considered in the present study (Table 1). Two structures,

2TMN and 4TLN, examined by Lemmen et al. [16], were

added to the set of eight ligands studied by Chan et al. [18].

Among these ten ligands, 5TMN and 6TMN differ by a

small moiety, as shown in Online Resource 4, that is, an O

atom replacing a NH group. When bound in the receptor,

the molecules are linked to a Zn cation. More precisely,

inhibitors 4TLN and 5TLN bind to the receptor with their

hydroxamate group complexed to the Zn, while molecules

like 1TLP, 2TMN, 4TMN, 5TMN, and 6TMN are coor-

dinated to the Zn by phosphoryl oxygens. Binding to the

receptor also occurs through hydrogen bonds with the NH

groups of the molecular skeletons. The ionization state of

4TLN and 5TLN was selected following the work of

Matthews and coll. [52, 53] who favoured the anionic form

of the NHOH moiety. A positive NH3
? group is also

assumed in structure 4TLN [53]. The structure of 2TMN

involves a protonated N atom located next to P, as

described by Matthews and coworkers [53, 54]. Finally, O

atoms of the phosphoramidate groups in 1TLP, 4TMN,

5TMN, and 6TMN are charged as represented in the work

of Gresh et al. [55].

The use of the PASA descriptor (Online Resource 11)

provides an overall success rate, 27 over 45 alignments,

that is slightly less good than the one obtained with the CD

PDB 

PASA 

rmsd = 2.21 Å 

CD 

rmsd = 2.42 Å 

Coulomb 

rmsd = 2.50 Å 

APF 

rmsd = 2.85 Å 

Fig. 4 Superimposition of the

structures of trypsin ligand 3

(black wire) and ligand 7 (grey
stick) in its crystallographic

orientation (PDB), and in the

MC/SA orientations obtained

using the PASA ED, CD,

Coulomb potential, and APF

descriptors smoothed at

t varying between 1.7 and 1.4

bohr2 (H are not shown for

clarity)
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descriptor, that is, 30 good solutions (Online Resource 12).

All rmsd values of the successful alignments are lower than

2 Å, except for the superimposition of ligands 6 and 10

with the PASA descriptor, rmsd = 2.62 Å, and the super-

position of ligands 7 and 10 with the CD descriptor,

rmsd = 2.66 Å. Proper alignments are expected with

unchanged SAB values between ligands 2 and 6 using the

PASA and CD descriptors. The main difference between

the PASA and CD-based results lies in the type of align-

ments that were achieved with success. For example, all

nine alignments involving ligand 8 led to expected results

with the CD descriptor, while only three were obtained as

desired with PASA. Combining both sets of results leads to

a total success rate of 36 over 45 solutions, that is, 80 %.

This may suggest that a combination of shape- and charge-

dependent descriptors needs to be envisaged for further

work with those ligands. The case of ligands 4 and 10 is

depicted in Fig. 5, which illustrates that the wrong align-

ment observed with the CD descriptor occurs due to the

large negative region of ligand 4 located at the level of

PO3
2-. An additional run carried out with a NH group,

replacing the NH2
? moiety, did not modify at all the

alignment results. The use of the smoothed Coulomb

potential (Online Resource 13) did not bring any overall

improvement over PASA, especially for all superpositions

involving ligand 4, the smallest one, and ligand 5; 17 good

solutions, characterized by rmsd\ 2 Å, were obtained.

Seven alignments correspond to shifted molecules versus

their expected orientation. As for the PASA descriptor, the

APF one (Online Resource 14) leads to mixed results, with

a success rate of 20 over 45 alignments. These good

solutions are all characterized by rmsd\ 2.5 Å. For

ligands 6 and 8, we have to mention that an additional APF

type was considered for the negatively charged N atoms of

the hydroxamate groups occurring in both ligands. The

selected parameters were -0.5 for hydrogen bond donor,

1.5 for hydrogen bond acceptor, 0.0 for sp2 hybridization,

-1.0 for lipophilicity, 0.0 for size, -1.5 for charge, and

-1.5 for electronegativity.

Only molecules 1–3, 5, and 7–10 were considered in the

work by Chan et al. [18], while molecules 2–9 were studied

by Lemmen et al. [16]. If one restricts our analyses to the

eight structures involved in each of those previous studies,

one gets a maximal success rates of 82 % (23 alignments

over 28) and 64 % (18 alignments over 28) with the CD

descriptor that are of the same order of magnitude as the

literature values of 93 % [18] and 61 % [16], respectively.

Only alignments with rmsd\ 2 Å were considered, as in

the literature [16, 18]. On the whole, most of the wrong

superposition results obtained with the CD descriptor

(Online Resource 12) involve molecules 4–6, that is, the

smallest structures. As already discussed, structure 8 that is

a bit larger in size is always well aligned with CD. The

particular case of ligands 1 and 8 is illustrated in Fig. 6.

The use of the CD descriptor allowed to correctly super-

pose the functional moieties that are expected to bind to the

Zn ion, that is, the carboxylate and the hydroxamate

groups, respectively, and the remaining C=O functions

(Fig. 6b). On the contrary, PASA tends to superpose the

–NH–CH2–CH2–OH tail of molecule 8 with the fused rings

of ligand 1 (Fig. 6a) to maximize SAB.

A careful analysis of the molecular structures is thus

required to select a descriptor for this family of molecules

in order to determine whether an emphasis is to be given on

isosterism or on the electric charge of the functional

groups.

3.5 Alignment results for the p38 ligands

Among the four members of the p38 MAP kinase family,

the most studied isoform is p38a, a target for anti-inflam-

matory drugs. The primary sequence reported in the PDB

consists of 360–379 amino acid residues forming second-

ary structures of types a and b. Thirteen ligands (Table 1),

able to bind in the ATP-binding pocket located between the

N- and C-terminal lobes of p38a, were studied following

the work of Chan et al. [18]. The 2D structures are reported

PASA 

rmsd = 0.38 Å 

Isocontours: 0.05 (light blue) and 0.15 (dark red) e-/bohr

CD 

rmsd = 10.20 Å 

Isocontours: -0.001 (light blue) and 0.0025 (dark red) e-/bohr

3

3

Fig. 5 Left Superimpositions of the structures of thermolysin ligand 4

(grey stick) and ligand 10 (black wire) obtained using the MC/SA

algorithm with various descriptors smoothed at t varying between 1.7

and 1.4 bohr2. Isocontours of the PASA ED and CD of thermolysin

ligands 4 (middle) and 10 (right) calculated at t = 1.4 bohr2. The

molecular skeleton is displayed using sticks (H are not shown for

clarity)
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in Online Resource 5; the protonation states were selected

according to the work of Chan et al. [18]. The p38 ligands

interact with the receptor mainly through hydrogen bond-

ing, p-stacking, and hydrophobic interactions. A study of

the crystalline complexes shows that the ligands bind in

different arrangements in the same binding pocket, as

illustrated in Fig. 6 of [18]. Ligand 1WBO is particularly

small as it results from fragment-based lead discovery

studies, and all four ligands 5–8, that is, 1M7Q, 1OUK,

1OUY, and 1OVE bind in a similar way. Additionally, all

those four ligands contain halogen atoms, their pyridyl/

pyrimidyl protonated nitrogen form a hydrogen bond with

the main chain NH of Met109, and their aryl substituent

occupies a hydrophobic pocket [57]. Ligand 1DI9 binds in

a mode different from the others, but still interacts with

Met109 and Thr106 [58]. The seven remaining ligands,

that is, ligands 1–3, 9–11, and 13, bind in a similar fashion;

the inhibitors interact with the receptor through hydrogen

bonds between their pyridyl/pyrimidyl moieties and

Met109, and their respective aromatic groups occupy a

lipophilic pocket involving Thr106 [59–62]. Only some of

them, ligands 1–3 and 9, are halogenated. A hydrogen bond

may be involved with Lys58 [63]. A superposition of the

thirteen ligands in their crystallographic orientation is

given in Fig. 7 to classify them according to their binding

fashion. Such different binding patterns made the super-

position between members of the different binding families

rather unsuccessful. For example, success rate values of 43

[18] and 27 % [32] were reported in the literature.

Similarity indices and rmsd values are given in Online

Resources 15–18 for all alignments obtained with the

PASA, CD, Coulomb potential, and APF descriptors,

respectively. Alignments between molecules that bind in a

similar fashion are highlighted in light and dark grey in the

Tables of the Online Resources and the corresponding total

number of expected good alignments is 27. With the PASA

descriptor, an overall success rate of 37 % (29 alignments

over 78) was obtained. When considering molecules in

similar binding families, seventeen alignments over 27

were satisfactory, that is, 63 %, all with rmsd below 2.1 Å.

With the CD and Coulomb potential descriptors, only eight

good alignments were obtained. Moreover, those eight

alignments are characterized by a larger rmsd limit value,

that is, 2.9 Å. One can additionally observe that with

PASA, three alignments did not converge towards the

expected solutions. Indeed, proper alignments can be

obtained for ligands 2 and 7 (SAB = 41 %), 6 and 8

(SAB = 51 %), and 7 and 11 (SAB = 36 %). This brings the

success rate of the PASA-based superposition procedure to

a value of 67 % for the alignments obtained using mole-

cules of the same binding families. In comparison, the

corresponding success rate reached by Chan et al. [18] is

78 %. In both Chan et al.’s work and in ours, a 100 %

success is reached for the family of structures 5–8. With

the APF descriptor, only eight expected alignments are

obtained, all with rmsd\ 2 Å. Beyond that value, the rmsd

value cannot be associated with a good alignment. For

instance, the incorrect superposition of ligands 6 and 13,

illustrated in Fig. 8, is characterized by rmsd = 2.77 Å.

According to the superposition results, the molecular

similarity in the ligands of the p38 MAP kinases is mainly

shape-dependent. Most of these ligands involve halogen

atoms, which guide the alignment procedure. For ligands

a 

rmsd = 4.92 Å 

b 

rmsd = 0.67 Å 

Fig. 6 Superimposition of the structures of thermolysin ligand 1

(black wire) and ligand 8 (grey stick) obtained using the MC/SA

algorithm with the a PASA and b CD descriptors smoothed at

t varying between 1.7 and 1.4 bohr2 (H are not shown for clarity)

a 

Structures 1-3, 9-11, 13 

b 

Structures 5-8 

c 

Structures 1, 4, 5, and 12 

Fig. 7 Superimpositions of the p38 ligands according to their binding

mode: a ligands 1–3, 9–11, and 13; b ligands 5–8; c ligands 5 (grey)

and 12 (black ball-and-stick) are displayed together with ligands 1

(black) and 4 (grey ball-and-stick) for comparison with the two

binding families (a) and (b) (H are not shown for clarity)
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5–8, the CD descriptor also provides acceptable results,

due to the presence of NH2
? moieties in all four molecules,

and hence can be adequately superposed based on that

charged group.

3.6 Alignment results for the HRV14 ligands

Eight antiviral compounds binding to the coating protein of

human rhinovirus 14 (Table 1) were considered as in the

work of Lemmen et al. [16]. The RHV14 coat protein has

four subunits named VP1–VP4 with 289, 262, 236, and 68

amino acid residues, respectively. The HRV14 viral capsid

consists of 60 copies of each subunit. VP1 to VP3 are

located at the viral capsid surface, while VP4 is buried

deeper in the virion, close to the capsid/RNA interface. All

ligands are rather extended molecules composed of het-

erocycles at both ends, which are separated by an aliphatic

chain and an aromatic group that act as linkers (Online

Resource 6). The HRV14 inhibitors show two distinct

binding modes [56] that differ in the orientation of the

ligand. A reverse binding mode is observed for ligands

2RM2, 2RR1, 2RS1, and 2RS3 that are characterized by a

seven carbon long linker and two methylated five-mem-

bered rings, versus 2R04, 2R06, 2R07, and 2RS5. Those

last four molecules are all characterized by a shorter linker,

constituted of five C atoms, with no or only one methylated

five-membered ring. The binding pocket of the receptor is

mainly hydrophobic as shown in Fig. 2 of [64] and

is essentially composed of residues of VP1 that form a

b-barrel.

As observed in the studies of Lemmen et al. [16] and

Tervo et al. [56], the use of molecular fields does not always

allow to detect reverse orientations. Nevertheless, among

all descriptors used in the present work, PASA is able to

adequately superimpose ligands of the two orientations. The

particular cases of ligands 2–3 and 2–4 are presented in

Fig. 9 for the various descriptors. When using the PASA

descriptor (Online Resource 19), all alignments between

molecules binding in a similar orientation, that is, mole-

cules 1–3 and 8, and molecules 4–7, are successful and are

all characterized by rmsd\ 1 Å. It is noteworthy to men-

tion that the alignment of molecules binding in a different

orientation is also satisfying, as illustrated in Fig. 9 for

ligands 2 and 4, except for four cases: ligands 1 and 4, 3 and

4, 3 and 7, and 4 and 8, the success rate being 12 over 16.

With the charge-dependent descriptors, like CD (Online

Resource 20), Coulomb potential (Online Resource 21), and

APF (Online Resource 22), almost all alignments of mol-

ecules binding in the same orientation are correct, with

rmsd\ 1 Å, while no correct alignments between ligands

of two inverse orientations are found, that is, rmsd[ 10 Å,

as also observed by Tervo et al. [56]. An illustration that

emphasizes the similarity of the electrostatic potential iso-

contours explaining the incorrect alignments of ligands of

different binding orientations can be found in Fig. 2 of Ref.

[56]. The superposition problem occurring between ligands

2 and 4 is not strictly dependent on the shape of the mole-

cules. Indeed, the use of the size component of the APF

descriptor only did not provide any good results either.

Thus, the nature of the atoms constituting the molecules

should also be considered.

Regarding the performance of other approaches, Lem-

men et al. [16] obtained a success rate of 100 % when

aligning molecules of the same orientations only. Overall

values of about 50 % were obtained by Chan et al. [18] and

the programs ROCS and FLEXS [32].

One thus concludes that the PASA descriptor, which is

able to involve the shape and size of the molecules, as well

as the chemical nature of the atoms, is essential for aligning

as desired the molecules of the rhinovirus ligand family,

and charge effect should be avoided.

4 Conclusions

In the present work, a Monte Carlo/Simulated Annealing

rigid superposition algorithm was applied to six families of

drug molecules, that is, elastase inhibitors, and ligands of

endothiapepsins, trypsins, thermolysins, p38 MAP kinases,

and rhinovirus, for which various alignment problems were

reported in the literature.

All molecules were described using each of the four

following smoothed molecular fields, that is, the promo-

lecular atomic shell approximation (PASA) of the full

electron density (ED) [35], a charge density (CD) calcu-

lated using the Poisson equation [33], the Coulomb elec-

trostatic potential [34], and the Atomic Property Fields

(APF) described by Totrov [15].

rmsd = 2.77 Å 

Fig. 8 Superimposition of the structures of p38 ligand 6 (black stick)

and ligand 13 in its crystallographic orientation (dark grey stick), and

in the MC/SA orientation obtained using the APF descriptor

smoothed at t values between 1.7 and 1.4 bohr2 (light grey stick)

(H are not shown for clarity)
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All descriptor fields were smoothed to lower the number

of local solutions. An additional consequence of that

smoothing resides in the levelling of the similarity degree

values. This involves that in some cases, several different

alignment solutions may occur with the same similarity

degrees as for the desired alignments. The smoothing

degree was selected following previous studies wherein it

was shown that the topological properties of the promo-

lecular ED and the CD distribution functions could be

related to molecular features such as pharmacophore ele-

ments and/or amino acid residues in larger biomolecules

[20, 33]. It was observed that a simultaneous change in the

‘‘temperature’’ during the simulated annealing process,

carried out together with a decrease in the smoothing

degree, favoured the convergence to global solutions.

With this work, it was first noticed that the use of a rmsd

value to evaluate the pair-wise alignments is appropriate

for selected ranges of values. All alignments characterized

by rmsd smaller or equal to 2 Å correspond to expected

solutions. Beyond 3 Å, all can be considered as inadequate.

Between 2 and 3 Å, they mostly correspond to displaced

alignments but, in some less frequent cases, to false posi-

tives. For large peptide structures, such as the elastase

ligand TOMI, it can correspond to a good solution.

On the whole, the PASA descriptor field appeared to be

the best choice to superpose amino acid sequences, like the

two elastase inhibitors, and molecules interacting mainly

through van der Waals contacts with their receptor. This

was especially clear for molecules of the elastase,

endothiapepsin, and rhinovirus ligand families. Alignments

of the ligands of the p38 MAP kinase family provided

slightly less successful results versus the other methods

proposed in the literature. When the shape of the molecules is

not the essential component to consider in the description of

the molecules, the use of property fields such as the CD and

the Coulomb potential can bring a real improvement versus

PASA, especially in the families of trypsin and thermolysin

inhibitors. A 100 % success was obtained for trypsin when

using the smoothed Coulomb potential as a descriptor.

It is thus considered that the descriptor to select for the

alignments is strongly dependent upon the nature of the

interactions between the drug molecules and their receptor.

Additional parameters that are difficult to control during

superpositions, but that may affect the results if considered,

are flexibility, hydration state, presence of metallic ions or

clusters, etc. In addition, working with ligands of very dif-

ferent size, or which partly overlap in the receptor, is always

a challenge, but it appeared that these difficulties may also be

overcome by an adequate choice of the descriptor, as shown,

for example, with the elastase and endothiapepsin ligands.

Working with several descriptors may also allow to cumulate

adequate alignment information.

To extend and/or improve the superposition results,

different strategies could be considered. Besides the

inclusion of flexibility, one approach consists in aligning at

least three molecules at a time, as discussed by Mestres

et al. [65]. Such considerations would, however, lead to

additional local solutions to the superposition problems.

4dna2sdnagiL3dna2sdnagiL

PASA 

rmsd = 0.19 Å 

CD 

rmsd = 0.54 Å 

PASA 

rmsd = 0.87 Å 

CD 

rmsd = 13.73 Å 

Coulomb 

rmsd = 1.25 Å 

APF 

rmsd = 0.54 Å 

Coulomb 

rmsd = 14.19 Å 

APF 

rmsd = 11.36 Å 

Fig. 9 Superimposition of the structures of HRV14 ligand 2 (black
stick) and (left) ligand 3 (grey stick), and (right) ligand 4 (grey stick)

in their MC/SA orientation obtained using the PASA ED, CD,

Coulomb potential, and APF descriptors smoothed at t varying

between 1.7 and 1.4 bohr2 (H are not shown for clarity)
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One also might to combine several similarity degrees,

obtained using different descriptors such as PASA, CD,

Coulomb potential, as done in the present work by using

the seven APF descriptors of Totrov [15], and by Mestres

et al. [65].

5 Online resources

The 2D structure and protonation states of all molecules

considered in the present work are given in the Online

Resources, as well as the alignment results, in terms of

similarity degrees SAB and rmsd values, for the trypsins,

thermolysins, p38 MAP kinases, and rhinovirus ligands.

Acknowledgments The authors thank the reviewers for their com-

ments. They also acknowledge L. Piela for fruitful discussions, the

support of the F.R.S.–F.R.F.C. (convention no. 2.4.617.07.F), and

the ‘‘Facultés Universitaires Notre-Dame de la Paix’’ (FUNDP) for

the use of the Interuniversity Scientific Computing Facility (ISCF)

Center.

References

1. Maggiora GM, Shanmugasundaram V (2004) Methods in

molecular biology. In: Bajorath J (ed) Chemoinformatics: con-

cepts, methods, and tools for drug discovery, vol 275. Humana

Press, Totowa
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Abstract Among all strategies used by organic chemists

to control the stereoselectivity of reactions, organocataly-

sis, which consists in using the chirality of a small organic

molecule, is an increasingly popular method. The proline-

catalyzed aldol reaction was one of the first reported cases

that demonstrated the power of organocatalysis in the field

of asymmetric synthesis. Previous theoretical contributions

focused on the reaction mechanism using quantum

mechanics (QM) methods. We here present a theoretical

study about one specific step of the proline-catalyzed aldol

reaction, namely, the conversion of the iminium interme-

diate into the corresponding enamine. It consists of an

intramolecular rearrangement that involves the transfer of a

hydrogen atom. First, we investigate this transfer using

modern QM models, that is, density functional theory

calculations with the M06-2X functional. On the basis of

these QM results, we then assess the performance of a

reactive force field, ReaxFF, used in combination with

molecular dynamics simulations in order to provide a

complementary light on this reaction.

Keywords ReaxFF � Force field development �
Molecular dynamics simulation � Organocatalysis �
Reaction pathway � Proline catalysis � Enamine �
Iminium � Solvent effects � DFT � M06-2X

1 Introduction

The ability to control the stereoselectivity of organic

reactions is an important key for experimental chemists. As

two enantiomers present the same energy, a source of

chirality is required to achieve enantioselective synthesis.

An efficient approach to induce the chirality in a product is

to take advantage of a chiral catalyst, like enzymes or

organometallic compounds [1]. During the last decade, a

new class of chiral catalysts has been identified, leading to

the emergence of so-called organocatalysis [1–3]. The

common characteristic of this class of compounds is not

only their composition (carbon, hydrogen, nitrogen, oxy-

gen, or sulfur atoms), but also their relative compactness

[1]. A well-known example is (s)-proline that catalyzes

asymmetric aldol reactions (Scheme 1) with a large yield

as well as with a significant enantiomeric excess [4]. This

reaction is indeed one of the first reported cases that

demonstrated that a small organic molecule could induce

an asymmetric reaction [4]. Other organocatalysts were
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later found to be efficient in several reaction paths [1–3, 5–8].

Previous studies, mainly relying on quantum mechanics

(QM) techniques, focused on the proline-catalyzed aldol

reaction and managed to rationalize the observed selec-

tivity [9–15]. It was proposed that the crucial step to

explain the stereoselectivity of the reaction is the C–C bond

formation and that the mechanism is controlled mainly by

the possibility to form a hydrogen bond and by steric

hindrance [9–15]. Even if these studies were quite com-

plete, they lacked information about environment and

conformational effects, especially for large molecules. It is

due to the relatively large computational cost that QM

techniques require. Additionally, the mechanistic questions

concerning the proline-catalyzed aldol reaction are still not

completely resolved. Though the enamine pathway [9–14]

is generally accepted, other explanations partially based on

the experimental facts [16–18] propose that oxazolidinone

intermediates are likely to occur in the mechanism [17].

Our present contribution is devoted to one of the early

step of the proline-catalyzed aldol reaction, namely the

conversion of the iminium intermediate formed by proline

and an aldehyde into the corresponding enamine

(Scheme 1). It corresponds to an intramolecular rear-

rangement involving the transfer of one hydrogen atom. In

this paper, first, a fresh theoretical look at the iminium–

enamine conversion is proposed by considering different

possible paths for the proton transfer with modern QM

techniques and the reactive force field (FF), ReaxFF [19].

This last one is combined with molecular dynamics (MD)

simulations to shed a complementary light on several

aspects of the reaction. The ReaxFF potential establishes a

relation between the bond order and the distance between

atoms. Consequently, it is able to handle the breaking and

formation of chemical bonds during simulations, allowing

thus to investigate chemical reactions. It was originally

designed and applied to problems related to hydrocarbons

[19], but was subsequently extended to many other families

of chemicals [20–23]. For instance, ReaxFF parameters

were recently developed to model proton transfer in gly-

cine conformers surrounded by water molecules [23].

Combining a reactive FF with MD simulations to investi-

gate chemical reactions is specifically helpful to take into

account effects of the environment. It, instead, still remains

a challenge for QM techniques to model explicit solvation

due to the large computational cost associated with hun-

dreds of solvent molecules, whereas it is a tractable process

in the framework of classical MD simulation.

Our paper is organized as follows. First, we compare the

performances of several QM models for mimicking the

proton transfer reactions, considering both thermodynamic

(relative stabilities of intermediates) and kinetic (values of

energetic barriers) parameters. To this end, CCSD(T) [24]

energies were computed to obtain reliable benchmarks and

to adequately assess the quality of lighter ab initio

schemes, notably of several density functional theory

(DFT) hybrids. This first step allowed selecting an efficient

and accurate QM method to investigate the hydrogen atom

transfer in the present framework. In a second stage, we

consider different possible conformations for the reagent

and the product (Fig. 1), the possibility to have a water-

assisted proton transfer, as well as the impact of polar

(water and acetonitrile) and apolar (benzene) solvents via

QM calculations. Information obtained from ReaxFF MD

simulations carried out with explicit water molecules sur-

rounding the reactive species gives insight into the effect of

water on the reaction. The selected QM method is also used

to estimate the reliability of ReaxFF to model the reaction

step framed in Scheme 1.

2 Computational methods

All QM calculations were performed using Gaussian09

[25] aiming at generating an accurate description of the

investigated reaction from both thermodynamic and kinetic

point of views in order to guide the ReaxFF simulations.

Consequently, we concentrated on the definition of a the-

oretical method which can provide reliable results for the

intermediates and the transition states (TS). Four func-

tionals were tested: B3LYP [26], BMK [27], xB97X-D

[28], and M06-2X [29], the former being the classical

functional used in many simulations of organic reactions,

while the three latter are well recognized as more adequate

for the investigation of the TS. MP2 [30] geometry opti-

mizations and CCSD(T) single point energy computations

on the MP2 structures were also carried out to allow a

balanced assessment of the pros and cons of each func-

tional. Calculations performed to provide comparisons

O
N

COOH

H NH+
COO-

OH

N
+ COO-

N
COOH

O

OH ON
COOH

OH

OHOH2
-(s)-proline-

Scheme 1 Representation of the major steps of the proline-catalyzed aldol reaction of propionaldehyde following the enamine pathway [12].

The present contribution focuses on the framed step
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between the four functionals were done with the

6-311 ??G(d,p) atomic basis set. In the latter steps, the

M06-2X/6-31 ? G(d,p) scheme was used to investigate

several aspects of the reaction as this more compact basis

set provided results very similar to its more extended

counterpart (see Supplemental Materials Table S2 for a

brief comparison of the two basis sets). Vibrational fre-

quencies of all optimized structures were systematically

computed to ensure that local minima (no imaginary fre-

quency) or TS (one imaginary frequency) are described.

Regarding the TS, the imaginary frequency was checked to

correspond to the hydrogen atom transfer between iminium

and enamine. The bulk solvent interactions at the QM level

were taken into account via the IEF (integral equation

formalism)-PCM (polarizable continuum model) method

[31].

In the second stage of our work, the program LAMMPS

[32] was used to carry out MD simulations of the hydrogen

atom transfer in combination with ReaxFF. Before per-

forming simulations of the reaction, we had to assess the

performances of the FF for our system. To this end,

molecular mechanics (MM) minimizations were done with

LAMMPS to compare both geometrical and energetic

criteria obtained at the QM and MM levels. Specific FF

parameters relevant to the studied reaction were obtained

through an optimization process of ReaxFF. The procedure

consisted in a single-parameter optimization as described

in another contribution [33]. We initially started our

investigations with ReaxFF parameters developed for a

study regarding the proton transfers in glycine isomers

[23]. These parameters were subsequently modified to

reproduce QM relative energies related to compounds that

include functional groups relevant to our study. MMFF94

[34], another FF for which specific parameters for the

iminium and enamine functional groups were already

available, was also used with the program Tinker [35] to

compare the performances of both FF’s.

MD simulations in vacuum were performed in a cubic

periodic box of 8,000 Å3 in the canonical NVT ensemble.

Tests were also carried out using the microcanonical NVE

ensemble but led to large variation of the temperature

between the reactant and the product. The temperature was

maintained to 100 K with a Nosé-Hoover thermostat [36]

so as to limit thermal fluctuation of the energy. As

emphasized in a previous study, it indeed appeared that a

relatively low temperature was needed to characterize both

Fig. 1 Sketch of eight

conformations of the iminium

(left) and enamine (right)
intermediates as well as the

transition states (center).
a E s-cis endo, b E s-trans endo,

c E s-cis exo, d Z s-cis endo,

e Z s-trans endo, f Z s-cis exo,

g E s-cis endo complexed with

one water molecule, and

h E s-trans endo complexed

with one water molecule.

Carbon, hydrogen, oxygen, and

nitrogen atoms are sketched in

gray, white, red, and blue,

respectively. One should notice

that the notations regarding the

iminium intermediates are

defined following the enamine

that is formed, for example,

iminium E s-cis endo being the

conformation of iminium

leading to the enamine with the

E geometry of the double bond,

the s-cis conformation, and the

endo conformation of the

proline cycle
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intermediates with significant energy values [23]. The

iminium intermediate was also put in a box containing

solvent molecules to characterize the influence of explicit

solvation on the reaction. The number of solvent molecules

was fixed to reach the density observed at atmospheric

pressure. The temperature for the solvated simulations was

also maintained to 100 K. Another important point

regarding the simulation of the reaction concerns the trig-

gering of the hydrogen atom transfer. Indeed, while one

could in principle expects the reaction to occur spontane-

ously, this, in practice, can require extremely long simu-

lations to be observed. Consequently, a specific strategy

was adopted to trigger the reaction. It consisted in impos-

ing a constraint to force the atoms which are going to form

a new bond to come closer. The constraint was set up using

the steered-MD function of LAMMPS [37] with a spring

constant of 1.0 kcal/mol Å2, sufficient to trigger the reac-

tion within 10 ps for most considered cases. It was not

imposed during the whole simulation; a period of equili-

bration was applied before and after imposing the con-

straint. The time step was fixed to 0.1 fs when the

constraint was acting and to 0.25 fs (in vacuum) or 0.5 fs

(with explicit water molecules) otherwise. The choice of a

relatively short time step is consistent with the study of

chemical reactions involving fast movements of atoms.

Especially, we figured out that a 0.1 fs time step was

necessary to trigger the reaction without the occurrence of

any other undesired event.

3 Results and discussion

3.1 Comparison of QM methods

In this section, we assess the performances of four func-

tionals, B3LYP, BMK, xB97X-D, and M06-2X, for esti-

mating the relative stabilities of the intermediates and the

reaction energy barrier. Benchmarks were obtained with

several wavefunction methods using single point energies

computed on the MP2 geometries (Table 1). The

CCSD(T)/6-311??G(d,p) energy values were in agree-

ment with complete size basis-set extrapolation calcula-

tions, that is, CBS/QB3 and G3MP2 approaches, regarding

the stability of iminium versus enamine with deviations

smaller than 0.6 kcal/mol.

First, it is noticed that MP2 gives values in the line of

the CCSD(T) ones. Regarding the four functionals, one

sees that BMK and xB97X-D are particularly efficient for

estimating energy barriers but less reliable for predicting

the relative stability of the intermediates (errors exceeding

3 kcal/mol). With B3LYP, the energy barrier is also

underestimated, an expected outcome for a hybrid func-

tional incorporating a relatively small fraction of exact

exchange [27, 29, 38, 39]. M06-2X provides very accurate

values for intermediates and, though less satisfying for the

TS, this meta-GGA hybrid functional emerges as adequate

for the investigation of the considered reaction. It is indeed

the only functional to yield errors smaller than 20 % for

both criteria.

Among the parameters that influence the reaction, we

tested the possibility for a water molecule to mediate the

proton transfer. The results reported in Table 1 show the

performances of each functional when one single water

molecule is complexed with the reactive species.

Though the error of M06-2X for the relative stability is

larger, 19.1 %, than for the non-hydrated case, 5.4 %, it

remains quite consistent with relative discrepancies below

20 %, an acceptable threshold for our purposes. It is worth

highlighting that xB97X-D performs very well, 5.6 and

13.9 % of errors with respect to CCSD(T), for the water-

assisted case, although it was significantly less efficient for

the non-hydrated case, 28.8 %, confirming its perfor-

mances when hydrogen bonds with water molecules play a

key role [39]. BMK underestimates the relative energy

between the intermediates but it gives a result very close to

CCSD(T) for the energy barrier, with an error inferior to

1 %. However, for the non-hydrated case, this functional

implies an error superior to 20 % regarding the relative

stability.

Combining both non-hydrated and water-assisted cases,

one can draw several conclusions. BMK and xB97X-D

behave similarly; they predict energy barriers (especially

BMK) rather well but underestimate the relative stability of

the intermediates. This error remains limited when the

Table 1 6-311 ??G(d,p) relative stabilities of the iminium and

enamine intermediates and energy barriers associated with the con-

version of iminium into enamine for the E s-cis endo case, both non-

hydrated and water-assisted

QM method Non-hydrated Water-assisted

Relative

stability

(kcal/mol)

Energy

barrier

(kcal/mol)

Relative

stability

(kcal/mol)

Energy

barrier

(kcal/mol)

CCSD(T)a 14.35 13.20 7.02 22.08

CCSDa 15.81 (10.2) 14.23 (7.8) 8.30 (18.2) 24.43 (10.6)

MP4(SDQ)a 15.28 (6.5) 13.99 (6.0) 7.79 (11.0) 24.09 (9.1)

MP2 15.00 (4.5) 11.88 (10.0) 7.34 (4.6) 19.15 (13.3)

B3LYP 12.18 (15.1) 10.24 (22.4) 8.27 (17.8) 17.76 (19.6)

BMK 11.19 (22.0) 12.53 (5.1) 5.89 (16.1) 21.93 (0.7)

xB97XD 10.22 (28.8) 13.78 (4.4) 6.63 (5.6) 19.02 (13.9)

M06-2X 15.13 (5.4) 10.96 (17.0) 8.36 (19.1) 18.05 (18.3)

Zero point vibrational energy (ZPVE) was not taken into account.

Relative errors (percentages) with respect to CCSD(T) are given in

parentheses
a Single point calculation using the MP2 geometry
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absolute value is small but becomes problematic for larger

values. B3LYP provides results of average accuracy

regarding the relative stability and underrates the energy

barriers. M06-2X slightly overestimates the relative sta-

bility of the intermediates with an error becoming signifi-

cant when the absolute value is particularly small. Like

B3LYP, it underestimates energy barriers.

In short, we selected the M06-2X functional for all

further calculations because it emerges as a suitable com-

promise for estimating both energy barriers and relative

stabilities between intermediates and it is the most con-

sistent method for the two considered cases, non-hydrated

and water-assisted. Let us add that the conclusions

regarding the selected functional are limited to the case

investigated here, and it should not be inferred that it is

adequate for any type of reactions.

3.2 Conformational issues

The M06-2X/6-31 ? G(d,p) approach was used to inves-

tigate conformational aspects of the reaction. Six possible

forms of the starting iminium intermediate were considered

focusing on three parameters: the conformation of the

proline cycle (endo or exo) [14], the relative position of the

methyl group versus the carboxylate (s-cis or s-trans) [15],

and the two conformations that may lead to the E or Z

configuration of the enamine. Cases (a) to (f) are illustrated

in Fig. 1; the results are summarized in Table 2. One

should notice that a total of eight cases could have been

considered. However, the Z and E s-trans exo forms of the

iminium were too unstable to be located. The possibility

for the hydrogen atom transfer to occur through a water

molecule, cases (g) and (h), was also considered (Table 2).

The enamine conformer (b) is of similar stability than its

counterpart (a), 0.05 kcal/mol, but the corresponding

energy barrier for (b), 21.31 kcal/mol, is far larger than (a),

10.25 kcal/mol. It can be explained by the distance sepa-

rating the two atoms forming the new bond; the O���H
distance is indeed 2.49 Å in iminium (a) but 3.29 Å in

iminium (b). We therefore evaluated the possibility to

convert enamine (a) into (b). Such a conversion seems

energetically allowed: the TS to pass from one form to the

other was localized, and the energy barrier associated with

this transformation is 6.72 kcal/mol, which is lower than

the energy barrier of the reaction, 10.25 kcal/mol. The

conformation of the proline cycle, endo or exo, has a rather

negligible impact from both thermodynamic and kinetic

points of views. The reaction probably occurs regardless of

the starting conformation of the five-membered ring.

Comparing cases (a) and (d), the E species are generally

favored over the Z ones: the iminium and enamine isomers

(a) are more stable than their counterpart (d). The barrier

for the formation of the enamines E is also a bit smaller by

0.81 kcal/mol. The difference between (d) and (e) is sim-

ilar to the one noticed between (a) and (b): the energy

barrier associated with the s-trans isomer, 25.80 kcal/mol,

being much larger than the one of the s-cis one, 11.06 kcal/

mol.

The sizeable energy barriers in the s-trans cases are

related to the distances between the oxygen and the

hydrogen atoms, and they can be potentially decreased if a

water molecule assists the transfer of the hydrogen. This

scenario was investigated by comparing the energy barriers

of the water-assisted transfer for the E endo s-cis (g) and E

endo s-trans (h) structures. The corresponding TS may be

viewed in Fig. 1. The results shown in Table 2 indicate that

the hypothesis is verified: the energy barrier is decreased

by 4.97 kcal/mol for the s-trans case and slightly increased

for the s-cis one, 1.66 kcal/mol. This is consistent with

previously published data [15].

Our conclusion is thus that the transfer is more likely to

happen from the E s-cis endo form of the iminium to yield

the enamine E s-cis endo, which is probably in equilibrium

with the E s-trans endo one.

As mentioned in the introduction, there is an alternative

mechanistic pathway supporting that the iminium–enamine

conversion occurs through an oxazolidinone intermediate.

We tested the possibility to form oxazolidinone from the E

endo s-trans isomer of the iminium. It turns out that the

energy barrier for this conversion is very low, 0.20 kcal/

mol. Moreover, this oxazolidinone species is more stable

than the other considered intermediates, the difference

being 7.44 kcal/mol regarding the enamine E endo s-trans.

These results are not particularly surprising since, on the

one hand, it is known from experimental observations that

oxazolidinones are easily isolated in the reaction mixture,

although it is nearly never the case for enamines, and, as on

the other hand, similar theoretical results were already

Table 2 M06-2X/6-31 ? G(d,p) relative stabilities and energy bar-

riers for the eight considered cases

Relative stability

(kcal/mol)

Energy barrier

(kcal/mol)

E s-cis endo (a) 15.14 10.25

E s-trans endo (b) 14.77 21.31

E s-cis exo (c) 15.88 10.03

Z s-cis endo (d) 14.77 11.06

Z s-trans endo (e) 11.62 25.80

Z s-cis exo (f) 14.94 10.46

E s-cis endo ? 1 H2O (g) 13.34 11.91

E s-trans endo ? 1 H2O (h) 7.41 16.34

ZPVE corrections were not taken into account. Labels (a)–(h) corre-

spond to those of Fig. 1
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reported in literature. Nevertheless, the oxazolidinone

formed must be subsequently opened to yield a negatively

charged enamine and no element proves that this particular

step is kinetically favored over the direct iminium–enamine

conversion, especially if no base is added in the reaction

mixture to allow the elimination process. Sharma et al. [15]

investigated the possibility for the oxazolidinone opening

to occur in presence of trimethylamine and found a Gibbs

free energy of activation of 18.0 kcal/mol with the B3LYP

functional. As far as we are concerned, those values of

energy barriers are too close to completely rule out one or

another pathway which may also vary following the reac-

tion conditions.

To this point, we did not take into account entropic effects.

A summary of the influence of these contributions is given in

‘‘Supplemental Materials.’’ Globally, the enthalpic contribu-

tion is clearly predominant from both thermodynamic and

kinetic point of views, an expected outcome for an intra-

molecular reaction. Consequently, for the rest of the work,

only enthalpic contributions are considered, these ones being

directly comparable with the FF potential energies.

3.3 Solvation effects

Experimentally, the low solubility of proline in common

organic solvents is a problem for the proline-catalyzed

aldol reaction [40]. The problem can be circumvented by

using polar aprotic solvents like DMSO [4]. Water can also

be used as co-solvent; it speeds up the reaction and allows

using only stoichiometric quantities of ketones [40]. The

reaction still works when performed in water with no other

co-solvent, but to the price of a loss of selectivity [40].

To model bulk effects of solvents such as acetonitrile

and water, we used the IEF-PCM algorithm. First, single

points were computed on the vacuum geometries. The

second step consisted in optimizing the geometries of

the structures under implicit solvation. A summary of the

different approaches and results for the E s-cis endo case is

presented in Table 3.

The global trend can be summarized as follows: the

more the description of the solvent is complete, the more

the iminium intermediate is stabilized with respect to the

enamine and the TS. In terms of implicit solvation, the last

observation is easily understood since the stabilizing effect

of polar solvents is larger for polar solutes. The dipole

moment of iminium in vacuum computed at the M06-2X/6-

31 ? G(d,p) level is indeed 9.94 D, which is 1.52 (4.49) D

larger than the TS (enamine) dipole moment. This implies

that the energy barrier in polar solvents is increased with

respect to vacuum [12, 41]. Similarly, the relative stability

of iminium versus enamine is shifted in favor of the for-

mer, the effect being larger when the geometry optimiza-

tion is carried out with implicit solvation.

To model explicit solvation, single point energies were

computed on systems composed of solute molecules

(whose geometries were optimized at the M06-2X/6-

31 ? G(d,p) level with implicit solvation) surrounded by

five molecules of water, the rest of the solvent being treated

implicitly. To set up the position of the solvent molecules,

we relied on MD simulations carried out with ReaxFF with

explicit solvent molecules. However, five water molecules

are not sufficient to completely describe the first solvation

shell. For this reason, the positions of the water molecules

were adjusted to ensure the comparison of similar situa-

tions for iminium, enamine, and the TS. Let us precise that

in this case the solvent molecules do not play an active role

in the reaction (they do not mediate the hydrogen atom

transfer) but may stabilize one intermediate over the other

and tune the height of the barrier. The explicit water

molecules stabilize even more the iminium intermediate,

which becomes more stable than the enamine by 7.57 kcal/

mol. In addition, the energy barrier is raised by 5.56 kcal/

mol. This outcome suggests that using only implicit sol-

vation yields an underestimation of the stability of imini-

um. This additional stabilization of iminium originates in

the strong hydrogen bonds between the carboxylate group

and water molecules. This observation is consistent with

what can be deduced from the ReaxFF MD simulations of

the reaction. Following the evolution of the system com-

posed by the iminium intermediate surrounded by 104

molecules of water, it is seen that both oxygen atoms of

the carboxylate are close to hydrogen atoms of water.

Table 3 M06-2X/6-31 ? G(d,p) relative stabilities between the two

intermediates and energy barriers for the case E s-cis endo consid-

ering several solvent models

Relative

stability

(kcal/mol)

Energy

barrier

(kcal/mol)

1: Vacuum 15.14 10.25

2: Implicit solvation, single point energy

(IEF-PCM, CH3CN)

2.37 15.37

3: Implicit solvation, geometry

optimization

(IEF-PCM, CH3CN)a

0.31 18.13

4: Implicit solvation, geometry

optimization

(IEF-PCM, water)

-5.56 18.82

5: Five explicit water molecules ? implicit

solvation (IEF-PCM, water)b
-7.57 24.48

ZPVE corrections were not taken into account
a The enamine conformation considered in 1, 2, and 3 is not the same

than in 4 and 5
b The geometries of the solutes are the ones optimized in 4
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The mean distances computed during the simulation are

1.67 ± 0.07 and 1.64 ± 0.04 Å. These short distances

suggest an interaction stronger than a simple H-bond, and it

is consistent with the raise of the barrier of the reaction.

The hydrogen atom transfer is indeed less likely to occur

when the oxygen of the carboxylate is involved in a strong

interaction with water molecules.

3.4 Validation of the FF

To evaluate the performances of ReaxFF for the reaction,

we compare the reference QM results, obtained with the

M06-2X functional and the 6-31 ? G(d,p) basis set, with

MM geometry optimizations and single point energy cal-

culations. When it is possible, we also compare these

results with MMFF94 data [34], another FF that contains

specific parameters for the iminium and enamine functional

groups.

Our first criterion to evaluate ReaxFF is the energy. We

compare relative energies between several intermediates of

the reaction obtained from the optimized QM and FF

geometries. Selected results are presented in Table 4, the five

top lines correspond to relative energies of selected isomers,

for example, E s-cis endo versus E s-trans endo, whereas the

bottom three lines imply different molecules. For the first

category, ReaxFF performances are quite similar to

MMFF94 ones: MMFF94 is slightly better for the compari-

son of the enamine E s-cis endo (a) and Z s-cis endo (d), but

it was impossible to locate two different conformations for

the iminium conformers (a) and (d) with MMFF94. Actually,

the geometry optimization systematically yields the con-

former (a), regardless of the starting point.

MMFF94 cannot be used to compare the structural

isomers as it does not grant meaningful comparison

between molecules with different connectivities. The

computed energy indeed depends on the atom types that

change between iminium and enamine. ReaxFF is able to

qualitatively reproduce QM results: the enamine interme-

diates remain more stable than iminium ones, though the

difference is slightly overestimated by ReaxFF.

For the water-assisted cases, one notes that the structure

of the enamine E s-trans endo (h) optimized with ReaxFF

is close to the QM structure, but it is not the case with

MMFF94, the water molecule in the optimized geometry

departing from its initial position (cfr Supplemental

Materials). This explains the large error, 6.72 kcal/mol,

observed for MMFF94 in that case.

In short, from these data one can conclude that ReaxFF

provides results that are comparable to those obtained with

MMFF94 for conformers. In general, ReaxFF is able to

satisfactorily reproduce QM predictions.

Turning toward the performances of ReaxFF to describe

structures perturbed by variations of bond lengths, valence

angles, and torsion angles, we compared four potential

energy curves as presented in Fig. 2 for key structural

parameters (cfr Fig. 3 for atom labels). We selected the

following strategy: starting from the equilibrium geometry

of the QM level of reference, we progressively modified a

geometrical parameter and computed QM and ReaxFF

single point energies on the obtained structures.

Both bonds are particularly interesting since one is

broken, C1-H24, and the other is formed, O15-H24, during

the reaction. One notes that ReaxFF reproduces well the

bond stretching energies. There is a deviation when the

bond lengths are constrained to very small values, for

example, 0.7 Å. However, this is not problematic since

such situation does not take place in actual chemical

reactions. One can also notice that the equilibrium values

of the bond lengths are well reproduced by the FF.

As for bond lengths, the position of the minimum for the

C20-C1-H24 valence angle is well reproduced by the FF.

The curvature is also similar for large angles. For small

angles, however, ReaxFF energies are significantly over-

estimated. To explain this discrepancy, one must refer to

the form of ReaxFF. As bond orders are calculated on the

basis of distances between atoms, it must prevent the atoms

from being involved in more bonds than expected. Thus, an

overcoordination penalty term is present in the FF. If one

focuses on the geometry of the iminium when the C20-C1-

H24 valence angle is constrained to 60� (Fig. 4), one sees

that the hydrogen atom H24 is simultaneously close, with

distances lower than 1.4 Å, to two carbon atoms, C1 and

C20. It follows that H24 and C20 are largely overcoordi-

nated, and thus the overcoordination penalty becomes very

large, around 90 kcal/mol. To show that the deviation from

QM results is not due to the valence angle description of

ReaxFF, we plotted the valence angle energy term in

function of the C20-C1-H24 angle (Fig. 4) and the MM

versus QM discrepancy diminishes.

Table 4 Relative energies (in kcal/mol) of optimized structures of

several intermediates with different QM (M06-2X/6-31 ? G(d,p) and

FF (ReaxFF and MMFF94) methods

Structuresa M06-2X ReaxFF MMFF94

Enamine (b)/(a)b -0.05 0.03 0.59

Iminium (b)/(a) -0.42 -0.13 0.37

Enamine (d)/(a) 2.09 6.02 3.63

Iminium (d)/(a) 1.71 3.44 0.00

Enamine (h)/(g) 0.63 -3.82 -6.09

Iminium (a)/enamine (a) 15.14 19.52 –

Iminium (d)/enamine (d) 14.77 16.94 –

Iminium (g)/enamine (g) 13.34 16.10 –

a Relative energies are computed by subtracting the energy of the

second structure to the first
b Labels (a)–(h) refer to cases presented in Fig. 1
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For the C20-C1-C17-H18 torsion angle in iminium, one

notes that the position of the minimum is shifted to smaller

angles, 20�, with respect to the QM equilibrium value, 45�.
However, the energy difference between these conforma-

tions is quite small, that is, less than 2 kcal/mol in the

range -20–70�. This small value indicates that the torsion

angle is likely to vary significantly during simulations

(cfr Sect. 3.5).

One can conclude that QM results are reasonably

reproduced by ReaxFF. Consequently, one can be confident

to find reliable results regarding the investigated reaction

with the MD simulations of the hydrogen atom transfer, as

described below.

3.5 ReaxFF MD simulations

Let us now focus on the results of the ReaxFF MD simu-

lations. As mentioned in Sect. 2, a constraint was applied

on the system to trigger the reaction. The evolution with

time of the C���H and H���O distances throughout the sim-

ulation is presented in Fig. 5. The C���H distance first

fluctuates around a value of 1.1 Å, which corresponds to a

C–H r-bond. After the reaction (34 ps), the distance varies

on a larger range since the atoms are not bonded anymore

in the enamine structure. The H���O distance decreases

gradually before the hydrogen atom is transferred, a direct

consequence of the constraint. Once the transfer is trig-

gered, the reaction happens on a very short time scale

(about 0.25 ps). This makes the characterization of the TS

less straightforward. The solution adopted to tackle the

problem was to select an atomic configuration character-

istic of the TS and perform a new MD simulation with this

configuration as starting point after having fixed the

Fig. 2 Relative energy versus the C1-H24 bond length in iminium E

s-cis endo (top left), the O15-H24 bond length in enamine E s-cis
endo (top right), the C20-C1-H24 valence angle (bottom left), and the

C20-C1-C17-H18 torsion angle (bottom right) in iminium E s-cis
endo as obtained at the M06-2X/6-31 ? G(d,p) level and with

ReaxFF. Labels of the atoms are given in Fig. 3

Fig. 3 Sketch of the iminium (left) and enamine (right) E s-cis endo
3D structures with labeled atoms. Colors of the atoms are given in

Fig. 1
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positions of the three atoms directly involved in the

hydrogen atom transfer, that is, C1, H24, and O15.

A summary of the relative stabilities and energy barriers

obtained with the M06-2X/6-31 ? G(d,p) scheme (cfr

Table 2) as well as deduced from the MD simulations in

vacuum carried out using ReaxFF is presented in Table 5.

The energy values of the intermediates from the MD

simulations were determined by averaging the potential

energies over a time range of 5 ps. For the TS, energies

were evaluated on the basis of simulations in which the

positions of the atoms involved in the hydrogen atom

transfer were held fixed. Errors on the potential energies

estimated via the standard deviations stay between 1.0 and

1.5 kcal/mol. Let us mention that we here considered

potential energy values obtained from the simulations

carried out in vacuum because they can be directly com-

pared to QM energies (without any ZPVE, neither thermal,

nor entropic corrections). Explicit solvation effects

deduced from simulations cannot be easily related to

implicit QM ones, due to the huge difference between the

considered systems. Moreover, the parameterization of

ReaxFF for this study was performed on the basis of QM

results obtained in vacuum, without implicit solvation data.

All those reasons explain why the simulations in vacuum

are taken into account at this point to compare QM and MD

simulations results. Let us also emphasize that it is much

easier to extract relative stabilities between intermediates

and energy barriers from simulations in vacuum; standard

deviations associated with the mean values of potential

energies being indeed much larger when considering sim-

ulations carried out in a box of water molecules.

From Table 5, it is seen that ReaxFF overshoots the

stability of enamine with errors in the range 2.5–4.0 kcal/

mol. ReaxFF also slightly overestimates energy barriers,

Fig. 4 Comparison between the

total QM energy and the valence

angle ReaxFF energy

contribution for different values

of the C20-C1-H24 valence

angle in iminium E s-cis endo.

The structure when the angle is

constrained to 60.0� is

illustrated on the right. Colors

and labels of the atoms are

given in Figs. 1 and 3,

respectively

Fig. 5 Evolution of C���H (left-
broken bond) and H���O (right-
formed bond) distances during

the ReaxFF MD simulation of

the conversion of iminium E

s-cis endo into the

corresponding enamine at a

temperature of 100 K (NVT

ensemble) in vacuum

Table 5 Relative stabilities between the iminium and enamine

intermediates and energy barriers associated with the conversion of

iminium into enamine in six cases as obtained with the M06-2X/6-

31 ? G(d,p) scheme and as deduced from the ReaxFF MD simula-

tions at a temperature of 100 K (NVT ensemble) in vacuum

M06-2X ReaxFF

Relative

stability

(kcal/mol)

Energy

barrier

(kcal/mol)

Relative

stability

(kcal/mol)

Energy

barrier

(kcal/mol)

E s-cis endo 15.14 10.25 18.4 11.2

E s-trans endo 14.77 21.31 17.7 27.2

E s-cis exo 15.88 10.03 20.0 12.9

Z s-cis endo 14.77 11.06 17.5 13.0

Z s-trans endo 11.62 25.80 15.7 31.0

Z s-cis exo 14.94 10.46 17.2 11.5
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that is, between 1 and 3 kcal/mol for the s-cis cases, for

which M06-2X energy barriers are predicted around

10 kcal/mol. The overestimation is slightly larger, around

5 kcal/mol, for the s-trans cases, which are predicted

around 20–25 kcal/mol with the QM method. ReaxFF

results can also be compared to CCSD(T) benchmarks: in

the E s-cis case, the overestimation using ReaxFF is

4.0 kcal/mol for the relative stability between intermediates

and 2.0 kcal/mol regarding the energy barrier. For s-cis

isomers, it is clear, on the basis of the computed standard

deviations, 1.0–1.5 kcal/mol, that ReaxFF cannot precisely

indicate whether the hydrogen atom transfer takes place

from one specific conformer of the iminium intermediate.

Nevertheless, ReaxFF reproduces correctly the much higher

energy barriers needed to initiate the hydrogen atom transfer

from the s-trans forms.

As mentioned in Sect. 3.4, the C20-C1-C17-H18 torsion

angle in iminium is relatively flexible. This statement

concerned the iminium E s-cis endo. From Fig. 6, one sees

that this torsion angle in the iminium Z s-trans endo is

indeed very flexible; three main conformations are

observed during the ReaxFF MD simulation. The last one,

the most significant if the times passed in each conforma-

tion are compared, does not correspond to the Z s-trans

endo iminium but rather to the E s-trans endo (Fig. 6). A

much longer simulation of 400 ps was also carried out

confirming that the major conformation of iminium was E.

The same behavior was observed for the Z s-cis exo

iminium that had the tendency to switch to the E confor-

mation during the simulation. It is particularly interesting

since energy barriers for the s-cis isomers are too close to

conclude that one is kinetically favored over the other. This

switch between E and Z conformations constitutes a ther-

modynamic argument, showing that iminium is more likely

to adopt an E conformation and can thus be converted into

E configurations of the enamine.

4 Conclusions

Our theoretical investigation regarding the understanding

of the conversion of iminium into enamine in the frame-

work of a proline-catalyzed aldol reaction emphasizes that

the reactive force field (FF), ReaxFF, used in combination

with molecular dynamics (MD) simulations is a relevant

method to investigate the mechanism of proton transfers in

iminium–enamine conversions. This approach should be

extended to model other steps of proline-catalyzed

Fig. 6 Evolution of the C20-

C1-C17-H18 torsion angle

value of the iminium Z s-trans
endo during the ReaxFF MD

simulation performed at 100 K

(NVT ensemble) in vacuum.

The three conformations, (e’),
(e), and (b), encountered during

the simulation are illustrated

below, labels correspond to the

ones given in Fig. 1. Colors and

labels of the atoms are given in

Figs. 1 and 3, respectively
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reactions. ReaxFF simulations allow investigating the

evolution of the system in time, which is useful to assess

the likelihood of a given conformational change. Com-

bining MD simulations with explicit inclusion of the sol-

vent is a powerful tool to rationalize the interactions it may

form with the solute.

First, we showed that similar conclusions regarding the

relative stability of intermediates and energy barriers could

be drawn either from ReaxFF MD simulations or from DFT

calculations at the M06-2X/6-31 ? G(d,p) level. Regard-

ing the particular studied step of the reaction, one showed

that the iminium–enamine conversion is more likely to

yield an E enamine and that the energy barrier for the

reaction is also smaller starting from the s-cis isomer of

iminium relatively to the s-trans one.

We now plan to investigate other steps of the reaction.

Particularly, we will focus on the possibility to form the

enamine through the opening of the oxazolidinone inter-

mediate. The C–C bond formation step, which is significant

to explain the stereoselectivity of the proline-catalyzed

aldol reaction, will also be considered. The modeling of

other solvents is another perspective for future work.
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Abstract In the field of organic electronics, a central

issue is to assess how the frontier electronic levels of two

adjacent organic layers align with respect to one another at

the interface. This alignment can be driven by the presence

of a partial charge transfer and the formation of an inter-

face dipole; it plays a key role for instance in determining

the rates of exciton dissociation or exciton formation in

organic solar cells or light-emitting diodes, respectively.

Reliably modeling the processes taking place at these

interfaces remains a challenge for the computational

chemistry community. Here, we review our recent theo-

retical work on the influence of the choice of density

functional theory (DFT) methodology on the description of

the charge-transfer character in the ground state of TTF/

TCNQ model complexes and interfaces. Starting with the

electronic properties of the isolated TTF and TCNQ mol-

ecules and then considering the charge transfer and

resulting interface dipole in TTF/TCNQ donor–acceptor

stacks and bilayers, we examine the impact of the choice of

DFT functional in describing the interfacial electronic

structure. Finally, we employ computations based on

periodic boundary conditions to highlight the impact of

depolarization effects on the interfacial dipole moment.

Keywords DFT � Partial charge transfer � TTF/TCNQ �
Organic electronics � Interface dipole � Interfaces

1 Introduction

A key characteristic of organic electronic devices is their

multilayered structure resulting in the presence of multiple

interfaces that have a large impact on the overall device

performance. Thus, a detailed understanding of the pro-

cesses taking place between the layers is of crucial

importance. The Schottky–Mott model is the simplest

picture that can be applied to interfaces between organic

conjugated materials. In this model, two adjacent layers

share a common vacuum level at the interface. If this were

to hold true, the energetic characteristics of the interface

could be designed by tailoring separately the electronic

properties of the two materials. However, numerous

experimental studies based in particular on photoemission

electron spectroscopy have demonstrated that this picture is

usually not valid [1, 2]. In fact, an additional electrostatic

potential is generally present at the donor/acceptor inter-

face and shifts the vacuum level of one layer with respect

to the other; this, in turn, modulates the relative alignment

of the electronic levels of the interfacial components [3].

This additional potential is associated with the formation of

an interface dipole layer (IDL); the IDL originates in

charge-transfer processes between the donor and acceptor

molecules and/or in polarization effects induced by the

asymmetry of the electrostatic environment at the interface
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as compared to the bulk of the individual materials [4, 5].

In the case of donor and acceptor moieties that are weakly

coupled, either a vanishing or a complete charge transfer is

expected. In the latter instance, a multiconfigurational

quantum chemical approach is needed to properly account

for the biradical character of the charge-transfer state [6].

In contrast, in cases where there is significant overlap

between the molecular orbitals of the two components, a

partial charge transfer is expected. In a one-electron pic-

ture, this implies that a fraction of an electron is transferred

from the highest occupied levels of the donor to the lowest

unoccupied levels of the acceptor. In the context of per-

turbation theory, the contribution of each possible charge-

transfer pathway is proportional to the electronic coupling

between the two relevant molecular orbitals and inversely

proportional to their energy separation [7]. In small mol-

ecules that exhibit large energy differences between con-

secutive frontier electronic levels, the transfer is generally

dominated by the coupling between the HOMO of the

donor and LUMO of the acceptor (since this corresponds to

the lowest energy pathway), except when symmetry effects

make this coupling negligible.

In order to assess the most appropriate quantum

mechanical methodology to describe a partial interfacial

charge transfer and its contribution to the interface dipole,

we have chosen to investigate a model interface consisting

of a strong donor, the tetrathiafulvalene molecule (TTF), and

a strong acceptor, the tetracyanoquinodimethane molecule

(TCNQ). These molecules are known to present a significant

charge transfer when in a parallel configuration [8].

In this contribution, we survey our recent theoretical

work addressing the choice of the functional in density

functional theory (DFT) to describe the charge-transfer

character in the ground state of TTF/TCNQ model com-

plexes [9, 10]. First, we examine how the nature of the

functional impacts the electronic properties of isolated TTF

or TCNQ molecules or stacks of each species. Through

comparison to benchmark calculations, we then examine

the impact of the functional choice on the computed charge

transfer and associated interface dipole in TTF/TCNQ

stacks. This study encompasses hybrid DFT functionals

with a low percentage of HF exchange (B3LYP [11, 12],

TPSSh [13], B97-1 [14–16], and PBE0 [16]), hybrid

functionals with a high percentage of HF exchange (BMK

[17], BHandH [18], BHLYP [18], M05-2X [19], M06-2X

[20], and M06-HF [20]), and long-range corrected (LRC)

functionals, also referred to as x-functionals hereafter

(xB97X [21], xB97X-D [22], as well as LRC-xPBEh

[23]). The influence of the basis set will not be discussed

here since it was previously shown to play only a minor

role in comparison with the choice of functional for the

properties of interest [10]. Finally, we consider the influ-

ence of the environment on the interface dipole and partial

charge transfer via depolarization effects.

2 Theoretical results

2.1 Isolated molecules

In this section, we investigate the impact of the percentage

of exact exchange (% HF) on the computed electronic

properties of isolated TTF and TCNQ molecules. In Fig. 1a,

we present the evolution of the energy of the HOMO

(highest occupied molecular orbital) and HOMO-1 level of

an isolated TTF molecule and of the LUMO (lowest

unoccupied molecular orbital) level of an isolated TCNQ

molecule from several DFT functionals with varying

amounts of HF exchange. Figure 1b shows the evolution

of the corresponding donor/acceptor gap (E[LUMOTCNQ]-

E[HOMOTTF]). It is worth noting that these values evolve

linearly as a function of the percentage of HF exchange in

the functional.

In the limit of large separation, the fundamental gap of a

TTF/TCNQ complex should approach the difference

between the ionization potential (IP) of TTF and the elec-

tron affinity (EA) of TCNQ. However, in the case of

semilocal DFT functionals, the HOMO values differ largely

from the IP and provide a HOMO–LUMO gap far below (by

over 1 eV) the fundamental gap. This is due to the lack of

derivative discontinuity (the finite jump in the exchange-

correlation potential when passing through an integer

Fig. 1 a Computed HOMOTTF,

HOMO-1TTF, and LUMOTCNQ

energies as a function of the

percentage of HF exchange.

The %HF for x-functionals are

effective values (see text for

details). b Computed

E[HOMOTTF]-E[LUMOTCNQ]

for various DFT functionals

varying by the degree of HF

exchange (orange diamonds).
This figure is adapted from [9]
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number of electrons). On the other hand, the HF HOMO–

LUMO gap is too large compared to the fundamental gap.

Thus, the inclusion of some amount of exact exchange by

constructing hybrid functionals can improve the compari-

son between the HOMO–LUMO gap and the fundamental

gap. Note that hybrid functionals can be considered as a

special case of the generalized Kohn–Sham (GKS) scheme

[24–26] designed with the intention to remedy the DFT gap

problem. For the TTF/TCNQ example, the M06-HF func-

tional, which contains 100 % HF exchange, provides for the

largest E[LUMOTCNQ]-E[HOMOTTF] energy gap among all

DFT functionals considered here, slightly over 4 eV. It is

topped only by the HF value itself, 4.87 eV. At the other

extreme, the TPSSh functional (that contains just 10 % HF

exchange) and the other functionals with a low fraction of

HF exchange (B3LYP, B97-1, and PBE0) yield the

LUMOTCNQ lower in energy than the HOMOTTF. Since the

experimental gas-phase values for the ionization potential

of TTF and the (exothermic) electron affinity of TCNQ are

6.7 eV [27] and 2.8 eV [28], respectively, this behavior

is qualitatively wrong and represents an artifact of

these methodologies. Given that a positive value for

E[HOMOTTF]-E[LUMOTCNQ] should be expected, the

functionals containing more than 40–50 % HF exchange

(i.e., BMK, BHandH, M05-2X, M06-2X, and M06-HF) and

the x-functionals provide at least a reasonably physical

description. Comparing the theoretical energy differences

with the difference between the experimental IP value for

TTF and EA value for TCNQ (3.9 eV), it is found that the

xB97X with a standard value for x = 0.3 provides reliable

results. With regard to the LRC, or x-functionals, it is not

possible to assign explicit values for the percentage of HF

exchange. A simple linear regression was used [9] to

approximate the relationship between the computed gaps

and the percentage of exact exchange, see Fig. 1. This

relation has been employed to assign effective percentages

of exact exchange to the x-functionals. As we will show, a

proper description of the GKS HOMO–LUMO gap will

become increasingly important as we build from the

example of a single TTF and a single TCNQ to the model

interfaces considered below.

2.2 Isolated stacks

A proper description of interfacial electronic properties

requires going beyond a simple two-molecule representa-

tion containing one donor and one acceptor unit [10]. In

order to assess the validity of LRC functionals for systems

of large size, we have computed the evolution of the

HOMOTTF and LUMOTCNQ in isolated one-dimensional

stacks containing from one to five layers. We compared the

xB97X functional, which gave the most reliable results in

the previous section, to the BHLYP functional that also

ensures a positive HOMO–LUMO gap for isolated mole-

cules. Figure 2 exhibits a rapid inversion of the two energy

levels with BHLYP: LUMOTCNQ lies below HOMOTTF

already for a stack of two layers. On the other hand, no

inversion is observed with xB97X and HOMOTTF always

stays below LUMOTCNQ. Though the shape of the curves is

similar for both functionals, it is the initial wider gap of the

LRC functional that prevents the levels to cross at least for

the stack sizes under consideration. It is worth noticing that

such an inversion does occur in the three-dimensional band

structure of the TTF/TCNQ co-crystal that presents adja-

cent columns of TTF and TCNQ molecules (in contrast to

the interfacial geometry considered below) due to the

increased widths of the bands [29].

2.3 TTF/TCNQ complex

As a first step, we have studied the influence of the nature

of the functional on the charge-transfer character in the

ground state of a cofacial TTF/TCNQ complex with the

two molecules separated by *3.5 Å. It is worth stressing

that CASSCF and CAS-MRCI calculations, used as

benchmark in the previous studies, rule out a complete

electron transfer in the ground state [9, 10]. Only a partial

charge transfer (lower than 0.15 |e|) takes place, which

validates the use of a mono-determinantal closed-shell

approach such as DFT. However, the shift of the frontier

orbitals correlated with the amount of HF exchange should

affect the amount of charge transferred.

The electronic coupling between the HOMO of TTF and

LUMO of TCNQ generally governs the amount of charge

transfer and is very sensitive to the relative orientations/

positions of the molecules forming the complex [30]. This is

Fig. 2 Evolution of the energy of the HOMO of TTF and LUMO of

TCNQ in isolated stacks of growing size, as calculated with the

BHLYP and xB97X functionals. This figure is adapted from [10]

Theor Chem Acc (2012) 131:1273

123Reprinted from the journal 219



shown in Fig. 3a that depicts the evolution of the natural

population analysis (NPA) charge qGS transferred as a

function of the longitudinal displacement of one molecule of

the complex. For a given parallel-displaced geometry, the

HOMOTTF/LUMOTCNQ overlap (and the corresponding

electronic coupling) varies as a function of the relative

positions of the HOMOTTF and LUMOTCNQ nodal surfaces

displayed in Fig. 3b. The minimum observed in the qGS

values for parallel displacements around 1.75 Å and the

maximum observed for displacements of ca. 3.0 Å are

consistent with the HOMOTTF/LUMOTCNQ couplings of

0.075 and 0.708 eV calculated at these geometries, respec-

tively, using the procedure described in Ref. [9] (absolute

values with the xB97X functional). The importance of

employing functionals with a high admixture of HF

exchange can be seen when considering the qGS values for

the parallel-displaced structures obtained with B3LYP and

B97-1, which greatly overestimate the contribution from the

HOMOTTF/LUMOTCNQ coupling and underestimate the

energy gap, and as a result, the amount of charge transferred.

For a given geometry, the electronic coupling can still vary

largely as a function of the choice of DFT functional. This is

demonstrated in Fig. 4, where the electronic coupling

between HOMO-1TTF and LUMOTCNQ follows a nearly

linear dependence upon the amount of exchange, increasing

by a factor of *2.3 in going from the TPSSh functional

(10 % HF) to the M06-HF functional (100 % HF).

The natural population analysis (NPA) charges in the

ground state (qGS) for the cofacial and the parallel-displaced

configuration at 3.0 Å are plotted in Fig. 5 as a function of

the fraction of exact exchange. For the perfectly cofacial

geometry, the ground-state charge transfer varies by only

0.05 e- among the functionals, with a maximum value of

0.08 |e| for TPSSh. The small values calculated in the case

of the cofacial geometry are a consequence of the sym-

metry of the HOMOTTF and LUMOTCNQ orbitals (Fig. 3b),

which leads to a vanishing electronic coupling. The small

charge transfer in fact arises from interactions between

HOMO-1TTF and LUMOTCNQ (which have a larger

energy difference). This situation is very different in the

Fig. 3 a NPA charges transferred in the ground state (qGS), as

calculated with the different functionals, plotted as a function of the

horizontal displacement at a fixed interplanar distance of 3.45 Å for

the TTF/TCNQ model system. b Sketch of the HOMO-1TTF,

HOMOTTF, and LUMOTCNQ orbitals. This figure is adapted from [9]

Fig. 4 Electronic coupling (eV) between HOMO-1TTF and

LUMOTCNQ for the cofacial TTF/TCNQ model system (with an

intermolecular distance of 3.45 Å), as calculated with various

functionals and plotted as a function of % HF exchange. This figure

is adapted from [9]
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parallel-displaced configuration where the amount of

charge transferred increases by up to 0.3 |e|, see Fig. 5.

The poor description of the frontier orbital energies

provided by functionals containing only a small percentage

of HF exchange (i.e., TPSSh, B97-1, B3LYP, and PBE0)

results in an overestimation of the qGS values. On the other

hand, the functionals containing more than 50 %HF

exchange (i.e., BHandH, M052X, M062X, M06HF, and the

x-functionals) give qGS values lower than 0.2 e-. When

considering the MP2 value of 0.095 e- as a reference, it

can be seen that the xB97X functional, with the standard

value for x (0.23 bohr-1), provides reliable results. This is

also consistent with the comparison made above between

the computed HOMO–LUMO gaps and the *3.9 eV

experimental difference between IP(TTF) and EA(TCNQ),

for which the xB97X functional also provides a reasonable

estimate (namely 3.65 eV).

2.4 Large TTF/TCNQ stacks

We now turn to a description of the evolution of the charge

transfer between cofacial TTF and TCNQ stacks of

increasing size using different DFT functionals. We start

here with the displaced geometry of the complex charac-

terized by a 3-Å translation (that yields the largest charge

transfer) and include additional TTF and TCNQ molecules

in perfect cofacial orientation. This results in a slip-stacked

structure between a cofacial stack of TTF and a cofacial

stack of TCNQ. The term ‘‘layer’’ used in the following

corresponds to one molecule of TTF and one molecule of

TCNQ on each side. For example, the stack represented in

Fig. 6a has three layers (i.e., 3 TTF and 3 TCNQ).

The evolution with stack size of the dipole moment

along the stacking axis, as calculated with BHLYP and a

SVP basis set, is presented in Fig. 6a which clearly shows

that the dipole moment along the stacking axis reaches

unrealistic values of about 90 Debyes in the largest stacks;

in addition, no convergence is reached with system size.

This behavior appears to be in contradiction with UPS

measurements that point to a vacuum level shift around

0.6 eV, associated with a much smaller interface dipole

[31, 32]. In order to understand the origin of these large

dipole moments, we have performed a Mulliken charge

analysis on a stack comprising six layers, see Fig. 7a.

Figure 7a highlights the large delocalization of the

charges within the entire stack. The molecules at the

interface bear a significant charge that decreases along

the stack though without vanishing at the end of the stack.

The evolution with stack size of the charge distribution

Fig. 5 NPA charge transferred in the ground state (qGS) calculated

with the different functionals plotted as a function of the HF exchange

for the cofacial (blue) and parallel-displaced (red) configurations of

the TTF/TCNQ model complex. This figure is adapted from [9]

Fig. 6 a Evolution of the dipole moment along the stacking axis with

an increasing number of layers, as calculated with the BHLYP

functional; N layers correspond to a stack including N TTF and N

TCNQ molecules. b Evolution of the dipole moment along the

stacking axis with the number of layers for two long-range-corrected

DFT functionals (LC-xPBE and xB97X), MP2 and HF methodol-

ogies (SVP basis set). This figure is adapted from [10]
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(BHLYP) in the interfacial and terminal molecules is

depicted in Fig. 7b. The charge on the interfacial TTF and

TCNQ molecule progressively increases in going from one

to three layers and starts slowly decreasing beyond four

layers. On the other hand, the charge on the terminal TTF

or TCNQ molecule is reduced with the increase in stack

size, though a residual charge is always present on the

outermost molecule, which explains the continuous

increase in dipole moment (Fig. 6a). In addition, the total

charge transferred between the two sides of the stack also

increases gradually with the size of the system (Fig. 7b).

This unphysical evolution of the dipole moment linked

with the rapid crossing of LUMOTCNQ and HOMOTTF

discussed above rules out the use of BHLYP to study

extended donor–acceptor complexes. The pronounced

charge delocalization is most likely related to the poor

description of the long-range interactions in the BHLYP

functional. Accordingly, we next turn to LRC functionals

and present in Fig. 6b the evolution of the dipole for stacks

containing from one to eight layers, using the LC-xPBE

and xB97X functionals as well as Hartree–Fock and MP2

methods with the SVP basis set.

The dipole moment calculated with LC-xPBE and

xB97X for an eight-layer stack amounts to 4.61 and 6.61

D, respectively, and appears to have nearly converged.

Furthermore, xB97X fits best the values obtained with

MP2 considered as benchmark. Note that the dipole

moment calculated with the HF method converges with the

number of layers, but tends to an upper limit around 3.25 D

for a stack of eight layers due to the HOMO–LUMO gap

overestimation which reduces the amount of charge trans-

fer. In order to understand the difference in behavior

Fig. 7 a Evolution of the charge per molecule within a stack of six

layers, as calculated with BHLYP (blue diamond: charges on TTF—

red square: charges on TCNQ); layer 1 stands next to the interface.

b Evolution of the charge (BHLYP) on the interfacial and terminal

TTF or TCNQ molecule as a function of stack size, from one to eight

layers. c Evolution of the charge per molecule within a stack of six

layers, as calculated with xB97X (blue diamond: charges on TTF—

red square: charges on TCNQ); layer 1 stands next to the interface.

d Evolution of the charge (xB97X) on the interfacial and the terminal

TTF or TCNQ molecule as a function of stack size, from one to eight

layers. This figure is adapted from [10]
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between BHLYP and xB97X, the Mulliken charge distri-

bution within a stack of six TTF/TCNQ layers obtained at

the xB97X level (Fig. 7c, d) has been compared with the

corresponding distribution at the BHLYP level (Fig. 7a, b).

Figure 7 illustrates that the charges are delocalized along

the entire stack with the BHLYP functional. On the other

hand, the charge distribution obtained with xB97X is

strongly localized on the interfacial molecules. It gets

vanishingly small already on the third layer of the stack and

decreases even further away from the interfacial region.

This evolution explains the saturation of the dipole moment.

Speculating about the performance of the xB97X

functional and, from a broader point of view, about the

reasons of success or failure of a given density functional

approximation (DFA), the following should be taken into

account. There are a number of inherent shortcomings that

may affect DFAs, namely the self-interaction error (SIE),

the absence of derivative discontinuities (DD), and the

wrong description of the asymptotic behavior of Coulomb

terms which are all intricately related. In turn, there are

well-documented systematic failures of DFAs that are

a priori a direct consequence of these limitations. Under-

standing the relationship between the shortcomings and

failures of DFAs is important in order to look for remedies

but not always simple, so that a partial remedy often pre-

cedes complete understanding. It is therefore difficult to

clearly identify which improvement in the xB97X func-

tional determines its success in our study. Indeed, the main

motivation for using LRC hybrid functionals is initially to

cure the wrong asymptotic behavior. To do so, the Hartree–

Fock exchange is fully (e.g., LC-xPBE, xB97X) or par-

tially (e.g., CAM-B3LYP) restored in the long-range (LR)

component of the 1/r potential separated for this purpose in

two parts with the help of a partition function. The short-

range (SR) component remains treated as before range

separation is introduced, with a local (e.g., xB97) or

semilocal (e.g., xB97X) DFA. The reason for which it is

preferable to introduce HF exchange in the LR only rather

than everywhere in space can be related to a subtle balance

of errors between exchange and correlation components of

optimized XC DFAs in the electron-rich SR. Interestingly,

it was quickly noticed that some LRC functionals are

particularly successful in improving on the DD and SIE

shortcomings. Altogether, this contributes to a better

description of charge transfer between non-covalently

bound fragments [33, 34].

2.5 Two-dimensional interfaces

The use of a simple vertical stack is clearly a very crude

model to describe the electronic processes taking place at

most organic/organic interfaces. It has been previously

shown that the depolarization effects in aggregates of

higher dimensionality can strongly reduce the interfacial

dipole [35–37]. In order to gauge this effect, we have

performed 2D periodic boundary conditions (PBC) calcu-

lations along the x- and y-axes (perpendicular to the

stacking axis) to replicate the perfect vertical stack con-

sidered in the previous section. The PBC method imple-

mented within Gaussian 09 was used with the functionals

and basis set that perform best for the individual stack, that

is, xB97X and SVP. The lattice parameters are equal to

a = 7.5 Å and b = 11.5 Å, resulting in a distance of 3.1 Å

between the closest atoms of a given molecule and its

image. The size of the stack considered for the PBC cal-

culations was limited to four layers of TTF/TCNQ mole-

cules since it has been previously observed (Fig. 7c) that

the charges per molecule vanish almost completely beyond

three layers.

The calculated dipole moments are collected in Table 1

and drop when moving from 1D to 2D structures. This

decrease can be as large as 80 % of the initial value in

some cases. The saturation of the dipole moment along the

z-axis for a stack of three layers correlates well with the

Mulliken charge distributions presented in Table 2. These

charges are mostly confined within the interfacial layer

when applying PBC in the plane while they are more

delocalized for an isolated out-of-plane stack.

Table 1 Evolution of the dipole moment (in Debye) along the z-axis

as a function of the number of layers using PBC along the (x, y) plane

versus the dipole moment obtained for the isolated stacks

Number of layers lz (D)—PBC lz (D)—isolated stack

1 0.725 1.593

2 0.764 3.547

3 0.982 4.811

4 0.984 5.570

The values are presented for stacks size from one to four layers

Table 2 Mulliken charges on TTF and TCNQ within the first and

second layers for the isolated stack and for the stack repeated along

the x- and y- axes using PBC for stacks from one to four layers

Charges |e| 1 2 3 4

Isolated stack

TTF layer 2 – 0.016 0.027 0.029

TTF interface 0.084 0.139 0.161 0.129

TCNQ interface -0.084 -0.146 -0.175 -0.148

TCNQ layer 2 – -0.008 -0.013 -0.015

PBC

TTF layer 2 – 0.003 0.005 0.004

TTF interface 0.060 0.071 0.070 0.070

TCNQ interface -0.060 -0.072 -0.074 -0.074

TCNQ layer 2 – -0.001 0.000 -0.001
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3 Conclusions

This work stresses the importance of choosing the appro-

priate DFT functional to describe the electronic properties

at an organic/organic interface. For this purpose, we have

investigated, for model donor/acceptor systems, the evo-

lution of the frontier orbital energies with an increased

fraction of exact exchange. There, a linear increase in the

HOMO–LUMO gap is observed as a function of the per-

centage of HF exchange, and the xB97X functional was

identified as the most promising functional in comparison

with experimental data. The underestimation of the

HOMOTTF/LUMOTCNQ gap for functionals with a small

amount of HF exchange was found to be the dominating

factor explaining the drastic overestimation of the partial

charge transferred for a TTF/TCNQ complex placed in a

cofacial position. In addition, for large stacks of TTF/

TCNQ, the BHLYP functional with 50 % HF exchange

shows a disproportionate charge delocalization that results

in an unrealistic interface dipole. Again, the xB97X

functional gives a much more realistic behavior in com-

parison with the values obtained with MP2, which under-

lines the importance of a well-balanced description of the

short- and long-range interactions.

Finally, we have highlighted the major impact of the

depolarization effects on the amount of charge transferred

at a model interface, using periodic boundary conditions. A

drop in interface dipole by as much as 80 % of the value

obtained for an isolated stack can be observed.
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Abstract In this paper, after reviewing key elements for

simulating and interpreting IR, Raman, VCD, and ROA

spectra, as well as after describing the localized mode

procedure, we present a graphical user interface to carry

out the normal mode localizations and we illustrate its

application on the ROA spectra of the [19]helicene mole-

cule. The overall procedure consists of four steps, and

therefore, a specific interface has been designed for each of

them. The first and most important part of the procedure is

the selection of the mode ensemble under which the

localization procedure is performed. Then, during our step-

by-step guided tour of the localized mode procedure in

Pyvib2, we highlight the importance of the ordering of the

localized modes and the importance to set correctly

the phase factor between the localized modes. Finally, the

vibrational coupling matrix ( ~X), the intensity coupling

matrix (~I), and the unitary transformation matrix (U) can be

analyzed from their representation in the different panels.

The ROA spectrum of the [19]helicene molecule is domi-

nated by the positive peaks associated with two normal

modes. From the localized mode procedure, we have

identified the atomic displacements of these modes as a

few-node combination of localized modes characterized by

atomic displacements that look like the motion of a

‘‘claw’’.

Keywords Vibrational spectroscopy � Raman optical

activity � Ab initio calculation � Helicene � Localized mode

method

1 Introduction

Vibrational signatures are witnesses of the structure, the

reactivity, and the properties of molecules, supramolecules,

and polymers. Their large number enables to probe the

different moieties and functions of the system whereas it

complexifies the spectra, making often difficult a straight-

forward interpretation. This is why simulation and inter-

pretation tools are receiving more and more interest. About

a decade ago, our lab initiated a project on simulating

vibrational spectra, looking first at Raman and hyper-

Raman spectroscopies [1, 2] and then focusing on sum

frequency generation (SFG) [3, 4] and vibrational Raman

optical activity (ROA) [5–7]. These approaches were ini-

tially based on the time-dependent Hartree-Fock (TDHF)

method before electron correlation was treated within

density functional theory (DFT) or wavefunction methods.

In order to be efficient to unravel experimental spectra,

these simulation approaches should, however, be combined

with efficient visualization and interpretation tools like the

Pyvib2 program [8].

The Pyvib2 program [8], first developed by Fedorovsky

in Fribourg university (Switzerland), is a tool to plot and

analyze vibrational spectra, and in particular infrared

absorption (IR), vibrational circular dichroism (VCD),

Raman and ROA spectra. This program was initially

designed to display the experimental data from the Raman/

ROA spectrometer developed by Hug in Fribourg as well

as to represent the calculated spectra from the Gaussian [9]

or Dalton [10] packages, providing therefore original tools
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to unravel the structure/spectra relationships. Some of its

key features are (1) the decomposition scheme [11] intro-

duced by Hug that divides the intensity into group coupling

matrices (GCMs) or atomic contribution patterns (ACPs)

and (2) the interface to analyze the coupling between

normal modes of two similar molecules [12, 13]. This

program was released as an open-source program and is

used by the scientific community worldwide.

For many years, models have been developed to interpret

vibrational spectra, leading to rules of thumb that can be used

straightforwardly for a preliminary assignment. Among new

methods, the localized mode method developed by Jacob and

Reiher [14] is mostly devoted to the analysis of the normal

modes of polymer chains, where the localized modes are

translated (or rototranslated) along the polymer chain.

However, one can also use this procedure to obtain the

localized modes associated with systems with point group

symmetry. This method consists in localizing the vibrational

normal modes through a unitary transformation of the nor-

mal modes of one specific band. From this, the total band

intensity as well as the coupling between the localized modes

that gives rise to the band shape can be analyzed. Unfortu-

nately, this method was, up to now, only implemented in a

local python program written by Jacob. Our purpose and the

topic of this paper was therefore to extend the functionalities

of Pyvib2 by implementing a graphical user interface (GUI)

in order to carry out the mode localization and the subsequent

analysis. The targets encompass its applicability to (1) any

kind of molecules and to (2) a broad range of vibrational

spectroscopies. The structure of this new tool implemented

into Pyvib2 is presented in this paper together with the the-

oretical aspects underlying the analysis (Sects. 2, 3). Then, in

order to illustrate the procedure and the kind of analysis that

can be performed, the ROA signatures of the [19]helicene

molecule are analyzed. Owing to their remarkable structural,

electronic, and optical properties [15–23], helicenes have

attracted a renewed interest. For instance, in a previous study

[24], we have found that the ROA spectrum of the [6]heli-

cene molecule was dominated by one positive band at around

1,350 cm-1. Therefore, using this implementation of the

localized mode approach, we investigate here the origin of

this specific signature for a longer chain. Section 4 provides

computational details for the calculation of the vibrational

normal modes and the ROA intensities of the [19]helicene

molecule. At last, Sect. 5 describes the 4 step procedure: (1)

selection of a band of normal modes, (2) mode localization,

(3) setting of the phase factor, and (4) analysis of the vibra-

tional and intensity coupling matrices together with the

analysis of the specific ROA signature of the [19]helicene

molecule, exemplifying the procedure and the kind of results

that can be obtained from the GUI interface. Section 6 ends

this article by drawing conclusions.

2 Vibrational normal modes and IR, Raman, VCD,

and ROA intensities

We introduce here basic aspects of vibrational spectrosco-

pies that will be needed further on to describe the localized

mode procedure and their analysis. The vibrational normal

modes constitute a basis in which the mass-weighted Hes-

sian, Hm
ia;jb ¼ 1ffiffiffiffiffiffiffi

mimj
p o2E

oRiaoRjb

� �
0
, is diagonal [25]:

QTHmQ ¼ Hq ð1Þ
The individual elements of Hq are equal to the squares

of the angular frequencies, Hpp
q = xp

2 = 4 p2 mp
2, with mp

being the pth vibrational frequency. The pth column of the

unitary matrix Q, denoted Qp, is the pth normal mode in

terms of mass-weighted Cartesian coordinates. The

components of this mode in terms of Cartesian

coordinates Qc
p is then expressed as Qc

ia;p ¼ ð1=
ffiffiffiffiffi
mi
p ÞQia;p.

In the matrix terms, the indices i and j denote atomic nuclei

while a and b are used for Cartesian components (x, y, z).

Within the harmonic approximation, the Raman, ROA

[for a naturally polarized incident light (n) in the scattered

circularly polarized (SCP) scheme] [26–28], IR, and VCD

[29–32] intensities associated with the pth vibrational

normal mode respectively read:

ndrðhÞSCP;p

¼ 1

90

1

c4
x3

px0

�h

2Dxp

1

16p2�2
0

½A � a2
p þ B � b2

p
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
IRaman
p ½m4Kg�1


dX ½m2=sr


ð2Þ

�DndrðhÞSCP;p ¼
1

90

1

c4
x3

px0

� �h

2Dxp

1

c16p2�2
0

½C � aG0p þD � b2
Gp þ E � b2

Ap
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}
IROA
p ½m4Kg�1


dX ½m2=sr


ð3Þ

Z
bandp

�ð�mÞd�m ¼ IIR
p ¼

NAp
3c�0�h

D�mpD0!1p ½m mol�1
 ð4Þ

Z
bandp

D�ð�mÞd�m ¼ IVCD
p ¼ 4NAp

3c2�0�h
D�mpR0!1p ½m mol�1
 ð5Þ

where c is the speed of light in vacuum, x0 = 2pm0 is the

angular frequency of the laser beam, xp the angular fre-
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quency of the scattered light, Dxp (D�mp) corresponds to the

vibrational transition associated with the normal coordinate

Qp; �0 is the electric constant (formerly vacuum permit-

tivity), �h is the Planck constant divided by 2p, and NA is the

Avogadro number. D0?1p and R0?1p are the dipole and

rotational strength, respectively, while ap
2, bp

2, aG0p; b
2
Gp; b

2
Ap

are the two Raman and the three ROA invariants. A, B, C,

D, and E are multiplicative factors that are function of

the scattering angle h. For instance, for the backward-

scattering intensity, they amount to 90, 14, 0, 48, and

16, respectively. The Raman Ip
Raman and ROA Ip

ROA inten-

sities [underbraced quantities in Eqs. (2) and (3)] are

expressed in Å4/amu (SI units: m4 Kg-1). These units are

obtained while using polarizability volumes [33], that is,

the polarizability divided by 4p�0. In the following, the

Raman and ROA intensities will refer to these quantities

instead of the scattering cross sections ndr(h)SCP, p and

�DndrðhÞSCP;p. The main difference is that Ip
Raman and IROA

p

intensities do not depend anymore on the vibrational

frequency Dxp.

The Raman (Eq. 2) and ROA (Eq. 3) invariants require

the evaluation of the first-order derivatives of three polar-

izability tensors: (qa/qRia), (qA/qRia), and (oG0=oRia). A

review by Buckingham [34] defines all these polarizabili-

ties. The dipole strength and rotational strength entering

into the IR (Eq. 4) and VCD (Eq. 5) intensities require the

calculation of the atomic polar tensors (APTs,

Pia ¼ ol=oRia) and of the atomic axial tensors (AATs,

Mia), respectively. The Raman and ROA invariants [11] as

well as the dipole and rotational strengths [31] have the

form:

a2
p ¼

1

9

X
l;m

 
oall
oQp

!
0

 
oamm
oQp

!
0

¼
X
ia

X
jb

Qc
ia;pQ

c
jb;p

1

9

X
l;m

 
oall
oRia

!
0

 
oamm
oRjb

!
0|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Vða2Þia;jb

ð6Þ

b2
p ¼

1

2

X
l;m

"
3
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0

 
oalm
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0

�
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#
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X
jb
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c
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1

2

X
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oalm
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0
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oRjb
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#
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Vðb2Þia;jb

ð7Þ

aG0p ¼
1
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X
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!
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VðaG0Þia;jb

ð8Þ

b2
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1

2

X
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"
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!
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!
0
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|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Vðb2
GÞia;jb

ð9Þ

b2
Ap ¼

x0

2

X
l;m

X
k;j

" 
oalm
oQp

!
0

 
�lkjoAkjm

oQp

!
0

#

¼
X
ia

X
jb

Qc
ia;pQ

c
jb;p

x0

2

X
l;m

X
k;j

" 
oalm
oQp

!
0

 
�lkjoAkjm

oQp

!
0

#
|fflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl{zfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflfflffl}

Vðb2
AÞia;jb

ð10Þ

D0!1p ¼
�h

2Dxp

X
ia

X
jb

Qc
ia;pQ

c
jb;p

X
l

Pia;lPjb;l ð11Þ

R0!1p ¼ �h2
X
ia

X
jb

Qc
ia;pQ

c
jb;p=

X
l

Pia;lMjb;l

" #
ð12Þ

In the above summations, the indices l, m, k, and j are

components of the electric or magnetic fields (x, y, z).

�lkj is the antisymmetric unit tensor of Levi-Civita. The

subscript 0 indicates that the properties are evaluated at the

equilibrium geometry.

3 Localization of vibrational normal modes

The localized mode procedure [14] consists in performing

a unitary transformation on a subset of k normal modes

(Qsub) belonging to a specific band in order to obtain

localized modes,
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~Qsub ¼ QsubU ð13Þ
where the unitary transformation U is chosen in such a way

that it yields the ‘‘most localized’’ modes ~Qsub, that is, it

maximizes a criterion that measures how localized a set of

modes ~Qsub is. Note that throughout this paper, a tilde is

used on all quantities that refer to localized modes instead

of vibrational normal modes. Two different localization

criteria have been proposed and are available in the pro-

gram: the ‘‘atomic-contribution’’ and the ‘‘distance’’ crite-

ria [14]. The first one refers to the sum of the squares of the

atomic contributions to the modes, while the second is

based on the distance between the ‘‘centers’’ of the modes,

which can be defined by weighting the atomic coordinates.

Nevertheless, both criteria lead to similar patterns of the

localized modes.

In the basis of the localized modes, the mass-weighed

Hessian is not longer diagonal:

~QT ;subHm;sub ~Qsub ¼ ~Hsub ¼ UTHq;subU ð14Þ
The diagonal elements of the matrix ~Hsub are squares of

fictitious angular frequencies ~Hsub
ll ¼ ~x2

l ¼ 4p2~m2
l of the

localized modes l while the off-diagonal elements ~Hsub
lm can

be interpreted as the couplings between the localized

modes l and m. However, the numerical values of the

couplings are not easy to analyze as they refer to squares of

angular frequencies instead of vibrational frequencies.

Therefore, it is useful to introduce a new quantity, the

vibrational coupling matrix ~X, defined as [14]:

~X ¼ UTXU ð15Þ
where X is the diagonal matrix with Xpp ¼ �mp ¼ xp=ð2pcÞ,
the wavenumbers of the vibrational normal modes. As seen

in [14], the diagonal elements of the coupling matrix ~Xll

can be interpreted as the wavenumbers of the localized

modes, while the off-diagonal elements ~Xlm can be

understood as coupling constants. It should be noted that

the frequencies of the localized modes obtained as the

diagonal elements of ~X are, in general, different from those

calculated as the square root of the diagonal elements of
~Hsub, even if the differences between the two are generally

quite small. The maximum difference amounts to 1.2 cm-1

in our test case (see below).

We can now write the expression of the Raman, ROA,

IR, and VCD intensities associated with these localized

modes simply by replacing in Eqs. (6) to (12) the normal

mode coordinates by the localized mode coordinates.

Similarly, the intensity coupling matrix (~I) is defined as

the intensity between any l and k pair of localized

modes:

~IRaman
lm ¼ 1

16p2�2
0

X
ia

X
jb

~Qc
ia;l

~Qc
jb;m½A � Vða2Þia;jb þ B

� Vðb2Þia;jb
½m4Kg�1
 ð16Þ

~IROA
lm ¼ 1

c16p2�2
0

X
ia

X
jb

~Qc
ia;l

~Qc
jb;m½C � VðaG0Þia;jb þ D � Vðb2

GÞia;jb

þ E � Vðb2
AÞia;jb
 ½m4Kg�1


ð17Þ

~IIR
lm ¼

NA

12c2�0

X
ia

X
jb

~Qc
ia;l

~Qc
jb;m

X
l

Pia;lPjb;l ½m mol�1


ð18Þ

~IVCD
lm ¼ 4NAp�h

3c2�0

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
D�mlD�mm

p
�
X
ia

X
jb

~Qc
ia;l

~Qc
jb;m=

X
l

Pia;lMjb;l

" #
½m mol�1


ð19Þ
The diagonal elements of this matrix, ~Ill, are referred

to as the intensities of the lth localized modes, while the

off-diagonal values, ~Ilm, are the intensity coupling terms.

The intensity coupling matrix ~I can be used to

understand the shapes of the band (i.e., how the

intensity of a band is spread over all the normal

modes, see also below). Indeed, the intensity associated

with each vibrational normal mode (Ip) of one band is

related to the intensity coupling matrix ~I and to the

unitary transformation U :

Ip ¼
X
lm

UplUpm
~Ilm ð20Þ

Since the trace of a matrix is conserved along a unitary

transformation (Eq. 20), the total intensity of the band
P

p

Ip is equal to the sum of the intensities of the localized

modes,
P

l
~Ill. Moreover, since the atomic displacements of

the localized modes are usually similar, so are their

intensities. The total intensity of the band can therefore be

investigated simply by analyzing the intensity of one

localized mode. For the band shape, the intensity coupling

matrix ~I together with the transformation matrix U

(eigenvectors of ~X) describes how the intensities of the

localized modes are distributed in the vibrational normal

modes. One should note, however, that the intensity

coupling matrix ~IVCD
lm for the VCD intensity depends on

the geometric mean of the wavenumbers of the two

localized modes l and m. Therefore, Eq. (20) is not strictly

fulfilled (neither is the equality between the sum of the

intensities over the normal modes and the localized modes)

even if the deviation is quite small.
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4 Computational aspects

In the following, we illustrate the implementation of the

localized mode procedure for the analysis of the Raman

and ROA spectra of the [19]helicene molecule. The

structure as well as the vibrational frequencies and nor-

mal modes was determined using the analytical coupled-

perturbed Kohn-Sham [35] procedure together with the

6-31G* basis set [36]. The hybrid B3LYP exchange-

correlation functional was selected owing to its recog-

nized performance for calculating vibrational frequencies

[37]. However, to account for the systematic error due to

approximate exchange-correlation functional and anhar-

monicity effects, a multiplicative factor of 0.96 [37–39]

was employed to scale the B3LYP vibrational

frequencies.

The geometry derivatives of the three polarizability

tensors entering into the Raman and ROA invariants were

calculated using the rDPS:3-21G (reduced diffuse polari-

zation function and shell augmented) basis set introduced

by Zuber and Hug [40]. It consists of the 3–21??G [41]

basis set augmented by a set of p diffuse functions (of

exponent 0.2) on the hydrogen atoms. The derivatives are

evaluated at the TDHF level for the Cartesian displace-

ments [5] and are transformed afterward into the geomet-

rical derivatives with respect to the vibrational normal

coordinates, with the normal coordinates calculated using

the CPKS procedure. The calculations were performed

using the GAUSSIAN 09 [9] quantum chemistry packages.

While the electron correlation effects in the simulation

of vibrational spectroscopies are, till now, most of the time

treated by DFT [42–46], other approaches such as coupled-

cluster are becoming available [47–49]. Nevertheless, such

methods are still in their early stages and are restricted to

small molecules. The Pyvib2 program is, however, not

limited to any kind of method and can thus analyze the

vibrational signatures coming for any quantum chemistry

package providing the implementation of a parser.

A typical incident light wavelength of 532 nm was

adopted in all optical tensor calculations. The Maxwell–

Boltzmann (1=½1� eð��hDxp=ðkbTÞÞ
) factor with T = 298.15

K is used to account for the T-dependence of the popula-

tions of the vibrational levels.

5 Localized mode method using pyvib2

The procedure to obtain and analyze the localized modes

consists of four different steps:

1. The selection of the normal modes that constitute an

ensemble (a band) on which we perform the unitary

transformation.

2. The mode localization for a given choice of localized

criterion (the atomic-contribution or the distance

criterion).

3. The setting of the phase factor for each localized

mode.

4. The analysis of the vibrational and intensity coupling

matrices.

Each of these steps requires a specific input from the

user and therefore a specific graphical interface has been

developed for each step.

5.1 Determination of the normal mode ensemble

As explained earlier, the localization procedure consists in

performing a unitary transformation on a subset of normal

Fig. 1 Screenshot of the

options available for analyzing a

molecule
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modes that belong to a band. This means that we need to

select an ensemble of normal modes having similar atomic

displacements along the chain, though different phases

between the different units of the chain. Most of the time,

these modes have similar wavenumbers, but for molecules

constituted of only carbon and hydrogen atoms, the frontier

between two successive bands can be difficult to assess.

Nevertheless, the interface enables to visualize simulta-

neously the vibrational normal modes and the simulated

Raman and ROA spectra. One should note that a similar

interface has also been developed for the IR and VCD

spectra.

After loading the file into the program, different options

are available, see Fig. 1. The Explore option loads a

window to represent the atomic displacements of the

vibrational normal modes, while the Spectra option

displays the various vibrational spectra. The Genera-

tion of Intensities option uses the decomposition

scheme [11] and renders the group coupling matrices

(GCMs) and the atomic contribution patterns (ACPs). The

Fig. 2 Screenshot of the window that plots the spectra together with the representation of the atomic displacements of a selected vibrational

normal mode

Fig. 3 Left Screenshot of the window to launch the ‘‘localized mode procedure’’; Right groups definition
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Spectra normal modes option displays a window to

analyze simultaneously the spectra with the normal modes.

Figure 2 is an example of such window where mode 252 is

selected. On the left, one can see the ROA (middle) and

Raman (bottom) spectra together with the degree of cir-

cularity (top). In both spectra, the red bars indicate the

intensity of the selected sketched mode. The list displayed

in the center of the window gives the most intense modes

for both the Raman and ROA together with the percentage

of their intensity relative to the sum of the intensity of the

modes that appears within the wavenumber range of the

spectra. For the [19]helicene molecule, the Raman and

ROA spectra are dominated by two positive peaks corre-

sponding to modes 251 and 252, which belong to one

intense positive band. This signature is similar to the one

observed previously for a smaller [6]helicene [24]. On the

right side of the window, the atomic displacements of the

selected mode are displayed using spheres on each atom.

The direction of the displacement of an atom is given by

the line joining the two poles of different color while the

magnitude of the displacement is given by the radius of the

sphere. The atomic displacements associated with the most

intense mode (mode 252) involve the stretching of the C–C

bond between two neighboring rings and the wagging of

two hydrogen atoms at the exterior of the helicene close to

the C–C stretching bond. The displacements of these two H

atoms and these C atoms look therefore like a claw. The

same displacement is found in every junction of two

neighboring rings, some of them with the same phase and

some with the opposite phase. This same pattern is also

found in other modes but with different phases between the

different sites. As we have 19 rings, we should find

something like 18 similar modes. After close inspection of

the vibrational normal modes in the vicinity of modes 251

and 252, it was possible to select 16 similar modes. The

two missing modes come from the fact that at the extremity

of the chain, this ‘‘claw’’ displacements are mixed with the

wagging of the H atoms. The 16 modes numbers (and

wavenumbers) are 248 (1,378.8 cm-1), 250 (1,379.6

cm-1), 251 (1,381.6 cm-1), 252 (1,383.3 cm-1), 253

(1,384.7 cm-1), 254 (1,387.2 cm-1), 257 (1,389.4 cm-1),

258 (1,392.8 cm-1), 260 (1,397.1 cm-1), 262 (1,403.0

cm-1), 265 (1,415.1 cm-1), 266 (1,426.4 cm-1), 267

(1,438.7 cm-1), 278 (1,502.6 cm-1), 282 (1,526.9 cm-1),

287 (1,556.8 cm-1).

5.2 Localized mode procedure

Figure 3 illustrates the window that launches the localized

mode procedure and is obtained after selecting Local-

ized Mode Procedure in Fig. 1. The first step in the

procedure consists in selecting the localization criterion.

Fig. 4 Screenshot of the window to set the phase factors on the localized modes
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Two choices are available: the ‘‘atomic-contribution’’ cri-

terion and the ‘‘distance’’ criterion [14] but in practice,

both of them give similar localized modes and the ‘‘atomic-

contribution’’ criterion is used in our example. The next

step is to input the ensemble of normal modes among

which the localization is performed. Either a continuous

range of modes or a list of ‘‘individual’’ modes can be

given. In our example, we give the list of the 16 modes

reported before. The last step before clicking on the

Localize button is the definition of groups. This step is

not compulsory but highly recommended to help analyzing

the vibrational and intensity coupling matrices ( ~X and ~I).

Indeed, by default, the localized modes obtained have no

particular order, that is, the first localized mode in the list

can have atomic displacements in the middle of the chain,

while the next localized mode in the list can have atomic

contribution on one extremity of the chain. However, since

it is more handy that the successive localized modes

involve atomic displacements localized on successive

neighboring sites, we therefore define successive groups

composed of atoms ranging from one side of the chain to

the other. Figure 3 exemplifies the groups defined for the

[19]helicene with ‘‘group 1’’ being the 3 C atoms and their

H atoms on one extremity of the chain, ‘‘group 2’’ con-

taining 4 C atoms and 2 H atoms just below ‘‘group 1’’, and

so one up to ‘‘group 20’’, which contains the last 3 C atoms

and their H atoms at the other extremity of the molecule.

The localized mode are ordered in such a way that

Fig. 5 Screenshot of the main

window after the mode

localization has been performed
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localized mode 1 has most of its atomic contributions on

the first groups while the last localized mode presents

atomic contributions mostly centered on the last groups.

The number of groups can be different from the number of

modes to localize but best orderings are obtained if the

atoms constituting a group are the same as those which

contribute to the localized modes. This is the reason why

the different groups (except the two terminal groups) are

made of 4 C atoms and two H atoms, similar to the ‘‘claw’’

displacement corresponding to the normal mode pattern. It

is important to notice that the group definition does not

influence the generation of the localized mode (only the

criterion does) but only provides a way to order them with

respect to their position along the chain.

5.3 Set the phase factors on the localized modes

In addition to the ordering of the localized mode, it is

important to set the correct phase factor on the localized

modes. Indeed, in the analysis, the localized modes con-

stitute a basis set in which each normal mode can be

expressed. For instance, the sign of the vibrational coupling

between two localized modes is changed if their relative

phase is inverted. It is therefore crucial that two localized

modes contain similar atomic displacements (without

phase shift) but translated (or rototranslated) to the next

unit of the chain. However, since the normal mode (as

eigenvectors of the mass-weighted Hessian) are not affec-

ted by a change of sign of all their contributions, so are the

localized modes. Therefore, at the end of the localized

mode procedure, a first attempt to set the phase is made by

defining the vibrational coupling between two successive

neighbors to be positive. Nevertheless, one cannot predict

the sign of these couplings, and we therefore need to

confirm manually the phase factor for all the localized

modes relative to one localized mode taken as reference.

Figure 4 shows the interface that was developed for this

purpose. The left panel represents the atomic displacements

of mode 1 taken as reference (any other mode could have

been chosen), while the right panel shows the atomic dis-

placements of another mode. In this particular example, in

order to obtain in-phase atomic displacements for modes 1

and 2, the Invert phase box was checked. For all the

modes except the reference one, the atomic displacements

have to be examined and the Invert phase box checked

if required. When all the modes are inspected, we can click

on the top right button that says Validate and Quit

this window. A new ‘‘thumbnail’’ with the molecule

will be created on the main window (Fig. 5). This molecule

is different from the original one by the fact that the

transformation matrix between the Cartesian coordinates

and the mode coordinates is the ~Ql matrix, which defines

the set of localized modes. The same analyses as for the

original molecule can be conducted here, but wherever

normal modes are involved (Qp), the localized modes (~Ql)

are used instead. For instance, using the Spectra option

will plot the peaks associated with the localized modes

(Eqs. 16–19). Moreover, an additional option is available

under the name Vibrational and Intensity

coupling matrices which provides a new window

(Figs. 6, 7, 8, 9) with four panels to analyze the localized

modes.

Fig. 6 Screenshot of the panel that analyzes the vibrational coupling matrix ~X
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5.4 Analysis of the vibrational and intensity coupling

matrices

Now that we have obtained the localized modes, we can

interpret the normal modes as combinations of the localized

modes, which form a basis set. The first quantity of interest is

the vibrational coupling matrix (Eq. 15), which defines the

coupling (in wavenumbers) between two localized modes.

We can see here the benefit of ordering the localized modes.

Indeed, the coupling between modes l and l ? 1 (~Xl;lþ1) now

corresponds to the coupling between two localized modes

that have atomic contributions on neighboring sites. Their

vibrational coupling matrix is similar to the coupling matrix

between two or more states. Let’s consider a two-state model

with two states jw1i and jw2i of identical energy E = a
coupled by an interaction term V = b. The wavefunction

jWii ¼ C1ijw1i þ C2ijw2i is obtained by solving the fol-

lowing set of equations:

a b
b a

� �
C1i

C2i

� �
¼ ki

C1i

C2i

� �
ð21Þ

It has two solutions: W1 ¼
ffiffiffi
2
p

=2ðw1 þ w2Þ with

k1 = a ? b, and W2 ¼
ffiffiffi
2
p

=2ðw1 � w2Þ with k2 = a - b.

If the coupling b is positive, the in-phase combination is

higher in energy than the out-of-phase combination, while

the order is reversed when b is negative. The problem we

are solving in the localized mode procedure (Eq. 15) is the

reverse one. Indeed, we already know the eigenvalues of

the vibrational coupling matrix ~X that are the frequencies

of the normal modes. By defining a criterion, we find the

transformation matrix U (corresponding to the eigenvectors

of ~X) in order to define the vibrational coupling matrix ~X.

By doing so, we can now better understand the normal

modes. For instance, in our example of the [19]helicene

molecule, the vibrational coupling matrix is dominated by

negative contributions from first-nearest neighbors together

with smaller absolute contributions for the second-nearest

neighbors (Fig. 6 and Table 1). The coupling pattern is

therefore slightly more sophisticated than in the simple

two-state model, but the conclusion is similar: since the

most intense coupling is negative, the in-phase normal

mode will be at lower wavenumber while the out-of-phase

normal mode will be at higher wavenumber. This is further

illustrated in Fig. 7 which sketches the positions in

wavenumbers of the normal modes together with up and

down arrows illustrating the contribution of each localized

Fig. 7 Screenshot of the panel that analyzes the unitary transformation matrix U using a graphical representation of the matrix. The ROA

backward-scattering intensities (in Å4/amu) associated with the ‘‘optimum’’ normal modes are also given
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mode to a given normal mode [obtained from the unitary

matrix U, Eq. 13]. One observes that the mode at

1547 cm-1 has alternating up and down arrows meaning

an out-of-phase combination (maximum of nodes), while

the modes at lower frequencies have less nodes. Figure 8

represents the unitary transformation matrix U. The top

figure contains the values of Upl*100 while the bottom

figure contains Upp
2 *100 values for each localized modes l

(lines of the table) and each normal modes p (columns of

the table). The Upl
2 *100 quantities correspond to the

percentages of a localized modes l in a normal mode p

(as well as the other way around), with the sum of all terms

in each column (or each line) equal to one. From the

Upl*100 values, we directly see the contributions of the

localized modes l to a given normal mode p. For instance,

the normal mode at 1,388.1 cm-1 has only positive terms

and therefore corresponds to the in-phase mode, while the

mode at 1,546.8 cm-1 is the out-of-phase combination

(See also Table 2).

In Figs. 7, 8, and 9, only a subset of the localized modes

has been taken into account: mode 3 to mode 14 (without

modes 1, 2, 15, 16). By doing so, the normal modes are not

the ‘‘real’’ normal modes but are ‘‘optimum’’ normal

modes constructed as the eigenvectors of a subset of the

vibrational coupling matrix ~X. Indeed, we can choose to

get rid of the localized modes that have atomic contribu-

tions localized at the two extrema of the chain in order

to have a more ideal ‘‘polymer-like’’ coupling matrix.

Fig. 8 Screenshot of the panel that analyzes the unitary transformation matrix U. The ROA backward-scattering intensities (in Å4/amu)

associated with the ‘‘optimum’’ normal modes are given at the bottom of the table together with their percentage
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The eigenvectors of such subblocks of the vibrational

coupling matrix ~X give normal modes that are slightly

different from the ‘‘real’’ normal modes. The intensity

values given in Figs. 7 and 8 and Table 2 are therefore the

intensities associated with the ‘‘optimum’’ normal modes

and are equal to the intensity of the ‘‘real’’ normal modes

only when all the localized modes are considered. As said

before, in order to be able to have this kind of conclusion, it

is crucial to have set the phase factor correctly for every

localized modes.

At last, Fig. 9 is the window which represents the inten-

sity coupling matrix (~Ilm, Eq. 20). The diagonal elements of

the matrix are the intensities associated with the localized

modes, while the off-diagonal elements are the intensity

coupling values. In our example, the intensity coupling terms

are mostly positive with a few negative but smaller (in

amplitude) contributions, which means that normal modes

having a few nodes will have the highest intensities. Indeed,

in Eq. (20), Upl and Upm will have the same sign for an in-

phase normal mode p, and therefore, its intensity will be the

(weighted) sum of all the terms in the intensity matrix. On the

contrary, for an out-of-phase mode p, the Upl and Upm will

have the same sign if l = m ? 2n and will have opposite sign

if l = m ? (2n ? 1). The intensity of such mode will

therefore be the (weighted) sum of the diagonal terms of the

vibrational coupling matrix minus the sum of the first off-

diagonal terms plus the sum of the second off-diagonal terms

minus the sum of the third off-diagonal terms, . . . Since most

of these terms are positive, the different contributions will

cancel out to give a very small intensity for an out-of-phase

normal mode. Indeed, in Fig. 8 and Table 2, one observes

that the intensity for the out-of-phase mode at 1,546.8 cm-1

is 20 times smaller than the intensity of the in-phase mode at

1,388.1 cm-1 (0.482 vs. 9.50 Å4/amu).

6 Conclusions and outlook

In this paper, we have reviewed key elements for simu-

lating and interpreting IR, Raman, VCD, and ROA spectra

as well as for analyzing them by using the localized mode

procedure. Then, we have presented a graphical user

interface (GUI) to carry out the localization of the vibra-

tional normal modes and have illustrated its application on

the ROA spectra of the [19]helicene molecule. The overall

procedure consists of four steps, and therefore, a specific

interface has been designed for each of them. The first and

most important part of the procedure consists in selecting

the mode ensemble under which the localization procedure

is performed. Then, during our step-by-step guided tour of

the localized mode procedure in Pyvib2, we have high-

lighted the importance of the ordering of the localized

modes and the importance to set correctly the phase factor

between the localized modes. Finally, the vibrational

coupling matrix ( ~X), the intensity coupling matrix (~I), and

the unitary transformation matrix (U) can be analyzed from

their representation in the different panels.

The ROA spectrum of the [19]helicene molecule is

dominated by two positive peaks associated with the normal

modes 251 and 252. From the localized mode procedure, we

Fig. 9 Screenshot of the panel

that analyzes the intensity

coupling matrix ~I
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have identified the atomic displacements of these modes as

combinations of localized modes characterized by atomic

displacements that look like the motion of a ‘‘claw’’. More-

over, the intensity coupling matrix (~I) is shown to contain

mainly positive terms, which explains why it is the in-phase

combination and the combination with only a few nodes that

give the most intense peaks in this band. At last, the vibra-

tional coupling term ( ~X) between two neighboring localized

modes is negative and, as a result, the normal mode which is

an in-phase combination of the localized modes is situated at

lower wavenumber than the out-of-phase combination. One

should note that such signature (one positive peak in the

200–2,000 cm-1 region) is quite unusual. Indeed, the ROA

spectrum presents most of the time a succession of positive

and negative peaks. The specific p-electron delocalization in

the helicene molecule must be responsible for this remark-

able spectrum.

Other tools such as the ACP and the GCM analyses can

be applied on the localized modes by using the Gener-

ation of Intensities option from the thumbnail of

the molecule obtained from the localized mode procedure.

The main advantage of using such tools on the localized

modes instead on the normal modes is that the atomic

displacements of the localized modes are centered on a

small part of the chain on the contrary to the normal modes

that are delocalized over the whole structure. This kind of

analysis has been successfully used in the past to under-

stand the difference in signature between the a-helix and

the 310 helix conformations of an 20-unit oligomer of

alanine [14, 50, 51] or between the (TG)N and the (GG)N

conformation of a 20-unit polypropylene chain [52].

Thanks to this implementation in Pyvib2, we hope that

such strategy will be used to analyze the vibrational sig-

natures of various synthetic or bio-related oligomers.
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7. Liégeois V, Champagne B (2011) J Phys Chem A 115:13706

8. Fedorovsky M (2007) Pyvib2, a program for analyzing vibrational

motion and vibrational spectra. http://pyvib2.sourceforge.net

9. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,

Cheeseman JR, Scalmani G, Barone V, Mennucci B, Petersson

GA, Nakatsuji H, Caricato M, Li X, Hratchian HP, Izmaylov AF,

Bloino J, Zheng G, Sonnenberg JL, Hada M, Ehara M, Toyota K,

Fukuda R, Hasegawa J, Ishida M, Nakajima T, Honda Y, Kitao

O, Nakai H, Vreven T, Montgomery JA Jr., Peralta JE, Ogliaro F,

Bearpark M, Heyd JJ, Brothers E, Kudin KN, Staroverov VN,

Kobayashi R, Normand J, Raghavachari K, Rendell A, Burant JC,

Iyengar SS, Tomasi J, Cossi M, Rega N, Millam JM, Klene M,

Knox JE, Cross JB, Bakken V, Adamo C, Jaramillo J, Gomperts

R, Stratmann RE, Yazyev O, Austin AJ, Cammi R, Pomelli C,

Ochterski JW, Martin RL, Morokuma K, Zakrzewski VG, Voth

GA, Salvador P, Dannenberg JJ, Dapprich S, Daniels AD, Farkas
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Abstract We study the charge transfer between colliding

ions, atoms, or molecules, within time-dependent density

functional theory. Two particular cases are presented, the

collision between a proton and a Helium atom, and

between a gold atom and a butane molecule. In the first

case, proton kinetic energies between 16 keV and 1.2 MeV

are considered, with impact parameters between 0.31 and

1.9 Å. The partial transfer of charge is monitored with

time. The total cross-section is obtained as a function of the

proton kinetic energy. In the second case, we analyze one

trajectory and discuss spin-dependent charge transfer

between the different fragments.

Keywords Time-dependent density functional theory �
Charge transfer � Collisions

1 Introduction

For more than two decades, density functional theory (DFT)

has been used as a reliable tool to describe the electronic

structure, total energy, and associated characteristics of

molecules and solid-state materials, in the adiabatic approx-

imation [1, 2]. The level of accuracy achieved by DFT is

acceptable for a range of purposes in quantum chemistry with

a better balance between accuracy and computational cost

than more sophisticated approaches based on interacting

electronic wave function theory (WFT) [3].

However, quantum chemistry is not restricted to the

description of static (or adiabatic) phenomena. Collision

dynamics, or the description of systems excited with femto-

second lasers, requires time-dependent approaches. Phenom-

ena like photoionization, excitation, and ionization by electron

impact, charge transfer processes [4, 5], atomic scattering, and

interstellar chemistry, also call for theoretical support.

For many years, the atomic physics community has been

using highly accurate WFT to investigate time-dependent

phenomena, including the electronic correlation effects,

with impressive success [6]. However, even with present

computational resources, only a few electrons can be

tackled when such approaches are followed.

Several routes to avoid the treatment of many-body wave

functions in collisions, still accounting for adiabatic effects,

have been explored. Without being exhaustive, let us mention

the approach from Saalmann et al. [7], in which the authors

study an exact case with one electron, time-dependent

Hartree-Fock (TD-HF), that was used in [8] to explore the

charge exchange in the collision He2? ? He, and many studies

based on non-adiabatic hopping between hypersurfaces [9].

Time-dependent density functional theory (TD-DFT)

[10] shares with DFT a favorable scaling with the number

of electrons and allows one to compute the evolution of the
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electronic structure with a time-dependent Hamiltonian, a

characteristic that traditionally was only possible from first

principles using WFT. In the past few years, TD-DFT has

been used by a few groups to study ion–atom collisions :

Keim et al. [11] used a basis generator method (BGM) to

examine the collisions of bare ions with helium, with

excellent agreement with the experimental results from

Rudd et al. [12, 13], while Wang et al. [14] examined

proton–Argon and proton–Neon [15] collisions, also with

reasonable agreement with experimental data. In the latter

case, the authors went beyond the analysis of the single

electron transfer channel and explored different methods to

quantify the double electron transfer. The study of more

complex phenomena has been also undertaken recently:

collisions between atomic oxygen and graphite clusters

[16], and studies of the stopping power of ions impacting

on surfaces [17, 18].

Within a long-term effort aiming at the description of

the transfer of charges occurring in secondary ion mass

spectrometry [19–21], we explore the use of TD-DFT for

collisions between ion, atom, and molecule. In the line of

Keim, Wang, and coworkers, [11, 14, 15, 22], we examine

first the transfer of charge during a simple proton–atom

collision, namely the proton–Helium case. We base our

analysis on tools that will scale easily to more complex

physical situations : the combination of real-space inte-

grated density representation and Hirshfeld partitioning

[23] of charge between atoms. Then, we explore the col-

lision between a gold atom and a butane molecule, and

apply the same analysis tools. The charge transfer is

quantified for each spin channel.

2 Theoretical background

Time-dependent density functional theory (TD-DFT) is an

extension of ground-state DFT (GS-DFT) to solve the

electronic structure problem under a time-dependent

Hamiltonian. Its foundations are similar in purpose to those

in GS-DFT, although the set of theorems and their math-

ematical demonstrations are considerably different. More

detailed references about the TD-DFT formalism can be

found in [24]. In what follows, we will consider the com-

bination of TD-DFT, for the electronic system, with a

classical representation of nuclei motion.

In the presence of a time-dependent Hamiltonian, WFT

solves the Schrödinger equation

i
o
ot
Wðfrg; tÞ ¼ Ĥðfrg; tÞWðfrg; tÞ; ð1Þ

where the Hamiltonian Ĥ and the wave function W are

functions of the spatial coordinates of N electrons frg ¼

fr1; r2; . . .; rNg and the time. The Hamiltonian is

decomposed as:

Ĥðfrg; tÞ ¼ T̂ðfrgÞ þ ŴðfrgÞ þ V̂extðfrg; tÞ

¼ � 1

2

XN
i¼1

r2
i þ

1

2

XN
i;j¼1

1

jri � rjj

þ
XN
i¼1

mextðri; tÞ

ð2Þ

In the case of scattering, without electromagnetic fields,

the dependence with time of the Hamiltonian comes from

the classical path followed by M point-like nuclei. In such

case, the external potential mext(ri, t) can be written:

mextðr; tÞ ¼ �
XM
k¼1

Zk
jr� RkðtÞj ð3Þ

where Zk denotes the charge of the nucleus k and Rk

denotes its position.

Once Eq. (1) has been solved, the many-body wave

function W defines the electronic density

nðr; tÞ ¼ N

Z
d3r2d

3 � � � d3rN jWðr; r2; . . .; rN ; tÞj2 ð4Þ

TD-DFT uses the real scalar field n(r, t) as the basic

variable, instead of the many-body wave function. The

foundations of this switch from wave functions to the

density as a fundamental quantity comes from the so-called

Runge-Gross theorem [10] that establishes a one-to-one

correspondence between the external potential mext(r, t) and

the density n(r, t). In a similar way as GS-DFT is

implemented, TD-DFT also uses an artificial set of non-

interacting N wave functions, where the Hamiltonian for

each of them is a functional of the time-dependent density.

An evolution equation for non-interacting electrons

replaces Eq. (1). An initial condition must provided. In

our case of collisions between ions, atoms, and/or

molecules, we assume that both target and projectile start

from their electronic ground state, so that the Hohenberg-

Kohn theorem establishes that the ground-state density is

sufficient to determine the many-body ground state.

Explicitly, let /i(r, t) be the one-electron orbital, the

evolution equation reads :

i
o
ot
/iðr; tÞ ¼ ĤKSðr; tÞ/iðr; tÞ ð5Þ

with the Hamiltonian ĤKSðr; tÞ separated in terms of

ĤKS½n
ðr; tÞ ¼ � r
2

2
þ mextðr; tÞ

þ mHartree½n
ðr; tÞ þ mxc½n
ðr; tÞ
ð6Þ

where mHartree(r, t) is the classical Hartree potential.
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We will rely on the so-called adiabatic local density

approximation (ALDA) to describe the exchange-correla-

tion time-dependent functional mxc[n](r, t), based on the

exchange-correlation of a free electron-gas [25–28].

Simulations of collisions were performed using the

software package Octopus [29, 30]. Octopus is an imple-

mentation of TD-DFT based on a real-space grid discreti-

zation. The simulation space is a parallelepiped whose

longer axis is along the direction of collision. In general,

the projectile and target are placed sufficiently far from

each other inside the simulation box. However, for the

specific case of proton projectile, the initial position could

be also at the frontier or outside the simulation box. The

ground state is computed first and used as initial condition

for the time evolution. The time evolution is also discret-

ized, the optimal time step is very dependent, not only on

the velocity of the ions, but also on the kinetic energy of

the electrons. To reduce the number of electrons involved

in the dynamics, the description of core electrons is

implemented using norm-conserving pseudopotentials (see,

e.g., Chap. 11 in [2]). In that case, particular attention has

to be paid to avoid overlappings of the cutoff radius of

those pseudopotentials that could induce artefacts in the

simulation.

During the time evolution, the electrons are treated

quantum-mechanically (TD-DFT) and the nuclei are point

particles treated classically using a modified Ehrenfest

formalism, as described in [31, 32]. The algorithm used to

approximate the evolution operator is the approximated

enforced time-reversal symmetry (AETRS) as imple-

mented on Octopus. The exponential of the Hamiltonian is

expanded using a Krylov subspace approximation of the

action of the exponential and the evolution follows the

technique described in [33]. The Perdew-Zunger’s

exchange-correlation [34] is used, and the core electrons

are represented using norm-conserving pseudopotentials

from Troullier and Martins [36]

3 Proton impacting Helium

Our first case corresponds to the simulation of a collision

between a proton and a Helium atom. This is a well-studied

problem in atomic physics [11, 13, 37–40], for which a

wealth of experimental data as well as results from higher

levels of theory are available.

For the simulation, a rectangular parallelepiped of 16.94 Å

along the direction of impact and 10.58 Å in the transversal

directions is used. The simulation box is defined by its

extremes (-8.47, -5.29, -5.29) and (8.47, 5.29, 5.29).

The spacing between points in the mesh is 0.1 Bohr (that is,

0.0529 Å). The total number of points in the mesh is

321 9 201 9 201 = 12968721 grid points plus some extra

points outside of the boundary to properly compute spatial

derivatives.

The Helium atom originally located along the major

central axis of the parallelepiped is impacted by a proton

that starts in one of the faces of the box with a certain

kinetic energy and impact parameter. The starting coordi-

nates for the He target is (-4.2, 0, 0), and for the proton

projectile is (-8.47, b, 0), where b is the impact parameter

(the perpendicular distance between the path of a projectile

and the center of the target)

In scattering processes, usually only the final product of

the collision is considered. First principles methods also

allow to understand the dynamics during the collision. With

the aim to gain understanding of computational as well as

physical aspects, we monitor the dynamics of the electronic

structure during the entire evolution. However, the amount of

data accumulated per time step is quite large, and thus must be

handled with care. To fix the idea, the storage of electronic

density for 12968721 grid points will require a binary file of

about 96 MB. Supposing a total of 25,000 time steps, storing

the data each hundred steps will require 24 GB. Instead of

storing such amount of data for post-processing purposes

only, we decided to introduce small modifications to the

Octopus source code to extract the relevant data in a more

detailed way during the execution, focusing on selected

integrated quantities, described later. Those modifications are

only affecting the output of the density : the physics and

algorithms implemented in Octopus were not changed.

As the kinetic energy of the proton spans several orders of

magnitude, the time step needs to be properly adjusted for

each value of kinetic energy. The optimal value was com-

puted for the most energetic proton in such a way that the total

energy of the system be constant under a tolerance of

0.03 eV. The larger deviations for the total energy occurs

when the proton reaches the closest distance with the He

nucleus. After the time step was scaled proportionally for the

different energies in such a way that the same number of time

steps are needed to move the proton the entire length of the

simulation box. The number of time steps required to move

the proton from one side of the box to the opposite one is

around 30,000. The simulation is stopped at 25,000 time steps

when the proton is sufficiently far from the He nucleus and

around 3 Å far from the end of the simulation box. At this

point, the electronic capture is complete.

As the proton follows its path, coming close to the

Helium atom, the electronic structure of the latter is per-

turbed. Depending on the initial kinetic energy of the

projectile and its impact parameter, some charge is ejected

out of the Helium atom region and either becomes attached

to the proton projectile, or is ejected in all direction of

space, including backwards the direction of impact.

In the TD-DFT formalism for a two-electron spin-satu-

rated system such as the Helium atom, only one Kohn-
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Sham orbital is explicitly treated. Contrary to WFT, the

knowledge of the final state of the system does not allow a

unambiguous interpretation of the final result in terms of

probabilities of one- and two-electron transfer. However,

the one-electron transfer probability is much larger than

the two-electron transfer probability, and in the present

context, we will assume that the charge density outside

the Helium region is a direct image of the one-electron

transfer process. This is consistent with the results obtained

in [14, 15]

Figure 1 presents several snapshots of the time evolu-

tion of the electronic density inside the simulation box, for

a typical collision. For the purpose of visualization, the

electronic density is integrated in planes perpendicular to

the direction of propagation, inside discs of different radii

in the y - z plane. One notices that before the collision, the

lines for radii larger or equal to R = 1.59 Å are undistin-

guishable from the line obtained in the whole plane, while

the spread between different radii increases steadily after

the collision, meaning that the electronic charge that is

localized within 1.59 Å before the collision, is scattered

and occupies the whole simulation box after the collision,

as expected.

To measure the amount of charge being transferred to

the proton, we integrate the charge around the two nuclei

after the scattering and when they are sufficiently separated

to measure a stable number of electrons to each of them. In

this simulation, the proton carries at the end about 0.4

electrons in a sphere of 1 Å of radius.

In order to examine the stability of the quantitative

estimation of the charge transfer, Fig. 2 presents the evo-

lution of the integrated charge in slices of 2 Å, centered on

each atom. For completeness, we also present in this graph,

the integral of the charge density in the region of space

with x lower than -1 (called ‘‘Back-scattering slice’’), and

with x larger than ?1 (called ‘‘Forward-scattering slice’’).

At the beginning of the simulation, using a slice of 2 Å

for the Helium atom, a charge 1.967 electrons is inside the

‘‘Helium slice,’’ the charge that spills out of the slice

represents the tail of the charge density, split in 0.018

Fig. 1 Snapshots of the integrated planar charge density during a

typical proton-Helium collision. The impact parameter is 0.74 Å, the

initial kinetic energy of the proton is 26.8 keV. The direction of

propagation is x. The different lines show the density integrated inside

a disc of radius R (in Å) in the y - z plane (or inside the full box)

centered on a line that passes through the Helium atom at rest. Small
black dots are used to show the locations of the nuclei in the direction

x (see text)
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electrons for the ‘‘Back-scattering slice’’ and 0.015 elec-

trons for the ‘‘Forward-scattering slice.’’ It means that more

than 98 % of the charge is initially contained inside the

‘‘Helium slice.’’ As the proton gets closer to the Helium,

part of the charge associated with the He is also associated

with the proton, as the two slices overlap. Finally, when the

proton leaves the region of interaction, some charge fol-

lows the proton, reducing the charge associated the Helium

atom.

The charges associated with proton and He stabilizes

around a well-defined value. While the back-scattered

charge is quite small, the difference between forward-

scattered charge and the charge centered on the proton,

after the collision, is non-negligible and calls for further

analysis, especially with respect to its angular dependence.

Artefacts due to the reflecting nature of the simulation box

must also be analyzed. At the end of the time simulation

corresponding to Fig. 2, the charge present in the ‘‘Back-

scattering slice’’ is 0.023, the charge present in the

‘‘Helium slice’’ is 1.504, the charge present in the ‘‘For-

ward-scattering slice’’ is 0.473, while the charge present in

the ‘‘Proton slice’’ is 0.367.

Figure 2 also presented the Hirshfeld partitioning [23]

of the total charge, as a function of time. The Hirshfeld

partitioning attributes the charge at each point in space

either to the Helium or to the proton, according to a weight

that is proportional to the radial densities of the neutral

(ground state) Helium or Hydrogen atoms. The imple-

mentation of this partitioning is rather easy. Although it

completely neglects the possibility that a fraction of elec-

tronic charge density might not be attributed to one of both

atoms, it constitutes a useful characterization tool that can

be transposed easily to more complex situations, as

described in the next section [41]. For the present proton–

Helium case, after the collision, the Hydrogen Hirshfeld

charge is 0.453 and the Helium Hirshfeld charge is 1.547.

The Helium Hirshfeld charge is slightly higher than the

charge in the ‘‘Helium slice.’’ It seems to gather most of the

charge excluded from the ‘‘Back-scattering slice.’’ Analo-

gously, the proton Hirshfeld charge is larger than the

‘‘proton slice charge,’’ and smaller than the charge in the

‘‘Forward-scattering slice.’’ In both cases, they stabilize

after the collision and can be used to perform an analysis of

the transfer of charge.

As seen on Fig. 2, the amount of charge being trans-

ferred becomes stable for a given value of initial kinetic

energy and impact parameter. The understanding of the

long-term evolution of the charge clearly identified to be in

the He and H regions seems rather obvious, unlike the

charge in other regions.

In Fig. 3, we examine one aspect of the behavior of the

charge that remains between the two nuclei. In this respect,

we define the planar average velocity as the integral of the

local current divided by the local density in the plane

perpendicular to the x direction. This figure shows the

planar average velocity during the proton–He collision for

a reference plane in the scattering region at x = -0.5 Å.

As the proton approaches the He atom (t\ 0.20 fs), the

charge oscillates at the reference plane, inducing oscilla-

tions in the charge velocity. Immediately after the proton–

He atom collision (x = -4.2 Å, t = 0.21 fs), some charge

crosses the reference plane, causing a sudden jump in the

charge velocity shown in Fig. 3. When the proton crosses

the reference plane, (t = 0.35 fs), the charge crosses the

plane with the same velocity as the proton, as is evident in

the plateau found around 0.35 fs. After the crossing of the

proton, the velocity of the charge in the plane decreases

exponentially. Also, some charge goes back to the Helium

atom, visible as a negative value in the current along y. The

quantification of the amount of charge going in the dif-

ferent channels (including, e.g., electron scattering) has not

been attempted.

Figure 4 gathers the electronic charge transfer values,

after collision, as a function of the initial kinetic energy of

the projectile, for several values of the impact parameter.

Assuming an exponential behavior of the electronic capture

as a function of the impact parameter, the capture cross-

section based on the proton slice integrated charge density

Fig. 2 Amount of charge present in different regions of space during

the proton-He collision. The initial kinetic energy and impact

parameter are the same than the ones used in Fig. 1. Full line (blue)

: integrated charge in a slice with x between -5.2 and -3.2, that is,

between -1 and ?1 Å with respect to the Helium atom, defining the

‘‘Helium slice’’. Dotted line (red): integrated charge with x higher

than -3.2, that is, in the ‘‘Forward-scattering slice’’. Dash-dotted line
(light blue): integrated charge with x lower than -3.2, that is, in the

‘‘Back-scattering slice’’. Dashed line (green): integrated charge in a

moving slice, with the difference in x with respect to the proton being

between -1 and ?1, that is, in the ‘‘Proton slice’’. Note that this slice

overlaps first with the ‘‘Back-scattering slice’’, then with the ‘‘Helium

slice’’, then with the ‘‘Forward-scattering slice’’. Small dotted line
(blue), upper: Hirshfeld charge for the Helium nucleus. Small dotted
line (green), lower: Hirshfeld charge for the proton
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can be computed as a function of the initial kinetic energy

of the projectile. The corresponding data are presented in

Fig. 5. There is a good agreement with the experimental

data [12, 42–45] in the energy range where they agree

(below 150 keV).

One can wonder why the agreement is quite good,

although it is well known that TD-DFT usually overesti-

mates charge transfer [46, 47]. However, during collisions,

the electronic transfer occurs close to the nuclei, where the

electronic density is high. The contribution to the capture

cross-section is dominated by collisions with small impact

parameter. The known problem, actually related to the

presence of region of spaces weakly populated (exponen-

tial decay of the wave function) seems not to be encoun-

tered here. Even the lack of a non-local exchange [48] does

not affect the capture cross-section. We performed some

additional calculations, with the self-interaction correction

present in Octopus. We observed that differences in the

final outcome of the simulation are negligible.

4 Gold–Butane collision

The collision of an atom of gold and a molecule of butane

includes some extra challenges compared with the previous

case. Instead of two electrons, now we have a total of 113

electrons. By using pseudopotentials, the number of elec-

trons treated explicitly can be reduced to 37. The gold atom

being spin-polarized, we have to treat independently each

spin channel. The total number of Kohn-Sham spin orbitals

to be handled is thus 37.

As the butane molecule and the gold atom are bigger

than the entities of the previous case, the simulation box

needs also to be bigger: the box is 22 Å along the direction

of collision and 10.5 Å in the transversal directions. As the

projectile (Au) now contains electrons, its initial position

must be inside of the box.

In the proton–Helium case, the mass ratio between

projectile and target was 1:2. With Au as projectile, the

proportion is inverted to about 3:1. The simulation pre-

sented in Fig. 6 shows an atom of gold, with initial kinetic

energy of 23.9 keV, impacting the bond region between

two carbon atoms of the butane molecule. We observe that

the gold atom breaks the molecule precisely on that bond

and continues its path without major deflection. Two

fragments are formed from the former butane : one CH3 ion

Fig. 3 Components of the planar average charge velocity (j/n) as a

function of time, for the plane x = -0.5 Å. The physical conditions

shown here are the same as Fig. 2; the vertical dashed red lines
indicate the times of the snapshots of Fig. 1. The velocity of the

proton is also shown with a horizontal line

Fig. 4 Electronic charge capture for the proton–Helium collision, as

function of the initial kinetic energies for several different impacts

parameters. The charge depicted is the charge from the proton slice

when the transfer is completed

Fig. 5 Electronic capture cross-section by proton in Helium. Exper-

imental results [12, 42–45] are shown for comparison
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(lower part of each sub-figure) and one C3H7 ion (upper

part of each sub-figure). However, the latter can be seen to

decompose in a CH2 entity (moving upwards), and a C2H5

entity (nearly static).

This work is intended to simulate the kind of processes

occurring in secondary ion mass spectrometry (SIMS).

From a SIMS perspective, the fragmentations present in

our simulations should be similar to those occurring in

organic polymers due to secondary collision of the atoms

from a gold deposit surface as is the case in metal-assisted

SIMS (MetA-SIMS). They should have an important role

in the ionization of those organic fragments, allowing them

to be identified when sputtered.

Following the same methodology than the one used to

understand the case of proton and He collision, the planar-

integrated density was computed along the direction of

impact. It is represented in Fig. 7. As for the proton–

Helium collision, such charge density representation allows

to visualize the dynamic evolution of the electronic clouds.

The two clouds, initially well separated, merge, and then

separate, while a small component is present outside of the

two major regions.

For kinetic energies as high as in the case presented, and

with similarly large impact parameter, the fragments of the

butane molecule acquire a relatively small velocity,

making easier to partition the charge. We also tested lower

kinetic energy cases. However, for some of these, the

fragments have a velocity close to the one of the projectile.

Measures of charge based on a one-dimensional integrated

partition of the space are not as effective. The partition of

space must be three-dimensional (as was done with cylin-

der for the proton–Helium collision) to provide usable

results.

In Fig. 8, the Hirshfeld analysis is carried out for each

spin component. It shows a well-defined reallocation of the

spins charges for the gold atom. As the total amount of

charge for each component remains constant, it means that

the spin rearrangement is done at expenses of the spin

components of the carbon and hydrogen atom. While the

charge and spin on the gold atom quickly stabilizes after

the collision, on each fragment, the time-dependent

Hirshfeld analysis shows some fluctuation between atoms,

which is expected (even is confined in a fragment, the

electrons continue to oscillate, due to the Ehrenfest

dynamics). For a well-separated fragment, like the CH3

going downwards on Fig. 6, the stabilization is expected to

be faster than for each atom separately.

In Table 1, we provide the position, velocity, and

Hirshfeld charges (for each spin channel), for each atom, as

well as for the C2H5, CH2 and CH3 fragments, at the

Fig. 6 Snapshots of the collision of a gold atom with a butane molecule. The initial kinetic energy of the projectile is 23.9 keV
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beginning, and at the end of our simulation. Note that in

Fig. 6, the x axis runs diagonal in the perspective of the

snapshots. Also, the butane molecule is not symmetric with

respect to the impact axis.

The Hirshfeld analysis shows that the gold atom loses a

charge of 0.477 electrons in the spin up channel and gains a

charge of 0.280 electrons in the spin down channel, with a

global loss of 0.197 electrons. The CH3 fragment charge

change (U,D) is (?0.297, -0.135), for a global gain of

0.162 electrons, the CH2 fragment charge change (U,D) is

(?0.134, -0.039), for a global gain of 0.095 electrons, the

C2H5 fragment charge change (U,D) is (?0.047, -0.106),

for a global loss of 0.059 electrons.

5 Conclusions

In the present study, we have analyzed the charge transfer

due to collisions, using time-dependent density functional

theory. We focused first on the collision of a proton with an

atom of Helium, for which we tested analysis tools that

would scale also for more complex systems. The agreement

with experimental data for scattering cross-section is rea-

sonably good. We apply the same methodology to describe

the transfer of charge due to a collision between an atom of

gold and a molecule of butane. We find that the slice

representation allows for an easy visualization of the whole

phenomena, allowing to gauge the charge partitioning in

different region of space. The Hirshfeld partitioning yields

complementary quantitative information, although the

emission of electrons is missing from such representation.

In the case of the gold–butane collision, there is a cross-

Fig. 7 Planar-integrated charge

density, during the simulation of

an atom of gold in collision with

a butane molecule,

corresponding to the six

snapshots of Fig. 6. Each spin

contribution is considered

independently

Fig. 8 Evolution of the Hirshfeld charges, during the simulation of

the collision between an atom of gold and a butane molecule, with the

same parameters as in Fig. 6. Each spin contribution is displayed

independently for each atom. The upper curves are for the spin up and

spin down Hirshfeld charges on the gold atom. The Carbon Hirshfeld

charges start at a value of about two (for both spin up and spin down,

making four valence electrons for each carbon atom as expected), and

the Hydrogen Hirshfeld charges start at a value of about one half (for

both spin up and spin down, making one valence electrons for each

hydrogen atom as expected)
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exchange of spin charge density between the gold atom and

butane molecule (or fragments).

While in the case of the proton–Helium collision, we

were able to lead a full sampling of the parameter space

(impact parameter, kinetic energy of the projectile), the

configuration space for the gold–butane case is much lar-

ger, as the orientation of the butane molecule is to be

described in a three-parameter space, the whole charac-

terization having to be done in a five-dimensional space.

Monte-Carlo techniques should be used to investigate such

a parameter space.
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C (1.225, 1.773, 0.167) (2.072, 2.072) (1.230, 1.789, 0.173) (2.4e-03, 1.0e-02, 5.7e-03) (2.065, 2.044)

H (0.248, 2.202, 0.450) (0.476, 0.476) (0.221, 2.229, 0.502) (-2.7e-03, 2.7e-02, 3.2e-02) (0.480, 0.464)

H (1.508, 2.202, -0.811) (0.476, 0.476) (1.555, 2.229, -0.855) (3.5e-02, 2.6e-02, -2.0e-02) (0.468, 0.444)

H (1.968, 2.108, 0.909) (0.475, 0.475) (2.026, 2.136, 0.972) (2.3e-02, 1.6e-02, 2.3e-02) (0.465, 0.460)

C (1.151, 0.259, 0.093) (2.045, 2.044) (1.173, 0.326, 0.170) (8.8e-03, 1.3e-02, 2.1e-02) (2.079, 2.041)

H (0.894, -0.157, 1.086) (0.477, 0.477) (0.874, -0.169, 1.174) (-1.3e-02, -3.1e-03, 1.6e-02) (0.511, 0.484)

H (2.145, -0.157, -0.165) (0.477, 0.476) (2.466, 0.202, 0.194) (6.0e-02, 9.7e-02, 9.6e-02) (0.478, 0.453)

C (0.136, -0.222, -0.922) (2.050, 2.042) (0.393, 1.372, -0.835) (3.1e-02, 3.3e-01, 1.1e-02) (2.076, 1.995)

H (-0.862, 0.180, -0.667) (0.489, 0.479) (-0.989, 1.155, -0.394) (2.4e-02, 1.9e-01, 3.2e-02) (0.602, 0.558)

H (0.391, 0.180, -1.921) (0.477, 0.477) (0.500, 0.725, -2.230) (2.2e-02, 1.3e-01, -3.2e-02) (0.473, 0.407)

C (0.072, -1.750, -0.987) (2.075, 2.070) (0.332, -3.364, -0.967) (3.9e-02, -3.3e-01, 3.2e-03) (2.177, 1.844)

H (-0.206, -2.154, 0.008) (0.479, 0.477) (-0.144, -2.656, 0.306) (3.3e-02, -1.2e-01, 1.7e-02) (0.545, 0.541)

H (1.066, -2.154, -1.265) (0.475, 0.475) (1.546, -3.125, -1.527) (7.2e-02, -2.3e-01, -3.6e-02) (0.508, 0.466)

H (-0.677, -2.084, -1.735) (0.481, 0.475) (-0.700, -2.701, -2.097) (4.2e-02, -1.3e-01, -8.1e-03) (0.578, 0.510)

Au (-3.930, -0.987, -0.987) (5.972, 5.009) (7.218, -0.989, -0.998) (1.5e?00, -8.5e-04, -2.8e-03) (5.495, 5.289)

C2H5 (1.216, 1.055, 0.158) (6.500, 6.497) (1.241, 1.104, 0.211) (8.2e-03, 1.5e-02, 1.6e-02) (6.547, 6.391)

CH2 (0.083,-0.165, -0.975) (3.017, 2.998) (0.302, 1.310, -0.903) (3.0e-02, 3.1e-01, 9.2e-03) (3.151, 2.959)

CH3 (0.070, -1.826, -0.989) (3.511, 3.497) (0.312, -3.257, -0.995) (4.1e-02,-3.0e-01, 7.4e-04) (3.808, 3.362)
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Abstract We propose a simple DFT-based diagnostic

for nondynamical correlation effects, namely Ak =

(1 - TAE[XkC]/TAE[XC])/k where TAE stands for the

molecular total atomization energy, XC is a pure-DFT

exchange-correlation functional, and XkC represents the

corresponding hybrid with 100k % Hartree–Fock-type

exchange. The diagnostic is a good predictor for sensitivity

of energetics to the level of theory, unlike most wave-

function-based diagnostics. For GGA functionals, Ak val-

ues approaching unity indicate severe nondynamical

correlation, while values between 0 and about 0.1 indicate

systems where correlation is predominantly dynamical in

character (or entirely absent). The diagnostic is only

weakly sensitive to the basis set (beyond polarized valence

double zeta) and can easily be applied to problems beyond

the practical reach of wavefunction ab initio methods

required for other diagnostics. We also propose a simple

measure for the importance of dynamic correlation.

Keywords Nondynamical correlation �
Density functional theory � Diagnostics �
Ab initio � Thermochemistry

1 Introduction and background

When the Hartree–Fock reference determinant offers a

very good zero-order description of the system, and no

individual determinants or group of determinants make

large contributions to the correlated many-body wave-

function, the molecule is said to be dominated by dynam-

ical correlation. In such a scenario, the cluster expansion of

the wavefunction converges rapidly, and a ‘‘gold standard’’

correlation method like CCSD(T) [1] truly comes very

close to the exact (i.e., full CI) basis set correlation energy.

Deviations from this regime are, in the literature,

interchangeably referred to as nondynamical correlation

[2],1 static correlation, near-degeneracy correlation, left-

right correlation, and multireference effects [3].

In a very recent paper, Hollett and Gill (HG) [3] distin-

guish two types of nondynamical correlation, which they

term Type A and B, while they designate dynamical corre-

lation ‘‘Type D.’’ A similar dichotomy was proposed earlier

by Scuseria and Tsuchimoshi (ST) [4] who use the labels

‘‘left-right strong correlation’’ and ‘‘angular strong correla-

tion,’’ respectively, instead of ‘‘type A’’ and ‘‘type B’’.

‘‘Type A static correlation,’’ viz. ‘‘left-right strong cor-

relation,’’ is best illustrated by stretching H2 to infinite
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distance with RHF orbitals. Near re, the SCF wavefunction

is an excellent zero-order description: as the bond is

stretched, the rg and ru orbitals approach degeneracy, and

eventually only a bideterminantal wavefunction will be an

adequate zero-order approximation: a single-reference

calculation using RHF orbitals will at large distance cor-

respond to H? ? H-. However, as first noticed by Pople

[5, 6], using UHF [7] orbitals not only are a lower energy

obtained, but also correct dissociation is achieved: the

single determinant is no longer an eigenfunction of the S2

operator but is able to capture some of the static correla-

tion. Some systems exhibit such a ‘‘UHF instability’’ [8]

even at their (experimental or high-level ab initio) equi-

librium geometries: examples can be found in the first data

column of Table 4.

Type A correlation energy is often, confusingly, referred

to as ‘‘long-range’’ correlation: dispersion between noble

gas atoms, which is purely dynamical in character, is of

course likewise a long-range effect, albeit in a quite dif-

ferent way.

‘‘Type B static correlation,’’ viz. ‘‘angular strong cor-

relation,’’ is best illustrated [3] by comparing the correla-

tion energy of helium-like ions with arbitrary Z with the

valence correlation energy of beryllium-like ions, likewise

with arbitrary Z [9]. In the He-like case, the 1s orbital never

becomes quasidegenerate with any other, and Hartree–

Fock is a good zero-order description throughout: in the

limit for large Z, the ‘‘type D’’ (purely dynamical) correlation

energy converges to a constant [10, 11]. In the Be-like case

for Z\ 4.138, the absolute energy gap between the 2s and

2p orbitals is small and a UHF instability exists. As Z is

increased above the ‘‘isostability point’’ Z = 4.138, the gap

actually widens in absolute terms but becomes ever smaller

relative to the actual orbital energies: In fact, the correlation

energy in the large-Z limit contains a term that goes up

linearly with Z (!). As the type D correlation will asymp-

totically approach a constant like for the He series, type B

static correlation will become the dominant contribution

for large Z.

It may be clear in a qualitative sense how nondynamical

correlation is defined, or at least experienced quantum

chemists have an intuitive grasp of it [12].2 However, for

assessing the quality of quantum chemical predictions or

the need for more computationally demanding ones, a

quantitative or at least semiquantitative definition would be

very helpful. Several such ‘‘multireference diagnostics’’ or

‘‘nondynamical correlation diagnostics’’ have been pro-

posed over the years by wavefunction ab initio

practitioners. These can basically be divided into two cat-

egories: wavefunction based and energy based. Values of

various diagnostics for a representative selection of mole-

cules can be found in Table 1, while those for the entire

W4-11 set can be found in the Electronic Supporting

Information.

Another perspective is offered by considering ‘‘Type A

nondynamical correlation’’/‘‘left-right strong correlation’’

as a manifestation of quantum entanglement. A physically

motivated measure of the latter is the von Neumann

entropy [13], or the closely related correlation entropy

[14, 15]

S2 ¼ �
X
i

ni
2

� �
ln
ni
2

ð1Þ

where the ni are the natural orbital occupation numbers.

(Note that for a closed-shell, single-determinant Hartree–

Fock wavefunction, S2 = 0 since all ni are either 2 or 0,

and application of l’Hôpital’s rule yields limx!0þ x ln

x ¼ 0:) Partitioning in spatial and spin correlation entropies

has also been considered [16].

Entanglement is the central concept in the DMRG

(density-matrix renormalization group) community [17]. In

a recent study [18] on correlation effects in polycyclic

aromatic hydrocarbons (PAHs), Mazziotti and coworkers

employ Eq. (1) as a diagnostic for static correlation. They

note that, as written, the expression is not intensive: As a

workaround, applying it to CASSCF expansions for PAHs

of different sizes, they truncated summations at the core

and Rydberg ends of the CASSCF window such that they

have the same number of NOs in each summation.

Out of the wavefunction-based diagnostics, perhaps the

most widely used one is the T1 diagnostic of Lee and

Taylor [19], which is essentially nothing but the Frobenius

norm of the single-excitation amplitude vector divided by

the square root of the number of electrons correlated,

T1 ¼ t1j jj j2=
ffiffiffi
n
p

. (The denominator ensures that T1 is

approximately size-intensive.) Empirically, a T1 of greater

than 0.02 is said to indicate significant nondynamical

correlation effects [16]. A closely related quantity is the D1

diagnostic [20–22] of Janssen and Nielsen, which is the

matrix norm of t1. T1 is not foolproof by itself: for example

[23], F2 has a deceptively low T1 = 0.011 despite being a

notoriously ‘‘multireference’’ molecule (it is actually

metastable at the SCF level), and T1 = 0.027 for ozone

only suggests mild problems for what is in fact a patho-

logical system.

As for the largest T2 amplitude in a CCSD calculation—

another wavefunction-based diagnostic fairly widely

employed in the coupled cluster community—it is actually

larger for formaldehyde than for dioxygen (a much harder

system to ‘‘get right’’). Monitoring both T1 and the largest

T2 amplitudes viz. C2 coefficients will in practice detect

2 Intuitive, empirical grasp of a concept was memorably expressed by

Associate Justice Potter Stewart in the US Supreme Court decision in

Jacobellis versus Ohio [12]: ‘‘Perhaps I could never succeed in

intelligibly [defining it]. But I know it when I see it.’’
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most problematic systems but for instance (see Table 1),

the fairly mild scores of F2O2 (a.k.a. FOOF) on both cri-

teria belie its highly problematic [24] character.

Another diagnostic that has been used over the years are

the natural orbital occupations of the highest occupied and

lowest virtual orbitals. The ‘‘M diagnostic’’ of Truhlar and

coworkers [25] effectively condenses these into a single

number:

M ¼ 1

2
2� nHDOMO þ nLUMO þ

X
jSOMO

nj � 1
�� �� !

ð2Þ

where ni stands for the natural orbital (generalized) occu-

pation number of orbital j, and, in a single-determinant

picture, HDOMO would be the highest doubly occupied

molecular orbital, LUMO the lowest unoccupied molecular

orbital, and the SOMOs any singly occupied molecular

orbitals. For the special case of 2-in-2 CASSCF on a

closed-shell singlet, this reduces to M = nLUMO, which,

with x = nLUMO, is also the low-x limit of the corre-

sponding correlation entropy S2 ¼ �ðx=2Þ lnðx=2Þ�
ð1� x=2Þ lnð1� x=2Þ:

Yet another criterion, known in various guises among

people who carry out multireference calculations, is the

coefficient C0 (or its corresponding weight C0
2) in a CISD

or full-valence CASSCF wavefunction [26]. Since actually

their deviation from unity is the true criterion, we report the

CASSCF 1 - C0
2 in Table 1 instead. These two are not

bulletproof, as the low 1 - C0
2 and moderate M for F2

illustrate.

Various energetic criteria for nondynamical correlation

were proposed by one of us [23] in an attempt to find

reliable measures for inadequacy of the CCSD(T) method.

Earlier, Handy and coworkers [27] proposed E[CASSCF,

full valence] - E[SCF], while Krylov et al. [28] proposed

E[full CI, valence] - E[SCF]. These latter two definitions

differ through the orbital relaxation involved in CASSCF.

As an operational definition, we proposed [23]

%TAE[T4 ? T5], that is, the percentage of the molecular

total atomization energy accounted for by connected qua-

druple and quintuple excitations. These are obtained a

posteriori as a by-product of accurate W4 theory [23, 29]

computational thermochemical calculations, but in view of

their immense cost (the corresponding steps account for the

lion’s share of the CPU time in a typical W4 calculation),

these are obviously not useful as a priori predictors. We did

find two energy-based a priori diagnostics (requiring no

more than a CCSD(T)/cc-pVTZ single point calculation)

Table 1 Diagnostics for representative sample of W4-11 set, sorted by ascending %TAE[T4 ? T5]

DEvalFCI is in Hartree, the remaining values are dimensionless
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that are statistically very strongly correlated with

%TAE[T4 ? T5], namely %TAE[(T)] (R2 = 0.941) and

%TAE[SCF] (R2 = 0.810). These latter statistics were

obtained over a sample of 34 molecules spanning a wide

range of multireference character: more recently, this

analysis was repeated over the 140 molecules in the W4-11

benchmark dataset [30]: Upon elimination of the anoma-

lous Be2 diatomic (which is unbound at the CCSD level),

we found essentially identical R2 values of 0.94 and 0.80,

respectively. This study also considered the basis set

dependence of these diagnostics and found that they did not

change significantly upon basis set expansion beyond

cc-pVTZ [31]. It was also found [23, 30] that the T1 and D1

diagnostics correlate fairly poorly with %TAE[T4 ? T5],

with R2 = 0.36 and 0.33, respectively, over the W4-11 set.

The reader might wonder why not use %TAE[post-

CCSD(T)], that is, %TAE[T4 ? T5] ? %TAE[CCSDT -

CCSD(T)], as a benchmark instead. However, the good

performance of CCSD(T) itself results [32, 33] from a

(mildly erratic) error compensation between T4 (which

universally increases TAE) and T3 - (T) (which almost

universally decreases it), and hence highly problematic

molecules like singlet C2 look much more ‘‘well-behaved’’

on this criterion than they actually are.

The issue of nondynamical correlation not only vexes

wavefunction ab initio practitioners, but also bedevils the

presently much larger DFT developer and especially user

community as well. While DFT is generally more resilient

toward nondynamical correlation than, for example, many-

body perturbation theory, it is common knowledge that, for

example, ‘‘pure DFT’’ and hybrid DFT methods may yield

very different answers in such multireference systems as

early transition metal complexes.

As DFT (at least below the fifth rung of Jacob’s Ladder

[34]3) is a single-determinant theory, diagnostics based on

the structure of the multideterminantal wavefunction

require additional wavefunction calculations, as do the

%TAE[SCF] and %TAE[(T)] diagnostics. However, while

preparing a lecture about the adiabatic connection [35] and

hybrid DFT methods [36] for a graduate-level computa-

tional chemistry course, an alternative suggested itself,

which is the subject of the present paper.

2 Methods

As our benchmark dataset, we used the 140 molecules in

the W4-11 set, at fixed reference geometries taken from the

supporting information to Ref. [30]. All calculations were

performed on the Linux cluster of CASCaM (Center for

Advanced Scientific Computing and Modeling) at the

University of North Texas. CASSCF [37], valence-only

full CI, and CCSD(T) calculations were carried out using

the MOLPRO 2010.1 package [38] using full-valence

active spaces in a cc-pVTZ basis set; for some of the

largest molecules such as acetic acid, the lowest valence

orbitals and the corresponding antibonding virtuals were

taken out of the active space for technical reasons. For the

open-shell systems, restricted open-shell wavefunctions

were used. All DFT calculations were carried out using the

Gaussian 09 program system [39] on the same computa-

tional platform; here, unrestricted Kohn–Sham orbitals

were used for the open-shell systems. Orbital stability

analyses were likewise carried out using Gaussian 09.

Total atomization energies (TAEe values) were obtained

as differences between the molecular energy and the sum

of those of the neutral atoms in their respective ground

states.

%TAE[post-CCSD(T)] and %TAE[T4 ? T5] were taken

from the Electronic Supporting Information of the W4-11

paper [30].

The following five DFT exchange-correlation function-

als were considered: SVWN5 [40], BLYP [41–43], PBE

[44], BB95 [45], and TPSS [46].

Full numerical data for the W4-11 dataset are given in

the Electronic Supporting Information to the present paper.

3 Results and discussion

One can plot a molecule’s total atomization energy and its

various components (1-electron, Coulomb, exchange, cor-

relation) as a function of the percentage of Hartree–Fock-

like exchange. A representative such plot, for oxirane/

ethylene epoxide (C2H4O), is given in Fig. 1. As can be

seen there, while some components display just a hint of

curvature, the dependence of both TAE and its various

contributions exhibits surprisingly weak deviation from

linearity. (It would be perfectly linear if the calculations

were carried out in a post-LDA fashion.)

Zooming in a little, we do find that the ratio TAE(k)/

TAE(0) as a function of the fraction of HF exchange k only

shows some weak curvature (deviation from linearity) at

the quadratic level (and essentially none at cubic and

higher orders) for almost all the species. Even more con-

veniently, the dimensionless quantity Ak = (1 - TAE(k)/

TAE(0))/k lends itself very well to linear regression to

3 In this Biblical metaphor (Gen. 28:10–19) introduced by Perdew

and Schmidt [34], Heaven is the exact solution and Earth the Hartree

product. The first rung represents the local density approximation, the

second rung generalized gradient approximations, the third rung

meta-GGAs involving higher derivatives of the density, the fourth

rung occupied-orbital-dependent functionals (of which hybrids are a

special case), and the fifth rung virtual-orbital-dependent functionals

(of which double-hybrids [56–58] are a special case).
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Ak & Sk ? Tkk, with R2 = 0.99–0.9999 across the board

(see Electronic Supporting Information). Typically, and

consistent with the near-linearity of the TAE dependence,

we find Tk/Sk on the order of 0.1, with the exception of a

few species for which Sk is very small to begin with and

which are dominated by dynamical correlation (such as H2

and B2H6). Large values of Sk are found for molecules the

quantum chemist intuitively thinks of as ‘‘basket cases’’

such as F2O2, O3, etc.

Qualitatively, the same behavior is seen for all

exchange-correlation functionals considered, but on aver-

age, we find that Sk[PBE]/Sk[LDA] = 0.44 and Sk[TPSS]/

Sk[PBE] = 0.76. It stands to reason that sensitivity to the

percentage of HF exchange would decrease as one walks

up the ‘‘Jacob’s Ladder’’ [34]. Sk[BLYP] is very similar to

Sk[PBE], and Sk[BB95] is almost indistinguishable from

Sk[BLYP], suggesting not only that similar behavior is seen

within rungs of Jacob’s Ladder but also that the exchange

functional affects values more than the correlation

functional.

As can be seen in Table 2, squared correlation coeffi-

cients between Sk for the four non-LDA functional com-

binations are universally very large, R2 = 0.993–0.999.

This suggests that they all essentially contain the same

information.

How well do the Sk parameters correlate with the more

traditional nondynamical correlation indices? Correlation

is largest with %TAE[SCF], with which R2 vary from 0.96

to 0.97, and second largest with %TAE[(T)], all functionals

yielding R2 around 0.90.

Considering %TAE[T4 ? T5] as the benchmark, the best

statistical predictor is not surprisingly %TAE[(T)] with

R = 0.97, with %TAE[SCF] and Sk tied for second place.

When it comes to %TAE[post-CCSD(T)] (error compen-

sations and all), the DFT-based diagnostic in fact margin-

ally outperforms %TAE[SCF] and %TAE[(T)].

Of the wavefunction-based diagnostics, the only one that

has a reasonable correlation with %TAE[T4 ? T5] is

Truhlar’s Mdiag, which for closed-shell species is effec-

tively the average of HOMO and LUMO natural orbital

occupations (as well as the low-ni limit of the HOMO–

LUMO correlation entropy). The T1 diagnostic statistically

correlates poorly with all energy-based diagnostics, except

0 20 40 60 80 100
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Fig. 1 Profile of different components to the PBEk/cc-pVTZ TAEe of

oxirane as a function of the percentage of Hartree–Fock exchange.

Values are in kcal/mol relative to k = 25 % (PBE0)

Table 2 Squared correlation matrix of various diagnostics for nondynamical correlation for the W4-11 dataset less Be2 (i.e., 139 molecules)

Between T1 and D1, R2 = 0.895; correlations of D1 with other diagnostics in this table are similar to or lower than those for T1. For instance, with

valFCI Ecorr and valFCI 1 - C0
2R2 = 0.278 and 0.312, respectively

Unsurprisingly, the HOMO–LUMO correlation entropy tracks the CASSCF Mdiag very closely, with R2 = 0.953
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for the valence FCI correlation energy: its strongest cor-

relation, aside from with the closely related D1, is seen with

1 - C0
2 from a valence full CI calculation. (We note in

passing that 1 - C0
2, the Truhlar M diagnostic, and the

HOMO–LUMO correlation entropy all appear to contain

very similar information.)

For diagnostic purposes, one wonders whether we really

need to plot and fit such ‘‘HF exchange response curves,’’

or can we, for a given fixed k�, simply consider

Ak� ¼ ð1� TAEðk�Þ=TAE(0ÞÞ= k� � Sk þ k�Tk

As Tk is not only small but also itself fairly well correlated

with %TAE[T4 ? T5], R = 0.75 in the PBE case, we can

expect the correlation coefficient of Ak� with %TAE[T4 ?

T5] to be pretty constant. Not surprisingly, for values of k�
ranging from 0.05 to 1 (i.e., 5–100 %), Ak� has an essen-

tially constant R = 0.888–0.893 with %TAE[T4 ? T5]. We

can, therefore, take a given arbitrary k�, for example, 25%,

in which case the equation reduces to A25 %[PBE] =

4(1 - TAE(PBE0)/TAE(PBE)) or A25 %[BLYP] = 4(1 -

TAE(B1LYP)/TAE(BLYP)).

(While the present paper was being prepared for submis-

sion, a paper by Truhlar and coworkers [47, 48] was brought

to our attention, in which B1 = (BEBLYP - BEB1LYP)/nbonds

was considered for bond-breaking reactions.)

Returning to Table 1, and to the full table for the W4-11

set given in supporting information, we can state the fol-

lowing (for PBE or BLYP):

• Ak values around or above 1 appear to indicate severe-

to-pathological static correlation

• values around 0.5 appear to indicate moderate-to-severe

nondynamical correlation

• values near 0.3 appear to indicate moderate nondy-

namical correlation

• near 0.15: mild

• below about 0.10: correlation is primarily dynamic in

character

One advantage of Ak is its relatively low cost. The cc-

pVTZ basis set may still be out of reach for many practical

problems, however, and therefore, the basis set dependence

of the diagnostic is of interest. Table 3 lists correlation

coefficients and deviation statistics (from near-basis-set-

limit values with Jensen’s pc-3 polarization consistent

basis set [49–55]) for the LANL2DZ, 6-31G*, and

6-311G** basis sets. It is shown there that R2 C 0.98 for

basis sets of at least polarized double-zeta quality, while

R2 C 0.995 can be reached for triple-zeta double polari-

zation or better basis sets. Only for small double-zeta basis

sets like LANL2DZ or SDD could basis set dependence

potentially become an issue.

Are we primarily dealing with Type A or Type B static

correlation? One easy probe for that is to check for UHF

instabilities (Table 4). Stability analysis using Gaussian 09

for RHF references reveals RHF/UHF energy lowerings for

29 out of 139 molecules, plus for Be2 and Be atom: of

these, the following exceed 10 kcal/mol: Be2, BN(1R?),

C2(1Rg
?), CH2(1A1), FOOF, O3, S3, and S4. Using B3LYP

orbitals instead, only eight such instabilities are seen (three

of which insignificant), which is reduced to just five (two of

which insignificant) using BLYP orbitals. (The three spe-

cies for which UBLYP is significantly lower in energy than

RBLYP are the singlets BN, C2, and CH2.) This illustrates

that, at equilibrium geometries, we are dealing chiefly with

type B nondynamical correlation even with HF orbitals,

and almost exclusively so using DFT orbitals. It also sug-

gests that using DFT rather than HF orbitals as a reference

(as is done, e.g., in double-hybrid functionals [56–58]4)

imparts greater resilience to at least type A static correla-

tion. In fact, Cohen and Handy argue [59–62] that the

exchange functional in DFT includes ‘‘left-right correla-

tion.’’ Huzak et al. [63] demonstrate that there is a clear

analytical relationship between the extent of symmetry

breaking and the inverse of the HOMO–LUMO gap. Note

that in a Belgian collaboration on linear polyacenes [64], it

was found that even naphthalene already exhibits a UHF

instability, despite %TAE[SCF] = 75.5 and %TAE[(T)] =

1.56 values that are clearly in the ‘‘dynamical-dominated’’

range.5 In the present work, we find quite low A25 %[PBE]

values of 0.067 and 0.075 for benzene and naphthalene,

while the Mdiag obtained from QCISD/cc-pVTZ natural

orbitals are more ‘‘midrange’’ at 0.076 and 0.087, respec-

tively. (The same holds true for the HOMO–LUMO cor-

relation entropies.)

Finally, we note (Table 4) that both the absolute and the

relative RHF/UHF energy lowerings exhibit fairly high

Table 3 Basis set sensitivity of A50 %[PBE] as measured by the

squared correlation coefficient with pc-3 results

R2 with pc-3

LANL2DZ 0.8375

SDD 0.8657

6-31G* 0.9911

6-311G** 0.9913

6-311G(2d,p) 0.9953

cc-pVTZ 0.9976

def2-SVP 0.9840

def2-TZVPP 0.9985

pc-1 0.9870

pc-2 0.9979

pc-3 1 by def.

4 For the original concept of perturbation theory in a basis of Kohn–

Sham orbitals, see: Görling and Levy [58].
5 In fact, even benzene is marginally UHF-instable.
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correlation coefficients with the correlation entropy S2

(R = 0.905 absolute, R = 0.869 relative) and with the (in

fact, if perhaps not in intent) closely related M diagnostic.

This again suggests that these diagnostics primarily mea-

sure type A static correlation, rather than the sum of both

types A and B.

For the sake of completeness: what values of Ak� are

obtained in situations where no correlation contribution at

all is present? We considered two examples: De[H2
?] and

IP(H). As neither has a correlation contribution of any

kind, we expect Ak� values close to zero: in fact, we find

A25 %[PBE] = ?0.056 and -0.011, respectively, accept-

ably close to zero. A25 %[BB95] = 0.068 and -0.003,

respectively, A25%[BLYP] = 0.068 and -0.004, respec-

tively, while for A25%[TPSS], we find 0.074 and 0.000,

respectively.

A reviewer inquired whether the M06L [65], M06 [66],

M06-2X [66], and M06HF [67] family of functionals could

be used for this diagnostic. Since the meta-GGA exchange

and correlation parts of the M06 family [68] include dozens

of adjustable parameters optimized over the training set at

the given percentages of Hartree–Fock exchange (which

are 0, 28, 56, and 100, respectively), the dependence of

TAEs on the percentage of HF exchange is much weak-

ened, as illustrated in Ref. [69, 70] for the BMK functional

proposed there.

Defining AM06 = (1 - TAE[M06]/TAE[M06L])/0.28

and similarly for AM06-2X and AM06-HF, and applying this to

the W4-11 set, we find small negative values for systems

dominated by dynamical correlation, rising to positive val-

ues in the 0.2–0.4 range for systems with severe static cor-

relation. The correlation coefficients with %TAE[T4 ? T5]

are 0.79 for AM06, 0.84 for AM06-2X, and 0.85 for AM06-HF.

These are lower than for, for example, A25%[PBE] but still

indicate somewhat useful predictive power, which may be

useful for people carrying out application studies primarily

using the M06 family (Table 3).

Finally, one might wonder whether a simple, convenient

indicator for the importance of dynamical correlation could

be generated from DFT data. If we eliminate the molecules

with %[(T)] above 10% (i.e., cases with strong static cor-

relation), we can consider, for a given correlation func-

tional C,

D½C
 ¼ 1� TAE[HF]=TAE[HFC]

where HF stands for straight Hartree–Fock, and HFC for

the combination of pure Hartree–Fock exchange with DFT

correlation functional C. D[C] has the following squared

correlation coefficients R2 with %TAE[SCF]: D[LYP]

0.907, D[PBE] 0.927, D[TPSS] 0.887, and D[B95] 0.948.

If instead we consider the percentage of TAE accounted for

by CCSD—which in the limit for a system with only

dynamical correlation approaches the entire correlation

contribution—then the R2 values slightly increase to 0.923,

0.935, 0.902, and 0.952, respectively. Values for the W4-

11 set can be found in the Electronic Supporting Infor-

mation. We note that the idea of using DFT correlation

functional using HF orbitals as a measure of dynamical

correlation was, to the best of our knowledge, first sug-

gested by Handy and coworkers [59, 60].

4 Conclusions

We propose a simple DFT-based diagnostic for nondy-

namical correlation effects, namely Ak = (TAE[XC] -

TAE[XkC])/kTAE[XC] where TAE stands for the molecular

total atomization energy, XC is a pure-DFT exchange-cor-

relation functional, and XkC represents the corresponding

hybrid with 100k % Hartree–Fock-type exchange. The

diagnostic is a good predictor for sensitivity of energetics

to the level of theory, unlike most wavefunction-based

diagnostics. Ak = values approaching unity indicate severe

Table 4 UHF relaxation energy lowerings (kcal/mol) for the mole-

cules in the W4-11 set

Absent entries mean the RHF solution is stable with respect to spin-

symmetry breaking

For the values given, correlation coefficients with some diagnostics

for nondynamical correlation are as follows: Truhlar Mdiag

R = 0.923; HOMO–LUMO correlation entropy ScorrR = 0.905;

CASSCF 1 - C0
2R = 0.840. Correlation coefficients between

(TAE[UHF] - TAE[RHF])/TAE total and various diagnostics are

as follows: Truhlar Mdiag R = 0.875, ScorrR = 0.869, CASSCF 1

- C0
2R = 0.778, %TAE[(T)] R = 0.734
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nondynamical correlation, while values between 0 and about

0.1 indicate that correlation is predominantly dynamic in

character. The diagnostic converges rapidly with any basis

set of polarized double-zeta or better quality and can easily

be applied to problems beyond the practical reach of wave-

function ab initio methods required for other diagnostics.

We also can propose a simple gauge for the importance

of dynamical correlation in a molecular binding (or reac-

tion) energy: D[C] = 1-TAE[HF]/TAE[HFC]. Both indi-

ces can be computed with just three calculations: for

example, using the BLYP exchange-correlation combina-

tion, one could make do with just BLYP, HFLYP, and HF

calculations if A100 %[BLYP] is acceptable, and an addi-

tional B1LYP calculation if A25 %[BLYP] is preferred.

As a final remark, in the context of the present special

issue, it might be observed that the present diagnostic

touches on the area of conceptual density functional theory,

which has been the focus of intense research activity in

Belgium [71–73].
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Abstract Small gold clusters Aum (m B 16) were ana-

lyzed step by step using the density functional theory at

B3LYP level with a Lanl2DZ pseudopotential to under-

stand the rules governing the structures obtained for the

most stable clusters. After a characterization by means of

the NBO population analysis and spin densities, the par-

ticular electronic structure of such species was confronted

to their structural parameters and stability. It appears that

the most stable structures can be described in an original

way through resonance structures resulting from an anal-

ysis of Aum clusters into dimeric Au2 subunits. These are

arranged so as to promote: 1. A good overlap between

bonding r and anti-bonding r* areas belonging to differ-

ent Au2 units. 2. A cyclic flow of electrons over the whole

cluster. This model uses relatively simple chemical con-

cepts in order to justify most of the structures already found

in the literature as well as to establish a new approach

explaining the structural transition from two- to three-

dimensional configurations.

Keywords Clusters � Gold � Density functional

calculations � Electronic structure

1 Introduction

Metal clusters are molecular-like entities, formed by

assembling a small number of atoms ranging from a few to

several hundreds [1]. Among them, gold nanoparticles are

truly part of the emerging materials at the beginning of the

twenty-first century. Over the past 20 years, gold clusters

have attracted a particular interest for their potential

applications in nanotechnologies as well as for their good

catalytic performances [2, 3]. Their applications are so

numerous that they are key materials in electronic, optic [4]

even biomedical fields [5, 6]. Gold metal has for a long

time been considered as a poor catalyst. Its high ionization

potential explains its low affinity for small molecules such

as H2 and O2. However, Professor Haruta found in his work

that gold nanoparticles present a good catalytic activity [7–

11]. Like most elements from the platinum group, these

particles are able to activate the oxidation of H2 or CO,

even at low temperature [4, 9]. Such properties, which vary

with the size of the system, are due to the presence of low

coordination sites (surface/volume ratio larger than in the

solid state) [12–14] but also to quantum size effects (filled

electron shells) [15, 16]. For example, the reaction sites on

Au8 are not necessarily present on Au7 since their elec-

tronic configuration and the geometric structure of these

two clusters are completely different. This is illustrated by

the study of CO oxidation efficiency by small gold clusters

deposited on MgO, as a function of temperature and

nuclearity [17, 18].

Due to the relative simplicity of the fundamental gold

atomic configuration (only one 6s unpaired valence elec-

tron), the previous theoretical publications have mainly

focused on geometrical structures rather than electronic

aspects. However, several questions concerning the planar

configuration of small size gold clusters remain open. Why
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is some symmetry more stable than others? What are the

rules governing the geometry of the most stable structure?

The nuclearity at which the transition to a three-dimen-

sional structure takes place is another subject under debate.

Many studies using in particular DFT [19–31] have

attempted to provide some answers to these questions by

simulating a large number of nuclear configurations. In this

paper, we propose a model approach in which Aum neutral

gold clusters of small nuclearities are analyzed step by step

in order to justify their structures and relative stability. The

model connects structural parameters and relative stabili-

ties to a detailed and original study of their electronic

structure.

2 Methodology and results

Neutral gold clusters were computed using the density

functional theory (DFT). This method was chosen because

transition metal clusters present a great number of electrons

and requires the introduction of electron correlation effects.

DFT allows introducing some of this electronic correlation,

while maintaining a good quality/computing time ratio. We

opted for the B3LYP [32] exchange–correlation hybrid

functional, which among others appears to give consistent

results for the considered systems. Treating metal clusters

requires an appropriate basis set, providing sufficient

flexibility to describe as faithfully as possible electronic

relocation while limiting the number of electrons and thus

allowing computations to be completed in an affordable

time. For these reasons, the Lanl2DZ [33–35]1 basis set

was chosen, which deals explicitly with valence electrons

through a split valence polarized basis set, retaining 19

electrons per Au atom (5s2 5p6 5d10 6s1). The remaining

core electrons are modeled through an effective core

potential taking into account some relativistic corrections

(RECP). This choice, which is not the only possible one,

has been done to preserve homogeneity with our previous

publications on the subject [36] in which a more complete

analysis of various functionals and ECP’s was presented to

justify our choice. Furthermore, it provides results that are

consistent with most results published at the same level of

methodology. All computations and geometry optimiza-

tions were carried out using the Gaussian 03 package [37].

As the number of possible structural isomers grows

exponentially with the size of the cluster, it is essential to

establish a strategy for exploring the different local

potential energy surfaces (PES) that we will consider.

Following a logical approach, the potential energy surfaces

of Aum clusters have been explored over a wide variety of

geometries build on all symmetry point groups compatible

with the chosen nuclearity. The analytical computation of

the Hessian matrix under full symmetry relaxation condi-

tions was performed for each point group and gives further

information on the shape of the local hypersurface. Fol-

lowing downhill, the eigenvectors during the optimization

processes allow for structural distortions and affect the

system by introducing further stabilizing effects, such as a

Jahn–Teller effect. This procedure leads to one or more

true minima, which, after verifying the stability of the

obtained stationary density, are retained and submitted to

an analytical frequency computation. This optimization

procedure was repeated for several spin multiplicities

compatible with the odd or even number of electrons. For a

selected nuclearity, we have retained those minima lying at

most 6 kcal mol-1 (0.01 Hartree) above the global mini-

mum. It appears that for neutral gold clusters, the lowest

spin state is also the stable fundamental state. In agreement

with other DFT studies [19–31], no high spin/low energy

structures were ever found. This is not surprising as the

gold atom has only one 6s valence electron available for

forming metal–metal bonds. Singlets (closed shell, even

number of gold atoms) and doublets (open shell, odd

number of gold atoms) are thus the only spin multiplicities

to be considered. All the optimized structures corre-

sponding to these criteria are discussed below and used for

comparing some selected properties.

Many bare gold clusters have already been obtained

using DFT [19–31]. In this paper, we present and discuss

our results and compare them to those that can be found in

the literature. All Aum lowest minima found during the

optimization process are shown in Fig. 1 and those struc-

tures obtained for selected nuclearities are considered one

by one. Relevant inter-atomic distances are presented in

Fig. 2. It appears that the most favored structures for low

nuclearities adopt preferentially planar configurations.

These are observed for nuclearities up to 9. A three-

dimensional transition occurs when pseudo-planar config-

urations become the favored structures. This transition

takes place at m = 10 but the precise size for which gold

clusters change from 2D planar structures to 3D structures

remains an open question as this transition depends

strongly on the method used [38]. Häkkinen and al. [39]

suggest that planar structures are favored until Au13 while

Xiao and Wang [20] suggest that the 2D–3D structural

transition occurs at Au15. The recent work of Assadollah-

zadeh and Schwerdtfeger with the B3PW91 functional [28]

shows structures similar to ours. In this work, we will, from

an electronic viewpoint, try to bring some arguments jus-

tifying this structural transition. The interested reader will

find the Cartesian coordinates of all presented minima in

the supporting information file.

1 Figures have been drawn with Gaussview, Version 4.1.2, of

Gaussian Inc.
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Fig. 1 Most stable structures

for Aum clusters (2 B n B 16)
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The relative stabilization energy of the clusters may

be obtained by referring to the cohesive energy DEC,

which can be estimated from the energy released during

the formation of metal clusters starting from isolated

atoms:

DEC Aumð Þ ¼ ðEAuðmÞ � mEAuÞ
m

where EAu(m) is the computed energy of the gold cluster

and EAu stands for gold’s atomic ground state energy.

Fig. 2 Inter-atomic distances for Aum clusters of small nuclearities

Fig. 3 Evolution of the

cohesive energy of Aum clusters

as function of the nuclearity
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The evolution of the cohesive energy DEC for the most

stable studied species is given in Fig. 3. As already dis-

cussed in a previous publication [36], the cohesive energy

gets more exothermic with increasing nuclearity. Starting

from these data, some other reaction energies can be

obtained using thermodynamic cycles. Energetics of reac-

tions such as Au2n ? n Au2 merit our attention and will be

further commented on the discussion. The oscillations

observed in Fig. 3 are due to the alternation between less

stable open-shell and more stable closed-shell configura-

tions. It appears also on the figure that the cohesive energy

converges to a limit with increasing m that the stability

gain for the first members of the series is impressive and

that some configurations are particularly stable and merit

further investigation to explain such properties. This is

particularly true for Au6 and Au8.

To our knowledge, the electronic structure of gold

clusters has never been studied through the natural popu-

lation analysis [40–42], whereas this analysis provides

relevant information about electron configurations,

hybridization states, and charge transfers occurring

between the various metal partners of the cluster. This

method is useful to bring the complex vision of metal

clusters into a more localized Lewis-like structure, which is

easier to interpret for chemists. The electron cloud reor-

ganization arising during the clustering process gives an

idea of the orbital shapes involved in bonding and allows

identifying potential reaction sites that may intervene in the

growth process. This was achieved through the use of Dq, a

differential density function obtained by subtracting from

the density of the cluster, the density of the isolated atoms

maintained in the same nuclear configuration as the cluster.

Dq ¼ qcluster �
Xm
i¼1

ðqatomÞi

The electron density increase in bonding areas appears by

positive Dq values (blue color in the figures) while anti-

bonding areas show negative Dq values (red color). Finally,

for open-shell systems, spin density, defined by subtracting

b density to the a density, brings information on the

unpaired electron distribution in the system.

Dqspin ¼ ðqclusterÞa � ðqclusterÞb:

3 Discussion

As most of the discussion presented in this paper rests on

the electronic structure of the Au2 dimer, considered to be

the subunit leading to a rationalization of the structure of

these clusters, we will first focus on its electronic structure.

Afterward, the analysis of even nuclearities, that is, closed-

shell clusters, will be presented and we will show that their

structures and relative stabilities may be rationalized by

considering an assembly of such Au2 subunits within the

cluster. Finally, odd nuclearities will be discussed showing

that their structure and stability may be described by the

adsorption of a gold atom on the previous closed-shell

cluster and respond to the same simple building principle

even though the presence of an unpaired electron intro-

duces some slight difference.

3.1 Dimer Au2

In its atomic ground state, Au presents a 5d10 6s1 open-

shell valence configuration, which leads to a Au–Au stable

chemical bond formed by the combination of the two

6s electrons. In this model, Au2 is characterized by a r
doubly occupied bonding orbital (HOMO) and a r*

unoccupied anti-bonding orbital (LUMO). The natural

population analysis shows that the 5d orbitals, lower in

energy, remain largely separated on their respective atoms

and that there contribution to the metal bond can be con-

sidered as negligible (Table 1). Furthermore, the occu-

pancy numbers are very close to those of the isolated Au

atom, removing the occurrence of any 6s–5d hybridization

during the formation of the bond. The computed bond

length (2.57 Å) is in accordance with other DFT studies

and slightly longer than the experimental measurement

(2.47 Å) [43]. The electronic reorganization following the

combination of the two isolated atoms is illustrated through

the differential density in Fig. 4. As seen, the valence

electrons relocation takes place in a cylindrical region

between the two nuclei, but outside the bond axis. Fol-

lowing the Berlin’s diagram [44] approach of the Helmann

Feynman electrostatic theorem, this area constitutes the

bonding area or nucleophilic region of the dimer. A small

Table 1 Natural population analysis of the Au2 dimer

Atom Atomic population (e) r contribution (%)

6s 5dz
2 6pz 6s 5dz

2 6pz

Au 1.04 9.95 0.01 95.48 4.07 0.45

Fig. 4 Density differential functional of Au2 dimer (5.10-3 e-/bohr3)
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electronic default appears along the bond axis completed

by two large areas of lower density extending over both

sides of the Au–Au bond. These are the anti-bonding areas

or electrophilic regions. From this point of view, the Au2

dimer seems able to play a double role: A donor, giving the

electron density of its r bonding orbital to an eventual

acceptor site that should preferentially stand perpendicular

to the bond axis; an electron acceptor receiving an excess

of electron density into its empty anti-bonding r* region.

Of course, both interactions would lead to a weakening of

the bond, anticipating a longer inter-atomic distance. This

description is also consistent with the high polarizabilities

of Au2, which expresses in the cylindrical area outside the

interatomic bond (lighter atoms, H2 for example, would

lead to a bonding density localized along the bond axis

between the two nuclei). As these conclusions will be used

later on to explain the structure of higher nuclearities, this

behavior of the Au2 dimer will be schematically repre-

sented by:

3.2 Closed-shell systems

Let us now consider higher closed-shell clusters and show

in this section that closed-shell structures of Aum clusters

can be interpreted as an assembly of Au2 dimeric subunits.

A combined study of the electronic structure, inter-atomic

distances, and stability properties realized on the obtained

optimized geometries sustains this interpretation. It should

be noted that despite the large number of existing papers on

the subject, most present factual data on the clusters but

none introduces the electronic facets of the problem to

offer a model description.

3.2.1 Au4: r–r* interaction

First of the series, the optimizations for the tetramer lead to

two very stable planar structures and no stable low lying

3D structure can be found. The ground state corresponds to

a C2v Y shape structure (4.A) while the closest isomer,

which is only 1.69 kcal mol-1 higher, is a D2h rhombus

(4.B). These two structures are those commonly found in

the literature, although their relative stability depends on

the functional or basis set used [25–28]. An analysis of

structural parameters (Fig. 2) and charge distributions

shows that four gold atoms, even in high symmetric

structures, present important non-equivalent charges. This

may however be explained if one admits that these two

clusters result from the combination of two Au2 units

through a r–r* donor–acceptor interaction. In the 4A case,

the two dimeric units are positioned in a perpendicular way

while in the second case, they are positioned in a paral-

lel, slightly shifted manner. The two configurations with

their natural atomic charges are schematically illustrated

below:

The most stable state (4.A) shows a relatively localized

electronic structure where the two dimeric units, Au1–2

(2.59 Å) and Au3–4 (2.63 Å), are characterized by bond
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lengths close to those presented by the dimer. As antici-

pated in the Au2 discussion, a small increase in bond length

is observed and explained by the r–r* interaction that

weakens the covalent bonds of both partners. These two

distances are nevertheless shorter than the inter-unit Au2–3

and Au2–4 distances (2.80 Å), which do not respond to

conventional covalent bonds. The NBO analysis calculates

a r34 ? r*12 charge transfer of about 0.26 e-, depicting

an Au3–4 donor unit positively charged and an Au1–2

acceptor unit negatively charged (see diagram above).

The r12 and r*34 orbital populations remain substantially

unchanged, justifying their negligible role in the charge

transfer. These two latter orbitals correspond to the frontier

orbitals as can be appreciated on the simplified orbital

diagram of Fig. 5, which expresses the combination of two

dimeric units.

The rhombohedral isomer (4.B) presents a more delo-

calized electronic structure. Nevertheless, its structure can

also be described through an interaction between two Au2

subunits, where each Au2 subunit acts as a donor as well as

an acceptor. This can be represented by two similar

schemes, leading to two equivalent resonance structures.

Unlike the more stable isomer (4.A), this spatial arrange-

ment allows what we will call, as suggested by the arrows

chaining, a ‘‘cyclic flow’’ of valence electrons on the entire

structure. It is thus possible to write down two resonance

structures depending on the arrows direction. This alter-

nation representing the electron delocalization in a reso-

nance phenomenon is responsible for longer bond lengths

on the periphery (2.77 Å) while the central Au2–3 distance

gets shorter (2.68 Å) to enhance r–r* overlap.

The energetic closeness of the two isomers suggests that

this form of r-aromaticity provides an additional gain in

stability, which compensates the lower r–r* overlap. This

interpretation is supported by the NBO analysis, which

shows occupation numbers for r and r* orbitals of 1.6 and

0.4 e-, respectively. The charge separation is larger than

for the (4.A) isomer and may be related to the interaction

between two dipoles. Following this description, one may

admit that the relative stability of these two structures will

largely depend on the amount of electron correlation

introduced by the method, and depending on the nature of

the chosen functional, the first or the latter will be favored.

These two minima belong to the same potential energy

surface and are connected by a transition state following a

Fig. 6 Reaction pathway

connecting both (4.A) and (4.B)

minima accompanied by their

density differential functional

Fig. 5 Simplified orbital diagram of Au4 in its (4.A) geometry

obtained by the combination of two dimeric units
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simple rotation in the plane of the two dimeric units. The

calculated barrier is still very small (about 5 kcal mol-1),

since, going from (4.A) isomer to (4.B) isomer, the

decrease in r–r* overlap is quickly counterbalanced by

the cyclic flow of valence electrons on the entire structure.

This behavior is illustrated in Fig. 6 along with the density

delta function of the two minima. It should be mentioned

that no stable three-dimensional structure of low energy

has ever been identified. Such structures (D2d) are high-

order transition states lying at least 20 kcal mol-1 above

the minima that reoptimize to (4.A) or (4.B). This is con-

sistent with the r–r* interaction, which is maximized in a

planar system, while the minimal interaction is obtained for

a tetrahedral geometry.

Finally, the stabilization energy induced by the associ-

ation of two Au2 subunits leading to the tetramer is esti-

mated by the corresponding reaction energy to 22.8 and

21.1 kcal mol-1, respectively, for (4.A) and (4.B). This

large energy release is about one half of the binding energy

of Au2 (43.2 kcal mol-1).

3.2.2 Au6 and Au8: r aromaticity

As found for the tetramer, geometry optimizations show

that the Au6 hexamer and Au8 octamer adopt very stable

planar configurations, much lower in energy than any other

structural isomers. Such configurations could already be

anticipated from the electronic structure analysis carried

out in the previous section. Thus, for these two clusters, the

dimeric units are arranged, respectively, in D3h (6.A) and

D4h (8.A) symmetry, preferred to the hexagonal or octag-

onal configuration. These symmetries maximize the r–r*

interactions while allowing a good cyclic flow of valence

electrons, which is associated with the r-aromaticity con-

cept [45].

No other nuclear configuration satisfies this double

condition for such a small number of dimeric units. These

two geometries are also found in the literature as the most

stable, whatever the method of calculation performed [25–

28]. As it is shown in Fig. 2, the dimeric part of the

structure is easily recognized by bond lengths significantly

shorter (2.70 Å) than the interatomic distances joining the

central atoms (2.90 Å for Au6 and 2.87 Å for Au8). The

natural populations are relatively similar to those found for

the (4.B) tetramer isomer (r: 1.6 e- and r*: 0.4 e-). The

charge distribution shows that the negative charges are

localized on the external atoms of the structure. Symmetry

imposes of course the writing of two equivalent resonance

structures, justifying the atomic charge alternation. The

polarization of dimeric units, however, diminishes when

their number increases. From the stability point of view, an

increase is observed with the number of dimeric units. The
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comparison of three or four Au2 subunits leads to stabili-

zations of, respectively, 76.5 and 115.8 kcal mol-1 which

is more than three or four times the 21.1 kcal mol-1 value

of (4.B). This is due to the amplifying effect of r–r*

overlap which is better in Au8 than in Au6 and Au4 (4.B).

The r–r* overlaps are optimal in Au8 as 90� angles link

the dimeric units. For this reason, any other structural

isomer lies much higher in energy. Finally, the differential

densities of the two clusters, as illustrated in Fig. 7, high-

light the domain of lower density located at the center of

the structures.

3.2.3 Higher nuclearities: structural transition

When the size of the system becomes larger, in other

words starting from five dimeric units, a structural tran-

sition to non-compact three-dimensional configurations

(pseudo-planar geometries or cages) becomes possible

while maintaining both good r–r* overlaps and some r

aromaticity. It is not uncommon to identify minima that

adopt unconventional geometries, which may nevertheless

be justified by an Au2 units association. In order to

illustrate this structural transition, we will consider the

Au10 example, which presents a series of nearly degen-

erate minima reported in Fig. 1. The planar structure

(10.C) has almost the same energy than the more stable

(10.A) and (10.B). It is a matter of fact that this sequence

will be modified by the methodology one uses and that

inversions may appear. Our goal here is not to pretend

that 3D is more stable than 2D at m equal to 10, but

rather to show that both coexist and that the structure

obtained for all these clusters obey to the same logic. The

first two, (10.A) and (10.B), are three-dimensional, but

they are based on slightly distorted Au6 and Au8 tem-

plates that maintain an aromatic character; for instance,

the (10.A) isomer with D2 symmetry shows two perpen-

dicularly connected Au5 units, each integrating two

equivalent resonance structures favoring the cyclic flow as

shown in the diagram below:

The (10.B) isomer with a C3v symmetry is, in turn,

stabilized by expressing its structure as a combination of

three resonance structures.

Isomer (10.D) is the next member of the Au4 (D2h), Au6

(D3h), and Au8 (D4h) planar sequence but this one must

necessarily leave the plane in order to preserve angles close

to 90� between the dimeric units. The number of r–r*
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overlaps being less numerous than for (10.A) and (10.B)

isomers, the (10.D) structure is a bit less stable.

Finally, the (10.C) and (10.E) minima, located, respec-

tively, at 0.73 and 2.27 kcal mol-1 of the most stable

structure, correspond to the most stable planar configura-

tions. In both cases, their predominant resonance structures

are based on the Au6 template. The largest stability of the

(10.C) isomer compared to the (10.E) isomer may be

explained by a larger delocalization of valence electrons.

Even though the writing of resonance structures

becomes more tedious, this discussion may be extended to

higher nuclearities, leading finally to Au16, the first cage

structure. This remarkable structure is formed by the

assembly of 8 dimeric units presenting Td symmetry.

Although it is difficult to translate in a 2D picture, the

disposition of dimeric units and the high symmetry of this

system provide many equivalent resonance structures and

high r–r* overlaps, which bring a great stability to such

configuration.

3.3 Open-shell systems

Building rules, established for closed-shell systems, may

now be extended to the study of preferential structures and

stabilities obtained for Aum open-shell clusters.

3.3.1 Au3: the ‘‘push pull’’ effect

The trimer can be described by a Au2 dimeric unit to

which an additional atom with an unpaired electron is

added. Two donor–acceptor-type interactions are then

possible between the two partners. On the one hand, the

unpaired 6s electron of the additional atom acts as a

donor toward the anti-bonding r* orbital of the dimeric

unit (acceptor). On the other hand, the bonding r orbital

of the dimeric unit acts as a donor toward the partially

filled 6s orbital of the additional atom (acceptor). Fol-

lowing the model description presented above, the Au3

trimer is expected to adopt a linear or triangular config-

uration according to the predominance of one of the two

mentioned interactions. These two extreme situations are

illustrated below:

The geometry optimizations show that none of those two

structures corresponds to a stable configuration. The

ground state found is a bent C2v structure with a 140� angle

Fig. 7 Difference density of Au6 (6.A) and Au8 (8.A)
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(3.A). This structure is found in many DFT studies regardless

of the functional or the basis set used [25–28] and has been

observed experimentally [46]. Such intermediate geometry

between two extreme situations (linear and triangular) sug-

gests that both interactions have to be taken into consider-

ation in order to predict the structure of the trimer. Indeed, by

bending, the structure allows a synergistic combination of

both interactions through an electronic effect and we may

call ‘‘push–pull,’’ which allows a cyclic flow of valence

electrons. Two resonance structures for Au3 may now be

written, the unpaired electron being either at the right end, or

at the left end of the resonance structure.

The structural parameters of the trimer can be linked to

this electronic description. On the one hand, the computed

bond lengths (2.64 Å) are in good agreement with the

superposition of these two resonance structures. They are,

therefore, slightly larger than in the case of the dimer. On

the other hand, the angle of the structure (140�) complies

with the dual interaction by adopting a median value to

those adopted by the extreme structures (180� for linear

and 90� for triangular). The charge transfers can be

quantified by means of a NBO analysis and are listed in

Table 2. Thus, although atomic populations of atoms

located at the ends of the trimer show occupancy numbers

(5d9.95 6s1.00) identical to those of the isolated atom, there

is a rAu(2) ? 6sAu (b) transfer of 0.18 electron completed

by a 6sAu (a) ? r*Au(2) back transfer of 0.26 electron.

Consequently, the trimer has a slight dipole moment

and the central atom is negatively charged. Contributions

due to the 5d orbitals (5dAu(2) ? 6sAu (b) and 5dAu ?
r*Au(2)) are low and will not be discussed. The use of

two resonance structures describing the trimer can still be

justified using the spin density shown in Fig. 8. It shows

that the majority of the unpaired electron distribution is

located at the ends of the cluster. The figure also reveals

the low contribution of the 5d orbitals of the central

atom.

3.3.2 Au5: competition between resonance structures

The most stable structure adopted by Au5 is a trapezoidal

planar geometry with C2v symmetry (5.A). A D2h planar

isomer about 8 kcal mol-1 higher in energy could be

identified (5.B). It corresponds to a flat minimum that can

be connected to the previous structure by a very low bar-

rier. These structures are also identified in other papers as

being the lowest in energy [25–28]. They are listed on the

reaction path (Fig. 9) along with their frontier orbitals.

Considering the ground state (5.A), the localized subunit

approach leads to three non-equivalent resonance struc-

tures depending on the position chosen for the isolated

atom. These are shown below:

Table 2 Electronic transfers involved in the localized description of

Au3 through the ‘‘push–pull’’ effect

Au2 ? Au Au3 Charge transfer (e)

rAu(2) 2.00 1.82 –0.18

6sAu (b) 0.00 0.25 ?0.18 (?0.07)

6sAu (a) 1.00 0.74 –0.26

r*Au(2) 0.00 0.29 ?0.26 (?0.03)

Total 3.00 3.10 0.00 (?0.10)

Numbers in parentheses are the contributions due to 5d orbitals

Fig. 8 Spin density of the trimer in its ground state (5.10-3 e-/bohr3)
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A weighting of these three resonance structures is nec-

essary to predict the structural and electronic properties of

the cluster. For this purpose, only an inventory of all

interactions present in each of the resonance structure may

lead to a hierarchization and bring information on the

dominant structure. According to the diagram, only struc-

ture 1 allows for a cyclic flow on the entire cluster.

Moreover, unlike structures 2 and 3, the resonance struc-

ture 1 is the only one where the isolated atom plays both

the role of donor and acceptor. At first glance, it appears to

be the preponderant structure. An interesting feature of the

NBO analysis supports this hypothesis. Indeed, the NBO

analysis is able to perform, on the basis of chosen reso-

nance structures, a counting of the number of Lewis and

non-Lewis electrons within the computed electron density.

In this way, resonance structures may be sorted following

the number of Lewis electrons. Structure 1 presents indeed

the lowest number on non-Lewis electrons (1.45), while

structures 2 and 3 have higher and almost similar values

(1.83 e- and 1.81 e-, respectively). This major resonance

structure can also be justified looking at the spin density or

at the inter-atomic distances. Firstly, the spin density in

Fig. 10a identifies a major distribution of the unpaired

electron on the small side of the trapezoid, which is con-

sistent with resonance structure 1 being dominant. This

side can also accommodate an additional gold atom to give

the very stable Au6 isomer. Secondly, bond lengths given

in Fig. 2 reflect the weighted superposition of the three

distinct resonance structures. Indeed, the internal distances

Au1-4 and Au2-4 are the longest (2.87 Å) as they do not

relate to any dimeric unit, whatever the resonance structure

being considered. As 1 is predominant, the Au1-2 distance

(2.78 Å) is slightly longer than other external distances

Au1-3, Au2-5 (2.75 Å) and Au 3-4, Au4-5 (2.70 Å) since

the couple Au1–Au2 is not involved in a dimeric unit.

Similar conclusions can be obtained for the (5.B) iso-

mer, which may be represented by two distinct resonance

structures schematically given below:

Fig. 9 Potential energy surface of Au5 showing the two lowest

minima with their frontier orbitals

Fig. 10 Spin density of (5.A) and (5.B) isomers of Au5 (5.10-3 e-/

bohr3)
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Resonance structure 1 is proposed to be the major

structure as its non-Lewis population (1.55 e-) is smaller

than structure 2 (1.68 e-). The link can once more be done

with the spin density of Fig. 10b and the structural

parameters (Fig. 2). The lower stability of this isomer finds

its origin in the absence of a cyclic flow in resonance

structures, a condition satisfied only for a trapezoidal

geometry.

Fig. 11 Spin densities of (7.A)

and (9.A) stable states (5.10-3

e-/bohr3) with a schematic

representation of the

predominant resonance

structures

Fig. 12 Predominant resonance

structures and spin densities of

(7.B) and (9.B) clusters
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3.3.3 Higher nuclearities

The higher nuclearities are consistent with previous results

but the large number of possible dimeric units makes it dif-

ficult to define intuitively the predominant resonance struc-

ture. For example, Au7 and Au9 clusters present both planar

ground states (7.A) and (9.A) [25–28] where the major res-

onance structure corresponds to the addition of one gold

atom on the very stable Au6 and Au8 templates. For the two

clusters, the spin densities reveal the location of the unpaired

electron, that is, the most atomic-like center (Fig. 11). In

both cases, the major resonance structure corresponds to the

addition of a gold atom to the very stable Au6 and Au8

templates. This maintains a good electron flow over the

entire structure. However, the large number of resonance

structures renders a detailed analysis a bit more laborious.

Three-dimensional minima (7.B) and (9.B), respec-

tively, at 5.5 and 2.0 kcal mol-1 could be identified. These

correspond to the adsorption of an additional gold atom on

a face of the very stable Au6 and Au8 clusters. Their

structure will be slightly deformed adjusting the orbitals

overlap by a ‘‘push–pull’’ effect while maintaining a good

r-aromaticity. The unpaired electron becomes easy to

locate since the dominant resonance structure, as for (7.A)

and (9.A), corresponds to those minima keeping a cyclic

flow of electrons in Au6 and Au8 templates (Fig. 12).

Although these two structures satisfy the condition of an

electronic flow, they are less stable than their planar

counterparts. This is explained by a weakening of r–r*

overlaps due to the deformation of the Au6 and Au8 tem-

plates, and therefore, a decrease in aromaticity. A similar

discussion could be carried out for successive nuclearities.

4 Conclusions

It has been shown in this work that the electronic structure

of Aum clusters can be described in an original way through

resonance structures, which may be drawn by expressing

the considered structure in Au2 dimeric subunits. It appears

that Au2 is a stable unit presenting a strong coherent

electronic structure. This, which at first glance may seem

surprising, may be understood if one notes its isoelectro-

nicity to the well-known Hg2
2? cation. This gold dimer

constitutes the basic unit that allows interpreting the elec-

tronic and geometric structure of more elaborate clusters.

The presented analysis, based on the concepts well known

by chemists, highlights the rules governing the electronic

description of such compounds. Their predictive capability

explains geometries but also provides direct information on

structural parameters and relative stabilities. Moreover, in

the case of open-shell systems, the rules have shown their

usefulness in evaluating the distribution of the unpaired

electron. Therefore, a good understanding of these rules

can restrict the exploration of potential energy surfaces to

the most reasonable candidate structures, which can be

strategic as we know that the number of conceivable iso-

mers becomes important when the systems size increases.

To summarize, the most stable structures ensure:

1. A maximization of r–r* overlaps between Au2

dimeric units.

2. A promotion of cyclic flows of valence electrons on

the entire structure (r–aromaticity).

These conditions are ideally fulfilled for the Au8 cluster,

and to a lesser extent, the Au6 cluster. Such templates are

found in the most stable structures of higher nuclearities.

Finally, the rules provide guidelines to the structural

transition of small planar gold clusters to three-dimensional

structures. It seems that this transition is favored starting

from five dimeric units, i.e., Au10.

The discussion presented in this paper leads to a model,

which seems consistent with most observed structures.

Nevertheless, it remains a theoretical model, which is

obtained at a well-defined level of theory that does not

extensively introduce all effects, such as relativistic and

many body corrections. Even though the authors are con-

fident in the quality of their analysis, one may not exclude

such effects to be significant in the case of gold.
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24. Koskine P, Häkkinen H, Seifert G, Sanna S, Frauenheim T,

Moseler M (2006) New J Phys 8:9

25. Walker AV (2005) J Chem Phys 122:094310-1–094310-12

26. Xiao L, Tollberg B, Hu X, Wang L (2006) J Chem Phys

124:114309-1–114309-10

27. Li XB, Wang HY, Yang XD, Zhu ZH, Tang YJ (2007) J Chem

Phys 126:084505-1–084505-8

28. Assadollahzadeh B, Schwerdtfeger P (2009) J Chem Phys

131:064306-1–064306-11

29. Bulusu S, Zeng XC (2006) J Chem Phys 125:154303-1–154303-5

30. Phala NS, Klatt G, van Steen E (2004) Chem Phys Lett

395:33–37

31. Olson RM, Varganov S, Gordon MS, Metiu H, Chretien S,

Piecuch P, Kowalski K, Kucharski SA, Musial M (2005) J Am

Chem Soc 127:1049–1052

32. Becke AD (1993) J Chem Phys 98:5648–5652

33. Hay PJ, Wadt WR (1985) J Chem Phys 82:270–283

34. Hay PJ, Wadt WR (1985) J Chem Phys 82:284–298

35. Hay PJ, Wadt WR (1985) J Chem Phys 82:299–310

36. Zanti G, Peeters D (2010) J Phys Chem A 114:10345–10456

37. Frisch MJ, Trucks GW, Schlegel HB, Scuseria GE, Robb MA,

Cheeseman JR, Montgomery JA Jr, Vreven T, Kudin KN, Burant

JC, Millam JM, Iyengar SS, Tomasi J, Barone V, Mennucci B,

Cossi M, Scalmani G, Rega N, Petersson GA, Nakatsuji H, Hada

M, Ehara M, Toyota K, Fukuda R, Hasegawa J, Ishida M, Nak-

ajima T, Honda Y, Kitao O, Nakai H, Klene M, Li X, Knox JE,

Hratchian HP, Cross JB, Bakken V, Adamo C, Jaramillo J,

Gomperts R, Stratmann RE, Yazyev O, Austin AJ, Cammi R,

Pomelli C, Ochterski JW, Ayala PY, Morokuma K, Voth GA,

Salvador P, Dannenberg JJ, Zakrzewski VG, Dapprich S, Daniels

AD, Strain MC, Farkas O, Malick DK, Rabuck AD, Raghava-

chari K, Foresman JB, Ortiz JV, Cui Q, Baboul AG, Clifford S,

Cioslowski J, Stefanov BB, Liu G, Liashenko A, Piskorz P,

Komaromi I, Martin RL, Fox DJ, Keith T, Al-Laham MA, Peng

CY, Nanayakkara A, Challacombe M, Gill PMW, Johnson B,

Chen W, Wong MW, Gonzalez C, Pople JA (2004) Gaussian 03,

ReVision C.02. Gaussian, Inc., Wallingford, CT

38. Olson RM, Varganov S, Gordon MS, Metiu H, Chretien S,

Piechuch P, Kowalski K, Kucharski SA, Musial M (2005) J Am

Chem Soc 127:1049–1052
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Abstract In this contribution, we present an overview of

the various techniques for combining atomistic molecular

dynamics with Monte Carlo simulations, mainly in the

context of condensed matter systems, as well as a brief

summary of the main accelerated dynamics techniques.

Special attention is given to the force bias Monte Carlo

technique and its combination with molecular dynamics, in

view of promising recent developments, including a

definable timescale. Various examples of the application of

combined molecular dynamics / Monte Carlo simulations

are given, in order to demonstrate the enhanced simulation

efficiency with respect to either pure molecular dynamics

or Monte Carlo.

Keywords Molecular dynamics � Monte Carlo � Long

time scale dynamics

1 Introduction

In order to gain control over properties of and processes in

materials, an atomic scale understanding is of primary

importance. To this end, two main techniques are com-

monly used, viz. molecular dynamics (MD) and Monte

Carlo (MC) simulations [1].

Molecular dynamics (MD) simulations have been shown

to be an invaluable tool to investigate both static and

dynamic properties of systems at the atomic scale. Con-

sequently, they have been applied to a countless number of

systems and processes, ranging from the calculation of

structural and morphological properties of materials [2, 3],

transport properties [4], growth of thin films and other

nanomaterials [5, 6], protein folding [7], etching [8, 9],

sputtering [10], chemical reactions [11], friction [12],

fraction [13], phase changes [14, 15] and so forth.

Classical MD simulations are based on solving the

equations of motion for all particles in the system to obtain

the trajectory of the particles in phase space. Thus, essen-

tially, the integration of these equations yields the positions

and velocities of the particles, as well as the forces acting

on them. The forces are derived from some suitable

interatomic potential. This has two immediate implications.

First, classical MD simulations are approximative, due to

the inexact nature of the calculated forces and energies.

Second, exactly because of this approximative nature, they

are computationally cheap, making calculations of systems

containing millions of atoms feasible, in contrast to more

exact approaches such as Car-Parrinello MD. Also, the

timescale that can be handled is orders of magnitude longer

than what is possible with more exact approaches.

On the other hand, MD simulations are limited in two

main respects. First, while the system may contain up to

millions of atoms, this still only constitutes a material on the

nanometer to sub-micrometer scale at typical solid-state and

liquid densities. This makes it difficult to study, for

instance, grain boundaries in a polycrystallite [16]. A sec-

ond, more severe restriction, is the timescale that can be

reached. Here, the typical limit is in the nanosecond–

microsecond timescale, although in exceptional cases the

(sub-)millisecond range may be reached [17]. This makes it

difficult to simulate, for instance, the growth of a material,

which typically occurs on timescales well beyond this limit.
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A number of so-called accelerated molecular dynamics

techniques have been developed to extend the timescale of

MD simulations, as will be discussed in Sect. 2.

An alternative to MD for studying atomic scale pro-

cesses and calculating material properties is the use of

Monte Carlo methods [1]. In a Monte Carlo (MC) simu-

lation, atoms are displaced based on random numbers.

Thus, in contrast to MD, the MC technique is not deter-

ministic. The most famous MC technique is undoubtedly

Metropolis MC (MMC) [18]. The MMC algorithm leads to

a system in equilibrium, corresponding to the Boltzmann

distribution. Note, however, that the path toward this

equilibrium is not necessarily physical (and usually it is

indeed not). Indeed, whereas a MD simulation typically

generates a single long trajectory of the system through

phase space, MC typically samples configuration space.

Kikuchi et al. demonstrated, however, that MMC is not

restricted to the calculation of equilibrium properties, but

can also be used to study dynamic properties. Specifically,

they applied the MMC method to the study of Brownian

motion of a harmonically bound particle [19]. The same

authors further extended the method to study interacting

Brownian particles including the effects of hydrodynamic

interactions [20].

An different kind of Monte Carlo method is the so-

called Kinetic Monte Carlo method (sometimes also called

Dynamic Monte Carlo) [21], in which the system is

allowed to evolve dynamically from state to state, based on

a catalog of transitions and associated rates. Each transition

is accepted with a probability proportional to its rate. This,

however, assumes that a complete catalog of possible

transitions is known in advance (see [22] for an example of

the importance of this). Alternatively, a catalog may be

built on-the-fly, as proposed by Henkelman et al. [23].

Similar to this technique is the transition state theory

(TST)-based MC technique of Liu et al. [24].

In contrast to the processes observed in MD, KMC is not

self-consistent, that is, it must be assumed that all possible

escape paths from the system’s current state can be found.

Indeed, if one or several paths are systematically missed,

this will corrupt the dynamics of the system [25].

Moreover, often we wish to retain the actual trajectories

of the atoms, which is not possible with pure MC tech-

niques. However, in many cases, this is of primordial

importance, for instance in the study of particles impinging

on a surface. At the same time, it may be desirable to

include the effect of long timescale events which bring the

system toward equilibrium. For this purpose, MD simula-

tions may be combined with MC simulations.

This paper deals with combining MC with MD simu-

lations. However, it is worth to mention also various other

techniques, not based on combining MD with MC, for

extending the effective timescale or taking into account

relaxation phenomena [25]. In the following section, we

will, therefore, briefly summarize the most prominent

techniques that were specifically designed to simulate the

dynamical evolution of the system on a longer timescale

(i.e., accelerated molecular dynamics). Subsequently, we

will present the various possible combinations of coupling

MC to MD. Finally, a number of examples of combined

MD/MC simulations will be given.

2 Accelerated molecular dynamics techniques

A large number of techniques have been developed for

finding saddle points, exploring the free energy landscape

of the system and for exploring the potential energy land-

scape. In the context of accelerating dynamical processes

and taking into account long timescale events in the

dynamical evolution of a system, we shall here first

describe the most prominent techniques for accessing these

dynamics. Techniques specifically designed for identifying

saddle points and/or reaction paths (such as nudged elastic

band [26], the dimer method [27], transition path sampling

[28], the activation relaxation technique (ART) [29], for-

ward flux sampling [30], finite temperature string method

[31] and milestoning [32], and techniques aimed at sam-

pling the free energy landscape (including thermodynamic

integration [33], metadynamics [34], free energy pertur-

bation [35], umbrella sampling [36], adaptive force bias

[37] and steered MD [38]), fall outside the scope of this

paper.

Prominent among the methods for exploring the atomic

scale dynamics of a system, including relaxation and rare

events, are temperature-accelerated dynamics (TAD) [39],

hyperdynamics [40] and parallel replica [41], all developed

by Voter and coworkers. These techniques build on sta-

tistical mechanics principles for infrequent event systems,

and as such do not make any prior assumptions regarding

the atomistic mechanisms. They are designed to simply

allow the system to evolve more quickly from state to state

than they would in normal MD, provided that the barriers

are relatively high compared to kT.

Note that these techniques are not sampling methods, in

contrast to (most of) the methods mentioned above. Similar

to combined MD/MC simulations in the context of con-

densed matter systems, they generate a single long state-to-

state trajectory.

2.1 Temperature-accelerated dynamics

In TAD, which assumes that harmonic transition state

theory (HTST) holds, the simulation is carried out at ele-

vated temperature in order to collect a sequence of escape

times from the local energy minimum in which the system
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resides. Subsequently, each escape time can be extrapo-

lated to the (lower) temperature of interest, based on the

escape time and activation energy as determined from the

high temperature simulation. Finally, the transition corre-

sponding to the shortest escape time at the lower temper-

ature is effectively carried out.

Employing this technique, Voter et al. [25] reached a

dramatic speed-up factors of 107 in the simulation of

vapor-deposited growth of a Cu(100) surface at a temper-

ature of 77 K. The simulation conditions corresponded

exactly with the experimental conditions of Egelhoff and

Jacob [42]. Note, however, that as the boost factor depends

on the ratio between the elevated temperature and the

lower temperature of interest, much lower factors appear

when simulating systems at higher temperatures. Never-

theless, Georgieva et al. [43] recently applied TAD simu-

lations at 500 K to simulate the magnetron sputter

deposition of complex oxide Mg–Al–O thin films,

extending the typical nanosecond MD timescale to the

millisecond range.

2.2 Hyperdynamics

In hyperdynamics, the potential energy surface (PES) of

the system is modified by adding a suitable bias potential

DV . On this modified PES, the system will escape more

rapidly from its local state than it would on the original

PES. The timescale can be extracted from the value of the

bias potential and the MD time required to escape from

the state on the modified PES. In contrast to TAD, it only

requires TST to hold (instead of HTST), although corre-

lated events are assumed not to occur. In the original

hyperdynamics formulation, a Hessian-based bias poten-

tial was used [40]. While this approach satisfies the

necessary conditions, that is, DV [ 0 at the potential

minimum and DV ¼ 0 at the dividing hypersurfaces, it

quickly becomes prohibitively expensive with increasing

system size as the full 3N Hessian needs to be diago-

nalized in every step.

The main difficulty, therefore, lies in the construction of

a suitable and cheap bias potential. Fichthorn et al. [44]

developed a so-called bond-boost method, in which the

boost potential is derived from the concept of bond

breaking events in a solid. Thus, the boost potential in this

approach is a function of all nearest-neighbor bond lengths

associated with the atoms of interest. Using this technique,

these authors studied the diffusion of Cu adatoms, dimers

and vacancies on a Cu(001) surface [44]. In these simula-

tions, average boost factors in the range 106–101 were

obtained in the temperature range 230–600 K.

Another very promising way to handle the boost

potential problem was proposed by Hamelberg et al. [45].

Their boost potential is defined by functions filling up the

energy minima, such that the underlying shape of the

unmodified potential energy landscape is retained. At some

threshold energy value, the modified potential merges

smoothly with the original potential. Combining this boost

potential with MC-based system thermalization, Tiwary

et al. reached a boost factor of 105 for iron lattice diffusion

at 285 K.

2.3 Parallel replica

In parallel replica, which is the most exact of the three

techniques, a dephased version of the system is replicated

on a number of processors. On each of these, the system is

allowed to evolve, until a transition is detected on one of

the processors. The time accumulated on all processors

then corresponds to the advance in simulation time. Par-

allel replica does not even assume TST to hold. The only

requirement is that the infrequent events obey first-order

kinetics. Besides this requirement, it is also necessary to

dephase the systems on all processors, which typically

requires a simulation time of a few ps.

Very recently, Uberuaga employed both TAD and

parallel replica simulations to study the formation of

fullerene and graphene from carbon nanotube fragments

[46]. Using 39 processors, they obtained a boost factor of

28 in the parallel replica simulations, whereas the TAD

simulations resulted in boost factors in the range 10–1400

(depending on the exact structure simulated). While the

boost factor of parallel replica is typically the lowest of

the three methods, it is important to realize that the boost

can be trivially increased by increasing the number of

processors.

3 Combining MD and MC simulations

3.1 Setting the scene: Monte Carlo simulations

In order to understand Monte Carlo simulations in general

and force bias Monte Carlo in particular, it is useful to

recall the crucially important condition of detailed balance.

This condition can be expressed as

Wðr0jrÞPðrÞ ¼ Wðrjr0ÞPðr0Þ ð1Þ
where P(r) is the probability of finding a particle at

position r, and W(r0|r) is the transition probability of the

particle to go from position r to position r0. If P follows a

Boltzmann distribution, then

W ðr0jrÞ
W ðrjr0Þ ¼ expð�bDUÞ with b ¼ 1

kBT
ð2Þ
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where DU is the change in potential energy of the system

due to the displacement. W can be rewritten as:

Wðr0jrÞ ¼ Aðr0jrÞTcðr0jrÞ ð3Þ
where Tc (r0|r) represents the probability distribution of

selecting a new position r0 from the old position r, and

A(r0|r) is the probability of accepting this new position.

Now, we can define a quantity q as follows:

qðr0jrÞ ¼ Tcðrjr0Þ
Tcðr0jrÞ expð�bDUÞ ¼ T 0c

Tc
expð�bDUÞ ð4Þ

Using this quantity q, the condition of detailed balance can

now be formulated as

Aðr0jrÞ ¼ min½1; qðr0jrÞ
 ð5Þ
Thus, the acceptance of the displacement of a particle from

r to r0 is determined by the associated value of q.

In Metropolis Monte Carlo, Tc is defined as

Tc ¼ c if r0 2 DðrÞ
0 if r0 62 DðrÞDðrÞ

�
ð6Þ

in which D(r) is the displacement domain, and c is a

constant. From this, it follows that

q ¼ expð�bDUÞ ð7Þ
From Eqs. 5 and 7, it is immediately clear that when the

energy of the system is lowered due to the chosen dis-

placement (i.e., DU\0), this displacement is always

accepted, while if the energy increases due to the chosen

displacement (i.e., DU[ 0), the probability of accepting

the displacement is equal to expð�bDUÞ.

3.2 Combined MD/MC algorithms

Various approaches have been proposed to combine MD

and MC simulations. Three classes can essentially be

distinguished:

1. Mixed MD/MC algorithms, in which some atoms are

moved by MD and some by MC;

2. Hybrid MD/MC algorithms, in which the algorithm

itself is a combination of MD and MC;

3. Sequential algorithms, in which MD and MC cycles

alternate.

Note that most of these algorithms are used to generate a

single trajectory, similar to the accelerated molecular

dynamics techniques. However, the stochastic MC com-

ponent does not allow to assign a timescale to the

simulation, except in the case of so-called time stamped

force bias Monte Carlo (tfMC, see below) [47]. Thus, a

comparison in terms of a boost factor with the accelerated

dynamics techniques cannot be made.

3.2.1 Mixed MD/MC algorithm

In mixed MD/MC simulations, some of the atoms are

moved by the MD method and some of the atoms are

moved by the MC method. LaBerge et al. [48] demon-

strated that this method rigorously converges to the same

equilibrium state as either MC or canonical MD alone.

Thus, it was shown that the interruption of the forces

produced by the application of the MC moves does not

incorrectly bias the evolution of the MD particles. This

technique was applied by the above authors to a Lennard-

Jones fluid. It was anticipated that this model would be

superior to either MD or MC on its own, in systems where

some particles are more efficiently sampled by MD (for

instance solvent motions), while others are more efficiently

sampled by MC (for instance highly correlated motions).

Ribeiro et al. [49] recently used mixed MD/MC simu-

lations of polyalanine systems in water. The MC trials,

employing the so-called concerted rotations and angles

(CRA) approach of Ulmschneider and Jorgensen [50], were

applied to a subset of the peptide atoms; the remaining

peptide atoms and the solvent molecules were displaced

using MD. It was demonstrated that the mixed MD/MC

approach led to a faster formation of the secondary struc-

ture, and that the a-helix was formed earlier than in pure

MD simulations. It should be noted, however, that both the

study of LaBerge et al. and Ribeiro et al. use the mixed

MD/MC approach for enhanced sampling of configuration

space.

3.2.2 Hybrid algorithms

Whereas in mixed MD/MC simulations, some of the atoms

are moved by ‘‘pure’’ MD, and other particles are moved

by ‘‘pure’’ MC, it is also possible to construct algorithms in

which the displacement itself is determined in part by a

deterministic factor and in part by a stochastic factor. In

this class, we can further distinguish essentially three

techniques: Langevin or stochastic dynamics, hybrid

Monte Carlo, and force bias Monte Carlo and related

techniques.

Langevin dynamics or stochastic dynamics Langevin

dynamics or stochastic dynamics [51] is typically

employed for simulating systems in which certain degrees

of freedom are omitted. A typical example is the simulation

of solvent effects. In this case, one wishes to include the

average effect of the solvent on the solute, without

explicitly adding all solvent molecules. Stochastic

dynamics are based on solving the Langevin equation, in

which the total force acting on a particle originates from

three contributions: the interaction between the particle and

the other particles in the systems (the systematic force), a

frictional drag component on the particle due to the solvent
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(the frictional force), and a random force acting on the

particle due to random fluctuations which result from

interactions with the solvent (the stochastic force). Thus,

the equation to be solved, the Langevin equation, is:

mi
d2riðtÞ
dt2

¼ FiðriðtÞÞ � ci
driðtÞ
dt

mi þ RiðtÞ ð8Þ

where Fi is the systematic force, ci is the friction coeffi-

cient divided by the mass m of the particle (but it is often

simply called the friction coefficient), and Ri is the sto-

chastic force. Application of Langevin dynamics leads to a

canonical distribution.

Langevin dynamics often allow a significant reduction

in computation time, due to the fact that there are consid-

erably less particles to be simulated, and also because often

longer time steps can be taken relative to MD. Note,

however, that Langevin dynamics do not fully simulate the

effect of the solvent. Specifically, this method does not

account for electrostatic screening, nor for hydrophilic/

hydrophobic effects. Furthermore, there is no conservation

of energy, and unless the friction coefficient is small, the

generated trajectories are not physical [52].

Langevin dynamics are very often used to study bio-

physical and biochemical systems. For instance, Forray

et al. [53] used Langevin dynamics simulations to study the

genome packing in bacteriophage. As an all-atom approach

is not feasible for such a system, a coarse-graining

approach was used, in which the DNA is represented by a

wormlike chain of identical beads. Thus, the chemical

structure of the DNA double helix is lost. Each Langevin

dynamics step corresponded to a time Dt ¼ 12:9 ps. The

structure of the packaged DNA condensate was found to

evolve qualitatively according to experimental data. Thus,

Langevin dynamics allows to study systems on a larger

length scale and on longer timescales than is possible with

standard MD, albeit more approximatively.

Hybrid Monte Carlo In MD, all atoms are displaced

simultaneously. In MC, however, typically only one or a

few particles are displaced at a time, in order to retain a

sufficiently high acceptance rate. The moves in MD are

limited by the time step, which needs to be sufficiently

small in order to conserve the total energy. The moves in

MC, on the other hand, are allowed to be large and

unphysical. Hybrid Monte Carlo, or Hamiltonian Monte

Carlo, was developed by Duane et al. [54] to combine the

advantages of both. The idea is to use MD to generate MC

trial displacements. Provided that a time-reversible and

symplectic algorithm is used, the collective moves thus

generated in MD can be accepted or rejected using the

standard MMC criterion. The end result is that trials move

across the sample space in larger steps, and because of the

Hamiltonian evolution of the system between states, the

correlation between successive states is reduced. However,

as pointed out by Frenkel and Smit [1], the performance of

hybrid MC is not always dramatically better than that of the

corresponding MD, although hybrid MC might be advan-

tageous for systems that are not too large.

This technique is most often used in lattice quantum

chromodynamics (QCD) simulations. Mehlig et al. [55]

demonstrated its use by simulating Lennard-Jonesium as an

example of a condensed matter system. Similarly, Clamp

et al. [56] simulated a 2D Lennard-Jones fluid using both MD

and hybrid MC and found that hybrid MC is more ergodic

and samples phase space more efficiently than MD. A more

realistic system was studied by Brotz et al. [57], employed

hybrid MC to calculate the phase diagram of silicon.

Force bias Monte Carlo and related techniques Several

variants of force bias Monte Carlo (fbMC) simulations

have been presented in the literature. Essentially, the goal

of these algorithms is to have a higher acceptance proba-

bility of the atomic displacements relative to MMC, and

thus to allow the system to evolve to equilibrium more

quickly. The original fbMC method was introduced by

Pangali et al. [59, 58]. In the original version, an accep-

tance criterion was used to accept or reject a new config-

uration. In later versions by Dereli [60], Mezei [61] and

Timonova [62], a uniform acceptance was employed.

Recently, detailed balance in these uniform acceptance

algorithms was formally demonstrated by Neyts et al. [63].

In fbMC, the possible displacements are not chosen

randomly in the domain D(r), but are dependent on the

force acting on the particle, in contrast to the MMC

method. The transition matrix is now written as (in the x-

coordinate):

Tc;x ¼ K�1
x expðkbFxdxÞ if x0 2 DðxÞ

0 if x0 62 DðxÞ
�

ð9Þ

In this expression, the displacement dx is given by

dx = x0 - x, Fx is the x-component of the force at position

x, Kx
-1 is a normalization constant, and k is a (in principle)

arbitrary parameter. Analogous expressions appear for the

components in the other directions.

Thus, from Eq. 9, it is clear that displacements in the

direction of the force are more probable than displacements

against the force. As a result, considerably less displace-

ments need to be rejected compared to the Metropolis

algorithm. The obvious downside is that the force needs to

be calculated.

If the domain D(r) corresponds to a cube centered

around r = (x, y, z) and sides 2D� 2D� 2D, then each

displacement in a direction v is limited as:

�D� dv�D ð10Þ
and the displacement can be written as

r0 ¼ rþ n � D ð11Þ
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Each component nv 2 ½�1; 1
 from the vector n ¼
fnx; ny; nzg can be computed based on a random number

g 2 ½0; 1
 as

nv ¼
1

cv
ln g ejcvj � e�jcvj

� �
þ e�jcvj

h i
ð12Þ

in which

cv ¼ kbFvD ð13Þ
Just as in the case of MMC, all displacements need to be

accepted or rejected, based on the value of q and thus of A.

Mezei et al. [61] used this technique to simulate a DNA-

octamer duplex and Na?ions solvated by water molecules

employing the AMBER force field.

Dereli [60] proposed to use k = 1/2 and accept all

displacements, instead of using q to accept or reject dis-

placements. Somewhat confusingly, Dereli termed this

technique Dynamic Monte Carlo. Recently, Timonova et al.

thoroughly reviewed the method and termed it uniform

acceptance force bias Monte Carlo [62]. These authors

performed a number of tests to investigate under which

conditions reliable results can be expected. The authors

recommended to use a realistic value for the temperature

parameter, although it should be treated carefully, especially

when using large maximum displacements. From their

simulations, it seems that a value for the maximum allowed

displacement in the range D=2 ¼ 0.06Req � 0.15Req, where

Req is the equilibrium bond length, is appropriate for tem-

peratures at or above room temperature for silicon. The exact

value is dependent on the desired accuracy and speed of the

simulation.

Very recently, a formal proof was presented by Neyts

et al. [63] that this uniform acceptance formulation using

k = 1/2 complies with detailed balance, provided that the

domain D, and thus the maximum allowed displacement, is

chosen sufficiently small. Note that this value is dependent

on both the exact potential, as well as on the temperature.

The higher the temperature, the larger the maximum dis-

placement can be chosen without violating detailed

balance.

A novel version of the uniform acceptance algorithm

was recently published by Mees et al. [47]. In this version,

which was termed time stamped force bias Monte Carlo

(tfMC), the conditional probability for a displacement in

the x-direction is given by:

Pc;xðnxÞ ¼
ecxð2nxþ1Þ�e�cx

ecx�e�cx nx 2 ½�1; 0½
ecx�ecxð2nx�1Þ

ecx�e�cx nx 2
0; 1


(
: ð14Þ

Again, analogous expressions appear for the other direc-

tions. In practice, a pair of random numbers (nv, Pv) is

generated for each direction v, with nv 2 ½�1; 1
 and Pv 2
½0; 1
 for all atoms. If Pc,v(nv)[Pv, the displacement of

the atom is accepted and its new position is rv;new ¼
rv;old þ Dnv. Else, if Pc,v(nv)\Pv, a new random pair

(nv, Pv) is generated and its acceptance is reevaluated.

From Eq. 12, it is clear that in fbMC, the displacement

of the particles is based on both a deterministic component,

that is, the force, and a stochastic component, that is, a

random number(s). At low temperature, the deterministic

component dominates, and all displacements are essentially

in the direction of the force. At high temperature, on the

other hand, all displacements will be essentially fully

random.

Importantly, an expression for the statistical time per

MC step was derived from this algorithm:

Dth i ¼ D
3
�
ffiffiffiffiffiffiffiffiffiffiffiffi
pmmin

2kBT

r
ð15Þ

in which mmin is the mass of the lightest element present in

the simulation. In contrast to MMC, this allows to assign a

timescale to the MC simulation. From their tests, the

authors concluded that time steps between about 2 fs and

50 fs per tfMC step can be obtained. This represents a

speed-up relative to MD by a factor of about 2–50 [47].

While this value may seem low compared to the very high

boost factors that may be obtained in accelerated dynamics

as described above, it should be realized that tfMC in

contrast to accelerated dynamics is not limited to infre-

quent event systems, and it does not require (H)TST to

hold. Thus, while the speedup is indeed limited, the method

can be considered to have a wider applicability.

Very similar to these force bias Monte Carlo algorithms

is the Smart Monte Carlo technique by Rossky et al. [64].

This technique also requires the forces acting on the

moving atom to be calculated. Also, the displacement is

determined by two components, that is, the force, which

acts as the deterministic component, and a random vector

dri
R. The displacement is then written as

dri ¼ AFi

kBT
þ drRi ð16Þ

where Fi is the force acting on particle i and A is a

parameter. The random vector dri
R is chosen from a normal

distribution with zero mean and variance 2A.

In contrast to the fbMC methods, the smart Monte Carlo

method does not impose a limit on the maximum dis-

placement of the particles. This obviously implies that in

this case, acceptance or rejectance must be verified by

calculating q (cfr. Eq. 4 above).

3.2.3 Sequential algorithms: alternating MD and MC

Many authors have combined MD and MC by simply

allowing one technique to alternate with the other tech-

nique. In most cases, one technique is applied to all atoms
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for a predetermined number of steps. The resulting output

is subsequently used as input to the other technique, which

is also run for a predetermined number of steps. Again, the

resulting output is then used as input to the first technique

and the cycle repeats.

The underlying idea is that MD can be used to simulate

fast processes, for instance the impingement of reactive

species on a surface and the chemical bonding to the sur-

face, while the subsequent MC steps take into account the

longer timescale thermal relaxation processes, as sche-

matically depicted in Fig. 1. This technique has for

instance been applied to the fast equilibration of complex

systems such as lipid-cholesterol lipid bilayers and fully

hydrated dioleyl and palmitoyl-oleyl phosphatidylcholine

lipid bilayers [65, 66], but it is equally suited for simulating

for instance deposition processes. Indeed, while in some

cases deposition and growth may be successfully simulated

using MD alone (see for instance [6, 67], longer timescale

processes are very often a critical factor in determining the

final thin film properties.

Taguchi et al. [68, 69] applied this technique to model

the reactive sputter deposition of thin SiO2 films and the

effect of Ar bombardment on the SiO2 deposition process.

In this particular case, it was found that simulating the

deposition process by MD alone resulted in films with a

much lower density that those typically obtained from

experiments under similar conditions. Applying the

sequential MD/MC approach, amorphous SiO2 films with

properties consistent with experiments were obtained.

A somewhat different version of this idea was presented

by Tavazza et al. [70]. In their approach, collective moves

are added to the standard single-atom moves in the MC

method. When an atom or several atoms are displaced by

MC, the local environment is first relaxed using a small

number of MD steps at constant temperature. Only after

this relaxation process the displacement is evaluated and

accepted or rejected using the standard Boltzmann crite-

rion. Thus, in their approach, the MD displacements are

effectively used as trial displacements for the MC simu-

lation, and as such this idea corresponds to the hybrid MC

concept (see above, Sect. 3.2.2)

Yet another version of the same idea was presented by

Tiwary and van de Walle [71]. In their approach, the sys-

tem evolves according to standard MD when the potential

energy is above some threshold, whereas it evolves

according to MMC when the potential energy falls below

this threshold. The MC part takes care of the relaxation of

the system, whereas the MD part allows the system to

explore the high energy region of phase space in which the

infrequent events occur. As there are no velocities in the

MC part, the atomic velocities in the MD part are initiated

from a truncated Maxwell-Boltzmann distribution at the

temperature of interest such that vi � f i [ 0 where vi is

the chosen atomic velocity, and fi is the force acting on the

atom. In parallel to the MC run intended to relax the sys-

tem, a second MC run is launched to estimate the time the

system should have spent in the potential well.

Tiwary et al. [71] applied this algorithm to the vacancy-

mediated diffusion in iron and the plasticity and deforma-

tion of Au nanopillars at realistic strain rates. In both cases,

good agreement with the literature is found, and for the

diffusion studies, an impressive boost factor of 105 was

obtained, demonstrating the usefulness of their technique in

the field of condensed matter simulations.

3.2.4 Sequential algorithms: alternating hybrid algorithms

It is of course also possible to combine MD with fbMC, or

fbMC with MMC, etc. Various examples can be found in

the literature.

Timonova et al. [62] explored two rather similar ver-

sions of combining MD and fbMC, which they termed

‘‘UFMC?’’ and ‘‘UFMC??,’’ both aiming at bringing the

system back to thermal equilibrium and reduce the

unphysical spread in atomic potential energies produced by

the fbMC algorithm. As pointed out by these authors, this

starts by assigning velocities to the atoms, which are absent

in the fbMC algorithm. In their UFMC? simulations, zero

velocities were attributed to all atoms, followed by a short

NVT MD run at the temperature corresponding to the

fbMC temperature. In the UFMC?? version, all atoms

were again given zero velocities, and followed by a short

constant temperature MD run, but this time with the ther-

mostat set to 0 K. This effectively results in a system

quenched to 0 K. The authors found that in both cases,

equilibrium was reached in about 1.5 ps. The UFMC?

simulations were used to study the solid–liquid phase

transition of Si.

Grein et al. [72] employed a fbMC/MMC technique for

simulation of a deposition process. Similar to Taguchi

et al. (who used a MD/MMC approach instead of fbMC/

MMC [68, 69], these authors used fbMC to follow the

actual deposition process and MMC for the subsequent

equilibration. The goal was to describe the initial nucle-

ation and growth of Ge epitaxially depositing on Si(001)

surfaces. Interestingly, they used a maximum displacement

length of 0.5 Å in their fbMC simulations while accepting

all displacements. This displacement length is a factor of

100 or more larger than a typical displacement in MD.Fig. 1 Schematic representation of the alternating MD/MC approach
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While such a large step size must certainly violate detailed

balance (see [63]), the authors nevertheless obtained results

which seem physically reasonable. It should be noted that

such large displacements can be used successfully if an

acceptance criterion is used, as was done in the original

formulation by Pangali et al. [58, 59].

4 Examples of combined MD/MC

In this section, we will review three representative exam-

ples of the techniques described above in the context of

reactive condensed matter simulations, taken from our own

research efforts: Cu surface diffusion by fbMC, (ultra)

nanocrystalline diamond (UNCD) growth using sequential

MD/MMC and carbon nanotube (CNT) growth using

sequential MD/fbMC.

4.1 Hybrid algorithms: Cu surface diffusion by tfMC

As a first basic example, we consider the diffusion of a Cu

adatom on a solid Cu (001) surface, as simulated by tfMC

[47]. The Cu–Cu interaction was described by the standard

embedded atom method potential. The diffusion coefficient

was determined directly from the calculated trajectories,

and the rate constant was calculated from the Arrhenius

equation. The tfMC simulations were carried out using

D ¼ 0:10 Å, corresponding to an average MC time step

between 7.8 and 10 fs, in the temperature range 550–900 K,

and compared with both MD simulations as well as with

the literature. The dynamics of the adatom diffusion pro-

cess as determined from the tfMC algorithm are shown in

Fig. 2. It was found that tfMC correctly reproduces the

different diffusion mechanisms as observed in the MD

simulations. Also, the activation barrier as determined from

tfMC, 0.48 eV, is in close agreement with the literature

values (0.43–0.51 eV). Interestingly, however, the fre-

quency factor found from the tfMC simulations, 14.7 THz,

is in much closer agreement with the literature values

(7.5–35.8 THz) than the MD value (52.5 THz). This

demonstrates that tfMC is indeed capable of correctly

reproducing the atomic dynamics of the system while

significantly increasing the timescale that can be reached.

4.2 Alternating MD and MC: (U)NCD growth by MD/

MMC

As mentioned in the previous sections, the combination of

MC with MD may provide a means to take into account events

that occur on timescales that are beyond the reach of pure MD

simulations. Thus, we performed a number of hybrid MD/

MMC simulations relevant for NCD and UNCD growth,

based on the Brenner potential [73, 74, 75]. In an attempt to

minimize the computational effort, we combined MD with

MMC, introducing two additional criteria, in addition to the

standard Metropolis acceptance criterion [74]. In this imple-

mentation, a criterion is used to select which atoms are dis-

placed in the MMC (in contrast to moving all the atoms), as

well as a criterion deciding after how many steps the MMC is

stopped. We found that the MD/MMC algorithm predicts the

same processes to occur as pure MD while allowing a speedup

of typically one order of magnitude. As a simple example of

the application of this technique, Fig. 3 shows the formation

of a new diamond 6-ring starting from a previously adsorbed

C-atom and C2H2 molecule.

These kind of simulations again provide atomic scale

insights into the mechanisms, while the resulting structures

correspond to the experiment. For instance, the effect of the

prolonged application of a bias on the nucleation was

investigated by both MD/MMC simulations and experi-

ments [73]. In agreement with the experiment, an expo-

nential increase in the growth rate was observed at high

bias voltages. Complementary to the experimental data, it

was found that this is caused by the increased flux of

reactive particles toward the substrate. Furthermore, it was

found that the growing film is activated by the formation of

reactive sites when a sufficiently high bias is applied. Also

in agreement with the literature, an enhanced formation of

long-range order in the films was obtained by the appli-

cation of a bias up to 100 V. Applying bias voltages above

100 V, diamond crystallites could not be formed, again in

agreement with experimental findings.

4.3 Alternating hybrid algorithms: CNT growth

by MD/fbMC

Carbon nanotubes continue to attract a lot of research

attention because of their extraordinary mechanical, optical

Fig. 2 Illustration of the Cu adatom diffusion dynamics as observed

in tfMC simulations. Reproduced with permission by the American

Physical Society from [47]
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and electronic properties. However, these properties are

directly determined by their precise structure, thus neces-

sitating very accurate control over the growth process. In

this case, atomistic simulations may provide the atomic

scale insight needed to understand how the growth process

might be controlled, and why specific structures are formed

for a given growth condition.

One very important factor during the growth is the phase

state of the nanocatalyst. Thus, we performed MD/fbMC

simulations, employing the Shibuta potential, to determine

the phase state of various Ni-nanoparticles as a function of

size and temperature [76]. In this work, the thermalization

was carried out using combined MD/fbMC simulations.

Analysis of the radial distribution of the atomic Lindemann

index revealed that that for the smallest clusters, a dynamic

coexistence process occurs. As illustrated in Fig. 4, surface

melting is observed for the larger particles. In all cases, a

significant depression of the melting temperature relative to

the bulk was observed, due to the Gibbs–Thomson effect,

in agreement with the literature [77–79].

Subsequently, a number of combined MD/fbMC simu-

lations were performed to study the growth of carbon

nanotubes based on the ReaxFF potential to gain an

atomic scale understanding in the actual growth process

[80–82]. In these simulations, rather conservative values

for D=2 ¼ 0:085Req [80] and D=2 ¼ 0:07Req [81, 82] in

the fbMC were chosen. The temperature was set to 1,000 K,

corresponding to a typical experimental growth tem-

perature. After each MC cycle, new random velocities were

assigned to all atoms, and the simulation was continued

with constant temperature MD. Similar to Grein et al., the

impact and deposition of atoms (in this case C-atoms) on

the substrate (in this case a Ni-nanocluster) were followed

by MD, and the subsequent relaxation by fbMC. It was

found that the fbMC method results in healing of the car-

bon network that is formed by the continuous addition of

carbon atoms—a process in which high barriers must be

overcome. An example of this healing mechanism as

observed in the fbMC is shown in Fig. 5. This then finally

leads to CNTs with very few defects, as illustrated in

Fig. 6, in contrast to what is typically observed in pure MD

growth simulations. Both metallic tubes [81] as well as

semi-conducting tubes [80] could be obtained. Further-

more, we also observed that the chirality of the tube may

change in the initial nucleation stage. It was found that this

is due to the incorporation of asymmetric defects, such as

so-called 5–7 defects [81]. Thus, these MD/fbMC simula-

tions allow to gain an understanding of how the longer

timescale events may influence the growth process.

In another study, we used MD/fbMC simulations to

investigate how an electric field may influence the growth

process. In agreement with the experiment [83, 84], SWNT

Fig. 3 Formation of a new diamond 6-ring from an adsorbed C-atom

and adsorbed C2H2 molecule as observed in a MD/MMC simulation.

a The initial configuration, b–d intermediate states and e the final

state. The red atoms indicate the carbon atoms involved in the

formation of the new diamond 6-ring. Reproduced from [74] with

permission from the Royal Society of Chemistry

Fig. 4 Calculated radial distribution of the atomic Lindemann index

for a Ni244 cluster, for various temperatures, revealing a surface

melting mechanism. Reproduced from [15] with permission from the

American Chemical Society
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alignment was observed if a (sufficiently strong) electric

field was applied. This is shown in Fig. 7 for an electric

field value of 700 kV/cm. These simulations shed a new

light on the underlying mechanism: we found that the

electric field is primarily acting on the polar Ni–C bonds, at

the interface between the nickel nanocluster and the

growing SWNT. Thus, as at this interface the C-atoms are

slightly negative, while the Ni-atoms are slightly positive,

the carbon atoms experience both an oriented force, pulling

them toward the tip of the cluster, but are also subject to

random thermal diffusion. If the electric field is sufficiently

strong, the directed migration dominates the random dif-

fusion, an a vertically aligned SWNT emerges. Thus, these

simulations directly provide information about the relevant

processes complementary to the experiment.

5 Conclusion

In this contribution, we have presented a brief summary of

the main accelerated molecular dynamics techniques as

well as more a elaborate description of the various tech-

niques for combining MD simulations with MC simula-

tions, as an alternative to accelerated molecular dynamics

simulations for generating long system trajectories. Using

examples from the literature, it is shown that combined

MD/MC simulations may provide a dynamic picture of a

reactive system, including relaxation events which take

place on timescales typically beyond the reach of pure MD.

Essentially, we can distinguish between algorithms in

which some atoms are moved by MD and some by MC

(combined MD/MC method), algorithms in which the

atomic displacement prescription is in part deterministic

and in part stochastic (hybrid MD/MC method), and algo-

rithm in which MD cycles alternate with MC cycles

(sequential MD/MC method).

Three representative examples from our own research

efforts were shown to demonstrate the applicability of MD/

MC simulations, viz. Cu adatom diffusion, UNCD growth

and CNT growth.

In addition to their ease of implementation and their

general applicability make these methods very attractive

for studying systems in which processes beyond the reach

of standard MD are important.
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