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Preface

We are pleased to present the seventh volume of Progress in Ultrafast Intense
Laser Science. As the frontiers of ultrafast intense laser science rapidly expand ever
outward, there continues to be a growing demand for an introduction to this inter-
disciplinary research field that is at once widely accessible and capable of delivering
cutting-edge developments. Our series aims to respond to this call by providing a
compilation of concise review-style articles written by researchers at the forefront of
this research field, so that researchers with different backgrounds as well as graduate
students can easily grasp the essential aspects.

As in the previous volumes of PUILS, each chapter of this book begins with an
introductory part, in which a clear and concise overview of the topic and its signif-
icance is given, and moves onto a description of the authors’ most recent research
results. All the chapters are peer reviewed. The articles of this seventh volume cover
a diverse range of the interdisciplinary research field, and the topics may be grouped
into five categories: ionization of atoms and molecules (Chap. 1), ultrafast responses
of protons and electrons within a molecule (Chaps. 2 and 3), molecular alignment
(Chaps. 4 and 5), high-order harmonics and attosecond pulse generation (Chaps.
6–8), and acceleration of electrons and ions in laser plasmas (Chaps. 9 and 10).

From the third volume, the PUILS series has been edited in liaison with the activ-
ities of the Center for Ultrafast Intense Laser Science, the University of Tokyo, and
JILS (Japan Intense Light Field Science Society), the latter of which has also been
responsible for sponsoring the series and making the regular publication of its vol-
umes possible. From the fifth volume, the Consortium on Education and Research
on Advanced Laser Science, the University of Tokyo, has joined this publication
activity as one of the sponsoring programs. The series has also collaborated since its
inception with the annual symposium series of ISUILS (http://www.isuils.jp), which
is designed to stimulate interdisciplinary discussion at the forefront of ultrafast
intense laser science.

We would like to take this opportunity to thank all the authors who have kindly
contributed to the PUILS series by describing their most recent work at the frontiers
of ultrafast intense laser science. We also thank the reviewers who have read the
submitted manuscripts carefully. One of the co-editors (KY) thanks Ms. Chie Sakuta
for her help with the editing processes. Last but not least, our gratitude goes out to
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vi Preface

Dr. Claus Ascheron, Physics Editor of SpringerVerlag at Heidelberg, for his kind
support.

We hope this volume will convey the excitement of ultrafast intense laser science
to the readers, and stimulate interdisciplinary interactions among researchers, thus
paving the way to explorations of new frontiers.

Tokyo Kaoru Yamanouchi
Heraklion Dimitrios Charalambidis
Gif-sur-Yvette Didier Normand
October 2010
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Chapter 1
Intense-Field Dirac Theory of Ionization
of Hydrogen and Hydrogenic Ions in Infrared
and Free-Electron Laser Fields

Farhad H.M. Faisal and Sujata Bhattacharyya

Abstract We investigate ionization of Dirac hydrogen atom and hydrogenic ions
of charge states Z using the relativistic intense-field theory of spin-resolved ioniza-
tion process. We discuss the energy dependence, emission angle dependence, spin
dependence and charge stateZ dependence of ionization rates for free-electron laser
(FEL) and infrared frequencies. The results of relativistic intense-field model cal-
culations are compared with the corresponding nonrelativistic calculations, and in
specific cases also with the results of relativistic single-photon first Born approx-
imation. Furthermore, we discuss two counterintuitive predictions made earlier:
(a) an asymmetry of the up and down spin electron currents from unpolarized tar-
get H-atoms, and (b) an increase of the ionization probability with the increase of
the ionization potential in certain domains of the charge states Z for a given laser
intensity and frequency.

1.1 Introduction

Laser fields with intensities as high as 1021 W cm�2 or more have become avail-
able recently (e.g., [1, 2]). At such intensities, even nonrelativistic bound electrons
are accelerated to velocities comparable to the light velocity c, and the dynam-
ics of electrons bound in atoms, molecules, clusters or solids could be strongly
modified. Unlike in the traditional quantum electrodynamical problems, which are
concerned with weak electromagnetic fields and spontaneous emission/absorption
processes, where the electron motion can be treated successfully by relativistic per-
turbation theory [3], for highly intense laser fields the usual perturbation treatment
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breaks down. The breakdown intensity, e.g., for optical/near-infrared wavelengths
is approximately about 1013 W cm�2 [4].

One usually defines a super-intense laser field as one for which the mean quiver
energy of a free electron in the field, known as the ponderomotive potential, Up,
becomes comparable to or greater than the rest mass energy of the electron, i.e.,
Up � e2F 2

4m!2 � mc2, where F is the peak value of the electric field strength. In
such fields, in general a huge number of photons can be exchanged significantly in a
transition process, and the usual non-perturbative approach of direct time-dependent
simulation, e.g., of the corresponding Dirac equation of the system, or the Floquet
expansion technique in the case of periodic fields, can be extremely arduous if not
impossible. In the former case the space-time grid, and in the latter case the size
of the Floquet matrix, would tend to be too large to be practicable. One alterna-
tive possibility of investigating relativistic dynamics in super-intense laser fields is
to use the relativistic generalization of the so-called intense-field KFR (Keldysh–
Faisal–Reiss)-like approximation (e.g., review [5]). In this approximation, all order
interactions of the field with a relativistic free electron are first accounted for by
using the Volkov solution of the Dirac equation of a free electron in a plane wave
electromagnetic field [6]. This solution satisfies the final state plane wave boundary
condition when the interaction with the field is over. In contrast, for an electron in
a Coulomb potential plus the laser field, no such exact solution is known. A sys-
tematic approximation of the wavefunction of the interacting system satisfying such
a typical bound state initial condition, nevertheless, can be developed within the
so-called KFR-ansatz (e.g., [5]).

One aspect of the intense-field laser–atom interaction in the relativistic domain
is the coupling of the photon field with the spin degrees of freedom. The latter gives
rise to phenomena-like stimulated Mott-scattering [7–9] and other spin-dependent
bound state effects (e.g., [10]) and the ubiquitous phenomenon of ionization in
intense fields. In the latter context, most intense-field calculations of ionization
probability in relativistic domains do not provide specific spin information since
the rates are mostly obtained using the convenient tracing rules. The electrons emit-
ted from target atoms in the initial bound states and/or in the final free states of
course could be prepared and/or detected with or without spin selection. Thus for
the ionization process, in strong fields the rates of spin-flips and the characters of
up and down spin currents can be of much experimental interest. Intense-field 4-
component Dirac analysis of such spin-dependence of the ionization rates has been
reported in [11] that revealed among other things a remarkable spin asymmetry in
the ionization currents even from spin unpolarized ground state H-atom. The asym-
metry had been predicted to survive also for ionization by weak and long wavelength
photons that possess a negligible photon momentum. Another relativistic aspect in
ionization process in super-intense fields is the effect of retardation due to the finite
velocity of light or the effect due to a finite photon momentum (that goes beyond
the usual dipole approximation of the field). This can lead to deviations from the
well-known return of the electron to the core along the polarization direction respon-
sible for the various re-scattering phenomena in intense fields (e.g., [5]), due to the
transverse effect of the Lorentz force exerted by the nonnegligible magnetic field
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of light. An interesting prediction of an earlier Klein–Gordon theoretical relativis-
tic model calculation [12] has been anomalous effect in which the probability of
ionization increases with increase of the ionization potential of the target atom and
ion in certain domain of Z, keeping the intensity and the frequency of the laser field
the same.

Here, we shall discuss relativistic ionization processes in Hydrogen atom and
hydrogenic ions theoretically, keeping the above and related aspects of the process
in mind. To begin with, in the next section, we give a systematic expansion of the
strong-field Dirac relativistic wavefunction of the interacting system satisfying the
initial bound state condition. Next, we apply the leading term of the wavefunction
to obtain an analytic relativistic expression of the ionization amplitudes for a gen-
eral elliptically polarized laser field of arbitrary frequency and intensity. Then the
ionization rates for all combinations of the spin-specific (up or down spin) ground
state of the atom or ion and the (up or down spin) free state of the ejected electron
are obtained. Results of specific numerical calculations for the interesting case of
a circularly polarized field with a given helicity are presented and discussed, and a
summary of the results is given in the end.

1.2 Relativistic Theory of Intense-Field Processes

The Dirac equation of the system of atom (or ion) C laser field is

i„ @
@t
�.t/ D HD.t/�.t/; (1.1)

where the total Dirac Hamiltonian of the system is

HD.x; t/ D c˛ �
�

�i„ @
@x

� e0

c
A.x; t/

�
C V.x/C ˇm0c

2: (1.2)

We have denoted the external electromagnetic vector potential of an elliptically
polarized intense laser field (ellipticity parameter � Œ��=2; �=2�) by

A.x; t/ D A0.x/ .�1 cos .�=2/ cos.!t � � � x/� �2 sin .�=2/ sin.!t � � � x// ;
(1.3)

where A0.x/ is the envelope and �1; �2 are the orthogonal unit polarization vec-
tors along the semi-major and the semi-minor axes, respectively, of the laser field.
The corresponding scalar potential A0.x/ is defined by the potential energy for

the hydrogenic atom (or ion) of charge Z: V.x/ � e0A0.x/ D � Ze2
0jxj . On intro-

ducing the Dirac–Feynman four-vector notations: x � .x0; x/; x0 D ct; jxj D r ;
p � .p0; p/, a � b D a�b� D a0b0 � a � b, 6 a D ��a�, Nu D u��0, �� are Dirac
� -matrices, and defining the constants e � e0„c

and m � m0c
„ , the Dirac equation

above can be rewritten in the covariant form:
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�
i��

@

@x�

� e��A�.x/

�
�.t/ D m�.t/: (1.4)

Note that in the present notation only two constants e and m appear in the Dirac
equation of interest, instead of the original four constants. Moreover, at the end of
any calculation if desired the natural constants could be restored by simply sub-
stituting them in place of e and m. In Feynman slash notation, the Dirac equation
becomes

.i 6@ � e 6A .x/ �m/�.t/ D 0; (1.5)

where 6 @ � ��
@

@x�
and 6A � ��A�. For a later reference, we formally also define

here the total Green’s function associated with the same total Dirac Hamiltonian by
the inhomogeneous equation

.i 6@ � e 6A .x/ �m/G.x:x0/ D ı4.x � x0/: (1.6)

1.2.1 The Initial and Final Rest-Interaction Hamiltonians

The unperturbed equation satisfied by the initial bound state �.0/ in the Coulomb
potential of the nucleus is

.i 6@ � �0U.x/ �m/�.0/.x/ D 0: (1.7)

Therefore, the initial state rest-interaction Hamiltonian is given by Vi .x/De 6A.x/,
where we have introduced the four-vector notation:A.x/ D .0;A.x//, for the exter-
nal vector potential only. We take the final-state as the plane wave solution of the
Dirac–Volkov equation

.i 6@ � e 6A.x/ �m/�.t/ D 0; (1.8)

and, hence, the final state rest-interaction Hamiltonian is Vf .x/ D �0U.x/, with
U.x/ � �Z˛

jxj .

1.2.2 Relativistic Volkov Solutions

The relativistic plane wave Volkov solutions [6] of (1.8) for an electron in the four-
momentum state p D .p0; p/ can be conveniently expressed with the help of the
quantity

�p.x/ D
r
m

E
e�ip�x�ifp .x/

�
1C e 6	 6A.x/

2	 � p
�

Oup; (1.9)
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where E � p0 D Cp.p2 Cm2/, and

fp.x/ D 1

2	 � p
Z ��x

Œ.2eA.
/ � p � e2A2.
//�d
; (1.10)

Oup D 6p Cmp
2m.mC E/

; (1.11)

u.s/
p D Oupw.s/; (1.12)

where the 4-spinors w.s/ (s D 1; 2; 3; 4) are defined by

w.1D"/ D .1000/� (1.13)

w.2D#/ D .0100/� (1.14)

w.3D"/ D .0010/� (1.15)

w.4D#/ D .0001/�: (1.16)

The two positive energy Volkov solutions are given by

�.s/
p .x/ D �p.x/w

.s/ .s D 1; 2/; (1.17)

and the two negative energy Volkov solutions are given by

�.s/
p .x/ D ��p.x/w

.s/ .s D 3; 4/: (1.18)

1.2.3 Volkov–Feynman Propagator

The associated relativistic Green’s function of an electron interacting with the
external electromagnetic field is defined by the inhomogeneous equation

.i 6@ � e 6A.x/ �m/GF .x; x
0/ D ı4.x � x0/; A.x/ D .0;A.x//: (1.19)

Its solution satisfying the Feynman–Stückelberg boundary condition (that auto-
matically incorporates the interpretation of the positron states as the negative
energy electron states evolving backward in time) is given by the Volkov–Feynman
propagator:

GF .x; x
0/ D �i

m

E
�.x0 � x0

0/
X

sD1;2

�Z
d3p

.2�/3
�.s/

p .x/ N�.s/
p .x0/

�

C i
m

E
�.x0

0 � x0/
X

sD3;4

�Z
d3p

.2�/3
�.s/

p .x/ N�.s/
p .x0/

�
: (1.20)
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1.2.4 Floquet Representation of Relativistic Volkov Solutions

We note that for a vector potential of a constant envelope the phase function fp.x/

reduces to

fp.x/ D �ap sin .u C �p/C bp sin .2u/C pu; (1.21)

where

u D 	 � x
D !t � � � x (1.22)

ap D �.p; �/eA0

	 � p (1.23)

�.p; �/ D p � �1 cos .�=2/
q
1C .tan�p tan .�=2//2 (1.24)

tan �p D p � �2

p � �1

(1.25)

�p D tan�1Œtan �p tan.�=2/� (1.26)

bp D .eA0/
2

8	 � p cos � (1.27)

p D .eA0/
2

4	 � p (1.28)

	 � p D 	0p0 � � � p; (1.29)

and the light four-wavevector 	 D .	0;�/, 	0 D !=c. Using the Jacobi–Anger
relation

eiz sin � D
1X

nD�1
Jn.z/ein� ; (1.30)

in e�ifp.x/ appearing above, combining it with the factors in (1.9) and shifting the
index n as required we obtain the Floquet representation of the relativistic Volkov
solution (cf. [13]),

�.s/
p .x/ D

1X
nD�1

r
m

E
e�i.pC�p��n�/�xQn.p/u

.s/
p ; (1.31)

where

Qn.p/ D
�
Jn C eA0 6	

4	 � p . 6�.�/Jn�1C 6��.�/JnC1/

�
; (1.32)

and Jn stands for the generalized Bessel function of three arguments

Jn � Jn.ap ; bp; �p/ D
1X

mD�1
JnC2m.ap/Jm.bp/e.nC2m/�p ; (1.33)
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and, u.s/
p D Oupw.s/ for .s D 1; 2/ are the positive energy Dirac spinors. The cor-

responding negative energy Volkov solutions, �.s/
p .x/ for .s D 3; 4/, are defined as

above but by replacing p ! �p and w.sD1;2/ ! w.sD3;4/.

1.2.5 Floquet Representation of Volkov–Feynman Propagator

A useful Floquet representation of the Volkov–Feynman Green’s function, for a
constant amplitude vector potential

A.x/ D A0.�1 cos � cos .	 � x C ı/� �2 sin � cos .	 � x C ı//; (1.34)

where ıŒ0; 2�� is an arbitrary phase, can be derived [14] by first expanding the
Floquet solution of (1.19) as

GF .x; x
0/ D

1X
nD�1

ein��xGn;0.x; x
0/: (1.35)

Thus, writing a factor of unity on the right-hand side of (1.19) as 1 DP1
nD�1 einıın;0, and substituting it and (1.35) in (1.19) and projecting with respect

to ı, or equating the coefficients of einı on both sides, we get the Floquet–Volkov
propagator equation

�
i 6ı � n 6	 � eA0

2
. 6�.�/a�

n C 6��.�/aC
n / �m

�
Gn;0.x; x

0/ D ın;0ı
4.x � x0/

(1.36)
with

�.�/ D �1 cos.�=2/C i�2 sin.�=2/; (1.37)

where aṅ simply increases (C), or decreases (�), the index n of Gn;0 (or any other
quantity with index n) on its right. It is interesting to note that aṅ are in fact the
semiclassical analogs of the quantum creation and annihilation operators acting on
the quantum number state jni, and replace the corresponding quantum operators
very well for large initial occupation number of the field, i.e., in the so-called “laser
approximation” ([4] Sect. 6.4).

The plane wave solutions of the homogeneous Floquet–Volkov equation (1.36)
(with the right hand D 0) are (cf. [14]),

 .s/
n .pI x/ D e�ip�x

r
m

E
Qn.p/u

.s/
p ; (1.38)

which can be verified by substitution and using the properties of the generalized
Bessel functions (cf. Table I, [15]). They satisfy the useful bi-orthonormal relations:
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1X
nD�1

4X
sD1

Z
d4x N .s/

n�N 0 .p
0I x/ .s/

n�N .pI x/ D .2�/4ı.p � p0/ıN;N 0 (1.39)

1X
N D�1

Z
d4p

.2�/4
 

.s/
n�N .pI x/ N .s0/

n0�N .pI x0/ D ı.x � x0/ıs;s0ın;n0 ; (1.40)

which may be readily proved on using the orthonormality and completeness prop-
erties (cf. Table I, [15]) of the generalized Bessel functions Jn�N of the plane wave
states and of the Dirac spinors. Therefore, following [14] the solution of the propa-
gator equation (1.36), satisfying the Feynman–Stückelberg boundary condition, can
be written as

Gn;n0.x; x0/ D
1X

N D�1

Z
d4p

.2�/4
e�ip�.x�x0/Qn�N .p/

6pN Cm

p2
N �m2 C i0

Q
�
n0�N .p/;

(1.41)

where Qn.p/ are given by (1.32), and the four-vector pN � p C p	 �N	. Note
that in this form the relativistic Floquet–Volkov propagator strongly resembles the
usual Feynman propagator [3] to which it reduces in the absence of the field (for
A0 D 0). It permits one to extend the usual Feynman covariant perturbative tech-
nique in a rather analogous way to processes in the presence of an intense external
field. Finally, the Floquet representation of the Green’s functionGF .x; x

0/ for a con-
stant envelope time periodic field is given by the simple substitution of Gn;0.x; x

0/
from the above (1.41) into (1.35):

GF .x; x
0/

D
1X

nD�1
ein��x

1X
N D�1

Z
d4p

.2�/4
e�ip�.x�x0/Qn�N .p/

6pN Cm

p2
N �m2 C i0

Q
�
�N .p/:

(1.42)

1.2.6 Dirac Wavefunction of the Interacting System

To derive a systematic approximation of the wavefunction of the interacting system,
we rewrite the Dirac equation (1.4) in the integral equation form as

�.x/ D �.0/.x/C
Z

d4x0G.x; x0/Vi .x
0/�.0/.x0/; (1.43)

where, G.x; x0/ is the total Green’s function of the system, �.0/.x/ is the unper-
turbed initial state in the absence of the laser field, and Vi .x

0/ is the laser–matter
interaction Hamiltonian in the initial state. The total Green’s function G.x; x0/ can
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be expanded in terms of the final state Volkov–Feynman propagatorGF .x; x
0/ as

G.x; x0/ D GF .x; x
0/C

Z
d4x00GF .x; x

00/Vf .x
00/GF .x

00; x0/C : : : : (1.44)

Substituting the above expansion in the equation for the wavefunction (1.43), we get

�.x/ D �.0/.x/C
Z

d4x0GF .x; x
0/Vi .x

0/�.0/.x0/

C
Z Z

d4x00d4x0GF .x; x
00/Vf .x

00/GF .x
00; x0/Vi .x

0/�.0/.x0/C � � � :
(1.45)

Thus, we get the laser-modified Dirac wavefunction for the interacting system in the
form:

�.x/ D �.0/.x/C � .1/.x/C � .2/.x/C � � � ; (1.46)

where the first-order (KFR1) wavefunction is given by

� .1/.x/ D
Z

d4x0GF .x; x
0/Vi .x

0/�.0/
i .x0/; (1.47)

and the second-order (KFR2) correction is given by

� .2/.x/ D
Z

d4x00d4x0GF .x; x
00/Vf .x

00/GF .x
00; x0/Vi .x

0/�.0/
i .x0/; (1.48)

and so on.

1.3 Relativistic Ionization Amplitudes

To obtain the transition amplitude (or the S-matrix element) for ionization, we
project the final Volkov state of a given momentum p on to the change of the wave-
function from the initial state (�.x/ � �.0/.x/) due to the laser interaction. Thus,
the amplitude for ionization is

Afi D
Z

d4x N�p.x/.�.x/ � �.0/.x//

D
Z

d4x N�p.x/.�
.1/.x/C � .2/.x/C � � � /

D �i
Z

d4x N�p.x/ e 6A.x/�.0/.x/ � i
Z Z

d4xd4x0 N�p.x/�0U.x/GF .x; x
0/

� e 6A.x0/�.0/.x0/C � � � ; (1.49)
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where we have used the orthogonality of the Volkov wavefunctions and the relation

N�p.x/ D ��
p.x/�0; (1.50)

which is the Dirac-adjoint of the Volkov wavefunction with four-momentum p.
The lowest order relativistic intense-field amplitude (denoted as KFR1) is therefore
given by the leading term

A .1/
if D �i

Z
d4x N�p.x/ e 6A.x/�.0/

i .x/; (1.51)

and the second-order amplitude (denoted as KFR2) is given by

A .2/
if D �i

Z Z
d4xd4x0 N�p.x/�0U.x/GF .x; x

0/e 6A.x0/�.0/
i .x0/; (1.52)

and so on.
In the sequel, we shall restrict ourselves to the lowest order (KFR1) amplitude

for bound-free transitions, (1.51). The evaluation of the four-dimensional integra-
tions can be carried out analytically [11]. The results are given for the ionization
amplitudes in terms of simple algebraic formulas involving explicit functions. They
permit us to readily calculate not only the energy and angle differential and inte-
grated rates but also the individual spin-resolved ionization probabilities in intense
fields [11]. The analytical formulas are given below for the general case of an ellipti-
cally polarized radiation field, which automatically reduces to the important special
cases of linear and circular polarizations for the ellipticity parameter � D 0 and
� D ˙�=2 (right, left) helicity. We use the expressions to investigate the energy
spectra, angular distributions, the spin currents, and the total rates of ionization at
both infrared and XUV frequencies. They are applied to study the dependence of
the ionization probability of H and a sequence of hydrogenic ions. Results of spe-
cific relativistic calculations are compared with the corresponding nonrelativistic
calculations.

1.4 Analytic Evaluations

In this section, we evaluate the lowest order (KFR1) ionization amplitude in greater
detail and give the analytical formulas for the corresponding spin-specific ionization
transition amplitudes and rates.
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1.4.1 Covariant Expressions for Ground-State Dirac
Wavefunction and Its Fourier Transform

To evaluate the relativistic ionization amplitudes, it is found very useful first to
express the Dirac hydrogenic bound state wavefunction of charge state Z in a
covariant form as ([16] p. 391):

�
.s/
1s .r/ D N1sr

� 0�1e�pB r 6n�.Or/w";# .s D 1; 2/; (1.53)

N1s D .2pB/
� 0C 1

2

�
1C � 0

8�� .1C 2� 0/

� 1
2

pB D mZ˛

� 0 D
p
1 � .Z˛/2 ; (1.54)

ˇ0 D .1 � � 0/=.Z˛/ ; (1.55)

6n� D ��n�

n� D .n0;n/ � .1; iˇ0Or/: (1.56)

Next, it is useful to derive the Fourier transform (FT) of the bound state also in the
covariant form. To this end, we obtain the following two integrals:

c0.p/ D
Z

d3re�ip�rr� 0�1e�pB r

D 4�

p

� .� 0 C 1/

.p2
B C p2/

� 0
C1
2

s0.p/; (1.57)

s0.p/ D sin

�
.� 0 C 1/ tan�1 p

pB

�
; (1.58)

and

g1.p/ D
Z

d3re�ip�rr� 0�1e�pB r� � Or
D ic1.p/� � Op; (1.59)

c1.p/ D 4�

p

� .1C � 0/

.p2 C p2
B /

� 0
C1
2

�
.pB=p/s0.p/ � � 0 C 1

� 0 .1C .pB=p/
2/

1
2 s1.p/

�

s1.p/ D sin

�
� 0 tan�1 p

pB

�
: (1.60)

Thus, the FT of Dirac H atom ground state:

Q�.s/
1s .p/ D

Z
d3re�ip�r�.s/

1s .r/

D N1s

�
c0.p/C ˇ0c1.p/� � Op�w";#
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D N1sc0.p/ 6b�.p/w";# .s D 1; 2/; (1.61)

where

b�.p/ D .1; b.p//

6b D ��b�

b.p/ D �g.p/Op;
g.p/ D ˇ0

�
pB

p
� � 0 C 1

� 0 .1C .pB=p/
2/

1
2

sin .� 0 tan�1.p=pB//

sin ..� 0 C 1/ tan�1.p=pB//

�

w" D w.sD1/

w# D w.sD2/: (1.62)

1.4.2 Explicit Formulas: Spin-Specific Ionization Amplitudes
and Rates

We may now evaluate the transition amplitude for ionization (1.51) and the proba-
bility per unit time (or rates) of ionization.

1.4.2.1 Explicit Ionization Amplitudes

The amplitudes are obtained by substituting the ground-state wavefunction (1.53)
and the Volkov solution (1.31) in (1.51), performing the dx0 integration in terms
of the delta-function and the spatial integration using the FT of the ground state,
(1.61). Thus, for the transition between the spin states s ! s0, one gets:

A .1/
s!s0 D �2�i

X
n

ı.p0 C pB
0 C p	0 � n	0/ � T .n/

s!s0.q/; (1.63)

where pB
0 �

q
m2 � p2

B , pB D mZ˛, and

T
.n/
s!s0.q/ D eA0

2
N.E/Nu.s0/

p 6B�
n

Q�.s/
1s .q/; s; s0 D .u; d / (1.64)

D eA0

2
N.E/N1sc0.q/t

.n/
s!s0.q/; (1.65)

t
.n/
s!s0.q/ D Nu.s0/

p 6B�
n 6b w.s/: (1.66)

The four vectors Bn D .B0
n ;Bn/ are defined in terms of the generalized Bessel

functions Jn, (1.33),
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B0
n D eA0	0

4	 � p .2Jn C cos � .JnC2 C Jn�2// ; (1.67)

Bn D �.�/Jn�1 C ��.�/JnC1 C O�B0
n (1.68)

�.�/ D �1 cos.�=2/C i�2 sin.�=2/ (1.69)

	 � p D 	0p0 � � � p: (1.70)

We list the other symbols together:

q � q Oq D p C �
p � n�� (1.71)

� 0 D
p
1 � .Z˛/2 ; (1.72)

ˇ0 D .1 � � 0/=.Z˛/ ; (1.73)

N1s D .2pB/
� 0C 1

2

�
1C � 0

8�� .1C 2� 0/

� 1
2

; (1.74)

m1 D p
.E Cm/=.2m/ ; (1.75)

m2 D �
p
.E �m/=.2m/ ; (1.76)

NE D
r
m

E
; (1.77)

E D C
p

p2 Cm2 I (1.78)

	0 D !

c
� D 	0 O� (1.79)

	 D .	0;�/ : (1.80)

Finally, evaluating the matrix elements explicitly (with respect to w.s/;w.s0/) for
s; s0 D .u; d /, we get the algebraic expressions for the four reduced matrix elements
t
.n/
s!s0 [11]:

t .n/
u!u D B0

n

� �
m1 Cm2g.q/

�Op � Oq C i .Op � Oq/z
��

C B�
n � .m2 Op Cm1g.q/Oq/

� i
�
B�

n � .m2 Op �m1g.q/Oq/
�

z
(1.81)

t
.n/

u!d
D m2g.q/B

0
n

� �
i .Op � Oq//x � .Op � Oq/y

�
� i

�
B�

n � .m2 Op �m1g.q/Oq/
�

x

C �
B�

n � .m2 Op �m1g.q/Oq/
�

y
(1.82)

t
.n/

d!u D m2g.q/B
0
n

� �
i .Op � Oq/x C .Op � Oq/y

�
� i
�
B�

n � .m2 Op �m1g.q/Oq/
�

x

� �
B�

n � .m2 Op �m1g.q/Oq/
�

y
; (1.83)
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and

t
.n/

d!d
D B0

n

� �
m1 Cm2g.q/

�Op � Oq � i .Op � Oq/z
��

C B�
n � .m2 Op Cm1g.q/Oq/

C i
�

B�
n �

�
m2

Ok �m1g.q/Oq
		

z
: (1.84)

1.4.3 Spin-Specific Ionization Rates

The differential rates of ionization by absorption of n laser photons from the bound
spin states s D .u D"; d D#/ to the continuum spin states s0 D .u; d / can be easily
expressed in terms of the absolute square of the transition amplitude (1.63), divided
by the effectively long interaction time � , and summed over the final wavenum-
ber states. To this end, we use a convenient representation of the square of the
1-dimensional delta-function

ı2.k � k0/ D ı.k � k0/ � 1

2�
lim

	!1

Z c	=2

�c	=2

ei.k�k0/x0dx0

D ı.k � k0/ � lim
	!1

1

2�
.c�/: (1.85)

Thus, we get the differential rate dW .n/ of ionization:

dW .n/
s!s0 D

�
eA0

2
N.E/N1sc0.q/

�2 ˇ̌̌
t
.n/
s!s0.q/

ˇ̌̌2

� .2�/cı.p0 C pB
0 C p	0 � n	0/

1

.2�/3
d3p: (1.86)

Finally, noting d3p D p2djpjd˝p, and performing the djpj integration Œ0;1�, the
rate of ionization for the final electron momentum p in the solid angle element d˝p

takes the simple form [11]:

dWs!s0

d˝p

.p/ D
X

n�n0

�
eA0

2
N.E/N1sc0.q/

�2 ˇ̌̌
t
.n/
s!s0.q/

ˇ̌̌2
c
p0jpj
.2�/2

: (1.87)

In the above, the minimum integer value of n D n0 is determined by the energy-
momentum conservation relation,

n! D �B C �kin C p!; (1.88)
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where �B D m0c
2
�
1 �

q
1 � .pB

m
/2
	

is the binding energy (or ionization poten-

tial), and �Kin D m0c
2

�q
1C �

p
m

�2 � 1

�
is the kinetic energy. We note here

parenthetically that because of the implicit p-dependence of p , (1.88) is an implicit
equation for n that requires to be solved for its root before the contributions of all
allowed n � n0, where n0 is the minimum allowed value of n, can be calculated.
The other parameters are

p0 �
p
m2 C p2 D �

n � p

�
	0 C

q
m2 � p2

B (1.89)

q D jqjOq � p C �
p � n

�
�: (1.90)

1.4.3.1 Special Polarizations

The above results hold for the general case of elliptical polarization. The results
for the two most common cases of linear and circular polarization of the field are
readily obtained from above by simply setting the ellipticity parameter � D 0 and
� D 


2
(right helicity), � 


2
(left helicity), respectively.

Linear Polarization

The same rate formulas for the reduced amplitudes (1.81)–(1.84) hold, except that,
since in this case � D 0, therefore

ap.� D 0/ D p � �1eA0

	 � p (1.91)

�p.� D 0/ D 0 (1.92)

bp D eA2
0

8	 � p : (1.93)

Thus, the generalized Bessel function of three arguments (1.33) now simplifies to
the generalized Bessel function of two arguments, i.e.,

Jn D Jn

�
p � �1A0

c	 � p ;
eA2

0

8	 � p
�
: (1.94)

We note that in this case the quantities B0
n and Bn appearing in the corresponding

reduced transition matrix elements are real and hence the amplitudes t .n/
u!u and t .n/

d!d

are complex conjugate of each other. Thus, we can readily conclude that for linear
polarization of the laser field, the symmetric u ! u and d ! d ionization rates
must be equal. Similar conclusions hold for the spin-flip transitions u ! d and
d ! u.
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Circular Polarization

The same formulas (1.81)–(1.84) for the reduced amplitudes hold except that, since
in this case � D ˙�=2,

ap.� D ˙�=2/ D jpj sin �pA0

c	 � p ; bp D 0 (1.95)

�.� D ˙�=2/ D ˙�p ; (1.96)

therefore the generalized Bessel function of three arguments now simplifies to an
ordinary Bessel function with a phase factor, i.e.,

Jn D Jn

� jpj sin �pA0

c	 � p
�

e˙in�p : (1.97)

In this case, the corresponding expressions of the spin-flip reduced matrix ele-
ments jt .n/

u!d
j2 6D jt .n/

d!uj2, which implies an interesting asymmetry for the spin-flip
ionization rates with respect to the photon propagation direction.

We may note also that the influence of relativity in the rates of ionization given
above arises, first, from the appearance of the relativistic energy-momentum con-
servation, second, from the nonnegligible momentum of the photon and, third, from
the spin degrees of freedom. The first two factors affect the arguments of the Bessel
functions in B0

n and Bn that determine the reduced amplitudes, t .n/
s;s0 , and in the

dressed-momentum q D p C .p � n/�, which is “dressed” by the field strength
via the parameter p. The influence of the spin degrees of freedom arises from
the 4-component spinor character of both the free-state spinor and the bound-state
spinor, and more interestingly depends on the parameter m2 of the free-electron
Dirac spinor, and the parameter ˇ0 (that multiply the term g.p/) that appears in the
“weak” component of the ground-state spinor. They are small in the low velocity
nonrelativistic limits but become important in high Z ions and for the inner-shells
of heavy atoms.

1.4.4 The Unpolarized Rate of Ionization

The spin-averaged total ionization rate from an unpolarized target atom can be easily
obtained by simply adding the four spin-specific rates given above and dividing by
2 (for the average with respect to the two equally probable initially occupied spin
states):

dW .ion/

d˝p

D
X

n�n0

�
eA0

2
N.E/N1sc0.q/

�2

c
p0 jpj
.2�/2

� 1

2

X
.s;s0/Du;d

ˇ̌
ˇt .n/

s!s0.q/
ˇ̌
ˇ2 :
(1.98)
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We may note in passing that for the nonrelativistic ground 1s-state of H atom,
� 0 D 1 and for the ground s-state of a zero-range potential, � 0 D 0. Before end-
ing this section, we should point out that in the nonrelativistic limit (and in the
dipole approximation), (1.98) reduces to the corresponding nonrelativistic KFR1
rates (e.g., Equation (44) in [5]).

1.5 Applications

We apply the formulas given above to study the angle and energy differential ion-
ization rates, the total ionization rates, the spin-specific ionization currents, spin-flip
asymmetry, spin-averaged asymmetry parameter, and the charge-state (Z) depen-
dence of intense-field ionization process, in the case a circularly polarized incident
laser field. This case is particularly interesting from the point of view of the interplay
between the spin polarization and the laser helicity. To be specific and to bring out
the mutual dependence of helicity of the laser photons and the helicity of the elec-
tron spin, we choose the incident laser field to be circularly polarized (cf. Fig. 1.1)
with the laser propagation vector, �, along the z-axis and the unit polarization vector
� with orthogonal components along the x and y directions .�1 D �x; �2 D �y/;
the momentum p, and the two possible spin states up (u D") and down (d D#) are
also indicated. We choose the laser frequency to be in the infrared, UV and XUV or
free-electron laser (FEL) domains or more specifically, a typical Ti-sapphire laser
frequency ! D 1:55 eV, as well as a set of higher frequencies, ! D 5, 10, 27.2,
54.4, and 200 eV.

For the purpose of numerical calculations, in this section we conveniently use the
atomic units (a.u.): e0 D m0 D „ D ˛c D 1 and hence in a.u. e D 1=c D ˛ D
137:036 � �, and m D c. The peak amplitude of the vector potential A0 (in a.u.) is
related to the peak electric field strength F0 (in a.u.), and the laser intensity I (in
W cm�2) by:

A0 D c

!
F0 (1.99)

F0 D
p
I=Ia; (1.100)

Ia D .3:51 � �/ � 1016 W cm�2: (1.101)

Fig. 1.1 Geometry
indicating the propagation
vector � and the polarization
components �x; �y of a
circularly polarized laser
field, as well as the
momentum p and spin states
(";#) of the emitted electron
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Fig. 1.2 Ionization rate:
emitted electron energy
spectrum (in units of photon
energy) at ! D 200 eV,
I D 1021 W cm�2:
intense-field relativistic case
(solid line), and
nonrelativistic case (open
circles)
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1.5.1 Ionization Rate: Energy Distribution

In Fig. 1.2, we show the results of calculations for the energy distribution of the
electrons from ionization of Hydrogen atom at a free-electron laser frequency
! D 200 eV and an intensity I D 1021 W cm�2. It can be seen (photoelectron
energy in units of the photon energy) that the probability of ionization per seccond.
reaches its maximum at an energy far above the value of n D 1 – far above the
allowed (relativistic ionization threshold �13.6 eV) single-photon transition energy.
This is a typical characteristic of intense-field ionization in circularly polarized
fields, which is accompanied by absorption of a large number of photons and angu-
lar momenta. In the figure, we have compared the results of the present intense-field
relativistic model (solid line) and the corresponding nonrelativistic Schrödinger cal-
culations (open circles) using (44) given in [5]. It is interesting to observe that
despite the “high” intensity, the nonrelativistic calculation at this XUV frequency
is virtually indistinguishable (in the scale of the figure) from that of the relativistic
theory. This implies that effectively this combination of nominally high intensity
(higher than most current high intensity infrared or optical laser field) the electron
motion throughout is essentially nonrelativistic in nature. This is due to the inverse
frequency-square dependence of the characteristic ponderomotive energy Up D
I=4!2(a.u.) (that corresponds to the mean kinetic energy of a free electron in a laser
field). The result at a higher intensity of I D 1022 W cm�2 is shown in Fig. 1.3. It
can be seen from the figure that although still the relativistic and the nonrelativistic
distributions peak near the same energy, the maximum height is now visibly lower
in the relativistic case (solid line) than in the nonrelativistic calculation (open cir-
cles). A systematic variation of the peak of the energy distributions as a function
of intensity can be seen very clearly in Fig. 1.4 that shows the results of relativistic
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Fig. 1.3 Ionization rate:
emitted electron energy
spectrum (in units of photon
energy) at ! D 200 eV,
I D 1022 W cm�2:
intense-field relativistic case
(solid line), and
nonrelativistic case (dashed
line)

Fig. 1.4 Ionization rate:
electron energy spectra (in
units of photon energy) at
! D 5 eV and a sequence of
intensities I D .80�160/ a:u:
D .80�160/ � 3:51 �
1016 W cm�2. Note how the
peak values decrease
systematically with
increasing intensity for both
relativistic (solid line) and
nonrelativistic cases (dashed
line)
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(solid lines) and nonrelativistic calculations (open circles) for a whole sequence of
intensities in the range I D 80�160 a:u: D .80�160/ � 3:51 � 1016 W cm�2, for
a fixed laser frequency ! D 5 eV. We note that the sequence of peaks of the dis-
tributions occur at an energy of the order of Up. This is a typical characteristic of
electron energy spectrum produced by a circular polarization of the field.
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1.5.2 Ionization Rate: Angular Distribution

Next, we compare the angular distributions of the emitted electron in the relativis-
tic and nonrelativistic cases. Typical results are shown in Figs. 1.5 and 1.6. They
correspond to the same laser parameters as assumed for the energy distributions
shown in Figs. 1.2 and 1.3, respectively. Noting that the angles of emission are mea-
sured here from the propagation direction of the laser field, a shift of the relativistic

Fig. 1.5 Ionization rate:
comparison of angular
distributions at ! D 200 eV,
I D 1021 W cm�2:
intense-field relativistic Dirac
(solid line), nonrelativistic
Schrödinger (dashed line)

40 60 80 100 120 140
Angle(degree)

R
at

e(
x1

011
/s

ec
 )

0

1

2

3

4

5

Fig. 1.6 Ionization rate:
comparison of angular
distributions at ! D 200 eV,
I D 1022 W cm�2:
intense-field relativistic Dirac
(solid line), nonrelativistic
Schrödinger case (dashed
line). Note the focusing effect
toward the smaller angle
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distribution (solid line) toward a smaller angle compared to the nonrelativistic case
(dashed line) can be seen to occur in Fig. 1.5. This is a manifestation of the general
relativistic focusing effect toward the propagation direction (cf., e.g., [5]), that in
fact becomes more significant with the increase of the field intensity. This can be
seen more prominently from the distribution at a higher intensity (1022 W cm�2)
shown in Fig. 1.6. Again one finds that the highest rate is lower in the relativistic
case than in the nonrelativistic case.

In Fig. 1.7, we compare the angular distributions calculated at ! D 1 a:u: D
27:2 eV and intensity I D 0:01 a.u. D 3:51 � 1014 W cm�2 calculated in three dif-
ferent ways. It can be seen that there is virtually no distinction, at this relatively
low intensity, between the intense-field relativistic (solid line) and the nonrela-
tivistic (dashed line) calculations. Moreover, they are essentially equal to the rates
given by the single-photon relativistic Born approximation (crosses). The results
for the same frequency but for a two orders of magnitude higher intensity (I D
3:51 � 1016 W cm�2) are shown in Fig. 1.8. It can be seen that the intense-field rel-
ativistic (solid line) and the nonrelativistic (dots) distributions are still essentially
equal to each other. However, now, they both differ significantly from the results
of the single-photon relativistic Born approximation (crosses) and overestimates the
peak rate considerably indicating the failure of the perturbation theory.

1.5.3 Total Ionization Rates: Intensity Dependence

We next consider the total ionization probability per unit time (the total rate),
which is obtained by integrating the distributions over all angles of emission at a

Fig. 1.7 Ionization rate:
comparison of angular
distributions at ! D 27:2 eV,
I D 3:51 � 1014 W cm�2:
intense-field Dirac (solid
line), nonrelativistic
Schrödinger (dots), and
single-photon relativistic
Born approximation (crosses)
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Fig. 1.8 Ionization rate:
comparison of angular
distributions at
! D 1 a:u: D 27:2 eV and
I D 1 a:u: D
3:51 � 1016 W cm�2:
intense-field Dirac (solid
line), nonrelativistic
Schrödinger (dots), and
single-photon relativistic
Born approximation (crosses)
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Fig. 1.9 Total ionization rate
for H atom at ! D 1:55, 5,
and 54:4 eV, as a function of
intensity in the range
1014 W cm�2–1022 W cm�2.
Note the counter intuitive
decrease of ionization
probability with increasing
intensity above the maxima
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given energy followed by a further integration over all the emission energies of the
electron, and averaging over the two initial spin states, as well as summing over the
two final spin states. In Fig. 1.9, we compare the total rates of ionization at three
different laser frequencies ! D 1:55, 5, and 54.4 eV, as a function of the laser inten-
sity from 1014 to 1022 W cm�2. In all cases, the ionization rates show at first an
increasing probability with increasing intensity. Then they go through a maximum
and decrease generally with further increase of intensity. We note that this decrease
of ionization rate with the increase of intensity is reminiscent of (but not identical
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to) the phenomenon of “adiabatic stabilization” of atoms against ionization in the
high frequency limit [17]. In the latter case, the single-photon ionization threshold
is supposed to lie much below the laser photon energy. In contrast, in this case, the
decreasing rate occurs as well at low frequencies (i.e., below the “high frequency”
limit). We note that the maximum rates are higher in strength for the higher fre-
quencies, and they occur at higher intensities. Finally, a modulation of the total
ionization rates can be detected below the maximum rate in the top curve – this
behavior indicates a channel closing effect or the closing of the lowest n-photon
ionization channels that can occur with the upward shift of the ionization threshold
by the ponderomotive energy Up D I

4!2 (a.u.) with the increase of the intensity
(see, e.g., [5]).

1.5.4 Spin Dependence of Ionization Currents

In the cases considered so far we have not resolved the spin degrees of freedom of
the electron either in the ground state or in the free state after the ionization. In fact,
the distributions shown in the above figures correspond to the usual measurement
of the unpolarized ionization signal that is spin-averaged over the initial spin states
of the target atom and spin-summed over the final states of the free electron. The
present four-component relativistic analysis provides explicit analytic expressions
for the individual spin-dependent transition amplitudes (first obtained in [11]). This
allows us to further examine the spin-resolved electron current, its dependence on
polarized or un-polarized target atoms, the spin-flip ionization probabilities, and any
asymmetry in the spin currents. We recall, as indicated already in Fig. 1.1, that the
field propagation direction (z-axis) is the spin quantization axis and the spin “up”
orientation is defined to be along the positive z-direction.

1.5.4.1 Spin-Symmetric Transitions: Angular Distributions

We first consider the spin unchanging (spin symmetric) angular distributions of
the ejected electron for ! D 27:2 eV and I D 3:51 � 1015 W cm�2. Note that
at this frequency the single photon ionization channel is open (since the ioniza-
tion threshold energy of Dirac H-atom �13:6 eV). In Fig. 1.10 we show the results
of intense-field relativistic calculation for the symmetric u �" to u �" (solid
line) and d �# to d �# (crosses) ionization rates. For the sake of comparison,
we also show the results of the single-photon relativistic first Born approximation:
" to " (open circles) and # to # (dots). Clearly, there is no significant distinction
between the intense-field relativistic and the single-photon Born approximation.
Moreover, the rates of " to " and # to # symmetric transitions are equal as we
have discussed analytically in Sect. 4.2. In Fig. 1.11, we present the corresponding
results for a higher intensity I D 3:51 � 1016 W cm�2. Again, the spin-symmetric
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Fig. 1.10 Spin symmetric
ionization rate: angular
distributions at
! D 1 a:u: D 27:2 eV,
I D 3:51 � 1015 W cm�2 –
intense-field relativistic
Dirac: " to " (solid line), #
to # (crosses); single-photon
relativistic Born
approximation: " to " (open
circle), # to # (thick dots)
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Fig. 1.11 Spin symmetric
ionization rate: angular
distributions at
! D 1 a:u: D 27:2 eV,
I D 3:51 � 1016 W cm�2 –
intense-field relativistic
Dirac: " to " (solid line),
# to # (crosses);
single-photon relativistic
Born approximation: " to "
(open circle), # to # (dashed
line)
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transition rates are equal, however, at the higher intensity the Born approximation
results clearly overestimate the corresponding results of intense-field calculations.

1.5.4.2 Spin-Flip Transitions: Angular Distributions

In Fig. 1.12, we show the spin-flip ionization rates for an FEL frequency
! D 200 eV, at a high intensity I D 1022 W cm�2, calculated using the present
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Fig. 1.12 Spin-flip
ionization rate: angular
distributions for ! D 200 eV,
I D 3:5� 1022 W cm�2:
intense-field relativistic: " to
# (solid line), # to " (dashed
line)
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intense-field theory. The " to # transition rates (solid line) and the # to " u tran-
sition rates (dashed line) are compared. It can be seen that the " to # rates are
larger than the # to " rates, at all angles of emission. They are, nevertheless, of a
comparable order of magnitude. This, as we shall see next, is in stark contrast to
the zero probability for the # to " transition given by the relativistic single-photon
Born approximation. In Fig. 1.13, we show the results of the angular distributions
of the spin-flip ionization rates calculated using the intense-field relativistic approx-
imation (" to # (solid line), # to " (dashed line)) and, the single-photon relativistic
first Born approximation (" to # (dots), # to " � 0 (not shown)). We note that the
intense-field " to # and # to " rates are both finite but the latter is significantly
weaker in strength. It is remarkable that the relativistic first Born approximation
gives qualitatively different result since (as opposed to the finite " to # transition
rates) the # to " transitions rates vanish (not shown) at all angles.

1.5.5 Spin Asymmetry

We may characterize the asymmetry between the spin-flip rates u ! d and d ! u
quantitatively by an “asymmetry parameter”. To this end, we define the differential
up and down spin currents (to be calculated from (1.87) and (1.81–1.84)) as:

dW up

d˝
D 1

2

�
dWu!u

d˝
C dWd!u

d˝

�
; (1.102)

dW down

d˝
D 1

2

�
dWd!d

d˝
C dWu!d

d˝

�
: (1.103)
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Fig. 1.13 Spin-flip
ionization rate: angular
distributions at ! D 27:2 eV,
I D 3:51 � 1016 W cm�2 –
strong-field relativistic: " to
# (solid line), # to " (dashed
curve); single-photon
relativistic first Born
approximation: " to # (thick
dots), # to "� 0 (not shown)
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We define the spin-flip asymmetry parameter:

A.�/ D
�

dWu!d

d˝
� dWd!u

d˝

�
=

�
dW up

d˝
C dW down

d˝

�
: (1.104)

Similarly, we define the asymmetry parameter for a spin unpolarized target as the
averaged < A > .�/:

< A > .�/ D
�

dW up

d˝
� dW down

d˝

�
=

�
dW up

d˝
C dW down

d˝

�
: (1.105)

Figure 1.14 shows the results of angle dependence of the spin-flip asymmetry A.�/
for a Ti-sapphire laser with ! D 1:55 eV, I D 1016 W cm�2 (outer curve) and
I D 1017 W cm�2 (inner curve). A.�/ is positive implying clearly that the " to #
flip rate is greater than the # to " flip rate. We may remark in passing that unlike
the spin asymmetry for Fano-effect [18], see also [19] observed in ordinary pho-
toionization in the presence of spin–orbit interaction, the two curves in the figure
reveal a strong dependence of A.�/ on the field intensity, at all angles. The peak
value of the asymmetry is seen to lie not on the plane of polarization (� D 90ı) but
at a somewhat smaller angle away from it. The peak also moves further away from
the polarization plane with increasing intensity. This behavior reveals the change
of the electron momentum in an intense field caused by the combined effect of
retardation and field intensity. This is seen analytically in the “dressed” momen-
tum q of the electron in the presence of the field (1.90) where the extra term that
adds to p depends on the photon momentum transfer n�, as well as on the intensity
through p . Figure 1.15 shows the spin-flip asymmetry A.�/ for an FEL frequency
! D 20 eV and intensity I D 1020 W cm�2. Again, a strong angular dependence
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Fig. 1.14 Spin-flip
asymmetry parameter
A.�/ vs. angle of electron
emission: ! D 1:55 eV,
I D 1016 W cm�2 (outer
curve) and I D 1017 W cm�2

(inner curve)
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Fig. 1.15 Spin-flip
asymmetry parameter
A.�/ vs. angle of electron
emission: ! D 20 eV,
I D 1020 W cm�2
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of the asymmetry is evident at this higher intensity. One may wonder whether this
asymmetry actually would survive for ionization from an unpolarized target, which
requires a 50/50 weighted average of the up and down spin sub-states of the ground
state. In Fig. 1.16 we show the results for the spin current asymmetry parameter
< A > .�/ averaged over the ground spin states, as a function of the polar angle
of the emitted electrons (measured from the laser field propagation direction) for
an ! D 20 eV and an intensity I D 1020 W cm�2 as in Fig. 1.15. Aside from the
change of sign (compare the definitions of the numerators of A.�/ and < A > .�/

defined by (1.104) and (1.105)), the asymmetry is seen to survive the spin averaging
of the target states; it also shows a strong angular dependence as seen already.
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Fig. 1.16 Target spin states
averaged spin current
asymmetry parameter
< A > .�/ vs. angle of
electron emission:
! D 20 eV,
I D 1020 W cm�2
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1.5.5.1 Role of Retardation or Finite Photon Momentum

Further insights into the nature of spin–photon interaction in intense fields can be
gained by considering the influence of the retardation effect, and hence the influence
of the magnetic component of the incident electromagnetic field on the spin-flip
probability. Perhaps, the simplest way to examine the necessity or otherwise of the
retardation effect for the spin-flip process is to put the light propagation vector �

identically equal to zero in the transition matrix elements t .n/

u!d
and t .n/

d!u (1.82) and
(1.83). Clearly, the argument ap of the Bessel function Jn.ap/ defined above in the
limit of zero retardation (� D 0) remains finite and the field-dressed momentum
q simply reduces to the free momentum p. Hence, the spin-flip amplitudes do not
vanish in the limit of zero retardation, i.e., if the magnetic component of the incident
laser field is neglected. Note that in the present case there is no spin–orbit interaction
in the initial state (ground s-state). So one may rightly enquire: what is the mech-
anism for the finite spin-flip transition probability in intense fields, in the absence
of retardation and the spin–orbit interaction? We first note that (1.82) and (1.83)
for the spin-flip amplitudes depend on the parametersm2 and g.q/, which relate to
the ‘weak’ components of the Dirac spinor of the free electron and the ground state
of Dirac H-atom. Hence, they certainly go beyond the usual Pauli-mechanism of
direct coupling of a given external magnetic field to the spin (magnetic moment) of
the electron. In fact, further examination of the two equations shows that the non-
vanishing coupling occurs through the vector product of the polarization � and the
electron momentum p. This along with the outer factor eA0 � eF0=	0 (where F0

is the electric peak field strength of the laser field in the laboratory) in the transition
matrix element (see (1.64)) shows that the coupling depends on factors of the form
F0 � p=c (a.u.) �B0 (a.u.), where B0 is in fact an effective magnetic field seen by
the electron in its own frame of reference. It arises from the Lorentz transformation
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(e.g., [20]) of the electric field F0 of the laser field in the laboratory, contributing to
an effective (or ‘motional’) magnetic field in the rest frame of the electron moving
with a momentum p in the laboratory. Therefore, the dominant mechanism that leads
to the spin-flip transition in intense laser fields is the coupling of the “motional”
magnetic field EB 0 with the spin � or magnetic moment D � 1

4c2 � (a.u.) of the elec-
tron. This is rather analogous but not identical to the Lorentz transformation of the
electric field associated with the static atomic potential V.r/ into an effective mag-
netic field and the resulting spin–orbit interaction responsible for the well-known
Fano-effect [18], see also [19] observed in ordinary photoionization in the perturba-
tive domain of intensity. Therefore, we may also add that for a comparatively weak
laser field and when the spin–orbit interaction is not negligible an additional contri-
bution to B0, of the order of � 1

r
dV.r/

dr
r � p=2c (a.u.), ought to be taken into account

for quantitative accuracy.

1.5.5.2 External Control of the Spin Currents

It is worth noting that the relative dominance of up or down spin electron currents
can be controlled from outside, for example, completely reversed by changing the
helicity of the incident light. This can be seen analytically by replacing the right
circular polarization vector �.� D C�=2/ by the left circular polarization vector
�.� D ��=2/ in (1.81)–(1.84) and observing that the following transformations of
the amplitudes hold:

t .n/
u!u ! t .n/�

d!d ; (1.106)

t .n/
d!d ! t .n/�

u!u; (1.107)

t .n/
u!d ! �t .n/�

d!u; (1.108)

t .n/
d!u ! �t .n/�

u!d : (1.109)

Hence, the spin-flip rates would exchange their magnitudes and the asymmetries
< A > .�/ would change their signs on changing the helicity of the photons from
the right circular to the left circular polarization. We may recall that the magnitude of
the asymmetry parameters < A > .�/ and A.�/, in the cases explicitly considered
above, are of the orders of 10�3 for the near-infrared wavelength and 10�2 for the
VUV wavelength. These values lie well above the threshold efficiency �2:4� 10�4

of currently available spin analyzers in the laboratory (e.g., [21, 22]).
We point out that since the spin-flip asymmetry as shown here remains finite and

large for weak and long wavelength fields (see, e.g., Fig. 1.13) and can be controlled
from outside, it would be useful also for the new science of spintronics.
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1.5.6 Charge-State Z Dependence and an Anomalous Effect

In this last section, we consider the dependence of the total ionization probability
per unit time and its energy and emission angle distributions, on the charge states Z
of the target ions, and consider an anomalous behavior of ionization probability vs.
ionization potential.

1.5.6.1 Total Ionization Rates Vs. Z

It is known ([4], p. 96) that in the perturbative region of intensities the rate of ion-
ization decreases very rapidly with inverse powers of the ionic charge Z due to the
strong increase in the ionization potential of the target ion, Ip.Z/ D Z2

2
(a.u.).

Thus, it is usually expected that it would be harder to ionize a system (at the same
intensity and frequency of the field) if the electron is bound more tightly. How-
ever, as noted above, an anomalous increase of the ionization probability with the
increase of the binding energy of the electron has been predicted [12] to occur,
from a model atom investigation based on the relativistic Klein–Gordon equation.
This was seen to occur in a certain range of the binding energy. We shall also
confirm the anomalous effect of increase of ionization probability of hydrogenic
ions with increasing ionization potential in certain domain of the charge states
Z. In Fig. 1.17, we show the results of total ionization rates as a function of the
charge state Z, from calculations using intense-field KFR1 approximation, for both
Dirac relativistic (solid lines) and Schrödinger nonrelativistic (dashed lines) cases,
at ! D 10 eV, and I D 1018 and 1019 W cm�2. It can be seen that at an intensity
I D 1018 W cm�2, there is already an indication of the counterintuitive result in
which the ionization probability increases for Z D 2 than at Z D 1 as the ioniza-
tion potential, Ip D Z2=2, increases from 1/2 to 2 (a.u.). At a still higher intensity,
I D 1019 W cm�2, the anomalous behavior is clearly exhibited for both the charge
states Z D 2 and Z D 3. We note, in fact, that at this higher intensity the effect
is more pronounced in the relativistic calculation than in the nonrelativistic case. It
is, therefore, not exclusively a relativistic effect but appears at present to be a man-
ifestation of highly nonlinear dependence of the ionization dynamics on the field
intensity, whose physical origin remains to be understood.

1.5.6.2 Energy and Angular Distributions Vs. Z

To investigate this anomalous behavior further, we have computed also the energy
spectrum as well as the angular distribution of the emitted electrons from different
target ions. In Fig. 1.18, the results are shown for ! D 10 eV, at I D 1019 W cm�2,
for a sequence of charge statesZ D 1; 2; 3; 4; 5. It is clearly seen that the probability
of ionization for Z D 3 with a higher binding energy Ip.3/ D 9=2 (a.u.) is higher
than for the ions with Z D 2 that is more weakly bound (Ip.2/ D 2 (a.u.) < 9=2

(a.u.) D Ip.3/). This holds essentially throughout the energy distribution. Finally,
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Fig. 1.17 Total ionization rates vs. charge state Z of target ion: ! D 10 eV, I D 1018 and
1019 W cm�2 – intense-field relativistic Dirac case (solid lines), nonrelativistic Schrödinger case
(dashed lines). Note the anomalous behavior of larger rates for higher ionization potentials for the
charge states Z D 2, and Z D 2, 3, than for Z D 1, respectively, seen clearly in the relativistic
results at the two intensities

in Fig. 1.19, we show the results of calculations for the angular distributions for
the ionization of ions with charge states Z D 1; 2; 3; 4; 5. It is seen again that the
electron emission rates in essentially all directions from the more tightly bound
target ions withZ D 3 is larger than the rates of emission from the less tightly bound
electron in target ions with Z D 2 and Z D 1. We note that the maximum rate of
ionization occurs at about 83ı from the direction of propagation of the incident laser
beam.

1.6 Summary

To summarize, we have discussed the process of ionization of Dirac Hydrogen
atom and hydrogenic ions of increasing charge states, using the four-component
relativistic intense-field KFR1 approximation. The energy spectra, the angle depen-
dence, the spin dependence, and the charge-state dependence of the intense-field
ionization process are analyzed and discussed in detail. Specific illustrations for the
special case of circularly polarized fields allow us to further investigate the helic-
ity dependence of the intense-field ionization process and compare it with ones in
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Fig. 1.18 Change-state
dependence of ionization rate:
energy spectra (in units of
photon energy) of H and
hydrogenic ions: Z D 1, 2, 3,
4, 5; ! D 10 eV,
I D 1019 W cm�2; calculated
with present relativistic
intense-field ionization model
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Fig. 1.19 Charge-state dependence of ionization rate: angular distribution for H and hydrogenic
ions: Z D 1, 2, 3, 4, 5; calculated with present relativistic intense-field ionization model; ! D
10 eV, I D 1019 W cm�2

the weak and long wavelength fields. To this end, results of calculations from the
relativistic and the nonrelativistic intense-field approximations (and in some cases
also from the relativistic first Born approximation) are compared. The frequency
range is chosen to correspond to the available intense infrared and free-electron
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laser fields. Two counterintuitive characteristics of the ionization process predicted
earlier: (a) an asymmetry of spin-up and spin-down currents from the unpolarized
target and (b) an anomalous increase of ionization probability with the increase of
the ionization potential are also confirmed. The strong spin-asymmetry in the case
of weak and long wavelength fields and its simple control analyzed here should be
of interest for the new field of spintronics.
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Chapter 2
Ultrafast Hydrogen Migration in Hydrocarbon
Molecules Driven by Intense Laser Fields

Huailiang Xu, Tomoya Okino, Katsunori Nakai, and Kaoru Yamanouchi

Abstract By referring to our recent studies conducted using the coincidence
momentum imaging method, experimental evidences of the ultrafast hydrogen
migration are shown. For allene .CH2DCDCH2/ the momentum correlation maps
and proton distribution maps of triply charged allene constructed from the observed
momentum vectors of fragment ions revealed that the spatial distribution of the
migrating hydrogen atom (or proton) covers the entire range of an allene molecule.
It was also revealed that the hydrogen migration plays a decisive role in breaking
selectively chemical bonds within molecules, showing its potential applications
for chemical reaction controls. For methanol, it was shown that there are two dis-
tinctively different stages in the hydrogen migration processes in singly charged
methanol, i.e., ultrafast hydrogen migration occurring within the intense laser
field .�38 fs/, and slower postlaser pulse hydrogen migration .�150 fs/, showing
quantum mechanical nature of light protons.

2.1 Introduction

Molecules exposed to an intense laser field exhibit a variety of characteristic
dynamical processes such as molecular alignment, laser-induced rearrangement of
chemical bonds, and multiple bond breaking called Coulomb explosion [1–7]. The
hydrogen migration, in which hydrogen atoms or protons migrate from one site
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to another within a molecule, is a chemical-bond rearrangement process that has
been observed in hydrocarbon molecules in intense laser fields [8]. Since the hydro-
gen migration processes leading to chemical bond rearrangement may open new
reaction pathways that could not be realized from the initial geometry of molecules,
the understanding of the motion of hydrogen atoms or protons within a molecule
will provide new strategies for controlling chemical reactions by means of the
manipulation of hydrogen migration processes.

The hydrogen migration is found to proceed extremely rapidly, even within the
sub-10 fs time domain, when it is induced by an intense laser field. This leads
to a difficulty in tracing ultrafast hydrogen migration within a molecule in time
domain even when pump-and-probe measurements are achieved using sub-10 fs
laser pulses. It was also noted that ultrafast hydrogen migration leading to molecular
isomerization by an intense laser field could not be treated theoretically by conven-
tional approaches based on the Born–Oppenheimer (BO) approximation, and a new
theoretical approach beyond the BO approximation was recently proposed [9].

It should be noted that recent advances in laser science and technology have made
it possible to investigate how far and how fast hydrogen atoms or protons migrate
within a molecule. In this article, we introduce our recent experimental studies on
ultrafast hydrogen migration in several kinds of hydrocarbon molecules induced by
intense laser fields with the laser peak intensity in the range of 1013–1015 W=cm2.
By using Coulomb explosion coincidence momentum imaging (CMI) method [10],
the fragment ions originated from the Coulomb explosion of a single parent ion are
detected in momentum coincidence, so that the charge number of the parent ions
and the dissociation pathways can be identified unambiguously.

In the CMI measurements, the three-dimensional momentum vectors of each
fragment ion are determined in the laboratory frame for every single event of the
Coulomb explosion. The correlation among the momentum vectors of the fragment
ions carries information on the nuclear dynamics of molecules, since the momen-
tum vectors vary sensitively to the change in the geometrical structure of molecules
before molecules undergo the Coulomb explosion. Therefore, the instantaneous geo-
metrical structure of a parent molecule just before the Coulomb explosion can be
constructed from the momentum vectors of the resultant fragment ions. In particular,
when a proton is ejected as one of the three fragment ions in the three-body Coulomb
explosion process, the spatial position of a migrating proton can be mapped within
the molecule in a straightforward manner.

This article is organized as follows. In Sect. 2.2, we present a typical experi-
mental setup used for the Coulomb explosion CMI measurements. In Sect. 2.3, by
referring to our studies on allene we show that ultrafast hydrogen migration can
be studied by the CMI measurements of two-body Coulomb explosion processes
In Sect. 2.4, we show for allene that a momentum correlation map and a proton
map representing the spreaded probability distribution of a proton within a molecule
can be constructed from the observed three-dimensional momentum vectors of the
fragment ions ejected in three-body Coulomb explosion processes. In Sect. 2.5, we
introduce our recent studies on the hydrogen migration in methanol probed in real
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time using the CMI method combined with a pump-probe technique. Finally, the
summary and conclusions are presented in Sect. 2.6.

2.2 Coincidence Momentum Imaging

The CMI technique was developed to derive information on geometrical molecular
structures of multiply charged polyatomic molecules generated by the irradiation
of short wavelength light [11], the beamfoil charge stripping [12], and the charge
exchange collision with highly charged atomic ions [13]. This technique was intro-
duced first by our group in 2001 for studying the decomposition processes of
molecules in intense laser fields [10].

In Fig. 2.1, the schematic diagram of a typical experimental apparatus used for
the Coulomb explosion CMI measurements in our laboratory is shown [14]. The
light source was a Ti:Sapphire femtosecond laser system (Pulsar 5000, Amplitude
Technologies) composed of a regenerative amplifier, a two-pass preamplifier and a
cryogenically cooled four-pass amplifier, and finally, compressed by a two-grating
compressor. In the laser system, the output pulses of 25 fs, and 780 nm at a repetition
of 75 MHz from a Ti: Sapphire oscillator (Femtosource S20, Femtolasers) were pos-
itively chirped to about 100 ps in an aberration-free stretcher, and then amplified at
a high-repetition-rate (5 kHz) amplification stage. To shorten the pulse duration, an

Fig. 2.1 Schematic diagrams of the experimental setup. The position (X; Y D .Tx1–Tx2),
(Ty1–Ty2) of the fragment ions projected on the detector can be obtained, where x1; x2; y1; y2
represent the two ends of two wire layers x and y, respectively
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acousto-optic programmable dispersive filter (Dazzler, Fastlite) was placed between
the stretcher and the regenerative amplifier to control simultaneously the spectral
phase and amplitude of the pulses, whose central wavelength is � 790 nm. The
ultrashort laser pulses (�t � 40 fs; I D 10–100�J=pulse) were introduced into an
ultrahigh-vacuum chamber through a quartz lens .f D 15 cm/ to achieve the laser
field intensity of 1013–1014 W=cm2 at the focal spot, which was estimated from the
pulse duration measured by a SPIDER and the radius of the focal spot measured by
a CCD camera.

The sample gas was introduced into the sample vacuum chamber through a
micro-syringe .0:51mm¥/, and skimmed by a skimmer .0:48mm¥/ to form a
molecular beam in the main ultrahigh vacuum chamber pumped differentially,
whose base pressure was about 3 � 10�11–8 � 10�11 Torr. The molecular beam
and the laser beam crossed at right angles, and the ions generated at the laser
focal spot in the molecular beam were projected onto a position-sensitive detector
(PSD) with delay-line anodes readout (RoentDek DLD 80) by three equally spaced
.d D 15mm/ parallel-plate electrodes in the velocity mapping configuration [15].
The laser polarization direction, electrode plates, and the surface of the detector
are all set to be parallel to the plane formed by the molecular beam and laser beam
axes. The spatial and temporal resolutions of the PSD detector were about 0.255 mm
and 0.5 ns, respectively. The three-dimensional momentum vectors of the respective
fragment ions were determined by their positions and arrival time on the detector.
To detect securely all the fragment ions from a single parent ion, it was necessary
to keep the number of events per laser shot less than unity. In most of the measure-
ments performed in our laboratory, the number of events per laser shot was kept
to be 0.25–0.55 events/pulse by lowering the pressure in the sample chamber to be
1 � 10�7–4 � 10�7 Torr during the experiment, so that the pressure in the main
chamber became 2 � 10�10–8 � 10�10 Torr.

2.3 Evidences for Hydrogen Migration in Two-Body Coulomb
Explosion

The migration of hydrogen atom(s) or proton(s) occurring within hydrocarbon
molecules induced by intense laser fields has been experimentally confirmed
by observing the fragment ions ejected from the two-body Coulomb explo-
sion processes. The hydrogen migration induced by intense laser fields was
found first in acetonitrile .CH3CN/ [16], in which doubly charged acetonitrile
molecule dissociates through three different two-body Coulomb explosion pro-
cesses, CH3CN2C ! CH3�n

C C HnCNC.n D 0–2/. The formation of HCNC and
H2CNC, recorded respectively in coincidence with CH2

C and CHC showed unam-
biguously that the migration of hydrogen atom(s) or proton(s) proceeded within
an acetonitrile molecule. The intense laser-induced hydrogen migration processes
were also observed in the two-body Coulomb explosion processes of several other
small hydrocarbon molecular species, such as acetylene [17], methanol [18], allene
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[14] and 1,3-butadiene [19]. The hydrogen migration was also confirmed by the
H/D exchange in deuterated methanol [18, 20]. Furthermore, the investigation of
two-body Coulomb explosion of methanol under the excitations of laser pulses
with pulse durations of sub-10 fs (�7 fs) and 21 fs was carried out, which exhibits
different angular distributions of the recoil vectors of the fragment ions through
the direct C–O bond breaking pathway, CH3OH2C ! CH3

C C OHC, and the
migration pathway CH3OH2C ! CH2

C C OHC
2 [21].

In the latter part of this section, we will focus our attention on allene
.CH2CCH2/, the simplest member of the alkadiene compounds, to show how
the ultrafast hydrogen migration process can be investigated by the CMI maps of
the two-body Coloumb explosion processes [14].

Figure 2.2 shows the momentum imaging maps of CHm
C.m D 1–3/ appearing

in coincidence with C2H4�m
C.m D 1–3/, which represents the following three

two-body Coulomb explosion pathways, in which one of the two C–C bonds is
broken,

C3H2C
4 ! CHC

m C C2HC
4�m.m D 1 � 3/: (2.1)

Form D 2, and 3, the CMI maps exhibit a pair of clear crescent-like patterns, while
the extent of the anisotropy for m D 1 is less pronounced.

From the three-dimensional momentum distributions of the fragment ions, the
angular distributions, I.�/, of the fragment ions CHm

C.m D 1–3/ can be obtained,
where � is the ejection angle of the fragment ions with respect to the laser polariza-
tion direction. For evaluating of the extent of anisotropy in the explosion process,
the expectation value of the squared cosine [22] defined as

< cos2 �> D
R
I.�/ cos2 � sin �d�R
I.�/ sin �d�

(2.2)

is calculated. A larger number of < cos2 �> represents the spatial distribution
of the fragmentation more anisotropic along the laser polarization direction, and
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< cos2 �>D 1=3 corresponds to an isotropic distribution. For these three C–C
bond breaking pathways of (2.1), CHm

C C C2H4�m
C.mD 1–3/;< cos2 �>D 0:41

.mD 1/; 0:54.mD2/, and 0.49 (mD 3) are obtained.
The relatively large < cos2 �> values for the C–C bond breaking pathway

without hydrogen atom migration (mD 2) and that with the migration of one hydro-
gen atom to the other end (mD 3) indicate that, for these channels, the allene
molecules whose C D C D C skeletal axis is directed along the laser polarization
direction are doubly ionized with larger probability, and that the precursor species
CH2

C � � � C2H2
C and CH3

C � � � C2HC are prepared on the repulsive Coulombic
potential energy surfaces so that the two-body Coulomb explosion proceeds more
rapidly than the overall molecular rotation. After the formation of CH3

C � � � C2HC
within the intense laser field, the probability that a hydrogen atom jumps between
the two distant moieties, CH3

C and C2HC, may be significantly small. This means
that the hydrogen migration is expected to be finished prior to the C� � �C bond
breaking. Since the doubly charged precursor species, CHm

C� � �C2H4�m
C, are con-

sidered to be produced by the most intense part of the laser pulse, the hydrogen
migration processes are expected to proceed within the half-duration of the ultrafast
laser pulse, i.e. �20 fs.

On the contrary, the < cos2 �> value for the mD 1 pathway is smaller
(< cos2 �>D 0:41) than that for the pathways of mD 2.< cos2 �>D 0:54/ and
mD 3.< cos2 �>D 0:49/. Since all the three precursor species CHm

C� � �C2H4�m
C

(mD 1–3) prepared on the Coulombic repulsive potential after the interaction with
the ultrashort intense laser field are expected to dissociate immediately into two
fragment ions the differences among the < cos2 �> values may not be ascribed
to the differences in the lifetimes of these precursor species, but rather reflect the
geometrical structures of the precursor species. The migration of the hydrogen atom
(or proton) in C3H2C

4 is expected to induce the structural deformation of the C–C–C
skeleton, leading to the deflection of the ejection direction of CHC and CH3

C with
respect to the molecular principal a-axis whose direction is expected to be along the
laser polarization. The smaller < cos2 �> value for the mD 1 pathway, in which
CHC is ejected, may reflect the larger bending angle, †C–C–C, in the precursor
species CHC � � � C2H3

C than in CHC
3 � � � C2HC. This deformation of the skeletal

structure can be ascribed as that induced by the change in the hybridization of
chemical bonds associated with the hydrogen migration along the skeletal bonds.

Furthermore, the relative yields of the two migration pathways, that is, themD 1

and mD 3 pathways with respect to the mD 2 pathway are found to be 0.08 and
0.03, respectively. The differences in the relative yields of CHC and CH3

C may
be related to the distance for a proton to move. To form the precursor species
CHC � � � C2H3

C, resulting in themD 1 pathway, the hydrogen atom migrating from
one of the two methylene groups needs to be trapped in an area around the cen-
tral carbon site. In contrast, in the formation of CH3

C� � �C2HC, the hydrogen atom
needs to migrate to the other end by passing through the central carbon area. The
lower yield of CH3

C than CHC is consistent with the picture that a hydrogen atom
(or a proton) migrates first into the central carbon area, and then, proceeds to reach
the other end.
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2.4 Momentum Correlation Maps and Proton Maps for Tracing
Ultrafast Hydrogen Migration

As already described in Sect. 2.1, the ultrafast hydrogen migration within a hydro-
carbon molecule induced by intense laser fields can be investigated by the analysis
of three-body Coulomb explosion processes from the momentum correlation maps
and the proton maps constructed from the observed momentum vectors of three
fragment ions.

For acetylene, the isomerization to vinylidene type geometry induced by an
intense laser field was studied in [23] by the three-body Coulomb explosion CMI of
C2H3C

2 ! HC C CC C CHC. Through the distributions of the angle between the
momenta of HC and CC or HC and CHC obtained from the two laser pulse dura-
tions of 9 fs and 35 fs, a sharp distribution peaked at �20ı and a significantly broad
distribution extending to �120ı were obtained, respectively, with the excitations
of 9 fs and 35 fs, indicating that the hydrogen migration process prefers to proceed
when the long 35 fs laser pulses are used, while the hydrogen atom remains near the
original carbon site in the acetylene configuration when 9 fs laser pulses are used.

For visualizing the spatial distribution of a migrating proton, our group intro-
duced a proton distribution maps, called a proton map, from the CMI maps of a
three-body Coulomb explosion process in which a proton is ejected as one of the
three fragment ions. The proton maps have been used for investigating the hydrogen
migration processes for allene [24] and 1,3-butadiene [25].

In this section, by referring our recent studies on the hydrogen migration in
allene, we are going to show how the momentum correlation map and the pro-
ton map are constructed from the CMI data and how the dynamical information of
the hydrogen migration induced by an ultrashort intense laser field and associated
skeletal chemical-bond breaking processes are extracted from these maps.

2.4.1 Momentum Correlation Maps

Figure 2.3 shows the CMI map of CH2
C, recorded in coincidence with HC and

C2HC, and that of CHC, recorded in coincidence with HC and C2H2
C for an allene

molecule. From these two CMI maps, the existence of the two three-body Coulomb
explosion pathways from triply charged allene, C3H3C

4 , that is,

Pathway I W C3H3C
4 ! HC C C2HC C CHC

2 ; (2.3)

Pathway II W C3H3C
4 ! HC C CHC C C2HC

2 (2.4)

is securely identified.
Since a triply charged molecule is considered to be decomposed into three

fragment ions through the three-body Coulomb explosion immediately after its
formation, the momentum vectors of the three fragment ions projected onto a
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three-dimensional (3D) momentum space can be used to construct the geometri-
cal structure of molecules just before the Coulomb explosion, and consequently, to
map the position of the migrating proton within an allene molecule.

We first introduce the momentum correlation maps of the three fragment ions
obtained for the two pathways. The correlation among the three fragment ions of
each pathway is plotted in terms of the two angle variables, � and � [26], defined as

�i D cos�1

��
�pi

�pi

�
�
�

p3i

p3i

��
(2.5)

and

�i D cos�1

��
p1i

p1i

�
�
�

p2i

p2i

��
; (2.6)

where i D 1 and 2 represent, respectively, Pathway I (2.3) and Pathway II (2.4),
p1i ;p2i , and p3i are the momentum vectors of the three fragment ions produced
in Pathway.i/, and the momentum difference �pi is defined as �pi D p1i � p2i .
The variables p1i ; p2i , and p3i and�pi are the absolute values of p1i ;p2i ;p3i , and
�pi , respectively. The parameter �i is the angle between�pi and p3i , and �i is the
angle between p1i and p2i .

In Fig. 2.4a, the �1 � �1 plot of Pathway I is shown, where �1 represents the
extent of hydrogen migration from the moiety C2HC to CH2

C, and �1 represents the
angle between the ejection directions of the two moieties C2HC and CH2

C. When
�1 � 0ı, the proton is located at around its original position, and when �1 � 180ı,
the proton is located at the other end of the allene molecule to form the propyne
.HC�C–CH3/ configuration. In this way, by constructing the �1 � �1 correlation
map, the position of the migrating proton within the C3H3C

4 molecule just before
the Coulomb explosion can roughly be estimated. When �1 � 0ı or 180ı, the two
moieties C2HC and CH2

C are considered to be ejected along the linear C–C–C
skeletal structure. When �1 is off from 0ı or from 180ı, the ejection directions of
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Fig. 2.4 The schematic diagrams of the two angle parameters, �i and �i , and the �i��i correlation
maps for the three-body Coulomb explosion pathways of (a) Pathway I: C3H

3C
4 ! HCCC2HCC

CH2
C and (b) Pathway II: C3H

3C
4 ! HC C CHC C C2H2

C

the two moieties C2HC and CH2
C are no longer along the direction of the initially

linear C–C–C molecular principal axis.
The resultant �1 � �1 correlation map of C3H3C

4 for Pathway I is plotted as
shown in the lower half of Fig. 2.4a. It can be seen that the distribution spreads in
the wide range of �1 D 0�180ı, whereas the distribution along the �1 direction is in
the range of �1 D 150�180ı. The broad distribution of the proton in the full�1 angle
range can be regarded as direct evidence of the ultrafast hydrogen migration process
in which the proton moves from one end of the molecule toward the other end in the
intense laser field. When the proton is located in the area around its original position
(�1 � 0ı/ or at the other end of the molecule (�1 � 180ı/, the distribution along
�1 is found to be around �1 D 180ı, representing that the two moieties C2HC and
CH2

C are ejected along the C–C–C axis from the allene .HC � � � HCCC � � � CHC
2 / or

propyne .HCCC � � � CH2
C� � �HC/ type geometrical configurations.

In Fig. 2.4b, a schematic diagram of the definition of two angle parameters, �2

and �2, for Pathway II is shown, and the corresponding �2 � �2 correlation map is
plotted. In this case, �2 denotes the extent of hydrogen migration from the moiety
CHC to C2H2

C, and �2 represents the angle between the ejection directions of the
two moieties CHC and C2H2

C. It can be found that the event distribution spreads,
similarly to those in Fig. 2.4a, in the entire �2 range of �2 D 0 � 180ı, and in the
�2 range of �2 D 150–180ı, showing that the ultrafast hydrogen migration proceeds
within an allene molecule.
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2.4.2 Proton Maps

From the � � � correlation maps, we discussed the extent of hydrogen migration
in an allene molecule. However, considering that the momenta of the resultant frag-
ment ions should reflect sensitively the geometrical structure of the molecule just
before the Coulomb explosion, the migrating proton within an allene molecule can
be mapped more directly as the spatial distribution of the position of the proton in
the 3D coordinate space. As the next step, we determine the position of the proton
with respect to the other two moieties within the triply charged precursor parent
molecules from the observed momentum vectors of all the three fragment ions.

In the analysis, the classical equation of motion of the fragment ions in the
Coulombic field is numerically solved under the assumption that the initial val-
ues of the velocity of the respective fragment ions are zero, to calculate the final
momentum vectors of the respective fragment ions. The numerical calculations are
repeated iteratively until the calculated momentum vectors of the respective frag-
ment ions match the observed momentum vectors with the momentum error of

jıPj 	 1:4 � 103 amu m=s, where jıPj D
qP3

j D 1 .jpobs
j j � jpcal

j j/2 with jpobs
j j and

jpcal
j j being the absolute values of the calculated and observed momentum vectors

of the j -th fragment ion (j D 1–3).
The geometrical structures of the triply charged allene molecule constructed from

the measured momentum vectors of the fragment ions for Pathway I and Pathway
II are plotted in the form of the proton map as shown in Fig. 2.5, exhibiting that the
proton has a very broad distribution covering the wide areas around the two ion moi-
eties C2HC and CH2

C in Pathway I, and those around the two ion moieties, CHC
and C2H2

C in Pathway II. It is noted that the migrating proton exhibits a denser
distribution in the area around the ion moiety to which it is initially bonded, that
is, C2HC in Pathway I and CHC in Pathway II. The distribution in the area around
CHC

2 in Pathway I and that in the area around C2H2
C in Pathway II indeed indicate

that the migrating proton reaches the other end of the allene molecule prior to the
C–C bond breaking. It can also be seen in both Fig. 2.5a, b that the proton density in
the spatial region between those two relatively dense areas is much smaller, showing
that the proton stays with a much lower probability in the spatial region between the
two heavy moieties.

The ratio of the density of the proton distribution in the area of r cos � < 0 with
respect to that in r cos � > 0 is much larger in Fig. 2.5a than in Fig. 2.5b. To examine
this difference quantitatively, the r cos � distributions of the proton for Pathway I
(open bar) and Pathway II (solid bar) are plotted in Fig. 2.6a. For comparison, the
total event numbers are normalized for both pathways. It is seen in Fig. 2.6a that
the relative intensity of Pathway I is larger in the region of r cos � < 0, while the
relative intensity of Pathway II is larger in the region of r cos � > 0. This may be
interpreted as follows by referring to Fig. 2.6b.

When a proton is trapped in the region of r cos � < 0 in the course of the migra-
tion from one end to the other, as shown in the upper-left side of Fig. 2.6b, the
precursor species HC � � � C2HC � � � CH2

C may be formed preferentially, that is, the
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Pathway I
a b

Pathway II

Fig. 2.5 The geometrical structure of C3H
3C
4 reconstructed directly from the observed momentum

vectors of the respective fragment ions ejected through the Coulomb explosion pathways of (a)
Pathway I: C3H

3C
4 ! HC C C2HC C CH2

C and (b) Pathway II: C3H43C ! HC C CHC C
C2H2

C. The parameter r is the distance between the proton and the center of mass of “C2HC and
CHC

2 ” in Pathway I or that of “CHC and C2H
C

2 ” in Pathway II, and � is the angle between r and
the line connecting the two heavy moieties in each pathway. The dots distributed along the circular
outer boundary (r D 6:4Å) of the proton maps result from those events with r � 6:4Å

Fig. 2.6 (a) The r cos � distributions for Pathway I and Pathway II (2.4), and (b) the schematic
diagram for the position of the C–C chemical bond broken preferentially depending on the spatial
position of the migrating proton

C–C bond between C2HC and CH2
C is broken with the larger probability. This

is Pathway I. In contrast, if the position of the migrating proton is in the region
of r cos � > 0, as shown in the upper-right side of Fig. 2.6b, the precursor species
HC � � � CHC � � � C2H2

C may be formed preferentially, that is, the C–C bond between
CHC and C2H2

C is broken with the larger probability. This is Pathway II. Therefore,
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it can be said that the extent of the hydrogen migration plays a decisive role in break-
ing selectively one of the two initially equivalent C–C chemical bonds that become
inequivalent in the course of the hydrogen migration.

Considering that the triply charged precursor species HC � � � C2HC � � � CH2
C and

HC � � � CHC � � � C2H2
C are expected to be generated in the most intense part of the

temporal profile of the laser pulse, and dissociate into the three fragment ions imme-
diately after the formation, and that the hydrogen migration process is terminated
prior to the Coulomb explosion event, the timescale of the migration of the proton
from one end to the other within an allene molecule is expected to be as short as
around a half of the laser pulse duration, that is, �20 fs.

In our more recent report [25], we constructed the proton maps of the two
three-body Coulomb explosion pathways, C4H3C

6 ! HC C CH3
C C C3H2

C and
C4H3C

6 ! HC C C2HC C C2H4
C of 1,3-butadiene induced by an ultrashort

intense laser field (�t D 40 fs; D 795 nm and I D 4:5�1014 W=cm2/, and showed
that two protons migrate within a 1,3-butadiene molecule prior to the three-body
decomposition.

2.5 Tracing Ultrafast Hydrogen Migration in Real-Time
by Pump-Probe CMI

As shown in the proton maps for allene in Sects 2.3 and 2.4 [14, 24], the migrating
proton has a very broad spatial distribution covering the entire area around an allene
molecule. It was argued that the proton motion could proceed very rapidly occurring
within the light field, which was based on the assumption that those doubly or triply
charged species undergo Coulomb explosion immediately after they are formed by
the most intense part of the laser pulse and that the hydrogen migration should
proceed before the Coulomb explosion. Moreover, the observation that the extent of
anisotropy in the ejection direction of the fragment ions for the migration pathways
is the same as that for the nonmigration pathways in methanol was considered to be
an evidence that ultrafast hydrogen migration proceeds within the laser field [18].
On the contrary, a postpulse slower motion of an deuterium atom was shown for
deuterated acetylene dication [27].

To show more explicitly how rapidly hydrogen migration proceeds, and to dis-
tinguish the hydrogen (or a proton) migration within the laser field from the post
laser-pulse hydrogen migration, we investigated recently the hydrogen migration
in methanol in real time by the pump-and-probe technique [28]. It was revealed
that the hydrogen migration proceeds within the laser pulse, as well as after the
laser–molecule interaction as the postlaser pulse hydrogen migration.

The pump-and-probe experiment was carried out by simultaneously monitor-
ing two types of two-body Coulomb explosion processes in methanol, that is, the
pathway in which the C–O bond is broken without the hydrogen migration,

CH3OH2C ! CH3
C C OHC; (2.7)
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and the pathway in which the C–O bond is broken after the migration of one
hydrogen atom from the methyl group to the hydroxyl group,

CH3OH2C ! CHC
2 C OHC

2 : (2.8)

In this experiment, a pair of linearly polarized laser pulses with the same pulse
energies (40�J=pulse) was prepared through a Michelson-type interferometer with
a variable time delay �t . The two laser pulses were then focused onto an effusive
molecular beam of methanol in an ultrahigh vacuum chamber with a base pressure
of �3 � 10�11 Torr. The field intensity at the focal spot was �2 � 1014 W=cm2 for
both pump and probe pulses. The time delay�t was varied from 100 to 800 fs. The
minimum time delay of �t D 100 fs was chosen to avoid the optical interference of
the two laser pulses. The increment of the time delay was set to be 50 fs with the
uncertainty of 0.5 fs.

In Fig. 2.7a–d, the CMI maps of CH3
C, appearing in coincidence with OHC, are

shown, which were obtained with the pump only (a), and with the pump and probe
pulses whose time delays are �t D 200 fs (b), 500 fs (c) and 800 fs (d). It can be
clearly seen in Fig. 2.7b–d that as �t increases, a new circular momentum compo-
nent emerges and its peak momentum value decreases gradually as �t increases. In
Fig. 2.7e–h, the CMI maps of CH2

C recorded in coincidence with OH2
C are shown.

Fig. 2.7 The recorded CMI maps of CH3
C and CH2

C, appearing in coincidence, respectively,
with OHC and OH2

C. The laser polarization directions (") of both the pump and probe pulses
were set to be parallel to the py-axis as indicated by the arrow. The signals appearing in the central
areas of Fig. 2.7e–h are the accidental false coincidence events from residual H2O in the vacuum
chamber
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The new components appearing in Fig. 2.7b–d, and those in Fig. 2.7f–h show that the
dissociating singly charged molecular ions, .CH3 � � � OH/C and .CH2 � � � OH2/

C,
prepared by the pump pulse are ionized further by the second pulse into the doubly
charged molecular ions CH3

C� � �OHC and CH2
C� � �OH2

C, leading to the Coulomb
explosion into CH3

C C OHC and CH2
C C OH2

C, respectively.
From the three-dimensional momentum distributions of the fragment ions, the

sum of the kinetic energy released from a pair of the fragment ions, Ekin, was
obtained for both pathways as shown in Fig. 2.8. The kinetic energy distributions for
both pathways can be classified into two parts: the high-energy component, where
the kinetic energy distributions are independent of �t , and the low-energy compo-
nent, where the peak position of the kinetic energy distributions shift toward lower
energies as �t increases, exhibiting a time-dependent behavior.

The time-dependent low-energy component in Fig. 2.8 is considered to reflect
the temporal evolution of a wavepacket of the dissociating .CH3 � � � OH/C and that
of .CH2 � � � OH2/

C. It was found that the kinetic energy distribution of the time-
independent high-energy component in Fig. 2.8a is centered at �5.9 eV, while the
one in Fig. 2.8b is centered at �5.2 eV. In contrast, when the nonmigration pathway
through (2.7) and the migration pathway through (2.8) are induced only by the pump
laser, the kinetic energy distributions of the fragment ions ejected from both the
migration and the nonmigration pathways are peaked at �5.9 eV.

The observation above can be interpreted in terms of the landscape of the theo-
retically obtained PES of singly charged CH4OC. The calculated PES of the ground

non-migration pathwaya b migration pathway

Dt / fs

Ekin / eV

Fig. 2.8 The kinetic energy distributions of the fragment ions released from the pathways (a)
CH3OH2C ! CH3

C C OHC and (b) CH3OH2C ! CH2
C C OHC

2 . The energy distributions
for these two pathways after the irradiation with only one laser pulse excitation are both peaked
at 	5:9 eV (solid lines). The black dash line shows the peak positions at 5.2 eV for the migration
pathway; while the red dash line shows the peak positions at 5.9 eV for the nonmigration pathway
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Fig. 2.9 The ground-state potential energy surface of CH4OC. R is the C–O bond distance, and
� is the angle between the C–O bond and the vector that connects the migrating hydrogen atom to
the center of the C–O bond. All of other degrees of freedom are optimized

states of CH4OC obtained by the density functional theory at the UB3LYP/6-31G(d)
level with the Gaussian 03 program [29] are shown in Fig. 2.9. There are two minima
at around A.1:37Å; 45ı/ and B.1:46Å; 145ı/ on the PES of CH4OC, representing
the two geometrical structures, CH3OHC and CH2OH2

C, respectively.
Therefore, the difference in the kinetic energy distributions shown in the high-

energy component of Fig. 2.8a and that of Fig. 2.8b can be ascribed to the difference
in the geometrical structures of the CH3OHC and CH2OH2

C molecular ions. When
the pump laser pulse prepares nuclear wave packets of CH3OHC and CH2OH2

C
on the PES around A and B shown in Fig. 2.9, the probe laser pulse, after a cer-
tain temporal delay, ionizes CH3OHC from the well A into .CH3 � � � OH/2C, and
CH2OHC

2 from the well B into .CH2 � � � OH2/
2C, which explode into the two moi-

eties in each pathway by the C–O bond breaking. Since the C–O bond length in
the well A (1.37 Å) is shorter than that in the well B (1.46 Å), the kinetic energy
released from the dissociation of .CH3 � � � OH/2C is expected to be larger than that
from the dissociation of .CH2 � � � OH2/

2C, resulting in the observation that the peak
position of the kinetic energy distribution at 5.9 eV for the high-energy component
in Fig. 2.8a is larger than 5.2 eV shown in Fig. 2.8b.

The calculated energy of the transition state located between CH3OHC and
CH2OH2

C is �1:51 and �1:48 eV higher than the two minima of the potential wells
around A and B, respectively. Therefore, when methanol molecules are prepared on
the PES in the wells ofA andB , the hydrogen migration would not proceed after the
pump laser pulse, and thus leads to the relative ion yield obtained from the migra-
tion pathways (mig.) with respect to the total ion yield (total D non-mig.Cmig.) to
be constant, as shown in Fig. 2.10a.

The calculated threshold energy of the C–O bond dissociation is �3:2 eV, higher
than the energy (�1:5 eV) of the transition state for the isomerization reaction,
i.e., the hydrogen migration between CH3OHC and CH2OHC

2 . When methanol
molecules ionized by the first pulse are prepared on those PESs of vibrationally
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Fig. 2.10 The relative ion yields of mig./total as a function of �t for the high-energy (Ekin >

3:8 eV) and low-energy .Ekin 
 3:8 eV/ components shown in Fig. 2.8b, respectively. The solid
line shows the exponential fit to the experimental data

excited states of singly charged state with the energy higher than the transition
energy, it is expected that the postpulse hydrogen migration can proceed after
the light–molecule interaction. In this case, as �t increases, the relative ion yield
obtained from the migration pathway (mig.) with respect to the total ion yield
(total D non-mig.Cmig.) increases with an exponential curve of �150 fs, as shown
in Fig. 2.10b As a result, the observed temporal evolution of the kinetic energy spec-
tra reveals that there are two distinctively different stages in the hydrogen migration
processes in the singly charged methanol, that is, (a) ultrafast hydrogen migration
occurring within the intense laser field (�38 fs) and (b) the slower postlaser pulse
hydrogen migration (�150 fs) [28].

In addition, the observation that the peak position of 5.2 eV for the migration
pathway shown in the upper strip exhibits a large difference from the pump-only
value further reveals the dynamics of the hydrogen migration within a singly
charged methanol molecule. The observed pump-only peak positions at �5:9 eV
for both the nonmigration and the migration pathways indicate that the distance
between the two dissociating moieties in the precursor species CH3

C� � �OHC and
that in CH2

C� � �OH2
C does not change so much during the double ionization

processes from neutral methanol by a 38-fs laser pulse. Since the Coulomb explo-
sion is considered to occur immediately after the formation of doubly charged
CH3

C� � �OHC and CH2
C� � �OH2

C species, the hydrogen migration should proceed
in the singly charged manifold during the period of light–molecule interaction.
Therefore, the singly charged .CH2 � � � OH2/

C can be prepared in an area C, where
the C–O distance is close to that in the area A for .CH3 � � � OH/C, rather than in the
area around the bound well B .

The observation that the peak position of the kinetic energy distribution in
Fig. 2.8b at �t D 100 fs decreases from 5.9 to 5.2 eV shows that the C� � �O distance
in CH2OHC

2 is stretched from C to B after being irradiated with the pump pulse.
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2.6 Conclusion

Using the Coulomb explosion CMI method, various types of the hydrogen migra-
tion processes were identified for hydrocarbon molecules. It was shown from the
momentum correlation maps and proton maps in allene that the proton can migrate
from one end of an allene molecule to the other within the short laser period of time,
and that the extent of the hydrogen migration can play a decisive role in determining
which one of the two initially equivalent CDC chemical bonds is more preferentially
broken. Using the pump-probe CMI method, it was demonstrated in singly charged
methanol that the hydrogen migration processes can proceed both within the intense
laser field and after the interaction of molecule with the intense laser field.

These new findings may be regarded as evidences of quantum mechanical nature
of light hydrogen atoms or protons appearing when hydrocarbon molecules interact-
ing with an ultrashort intense light field. On the contrary, the effect of the hydrogen
migration on the breaking of chemical bonds opens up a new possibility of control-
ling chemical bond breaking by manipulating the motion of protons by an intense
laser field.
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Chapter 3
Control of  -Electron Rotations in Chiral
Aromatic Molecules Using Intense Laser Pulses

Manabu Kanno, Hirohiko Kono, and Yuichi Fujimura

Abstract Our recent theoretical studies on laser-induced  -electron rotations in
chiral aromatic molecules are reviewed.   electrons of a chiral aromatic molecule
can be rotated along its aromatic ring by a nonhelical, linearly polarized laser
pulse. An ansa aromatic molecule with a six-membered ring, 2,5-dichloro[n](3,6)
pyrazinophane, which belongs to a planar-chiral molecule group, and its simplified
molecule 2,5-dichloropyrazine are taken as model molecules. Electron wavepacket
simulations in the frozen-molecular-vibration approximation show that the ini-
tial direction of  -electron rotation depends on the polarization direction of a
linearly polarized laser pulse applied. Consecutive unidirectional rotation can be
achieved by applying a sequence of linearly polarized pump and dump pulses to pre-
vent reverse rotation. Optimal control simulations of  -electron rotation show that
another controlling factor for unidirectional rotation is the relative optical phase
between the different frequency components of an incident pulse in addition to
photon polarization direction. Effects of nonadiabatic coupling between  -electron
rotation and molecular vibrations are also presented, where the constraints of
the frozen approximation are removed. The angular momentum gradually decays
mainly owing to nonadiabatic coupling, while the vibrational amplitudes greatly
depend on their rotation direction. This suggests that the direction of  -electron
rotation on an attosecond timescale can be identified by detecting femtosecond
molecular vibrations.

3.1 Introduction

Recent progress in laser technology has opened up a new research area on photo-
induced ultrafast electron dynamics [1]. Laser control of electron motions is a
fascinating target in optical and molecular sciences [2–10]. Electrons treated so
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far can be basically classified into two groups. One involves ¢ electrons of small
molecules, which are localized at their chemical bond. ¢ electrons have been pri-
marily treated for investigation of high harmonic generation and ultrafast imaging
[11–13]. The other group involves   electrons of aromatic molecules, which are
delocalized in their aromatic ring. Investigation of the rotations of delocalized elec-
trons has provided a basic design for ultrafast switching devices. For example, in
quantum ring systems, quantum dynamical calculations have shown that photo-
induced charge currents can be controlled by varying the time delay and strength of
the pulses [14]. Optimal control of ring currents by terahertz laser pulses has been
reported as a realistic approach to construct a laser-driven single-gate qubit [15].
In molecular systems, Barth et al. carried out a quantum simulation of attosecond
electron dynamics in Mg porphyrin, which is one of the medium-sized aromatic
molecules [16–18]. They have shown that   electrons can be rotated along the ring
of the aromatic molecule by producing optically active degenerate excited states
using a circularly polarized laser pulse.

In this review article, we present the theoretical results on ultrafast intense-
laser-induced  -electron rotations in chiral aromatic molecules. Electrons in chiral
molecules have peculiar properties originating from asymmetric potentials. For
example,   electrons of a chiral aromatic molecule can be rotated along its aro-
matic ring by a nonhelical, linearly polarized laser pulse [19–22], and the rotation
direction is intrinsic to the chiral molecule of interest because nonhelical photons
have no angular momentum. Therefore, its electron dynamics directly reflects the
asymmetry of the molecule. This suggests that molecular chirality can be identified
by observing the rotation direction of   electrons.

In the next section, we briefly summarize the concept of electronic angular
momentum of aromatic molecules with degenerate electronic states in terms of
molecular orbitals (MOs) to introduce approximate angular momentum eigenstates
in chiral aromatic molecules, which have no degenerate electronic states but a pair
of quasidegenerate electronic states.

In Sect 3.3, we show that the initial direction of  -electron rotation in a chi-
ral aromatic molecule depends on the polarization direction of a linearly polarized
laser pulse and then   electrons continue to rotate clockwise and counterclockwise
(or counterclockwise and clockwise).   electrons in chiral aromatic molecules can
be rotated using a circularly polarized laser pulse as well. However, the rotation
direction of   electrons is predetermined by that of the polarization plane of the
applied circularly polarized pulse as in the case of achiral aromatic molecules. We
also present a scenario for a consecutive unidirectional rotation of   electrons. This
can be realized by applying a sequence of linearly polarized pump and dump pulses
to prevent reverse rotation.

In Sect 3.4, we show the results of optimal control simulations of unidirec-
tional  -electron rotation. The results show that another controlling factor for
unidirectional rotation is the relative optical phase between the different frequency
components of an incident pulse in addition to photon polarization direction.

In Sect 3.5, we present the results on nonadiabatic effects of  -electron rotations.
Most of the theoretical treatments of -electron rotations have been performed in the
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frozen-nuclear-motion approximation since time constants of  -electron rotations
are in attoseconds, while those of nuclear motions are in femtoseconds. However,
the frozen approximation breaks down when the duration of  -electron rotations
becomes close to the period of molecular vibrations, and we should take into account
nonadiabatic coupling effects. Nuclear wave packets (WPs) on the potential energy
surfaces (PESs) of quasidegenerate electronic states created by an ultrashort pulse
interfere with each other in nonadiabatic transition. The initial rotation direction
of   electrons controlled by the polarization direction of the linearly polarized
laser pulse determines whether the interference between the two WPs is construc-
tive or destructive, and the interference varies the amplitudes of vibrational modes.
This suggests that an enantiomer can be identified by observing the amplitudes of
vibrational modes in a transient spectrum.

In the final section, we present a summary and perspectives of  -electron rota-
tions of chiral aromatic molecules and their control.

3.2 Molecular Symmetry and Angular Momentum Eigenstates

The concept of angular momentum eigenstates is the key to understanding the
mechanism of optically induced  -electron rotation in aromatic molecules. As a
preparation for the following sections, we summarize in this section how photogen-
eration of an angular momentum eigenstate is linked with molecular symmetry and
photon polarization.

3.2.1 Angular Momentum Eigenstates: Complex
and Real Orbitals

First of all, let us begin with a description of angular momentum eigenstates of  
electrons in an aromatic molecule of DN h symmetry. The z-axis is taken to be the
CN axis. According to MO theory, complex MOs fj mig of the molecule are given
as linear combinations of atomic orbitals (LCAO-MOs) in the form [23]

j mi D 1

N 1=2

NX
j D1

exp

�
im
2j�

N

� ˇ̌
pzj
˛ D 1

N 1=2

NX
j D1

exp
�
im�j

� ˇ̌
pzj
˛
; (3.1)

where �j and jpzj i are the azimuth and pz orbital at the j th atom in the aro-
matic ring, respectively. The integer m reads m D �N=2 C 1; : : : ; 0; : : : ; N=2.
The energy levels of fj mig are well known as a Frost circle [24]: j 0i and j N=2i
are the lowest and highest MOs, respectively, and for the other values of m; j mi
and j �mi are degenerate. By approximating a molecular polygon with a complete
cylindrical ring, the symmetry of the molecule becomesD1h and the z component
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of electronic angular momentum is quantized. Note that the expansion coefficients
N�1=2 exp.im�j / in (3.1) have the same mathematical form as the eigenfunctions of
the angular momentum operator Ò

z D �i„@=@�; .2�/�1=2 exp.im�/, except for the
normalization constant. Hence, the complex MO j mi can be regarded as an angular
momentum eigenstate and its eigenvalue of Ò

z is m„ for - N=2C 1 	 m 	 N=2� 1
or zero for m D N=2. Here, real MOs j mxi and j myi are defined as linear
combinations of the complex ones j mi and j �mi:

j mxi D 2�1=2.j Cmi C j �mi/; j myi D �2�1=2i.j Cmi � j �mi/: (3.2)

From (3.2), one readily obtains

j ˙mi D 2�1=2.j mxi ˙ ij myi/: (3.3)

This relation between complex and real MOs is similar to that between complex
AOs j2pC1i and j2p�1i, which are angular momentum eigenstates of an electron in
a hydrogen atom, and real ones j2pxi and j2pyi.

3.2.2 Molecular Symmetry and Angular Momentum Eigenstates

We next consider the mechanism of  -electron rotation in Mg porphyrin interact-
ing with a circularly polarized laser pulse [16–18] as an example. Mg porphyrin
belongs to the D4h point group, and its highest occupied and lowest unoccupied
MOs (HOMO and LUMO) are nondegenerate a1u and doubly degenerate eg orbitals,
respectively [25, 26]. The degenerate LUMOs are one-electron angular momentum
eigenstates with m D ˙1. As for multielectron states, Mg porphyrin has doubly
degenerate 1Eu excited states, whose major components are single excitations from
nondegenerate MOs such as the HOMO to the LUMOs. The degenerate excited
states are viewed as the eigenstates of the multielectron angular momentum operator
OLz with the quantum number M D ˙1. As in the case of MOs, the multielectron
angular momentum eigenstates

ˇ̌
1Eu˙

˛
with M D ˙1 can be expressed as linear

combinations of real excited states
ˇ̌
1Eux

˛
and

ˇ̌
1Euy

˛
:

ˇ̌
1Eu˙

˛ D 2�1=2
�ˇ̌

1Eux

˛˙ i
ˇ̌
1Euy

˛�
: (3.4)

When a circularly polarized laser pulse is applied to Mg porphyrin, the spin angular
momentum of a photon determines to which angular momentum eigenstate an exci-
tation occurs. This is the origin of the unique correspondence between the rotation
direction of   electrons and that of the polarization plane of a circularly polarized
laser pulse.

On the contrary, how can  -electron rotation be induced in a chiral aromatic
molecule by a linearly polarized laser pulse? Lowering the molecular symmetry
allows no two-dimensional irreducible representation E for a chiral aromatic
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molecule and accordingly relevant MOs or multielectron states are not degener-
ate. There exists no excited state that is an eigenstate of OLz in a chiral aromatic
molecule. However, it is possible to transiently create approximate eigenstates of
OLz when ultrashort pulses prepare a linear combination of quasidegenerate excited
states, which subsequently evolves in time. With the notations jLi and jHi for
the lower and higher of the quasidegenerate real excited states, respectively, the
approximate angular momentum eigenstates jCi and j�i are expressed as

j˙i D 2�1=2.jLi ˙ ijHi/ (3.5)

and the coherent nonstationary states jC.t/i and j�.t/i are

j˙.t/i D 2�1=2
�
e�i!Lt jLi ˙ ie�i!Ht jHi�; (3.6)

where !L.!H/ is the angular frequency of jLi.jHi/. The approximate angular
momentum eigenstates can be transiently created within a period of the electronic
state change T � 2�=.!H � !L/. The matrix elements h˙j OLzj˙i are close to the
eigenvalues ˙„. Selective generation of an approximate angular momentum eigen-
state is expected to bring about transient rotation of   electrons along an aromatic
ring. The strategy for generating predominantly either jCi or j�i by a linearly polar-
ized laser pulse, which has no spin angular momentum, will be discussed in the next
section.

3.3 Laser Control of  -Electron Rotation
Within a Frozen-Nuclei Model

In this section, we show that the initial direction of  -electron rotation in a chiral
aromatic molecule depends on the polarization direction of a linearly polarized laser
pulse and then propose a pump-dump method for performing unidirectional rotation
of   electrons [19, 20]. An ansa (planar-chiral) aromatic molecule with a six-
membered ring, 2,5-dichloro[n](3,6)pyrazinophane (DCPH; Fig. 3.1), was chosen
as a model system for demonstration. The term ansa or planar-chiral is used for a
chiral molecule lacking a chiral center but possessing two noncoplanar rings. The
positive integer n specifies the length of the ansa group, ethylene bridge .CH2/n,
and is set as n ' 10 to avoid conversion between enantiomers through free rotation
of the aromatic ring. The molecule is assumed to be preoriented, e.g., fixed to a
surface by the ansa group, and all nuclei are treated as frozen.

3.3.1 Effective Hamiltonian Formalism

The first task is to describe how to evaluate the field-free  -electronic states of
chiral aromatic molecules. To obtain the qualitative picture of optically induced
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 -electron rotation, we employ in this section the semiempirical Pariser–Parr–Pople
(PPP) model to express the effective  -electronic Hamiltonian OH :

OH  D
X

j;j 0;¢

hjj 0 Oa�
j¢ Oaj 0¢ C U

X
j

Onj " Onj # C
X

j >j 0;¢;¢ 0

Vjj 0 Onj¢ Onj 0¢ 0; (3.7)

where Oa�
j¢ is a creation operator of a   electron in jpzj i with a spin ¢ , and

Onj¢ � Oa�
j¢ Oaj¢ . The PPP model has been demonstrated to reproduce various opti-

cal properties of  -conjugated systems with an appropriate choice of parameters
[27–30]. The effect of the nonaromatic ansa group is neglected in the PPP model.
DCPH is therefore regarded as being of C2h symmetry and having eight pz orbitals
(localized at four carbon, two nitrogen, and two chlorine atoms) and ten   electrons
(one per carbon or nitrogen atom and two per chlorine atom) in this description of
 -electron dynamics. The first term in (3.7) gives the one-electron energy and hjj0

is the hopping integral. The second and third terms in (3.7) represent the on-site
and long-range electron–electron repulsions, respectively. U is the so-called on-site
Hubbard parameter. Several forms have been proposed for the long-range repulsion
potential Vjj0 , and we assume the Ohno form [31]

Vjj 0 D Uh
1C �

Rjj 0=d
�2i1=2

; (3.8)

where Rjj 0 � jRj � Rj 0 j with nuclear coordinates Rj of the j th atom and d is the
unit bond length. The diagonal elements of the hopping integral hjj0 are given by

hjj D ˛j �
X
j 0

Vjj 0 (3.9)
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and off-diagonal elements are assumed to have a nonzero value only between nearest
neighbors: hjj0 D ˇjj0 for jj � j 0j D 1 and otherwise zero. Here, ˛j and ˇjj 0 are
determined as

˛j D ˛ C 
jˇ; ˇjj 0 D �jj 0ˇ; (3.10)

where ˛ is the Coulomb integral at a carbon atom and ˇ is the resonance integral
between the nearest carbon atoms. Parameters 
j and �jj0 are introduced for evalua-
tion of the integrals for hetero atoms, halogen atoms, and carbon atoms adjacent to
them.

For U D 0, the second and third terms in (3.7) vanish and one obtains hjj D ˛j .
The PPP Hamiltonian OH  is then reduced to the Hückel Hamiltonian OHHMO [32]. To
obtain eigenstates of OH , we first calculate those of OHHMO. Parameters for the one-
electron energy are set as employed for linear polyenes [29, 30]: ˛ D 0 and ˇ D
�2:40 eV. The standard values presented by Streitwieser [33] are adopted for 
j

and �jj0 W 
N D 0:5; 
Cl D 2; 
C D 0:2 (only for carbon atoms adjacent to a chlorine
atom), �CCl D 0:4, and for the other atoms and bonds, 
j D 0 and �jj0 D 1. Orbital
energies and LCAO coefficients of eight   orbitals of DCPH are obtained by solving
the secular equation with overlaps hpzj jpzj 0i D ıjj 0 (Table 3.1). The eigenstate of
OHHMO is represented by a Slater determinant composed of LCAO-MOs.

Configuration interaction (CI) is taken into account by diagonalizing OH  includ-
ing all singlet single and double excitations (CISD). The on-site Hubbard parameter
U is set as in [29, 30]: U D 11:1 eV. The aromatic ring forms a planar structure,
and we simply assume that the CC and CN bond lengths are 1.40 Å (� the CC bond
length of benzene), the CCl bond length is 1.80 Å, and †NCCl D 120ı. The unit
bond length d is then 1.40 Å. Consequently, 136 singlet eigenstates of OH , each of
which is a linear combination of those of OHHMO, are obtained by CISD using 15
single and 120 double excitations (Table 3.2).

DCPH has a pair of quasidegenerate  -electronic excited states, jLi D j51Bui
and jHi D j61Bui, with the energy gap „.!H � !L/ D 0:11 eV. In this semiempiri-
cal model, the angular momentum operator OLz is defined as

OLz D
X
m;¢

m„ O�m¢ ; (3.11)

Table 3.1 Hückel MO energies of � orbitals of DCPH calculated by solving the secular equation

� Orbital Orbital energy (eV)

j4bgi 4:31

j4aui 2:25

j3aui (LUMO) 1:56

j3bgi (HOMO) �2:44
j2bgi �3:23
j2aui �4:55
j1bgi �5:11
j1aui �5:74



60 M. Kanno et al.

Table 3.2 Properties of optically allowed �-electronic excited states of DCPH whose excitation
energies from the ground state jGi D j11Agi are less than 10.0 eV. The PPP Hamiltonian OH 

was diagonalized at the level of CISD. Weight is a square of a CI coefficient of each electronic
configuration

Excited state Excitation
energy (eV)

Oscillator
strength

Dominant electronic
configurations

Weight

j71Bui 9.79 2:29� 10�3 j2aui ! j4bgi 0.614
j2aui; j3bgi ! j3aui; j4auia 0.140

j61Bui 7.77 1.51 j1bgi ! j4aui 0.460
j2bgi ! j3aui 0.144
j2bgi ! j4aui 0.103

j51Bui 7.66 2.31 j2bgi ! j4aui 0.334
j1bgi ! j3aui 0.201
j3bgi ! j4aui 0.167
j2bgi ! j3aui 0.124

j41Bui 7.07 1.05 j1bgi ! j4aui 0.340
j2bgi ! j3aui 0.241
j3bgi ! j4aui 0.138

j31Bui 6.66 1.00 j1bgi ! j3aui 0.605
j2bgi ! j4aui 0.169

j21Bui 5.05 8:52 � 10�2 j3bgi ! j4aui 0.528
j2bgi ! j3aui 0.382

j11Bui 4.31 3:46 � 10�1 j3bgi ! j3aui 0.662
j2bgi ! j4aui 0.211

aThis double excitation consists of a singlet electron pair and a singlet hole pair [28].

where O�m is an occupation-number operator of   electrons in the orbital j mi
defined by (3.1) with a spin � and the summation is taken over �N=2C 1 	 m 	
N=2 � 1. The approximate eigenstates of OLz; jCi and j�i, in DCPH, consist of the
quasidegenerate excited states jLi and jHi as in (3.5), where h˙j OLzj˙i D ˙0:86„.
  electrons with positive (negative) angular momentum travel counterclockwise
(clockwise) around the ring in Fig. 3.1.

3.3.2 Time Evolution of  -Electron WPs

The time-dependent Hamiltonian of an aromatic molecule interacting with a classi-
cal laser field ©.t/ is expressed in the length gauge under the dipole approximation
as

OH.t/ D OH  � O� � ©.t/; (3.12)

where O� is the electric dipole moment operator. In this semiempirical model, O� is
expanded in terms of f Onj g as

O� D �e
X
j;

Rj Onj : (3.13)
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This implies that a   electron occupying jpzj i is assumed to be localized just at
the nuclear coordinate Rj . The time-dependent Schrödinger equation (TDSE) for a
 -electron WP is

i„ @
@t

ˇ̌̌
�.t/i D OH.t/j�.t/

E
(3.14)

with the initial condition j�.0/i D jGi, where jGi D j11Agi is the ground state.
We solve (3.14) by expanding j�.t/i in terms of 136 singlet eigenstates fjkig of OH 

obtained at the level of CISD:

j�.t/i D
X

k

ck.t/e
�i!k t jki (3.15)

with !G D 0. By inserting (3.15) into (3.14), we derive the coupled equations of
motion for the expansion coefficients fck.t/g:

i„dck.t/

dt
D �

X
k0

ck0.t/ei.!k�!k0 /t�kk0 � ©.t/; (3.16)

where �kk0 � hkjO�jk0i. The coupled equations can be solved numerically with a
conventional algorithm, e.g., Runge–Kutta method.
 -electron rotation can be quantified by the angular momentum expectation value

Lz.t/ � h�.t/j OLzj�.t/i, which is calculated by additions and multiplications of
LCAO coefficients, CI coefficients, phase factors fe�i!k tg, and expansion coeffi-
cients fck.t/g in this semiempirical model. Here, in a circular motion of a particle,
angular velocity of the particle is equivalent to its angular momentum divided by the
mass of the particle and the square of the circulation radius. Thus, we also define
the rotational angle of   electrons, �.t/, as

�.t/ � 1

meb2

Z t

0

dt 0Lz.t
0/; (3.17)

where b is the radius of the ring. In the case of a six-membered ring, b is equal to the
unit bond length d . Integration with respect to t 0 in (3.17) is implemented numer-
ically using Simpson’s rule. The expectation values Lz.t/ and �.t/ are utilized as
measures of  -electron rotation.

3.3.3 Generation Scheme for Approximate Angular
Momentum Eigenstates

We now design a linearly polarized laser pulse to transfer as much of the population
as possible from jGi to either jCi or j�i. The linearly polarized laser pulse ©.t/ is
assumed to be of the form

©.t/ D f sin2.�t=td/ cos.!t/e (3.18)
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for 0 < t < td and otherwise zero. Here, f is the peak intensity, td is the pulse
duration, ! is the central frequency, and e is the polarization unit vector.

First, the central frequency ! is resonant with the average energy of the quaside-
generate states: ! D !L C �!, where 2�! � !H � !L. Next, the polarization
vector e is determined by its alignment with respect to the transition electric dipole
moments �LG and �HG. This is obtained from a three-level model analysis in
the short-pulse limit: jLi and jHi are independently coupled to jGi by a linearly
polarized laser pulse with a Dirac-delta-function-like envelope. The polarization
vector e is chosen in two ways, eC or e� defined as �LG � e˙ D ˙�HG � e˙ for
each enantiomer. The directions of e˙ for an R enantiomer as well as those of
�LG and �HG are illustrated in Fig. 3.1. At the moment of irradiation .t D ti/,
the pulse with eC.e�/ produces an in-phase superposition jLi C jHi (out-of-phase
superposition jLi � jHi/ in j�.ti/i. At t > ti, the electron WP propagates freely.
Hence, jLi ˙ jHi in j�.ti/i temporally evolves as jLi ˙ e�i�.t/jHi except for
the global phase factor, where �.t/ � 2�!.t � ti/. Relative phase factor e�i�.t/

changes as C1 ! �i ! �1 ! Ci ! C1 ! : : : with the progression of
t � ti; 0 ! T=4 ! T=2 ! 3T=4 ! T ! : : : ; where T �  =�!. This indi-
cates that in the first quarter period of T after excitation jLi 
 ijHi, namely, j
i
is created. The initial direction of  -electron rotation depends on the polarization
direction. Afterward, the rotation direction switches between clockwise and coun-
terclockwise with the period T . If a molecule is highly symmetric, e.g., benzene,
e�i�.t/ takes an infinite time to reach �i since�! D 0. That is, lowering the molec-
ular symmetry is essential for the selective generation of either jCi or j�i by a
linearly polarized laser pulse. Finally, the peak intensity f and the pulse duration td
are determined following the idea of the so-called   pulse [34].

3.3.4 Single-Pulse Control

In this section, we briefly present theoretical results on a single-pulse control of
 -electron rotations. To demonstrate the control method based on the three-level
model analysis, a numerical simulation within 136-state expansion was carried out
for an R enantiomer with a linearly polarized laser pulse ©.t/ designed to initially
create j�i. The values of the laser parameters employed in the simulation were
f D 1:63GVm�1, td D 26:6 fs, ! D 7:72 eV=„, and e D eC.

Figure 3.2a shows the temporal behavior in ©.t/. In Fig. 3.2b, the solid, dot-
ted, and dash-dotted lines denote the temporal behavior in the populations of
jGi; jCi, and j�i, respectively. We use the notations Pk.t/ � jhkj�.t/ij2.k D
G;C; and �/ for those populations. The expectation values Lz.t/ and �.t/ are plot-
ted in Fig. 3.2c, d, respectively. If the pulse duration td is less than the oscillation
period T , the pulse peak td=2 can be regarded as the moment of irradiation ti
in the short-pulse limit, although PC.td=2/ and P�.td=2/ are not exactly equal.
At t > td=2 D 13:3 fs, a significant amount of the population is transferred to
jLi � ijHi, i.e., j�i, and accordingly  electrons start to rotate clockwise. When the
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Fig. 3.2 (a) The linearly polarized laser pulse ".t / to initially create j�i of an R enantiomer.
The polarization vector of ".t / is eC. (b) Temporal behavior in the populations of jGi (solid line),
jCi (dotted line), and j�i (dash-dotted line) denoted as PG.t /, PC.t /, and P�.t /, respectively.
(c) Expectation value of angular momentum Lz.t /. (d) Expectation value of rotational angle �.t/

laser pulse ceases at t D td D 26:6 fs, the total population of   electrons in jCi
and j�i; PC.td/C P�.td/, reaches 0.91. From the energy-time uncertainty relation,
PC.td/ C P�.td/ is maximum at the pulse duration td D 26:6 fs: A smaller band-
width of a longer pulse does not cover the energy gap 2„�! sufficiently, and, on
the contrary, a broader bandwidth of a shorter pulse populates other excited states.
At t > 26:6 fs, the population of 0.91 is exchanged between jCi and j�i since the
system is isolated and the laser field is absent. Lz.t/ and �.t/ thus oscillate with the
period of T D 39:5 fs, and   electrons are estimated to circulate around the ring
more than nine times within this period.

3.3.5 Pump-Dump Control

In this section, we present an outline of a pump-dump method for performing con-
secutive unidirectional rotation of   electrons. The three-level model analysis in a
short-pulse limit also provides a simple control scheme for determining unidirec-
tional rotation of   electrons. As already stated, the pulse with eC.e�/ triggers the
transition between jGi and jLi C jHi.jLi � jHi/, and jLi C jHi created by a pump
pulse with eC evolves as jLi C jHi ! jLi � ijHi. Then, the population in j�i can
be dumped to jGi by applying a dump pulse with e� just after the created state has
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Fig. 3.3 (a) Pump and dump pulses for clockwise �-electron rotation in an R enantiomer. The
polarization vectors of the pump and dump pulses are eC and e�, respectively. (b) Temporal
behavior in the populations of jGi (solid line), jCi (dotted line), and j�i (dash-dotted line) denoted
as PG.t /; PC.t /, and P�.t /, respectively. (c) Expectation value of angular momentum Lz.t /. (d)
Expectation value of rotational angle �.t/

completely shifted as jLi � ijHi ! jLi � jHi. Figure 3.3 shows the results of a
pump-dump control simulation of anR enantiomer. The values of the parameters of
the pump pulse were f D 2:24GVm�1; td D 19:4 fs; ! D 7:72 eV=„, and e D eC;
those of the dump pulse were f D 2:37GVm�1, td D 19:4 fs, ! D 7:72 eV=„ and
e D e�. The delay time between the pulses was 19.4 fs.

After j�i is generated, we have PC.t/ ' P�.t/ around the peak of the dump
pulse at t D 29:1 fs; in other words, an out-of-phase superposition jLi � jHi is cre-
ated. At t > 29:1 fs, most of the population is dumped to jGi; the rest is brought
to higher excited states. Consequently, the value of Lz.t/ is almost zero and reverse
rotation is successfully prevented. A pair of pump and dump pulses realizes unidi-
rectional rotation of   electrons. Moreover, repetition of the unidirectional rotation
can be achieved by a sequence of pulse pairs.
 -electron rotation in an S enantiomer can be controlled in the same way. By

reflecting the polarization directions of the pump and dump pulses to a mirror
plane as an R enantiomer is converted to an S enantiomer,   electrons in an S
enantiomer are rotated counterclockwise in Fig. 3.1. Adjusting the alignments of S
and R enantiomers with respect to the polarization directions makes it possible to
produce photocurrents in opposite directions or a photocurrent in only one of the
enantiomers.



3 Control of  -Electron Rotations in Chiral Aromatic Molecules 65

3.4 Optimal Control of Unidirectional  -Electron Rotation

The pulse-design scheme developed in Sect. 3.3 is valid only for an ultrashort lin-
early polarized single-peaked laser pulse, e.g., a sin2 or Gaussian short pulse such as
we have used in the calculations for Figs. 3.2 and 3.3. It is not clear yet what are the
significant factors for determination of the rotation direction without restriction on
the envelope of a laser pulse. In this section, we present the results of optimal con-
trol simulations of  -electron rotation in a chiral aromatic molecule [21]. Optimal
control simulation, which reveals the best wave profile of a laser pulse for achieving
a target state under a given constraint, is the most suitable approach to investigate
how  -electron rotation can be controlled in an efficient way with an appropriate
choice of laser parameters.

3.4.1 Optimal Control Theory

The optimal control theory (OCT) is a powerful mathematical tool for designing a
laser pulse optimized to lead a quantum system to a desired target state [35–39]. In
the OCT, a positive definite operator OO , which takes a maximum expectation value
when the system reaches a target state, is introduced. The optimal control pulse
©.t/ is designed so as to maximize the expectation value of OO at the final time td
subject to minimum laser energy. That is, ©.t/ is defined as the laser pulse that gives
a maximum value to the objective functional

J D h�.td/j OOj�.td/i�
Z td

0

dt
Œ©.t/�2

„A.t/ �2Re
Z td

0

dt



�.t/

ˇ̌̌
ˇ
�
@

@t
� 1

i„
OH.t/

�ˇ̌̌
ˇ�.t/

�
;

(3.19)
where A.t/ is a positive function to weigh the penalty for laser energy and j�.t/i
is a Lagrange multiplier for j�.t/i to satisfy (3.14). According to the variational
procedure, the requirement of ıJ D 0 gives the equation that j�.t/i satisfies:

i„ @
@t

j�.t/i D OH.t/j�.t/i (3.20)

with the final condition j�.td/i D OOj�.td/i. The explicit form of the optimal
control pulse ©.t/ is eventually expressed as

©.t/ D �A.t/ImŒh�.t/jO�j�.t/i � e�e: (3.21)

The coupled equations (3.14), (3.20), and (3.21) need to be solved simultaneously by
means of an iteration algorithm [36]. Starting with the initial condition, we perform
time propagation of j�.t/i forward by numerically integrating (3.16) with an initial
trial pulse. Then, Lagrange multiplier at t D td is set using the  -electron WP at t D
td, and backward time propagation of j�.t/i is implemented; j�.t/i is expanded in
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terms of fjkig, and the counterpart of (3.16) for j�.t/i is solved. Forward time
propagation of j�.t/i is subsequently carried out. The laser pulse ".t/ is calculated
from (3.21) in both the backward and forward time propagations. This iteration step
is repeated until convergence is achieved. The laser pulse finally obtained is regarded
as an optimal control pulse.

3.4.2 Optimal Control for Counterclockwise Rotation at e D e�

The results in Figs. 3.2 and 3.3 indicate that the contribution of higher excited states
to -electron rotation in DCPH is very small. In this section, j�.t/i is thus expanded
in terms of 17 singlet eigenstates of OH  with „!k < 10:0 eV, which is a typical value
of the first ionization energy of aromatic molecules. We aim to obtain as much angu-
lar momentum as possible at the end of control and set OO simply as the projection
operator onto an approximate angular momentum eigenstate: OO D jCihCj.j�ih�j/
for counterclockwise (clockwise)  -electron rotation. The control time (pulse dura-
tion) is chosen to be equal to the oscillation period corresponding to the energy gap
between jLi and jHi W td D T D 39:5 fs. The penalty function A.t/ should be set to
a smooth one starting and ending at zero so that the envelope of an optimal control
pulse shows adiabatic ramp and decay. Here, it is taken to be of the form

A.t/ D F sin2 .�t=td/: (3.22)

We adopt F D 1:5 � 10�2Eh=.ea0/
2. The initial trial pulse is a   pulse [34] of the

form in (3.18). Convergence is assumed when �J , the difference in J between the
last two iteration steps, satisfies �J=J < 10�6.

The results of an optimal control simulation within 17-state expansion for coun-
terclockwise -electron rotation at e D e� in anR enantiomer are shown in Fig. 3.4.
The wave profile of the optimal control pulse ©.t/ in Fig. 3.4a is different from that
of an ultrashort single-peaked laser pulse. The inset of Fig. 3.4a displays the power
spectrum of ©.t/; S.!/, defined as the absolute square of the Fourier transform
of ©.t/:

S.!/ �
ˇ̌
ˇ̌Z td

0

dte�i!t ©.t/

ˇ̌
ˇ̌2 : (3.23)

S.!/ shows two main peaks with the same intensity at „! D 7:63 and 7.80 eV that
are almost equal to „!L and „!H, respectively. Therefore, ©.t/ in Fig. 3.4a can be
approximated by a sum of ultrashort single-peaked laser pulses with frequencies !L

and !H:

©.t/ ' f sin2.�t=td/Œcos.!Lt C 'L/C cos.!Ht C 'H/�e; (3.24)

where 'k (k D L and H) is the optical phase of the pulse with frequency !k .
Equation (3.24) can be rewritten as
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Fig. 3.4 (a) Optimal control pulse ".t / for counterclockwise �-electron rotation at e D e� in anR
enantiomer. Inset: Power spectrum of the optimal control pulse ".t /; S.!/, defined by (3.23). The
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lations of jGi (solid line), jCi (dotted line), and j�i (dash-dotted line) denoted as PG.t /, PC.t /,
and P�.t /, respectively. (c) Expectation value of angular momentum Lz.t /. (d) Expectation value
of rotational angle �.t/

©.t/ ' 2f sin2.�t=td/ cos.�!t C�'/ cosŒ.!L C�!/t C 'L C�'�e; (3.25)

where �' � .'H � 'L/=2. Equation (3.25) consists of two parts: a slowly vary-
ing part 2f sin2.�t=td/ cos.�!t C�'/, which works as an envelope of ©.t/, and
a rapidly oscillating part cosŒ.!L C�!/t C 'L C�'�, resonant with the average
energy of the quasidegenerate states. Now, f and �' that specify the envelope of
©.t/ are important. For ©.t/ in Fig. 3.4a, we estimate that f ' 1:34 GVm�1 and
�' ' 0:13� rad.

Throughout the control, PG.t/CPC.t/CP�.t/ ' 1, that is, the system behaves
similar to a three-level one. At t < 15 fs, a small amount of the population is
excited from jGi and PC.t/ exceeds P�.t/. Accordingly,   electrons start to rotate
counterclockwise around the ring in Fig. 3.1, following which the population cre-
ated in jCi completely shifts to j�i and the rotation direction of   electrons is
reversed. At t > 23 fs, the optimal control pulse ©.t/ approaches and then passes its
peak intensity. The population remaining in jGi is drastically pumped up and that
in j�i also moves to jCi. In parallel, PC.t/ exhibits a sharp rise and finally, we
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have PC.td/ D 0:93.   electrons circulate counterclockwise around the ring with
Lz.td/ D 0:78„.

3.4.3 Optimal Control for Counterclockwise Rotation at e D eC

We have also carried out an optimal control simulation within 17-state expansion for
counterclockwise  -electron rotation at e D eC in an R enantiomer. The optimal
control pulse ©.t/ in Fig. 3.5a can also be approximated by (3.24) or (3.25). We
estimate that f ' 0:90GVm�1 and �' ' �0:24� rad. Here, the magnitude of
�' for ©.t/ in Fig. 3.5a is larger than that for the optimal control pulse at e D e� in
Fig. 3.4a, and thus the oscillation of ©.t/ in Fig. 3.5a is negligibly small at t > 29 fs.
Consequently, the envelope of ©.t/ in Fig. 3.5a is similar to that in Fig. 3.2a and,
in the power spectrum S.!/, only a single peak is found at „! D 7:71 eV that
is almost equal to the average energy of the quasidegenerate states „.!L C�!/.
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Fig. 3.5 (a) Optimal control pulse ".t / for counterclockwise �-electron rotation at e D eC

in an R enantiomer. Inset: Power spectrum of the optimal control pulse ".t /; S.!/, defined by
(3.23). The values of S.!/ are scaled so that the maximum value is unity. (b) Temporal behav-
ior in the populations of jGi (solid line), jCi (dotted line), and j�i (dash-dotted line) denoted
as PG.t /, PC.t /, and P�.t /, respectively. (c) Expectation value of angular momentum Lz.t /. (d)
Expectation value of rotational angle �.t/
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Temporal behaviors in Pk.t/.k D G;C; and �/; Lz.t/, and �.t/ resemble those
in Fig. 3.2b–d, respectively. Eventually, PC.td/ and Lz.td/ are as large as those in
Fig. 3.4b, c, respectively, although �.td/ still has a negative value.

3.4.4 Optimal Control for Clockwise Rotation

The optimal control pulse ©.t/ for clockwise  -electron rotation at e D eC.e�/ is
very similar to that for counterclockwise  -electron rotation at e D e�.eC/. Tem-
poral behavior in Pk.t/.k D G;C; and �/ for clockwise  -electron rotation at
e D eC.e�/ is also analogous to that for counterclockwise  -electron rotation at
e D e�.eC/ except that the dotted and dash-dotted lines in Fig. 3.4b (Fig. 3.5b) are
switched to signify P�.t/ and PC.t/, respectively. Hence, the values of Lz.t/ and
�.t/ for clockwise  -electron rotation at e D eC.e�/ are given just by inverting
their signs in Fig. 3.4c, d (Fig. 3.5c, d), respectively.

3.4.5 Characteristics of Control by a Single-Color or Two-Color
Laser Pulse

As clearly shown in Figs. 3.4 and 3.5,  -electron rotation can be controlled effi-
ciently by applying ultrashort single-peaked laser pulses with central frequencies
!L and !H simultaneously. The relative optical phase �' in (3.25) is a crucial
parameter for determination of the rotation direction of   electrons. By setting an
appropriate value to �';  electrons can be rotated in an intended direction at the
final time td regardless of whether e D eC or e�. Moreover, as clearly seen in the
insets of Figs. 3.4a and 3.5a, the value of �' also determines the spectral distri-
bution of the combined pulse: For the control time td close to T �  =�!, the
optimal control pulse ©.t/ for counterclockwise (clockwise)  -electron rotation at
e D eC.e�/ is a single-color laser pulse, while that at e D e�.eC/ is a two-color
laser pulse.

Each of the polarization vectors has its “preferred” rotation direction: counter-
clockwise for e� and clockwise for eC. After a linearly polarized laser pulse is
turned on,  electrons start to rotate in the preferred rotation direction defined by the
polarization vector, regardless of whether the applied pulse is a single- or two-color
laser pulse. Then population transfer occurs between jCi and j�i and, therefore
Lz.t/ oscillates between positive and negative values. Finally,   electrons circulate
in the rotation direction specified by the target state with a large amount of angular
momentum at the end of the control. The difference between the two cases is that
PC.t/CP�.t/ does not change throughout population oscillation between jCi and
j�i for excitation with a single-color laser pulse but increases during control by a
two-color laser pulse.
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Fig. 3.6 Molecular formula
of DCP. Vibrational vectors
of the (a) breathing and (b)
distortion modes of DCP are
indicated by arrows NN
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3.5 Nonadiabatic Effects

In previous sections, we treated -electron rotation under a vibrationally frozen con-
dition. When  -electron rotation lasts as long as the period of molecular vibrations
(several tens of femtoseconds), the electronic and nuclear motions may be coupled
to each other. Therefore,  -electron rotation should be subjected to undergo non-
negligible nonadiabatic perturbations by nuclear motions. In this section, we present
the results of WP simulations of nonadiabatic dynamics in a model chiral aromatic
molecule irradiated by a linearly polarized laser pulse based on ab initio MO meth-
ods [22]. To reduce computational costs, we replaced the ansa group with hydrogen
atoms. The simplified model molecule 2,5-dichloropyrazine (DCP; Fig. 3.6) is not
chiral in a strict sense but valid because   electrons cannot be directly affected by
the ansa group with � electrons and the atomic configuration of the aromatic ring
still differs between the two rotation directions.

3.5.1 Electronic Structure at the Optimized Geometry

All ab initio electronic structure calculations in this section were performed using
the quantum chemistry program MOLPRO [40] with the 6–31G� Gaussian basis
set [41]. Geometry optimization for the ground state of DCP was carried out
at the level of the second-order Møller–Plesset perturbation theory (MP2) [41]
followed by a single-point ground- and excited-state calculation at the complete-
active-space self-consistent field (CASSCF) [41] level with ten active electrons and
eight active orbitals (Table 3.3). DCP is of C2h symmetry at the optimized geometry
of the ground state jGi D j11Agi and has a pair of optically allowed quaside-
generate excited states, jLi D j31Bui and jHi D j41Bui, with the energy gap
2„�! D 0:44 eV. In ab initio MO methods, the angular momentum operator OLz

is expressed in terms of the partial differential operators with respect to electronic
coordinates according to its strict definition. The approximate angular momentum
eigenstates jCi and j�i in DCP are superpositions of the quasidegenerate excited
states jLi and jHi as in (3.5), where h˙j OLzj˙i D ˙0:98„:  electrons with positive
(negative) angular momentum travel counterclockwise (clockwise) around the ring
in Fig. 3.6.



3 Control of  -Electron Rotations in Chiral Aromatic Molecules 71

Table 3.3 Properties of optically allowed �-electronic excited states of DCP whose excitation
energies from jGi D j11Agi are less than 10.0 eV. The ab initio geometry optimization for jGi and
succeeding single-point calculation were done at the MP2/6–31G� and CASSCF(10,8)/6–31G�

levels, respectively

Excited state Excitation energy (eV) Oscillator strength

j41Bui 9.84 1.81
j31Bui 9.40 1.90
j21Bui 8.04 1.31
j11Bui 4.78 1:73 � 10�1

3.5.2 Effective Vibrational Degrees of Freedom

The effective vibrational degrees of freedom for the WP simulations were deter-
mined by performing geometry optimization for jLi and jHi at the CASSCF(10,8)
level, and it was found that DCP is also of C2h symmetry at the optimized geome-
try of jLi and that of jHi. Hence, vibrational modes with displacements from the
optimized geometry of jGi to that of jLi and jHi are totally symmetric modes.
Furthermore, vibrational modes that couple two 1Bu states are also totally symmet-
ric Ag modes. For these reasons, we consider two types of Ag normal modes with
large potential displacements and nonadiabatic coupling matrix element, namely,
breathing and distortion modes (Fig. 3.6a, b), whose ground-state harmonic wave
numbers are 1,160 and 1;570 cm�1, respectively. The two-dimensional adiabatic
PESs of jLi and jHi with respect to the breathing and distortion modes were com-
puted at the CASSCF(10,8) level. There exists an avoided crossing between the
PESs. We confirmed by a calculation at the level of the second-order CAS pertur-
bation theory (CASPT2) [41] that the avoided crossing remains unchanged when
dynamical electron correlation is taken into account, while the PESs are lowered
by � 3 eV.

3.5.3 Time Evolution of Nuclear WPs

The results in Figs. 3.2–3.5 indicate that the system can be treated as a three-
level one consisting of jGi; jLi, and jHi. The initial nuclear WP was set to be
the vibrational ground-state wave function of jGi and the system is then electron-
ically excited by a single-color linearly polarized laser pulse ©.t/ of the form in
(3.18). To include the effects of the nonadiabatic coupling on the WP propagation,
we expanded the state vector of the system in terms of the three diabatic states
fjkDig, constructed as a linear combination of the adiabatic states jGi; jLi, and jHi.
The time evolution of the expansion coefficients for jkDi;  D

k
.Q; t/, where Q is the

two-dimensional mass-weighted normal coordinate vector, can be obtained from the
following coupled equations [38]:

i„ @
@t
 D

k .Q; t/ D �„2

2
r2 D

k .Q; t/C
X
k0

ŒW D
kk0.Q/� �D

kk0.Q/ � ©.t/� D
k0 .Q; t/;

(3.26)
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where r2 is the Laplacian with respect to Q.W D
kk0
.Q/ are the diabatic potentials and

couplings and �D
kk0
.Q/ are the transition moments between the two diabatic states.

The coupled equations were solved numerically with the split-operator method for a
multisurface Hamiltonian [35]. The resultant diabatic WPs  D

k
.Q; t/ are converted

to adiabatic WPs  k.Q; t/.

3.5.4 Electronic Angular Momentum and Vibrational Amplitude

Figure 3.7a, b show the temporal behavior in the expectation value of electronic
angular momentum Lz.t/ and that of vibrational coordinate Q.t/, respectively, by
applying a laser pulse with e D eC and that with e D e� (hereafter termed eC
and e� excitations). Here, the linear polarization vectors eC and e� are defined
as �LG.0/ � e˙ D ˙�HG.0/ � e˙, in which �LG.0/ and �HG.0/ are the transition
moments evaluated at the optimized geometry of jGi.Q D 0/. It should be noted that
an ultrashort laser pulse ©.t/ vanishes before the WPs excited on the two adiabatic
PESs start to run and hence the coordinate dependence of the transition moments
�LG.Q/ and �HG.Q/ is important only in the vicinity of the optimized geometry
of jGi, in which they are almost constant. The values of the laser parameters were
determined following the idea of� pulse [34]: For eC excitation, f D 5:53GVm�1,

Fig. 3.7 (a) Expectation
value of electronic angular
momentum Lz.t /.
(b) Expectation value of
vibrational coordinate Q.t /.
The solid and dotted lines
denote the expectation values
for eC and e� excitations,
respectively. The values of
Q.t / are plotted up to
t D 40 fs. The laser pulse
ceases at t D 7:26 fs
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td D 7:26 fs, and! D 9:62 eV=„; for e� excitation, f D 9:02GVm�1; td D 7:26 fs,
and ! D 9:62 eV=„.

In Fig. 3.7a, the initial rotation direction of � electrons depends on the photon
polarization vector, i.e., clockwise (counterclockwise) direction for eC.e�/ exci-
tation, which has been described in Sect. 3.3. The amplitudes of Lz.t/ gradually
decay for both cases. The decay of the angular momentum originates from two
factors: decrease of the overlap between the WPs moving on the relevant two adia-
batic PESs, which occurs even within the Born–Oppenheimer approximation [42],
and electronic relaxations due to nonadiabatic couplings, which is the major factor.
This is one of the characteristic behaviors that are absent in a frozen-nuclei model.
There are some differences between the oscillatory decays of the angular momentum
for eC and e� excitations. The curve of Lz.t/ for eC excitation can be approxi-
mately expressed in a sinusoidal exponential decay form with its oscillation period
of � T � �=�! D 9:4 fs and lifetime of �7 fs. In contrast, the amplitude of Lz.t/

for e� excitation does not undergo a monotonic decrease but makes a small transient
recovery around t � 14–20 fs. Its oscillation period is slightly shorter than that for
eC excitation in this time range. The difference in the oscillation period of the angu-
lar momentum for eC and e� excitations stems from that in the energy gap between
the two adiabatic PESs for the regions in which the WPs run. Furthermore, it should
be noted that the behaviors of Q.t/ are strongly dependent on the polarization of
the applied pulse. The amplitude of Q.t/ for e� excitation is more than two times
larger than that for eC excitation. This finding is remarkable in the sense that the ini-
tial rotation direction of � electrons controlled by the polarization direction of the
laser pulse greatly affects the amplitude of subsequent molecular vibration through
nonadiabatic couplings. This indicates that molecular chirality can be identified by
analyzing vibrational spectra since the rotation direction basically differs between
enantiomers according to their alignments with respect to the polarization direction
as noted in Sect. 3.3.

3.5.5 Interference Between Nuclear WPs in Nonadiabatic
Transition

Temporal behaviors in the population and WP dynamics on the relevant two adia-
batic PESs are plotted in Fig. 3.8a, b. The populations on the PESs are defined as
Pk.t/ � R

dQj k.Q; t/j2.k D L and H/. For e� excitation, the probability densi-
ties j L.Q; t/j2 and j H.Q; t/j2 at t � 5 fs have almost the same shape as that of
the initial WP j G.Q; 0/j2, while the WPs created in the two excited states are out
of phase from the definition of e�. As the WPs start to move along the gradient
of each PES, significant population transfer occurs from jHi to jLi by nonadia-
batic transition. Consequently, PL.t/ is more than seven times larger than PH.t/

at t � 10 fs, although they are almost equal at t � 5 fs. The loss of a superposi-
tion of jLi and jHi reduces the amplitude of Lz.t/ as in Fig. 3.7a. Afterward, the
direction of the population transfer is reversed periodically despite the rather small
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Fig. 3.8 Left panel: Temporal behavior in the populations of jLi (solid line) and jHi (dotted line)
denoted as PL.t / and PH.t /, respectively. Right panels: Propagation of the adiabatic WPs on the
two-dimensional adiabatic PESs of jLi and jHi. The origin of the PESs is the optimized geometry
of jGi. The bold contours represent the probability densities j L.Q; t /j2 and j H.Q; t /j2 and the
arrows indicate the motion of the center of the WPs. The avoided crossing is signified by a circle
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Fig. 3.9 One-dimensional conceptual diagrams illustrating the interference between the adiabatic
WPs  L.Q; t/ and  H.Q; t /. The WPs and the adiabatic PESs of jLi and jHi are depicted by one-
dimensional curves. The colors of the Gaussian-like curves represent the relative quantum phase
between the WPs. In particular, the WPs drawn by red (purple) and blue (green) curves have the
opposite phases
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amount of the population transferred; regeneration of the superposition of jLi and
jHi around t � 14–20 fs gives rise to the transient recovery of the angular momen-
tum.  L.Q; t/moves in the high-potential region following the potential gradient of
jLi, which leads to the large-amplitude vibration in Fig. 3.7b.

In contrast,  L.Q; t/ and  H.Q; t/ are in phase when DCP is excited by a pulse
with eC. For this excitation, a small amount of the population shifts from jLi to
jHi around t � 5–10 fs. Then, a considerable population transfer takes place in the
reverse way around t � 10–14 fs when the WPs come closer to the avoided cross-
ing. The contours of j L.Q; t/j2 at t D 12:3 fs in Fig. 3.8b clearly exhibit the node
arising from the interference between the WPs. At t > 14 fs, the upward popula-
tion transfer is extremely small. The interference continues to increase (decrease)
the probability density in the low-potential (high-potential) region, resulting in the
small-amplitude vibration in Fig. 3.7b.

The photon polarization dependence of the populations and WPs in Fig. 3.8a, b
can be explained in terms of interferences between the WP existing on the original
PES and that created by nonadiabatic couplings. We briefly illustrate the inter-
ference effects in one-dimensional conceptual diagrams in Fig. 3.9. As mentioned
above, a pulse with e� produces  L.Q; t/ and  H.Q; t/ out of phase, and their
relative quantum phase evolves as the WPs move on each PES. The WP created
by nonadiabatic couplings gains an additional phase shift and interferes with that
on the other PES. Around t � 5–10 fs, they are almost in phase (out of phase)
and the interference is constructive (destructive) on the lower (higher) PES, which
causes the downward population transfer in Fig. 3.8a. The constructive interference
works particularly on high vibrational quantum states in  L.Q; t/. The direction
of the population transfer switches as the relative quantum phase evolves. For eC
excitation in which the two excited WPs are in phase, the interference effects are
reversed: destructive (constructive) interference on the lower (higher) PES around
t � 5–10 fs. The resultant upward population transfer is small because the inter-
ference effects on the two PESs cancel out each other.  L.Q; t/ and  H.Q; t/
thus reach the avoided crossing and the reverse population transfer occurs around
t � 10–14 fs. The interference enhances low vibrational quantum states in L.Q; t/,
exhibiting the clear node in Fig. 3.8b.

3.5.6 Vibrational Analysis for Observation of �-Electron Rotation

Finally, we verify that the initial rotation direction of � electrons can be determined
by analyzing vibrational spectra. In general, the Fourier transform of the autocorre-
lation function of WPs gives its frequency spectrum [43]. The spectrum of  L.Q; t/
after the nonadiabatic transition from jHi to jLi is defined as

sL.!/ � Re
Z tf

tn

dte.i!�1=	/.t�tn/

Z
dQ �

L .Q; tn/ L.Q; t/: (3.27)
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Fig. 3.10 The frequency
spectra of  L.Q; t/; sL.!/,
defined by (3.27). The solid
and dotted lines denote the
spectra for eC and e�

excitations, respectively. In
each case, the values of sL.!/

are scaled so that the
maximum value is unity
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The parameter � was introduced to smooth the spectra and set at 39.6 fs, which is
longer than the vibrational periods of the breathing and distortion modes (28.8 and
21.2 fs). The values of tn for eC and e� excitations were 14.0 and 10.0 fs, respec-
tively, and tf–tn D 99:1 fs for both cases. The spectra for eC and e� excitations
are displayed in Fig. 3.10. In the former case, the maximum value of sL.!/ appears
at Q� � 1;400 cm�1 and another peak is found at Q� � 2;500 cm�1; in the latter
case, the spectrum reaches its maximum at Q� � 2;500 cm�1 and also exhibits a
couple of strong peaks at Q� > 3;000 cm�1. The wave numbers of 1,400, 2,500, and
3;000 cm�1 are very close to those of the lowest three vibrational states of jGi owing
to the similarity between jGi and jLi in the PES around its minimum. The spectral
features in Fig. 3.10 confirm that at t > tn L.Q; t/ mainly consists of low (high)
vibrational quantum states for eC.e�/ excitation. The vibrational structure changes
of DCP or DCPH can be measured experimentally with optical spectroscopic meth-
ods, e.g., transient impulsive Raman spectroscopy [44]. Thus, attosecond�-electron
rotations can be observed by spectroscopic detection of femtosecond molecular
vibrations that induce nonadiabatic couplings.

3.6 Summary and Perspectives

We have reviewed our recent studies on the theoretical foundations of switching
on and off photocurrents in chiral systems. Quantum dynamical simulations have
shown that � electrons can be rotated along the ring of a chiral aromatic molecule
using a linearly polarized UV laser pulse. �-electron rotation originates from
creation of an approximate angular momentum eigenstate consisting of optically
allowed quasidegenerate �-electronic excited states. Lowering the molecular sym-
metry is essential for the selective generation of one of the approximate eigenstates.
The rotation direction of � electrons depends on the spatial configuration of each
enantiomer with respect to the polarization direction of the applied pulse. Unidi-
rectional rotation of � electrons can be achieved by pump and dump pulses whose
polarization directions are properly chosen.
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Optimal control simulations assuming a linear polarization have revealed that for
both counterclockwise and clockwise �-electron rotations the optimal control pulse
at e D eC or e� consists of ultrashort single-peaked laser pulses with frequencies
!L and !H. Then, in addition to the photon polarization direction, the relative opti-
cal phase �' is a crucial parameter for determination of the rotation direction of �
electrons. For the control time close to T � �=�!, the combined pulse for coun-
terclockwise (clockwise) �-electron rotation at e D eC.e�/ is a single-color laser
pulse, while that at e D e�.eC/ is a two-color laser pulse.

Finally, the nonadiabatic coupling between �-electron rotation and molecular
vibration has been analyzed with a simplified model of a chiral aromatic molecule
excited by a linearly polarized laser pulse. The angular momentum of � electrons
coupled to molecular vibration gradually decays, while the vibrational amplitude
greatly depends on their rotation direction. The former is attributed mainly to
the electronic relaxations caused by nonadiabatic transition; the latter results from
the interference in nonadiabatic transition governed by the relative quantum phase
between the WPs.

Our insight suggests that the rotation direction of � electrons traveling on an
attosecond timescale can be identified by detecting femtosecond molecular vibra-
tions with spectroscopy. This may open a way to observe ultrafast coherent electron
motion in polyatomic molecules. In particular, this effect may be utilized for rapid
identification of chiral compounds. Even in the presence of nonadiabatic cou-
plings, �-electron rotations can produce angular momentum sufficient for ultrafast
switching.
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Chapter 4
Optically Probed Laser-Induced Field-Free
Molecular Alignment

O. Faucher, B. Lavorel, E. Hertz, and F. Chaussard

Abstract Molecular alignment induced by laser fields has been investigated in
research laboratories for over two decades. It led to a better understanding of the fun-
damental processes at play in the interaction of strong laser fields with molecules,
and also provided significant contributions to the fields of high harmonic generation,
laser spectroscopy, and laser filamentation. In this chapter, we discuss molecular
alignment produced under field-free conditions, as resulting from the interaction
of a laser pulse of duration shorter than the rotational period of the molecule. The
experimental results presented will be confined to the optically probed alignment of
linear as well as asymmetric top molecules. Special care will be taken to describe
and compare various optical methods that can be employed to characterize laser-
induced molecular alignment. Promising applications of optically probed molecular
alignment will be also demonstrated.

4.1 Introduction

The use of external fields to manipulate the different degrees of freedom of
molecules has been an efficient tool in the hands of physicists and chemists so
far. In particular, during the last decade, these two communities have shown a grow-
ing interest in controlling alignment and orientation of molecules by laser light.
Compared with traditional methods, which rely, for example, on the use of charged
electrodes producing static or variable fields, the large electric field routinely avail-
able with pulsed lasers provides the opportunity to produce molecular sample with
a high degree of alignment. For chemists, molecular alignment may provide a
means to influence a chemical reaction by controlling, for example, its yield and
the branching ratios. For physicists and physico-chemists, the interest is twofold.
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On the one hand, the fundamental interest for molecular alignment provides a better
understanding of the processes occurring when molecules are exposed to intense
laser fields. On the other hand, most of light–matter interactions, i.e., absorption,
ionization, dissociation, and harmonic generation, depend on the angles formed
between the principal axes of the molecule and the direction of the oscillating elec-
tric field. The alignment allows therefore not only to manipulate these processes but
also to acquire new informations about the molecular system as well.

It is usual for laser-induced alignment to distinguish between the adiabatic and
nonadiabatic regimes (for a review on this issue, see [1] and references therein). In
the former case, the pulse duration is long compared to the picosecond timescale of
the rotational motion of molecules, whereas in the latter it is the opposite. Since in
this chapter we will focus on results obtained using femtosecond lasers, the adiabatic
regime where the alignment is exclusively produced during the laser interaction
will not be described. In most cases, the alignment proceeds from the nonresonant
impulsive Raman excitation of the molecular polarizability. In this case, a rotational
wave packet is produced in the ground vibronic state of the molecule. After the pulse
turns off, the free evolution of this wave packet exhibits revivals at fractional times
of the rotational period corresponding to a rephasing of the rotational components.
Each revival produces an alignment as well as a planar delocalization [2] of the
molecular axis with respect to the field polarization. Such laser-induced field-free
molecular alignment lasts as long as the coherence of the medium is maintained. Its
main advantage is that applications based on aligned molecules can be conducted in
field-free conditions.

Direct measurements of laser-induced alignment can be obtained using a disso-
ciation technique [3, 4]. According to this technique, the molecules after exposure
to an aligning pulse are interacting with a second short laser pulse producing disso-
ciation of the molecular bonds. A space-sensitive detection of the fragments allows
then to reconstruct the angular distribution of the molecule. Alternative methods
consist in probing the optical properties of the medium modified by the anisotropy
induced by the aligned molecules [2, 5]. The aim of this chapter is to describe
some optical methods used in the context of field-free molecular alignment and
their applications.

4.2 Molecular Alignment Induced by Short Laser Pulses

4.2.1 Model

In quantum mechanics, the evolution of a molecular system exposed to a laser pulse
is described by the time-dependent Hamiltonian

H D H0 CHint; (4.1)

where H0 represents the energy of the free molecule and Hint describes the interac-
tion with the laser field. In the electric dipole approximation, the last term can be
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written in the following form [6]

Hint D �
Z E

0

E� � d EE (4.2)

with E� the electric dipole coupled to the electric field

EE.t/ D EE .t/ cos!t; (4.3)

where EE .t/ is a slowly varying envelope and ! the angular frequency. Since here we
are only concerned with nonresonant laser pulses, we can write the electric dipole
term as a sum of a permanent component E�0 and a field-induced component ’ EE.t/

E� D E�0 C ’ � EE.t/: (4.4)

In this expression, ’ stands for the first-order polarizability tensor written in the
laboratory reference frame. Higher-order terms of the polarizability (hyperpolar-
izabilities) will be neglected in this chapter. According to (4.2) and (4.4), the
interaction Hamiltonian is given by

Hint D � E�0 � EE.t/ � 1

2
EE.t/ � ’ � EE.t/: (4.5)

’ can be deduced from the molecular polarizability ’0 expressed in the molecule-
fixed reference frame by using the following transformation

’ D R’0R�1; (4.6)

where R is the rotation matrix [7] defined in terms of the three Euler angles �, � ,
and � depicted in Fig. 4.1

R D
0
@ c� c� c�� s� s� s� c� c�C c� s� �s� c�

�c� c� s� � s� c� �s� c� s�C c� c� s� s�
c� s� s� s� c�

1
A ; (4.7)

where c and s represent the cos and sin functions, respectively.
To proceed further, we need to specify the molecular system as well as the polar-

ization of the field. For simplicity, we can choose a linear molecule exposed to a
laser pulse having a linear polarization. Nonlinear molecules with linearly, ellipti-
cally, or circularly polarized fields will be addressed in Sect. 4.3.1. If we assume that
the laser field does not induce any transition between the different vibronic states of
the molecule, we can reduce the expression of the free Hamiltonian to its rotational
part Hrot

H0 D Hrot D BJ 2 �DJ 4; (4.8)
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Fig. 4.1 Euler angles. x; y; z:
laboratory frame. X; Y;Z:
molecule-fixed frame. � is the
polar angle measured from
the z- to Z-axis, whereas �
and � describe a rotation
around z- and Z, respectively

where B andD are the rotational constants [8], neglecting higher-order corrections,
and J is the total angular momentum. The polarizability tensor for a linear rotor is
given by

’0 D
0
@˛? 0 0

0 ˛? 0

0 0 ˛k

1
A ; (4.9)

where ˛k and ˛? are the polarizability components parallel and perpendicular to the
molecular axis, respectively. So, for a field polarized along the z-axis and making
use of (4.3)–(4.7) and (4.9), the interaction Hamiltonian can be written as

Hint D �1
4
˛zzE

2.t/ (4.10a)

D �1
4
E 2.t/

�
�˛ cos2 � C ˛?

�
(4.10b)

with �˛ D ˛k � ˛? being the anisotropy of polarizability. It should be noted
that (4.10) are valid in the high frequency limit approximation (with respect to the
rotational frequency) for which the contribution of the electric permanent dipole
introduced in (4.4) averages to zero. It is obvious from (4.10b) that the potential
features a minimum at � D 0 or � corresponding to an angular confinement of the
molecular axis along the field direction.

A convenient way to describe the dynamical alignment consists in inspecting
the temporal evolution of the expectation value hcos2 �i D h j cos2 � j i, with  
the state vector of the system. This quantity can be calculated by solving the time-
dependent Schrödinger equation i„d =dt D H . As an example, we present in
Fig. 4.2 a simulation of N2 molecule excited by a 100 fs pulse. To account for the
finite temperature (10 K), hcos2 �i has been averaged over the thermal distribution
of the initial rotational states. The result is characterized by transients of field-free
alignment corresponding to revivals of the rotational wave packet initially excited
by the laser pulse. The revivals are spaced by Tr=4, with Tr D „�=B � 8:4 ps
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Fig. 4.2 Numerical simulation of hcos2 �i in N2 at 10 K for a Gaussian pulse of 100 fs pulse
duration and peak intensity 45 TW/cm2. Tr is the rotational period of the molecule. The plots in
the insets illustrate the angular distribution of the molecular axis when it is aligned (red) along the
field or delocalized (blue) in the equatorial plane

being the rotational period, assuming that the rotational constant B has a value of
1.99 cm�1. It should be noticed that quarter period revivals are only observed in
molecules with inversion symmetry, such as N2, CO2 in its ground vibrational state,
or O2, for whom the population is affected by nuclear spin statistics [9, 10]. The
dashed line corresponds to hcos2 �i D 1=3. As it has been reported in several studies
[2,11,12], the rotational dynamics of a linear molecule leads to a regular alternation
of the molecular axis between alignment (hcos2 �i > 1=3) and planar delocalization
(hcos2 �i < 1=3). Between the revivals, the angular distribution remains slightly
elongated along the field direction leading to a small permanent alignment with
hcos2 �i > 1=3 indicated by the elevated baseline.

4.2.2 Principle of the Optical Detections

Optical detection of molecular alignment is based on the optical Kerr effect result-
ing from the orientation of the field-induced molecular dipoles. The results that we
present in this chapter have been obtained by measuring the alignment of molecules
using a weak laser pulse that interacts with the molecules subsequently to their expo-
sure to a strong aligning pulse. In the next, for convenience, the first and the second
pulses will be called the pump and the probe pulses, respectively. The anisotropic
angular distribution of the molecular axes results in a modification of the refractive
index experienced by the probe. This change can be observed in time by changing
the temporal delay between the two laser pulses. Since the probe pulse is weak,
we can safely assume that the alignment is not affected and therefore the probe
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signal will reflect the alignment produced by the pump pulse only. This technique
has been used in several works to measure the alignment of linear [2, 5, 13–16] and
asymmetric [17, 18] top molecules.

To obtain the dependence of the refractive index with respect to the molecular
orientation, we start from the constitutive equation assuming quasi-monochromatic
waves [19]

EP!p.t/ D "0�
.1/ EE!p.t/ (4.11)

with �.1/ the linear susceptibility tensor and "0 the vacuum permittivity. The linear
macroscopic polarization EP and the probe field EEp are related to their slowly varying

envelopes EE!p and EP!p , respectively, through the relations

EEp D 1

2
EE!p.t/ exp.i!pt/C c:c: (4.12a)

EP D 1

2
EP!p.t/ exp.i!pt/C c:c: (4.12b)

Projected along the i -axis in the laboratory frame, (4.11) becomes

P
.1/
i!p
.t/ D "0�

.1/
ij

��!pI!p
�
Ej!p

.t/: (4.13)

If we analyze the polarization induced by the field along the k-axis, we can deduce
from the latter relation the refractive index produced along this direction

n2
kk � 1 D �

.1/

kk

��!pI!p
� D %

"0

˛k ; (4.14)

where we have introduced the relation between the linear susceptibility and the first-
order polarizability [20], with % the number density of molecules. The susceptibility
can be written in the molecule-fixed frame using the rotation matrix given by (4.7).
If we consider a pump field, i.e., the alignment field, polarized along the z-axis, so
that the Euler angles � and � are conserved during the field interaction (hcos2 �i D
hcos2 �i D 1=2), we can show that the last equation finally leads to

�.1/
xx D �.1/

yy D %

"0

�
N̨ � �˛

2

�hcos2 �i � 1=3�


(4.15a)

�.1/
zz D %

"0

˚ N̨ C�˛
�hcos2 �i � 1=3

��
(4.15b)

with N̨ D .˛k C 2˛?/=3 the average polarizability.
The second term in the right-hand side of both equations represents the ori-

entational contribution to the optical Kerr effect (also known as the Langevin
contribution [20]). For an ensemble of randomly oriented molecules (hcos2 �i D
1=3), this contribution averages to zero. The same applies for molecules that do
not exhibit an anisotropy of their polarizability (�˛ D 0), e.g., CH4 in its ground
state. In general, any optical measurement whose result will depend on the refractive
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index along a given space direction will provide information about the alignment of
the molecular axis with respect to this direction. This is the main idea that stands
behind the optical techniques employed for monitoring molecular alignment.

Finally, we can deduced from (4.15) the difference of refractive indices
between two directions, which is directly proportional to the produced alignment
hcos2 �i�1=3

�n D nz � ny ' n2
z � n2

y

2n
D 3%�˛

4n"0

�hcos2 �i � 1=3
�

(4.16)

with n D 1=2.nz C ny/. This relation will be exploited in the following section
where the birefringence measurements will be presented.

4.3 Observation of Molecular Alignment by Time-Resolved
Birefringence

One of the most sensitive optical schemes used for monitoring alignment is based
on transient birefringence measurements. The principle is to observe the change
of polarization experienced by a weak probe pulse, time-delayed with respect
to the alignment pulse, as it propagates through a sample of aligned molecules.
Two different configurations have been implemented, providing space-averaged and
space-resolved single-shot detection.

4.3.1 Space-Averaged Detection

The required experimental arrangement for space-averaged time-resolved bire-
fringence measurements is based on a standard pump-probe setup employed in
time-resolved polarization spectroscopy. In the setup shown in Fig. 4.3, the pump
and probe pulses are delivered by a chirped pulsed amplified Ti:sapphire femtosec-
ond laser. The laser beam is split in two parts with 98% of the total energy used in
the pump beam, the remaining 2% being used in the probe beam. A time delay line
made of a corner cube mounted on a motorized stage is used to adjust the temporal
delay between the pump and the probe pulses. Both pulses, linearly polarized at 45ı
to each other, are focused with the same lens and are crossed with a small angle
(�3ı) in the gas sample. At the exit of the interaction chamber, the pump is blocked
by a beam stop and the depolarization of the probe is detected through an ana-
lyzer set at 90ı with respect to the initial polarization of the probe. The depolarized
probe field is then collected with a photomultiplier, sampled by a boxcar integra-
tor, and sent to a computer, which is also used for the control of the delay line.
The different polarization directions are shown in the inset of Fig. 4.3. The experi-
ment can be conducted under static cell conditions or in a supersonic expansion of
a molecular jet.
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Fig. 4.3 Experimental setup for time-resolved birefringence measurements. M: Mirror, BS: Beam
Splitter, L: Lens, CC: Corner Cube, P: Polarizer, A: Analyzer, S: Beam stop, PM: Photomultiplier.
The relative polarizations of the pump (P1), probe (P2), and signal-field (A) are shown in the inset

The delayed probe field EEp before entering the interaction chamber is polarized

along EOP2 D 1p
2
. EOyCEOz/ (see Fig. 4.3). As it propagates through the aligned sample, its

components accumulate a relative phase retardation '. At the exit of the cell sample,
after having traveled a sample length l , the complex probe field can be described by

EEp.t � �; x D l/ D E!p.t � �/

2
p
2

exp
˚
i!p.t � �/� nEOz C exp .�i'/ EOy

o
(4.17)

with ' D !pl

c
�n and � the time delay between the pump and probe pulses. After

passing through the analyzer EOA D 1p
2
.EOz � EOy/, the probe field intensity can be

written as

ˇ̌
ˇEp � OA

ˇ̌
ˇ2 .t � �; x D l/ D

ˇ̌
E!p.t � �/ˇ̌2

4
.1 � cos'/ ; (4.18)
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which can be approximated by the following relation:

ˇ̌
ˇEp � OA

ˇ̌
ˇ2 .t � �; x D l/ �

ˇ̌
E!p.t � �/ˇ̌2

8

�
!pl

c
�n

�2

(4.19)

if we assume ' � 1. So we see that the intensity before detection is directly pro-
portional to the birefringence .�n/2 and as a result to .hcos2 �i � 1

3
/2, considering

the pump pulse being linearly polarized along the EOP1 D EOz direction. �n resulting
from the pump applied at time t , the signal delivered by the photomultiplier is given
by the convolution product

S .�/ /
Z C1

�1
dt Ip.t � �/ .�n.t//2 (4.20)

with Ip the probe intensity. This expression is valid for homodyne detection. For
heterodyne detection, a local oscillator is introduced between the gas sample and
the analyzer [21, 22]. In this case, the signal is described by

S .�/ /
Z C1

�1
dt Ip.t � �/ .�n.t/C P/2 (4.21)

with P a parameter that accounts for an additional static birefringence acting as a
local oscillator [22].

Figure 4.4 presents the polarization signal versus the pump-probe delay as mea-
sured at room temperature in CO2 with an homodyne detection. The experiment
was performed under static cell conditions. The temporal trace is characterized by
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Fig. 4.4 Lower graph: homodyne signal (Experiment) versus pump-probe delay recorded in
CO2 at room temperature and 0.15 bar. Numerical simulation (Theory) for a peak intensity of
40 TW/cm2 (plotted up-side down). Upper graph: corresponding values of hcos2 �i (dotted line)
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transients equally spaced by Tr=4 (see Sect. 4.2.1). The signal recorded close to the
zero delay results from the quasi-instantaneous electronic response (compared to the
pulse duration) combined with the rotational retarded response of the molecules.
The convolution of these two contributions results in a transient signal occurring
just after the peak intensity of the pump. The nonzero background signal observed
between the revivals stems from the permanent alignment of the molecules [2]. The
observed signal is compared with the numerical simulation of (4.20) based on the
model described in Sect. 4.2. The calculation uses an effective pump peak inten-
sity of 40 TW/cm2, for which the structural shape of the transients reproduces the
observation. This intensity is consistent with the measured value. We emphasize that
the degree of alignment is determined through the shape of the pump-probe signal
and not through the amplitude (although a calibration procedure is possible [13]).
The temporal shape of the quantity

�hcos2 �i � 1=3
�2

is indeed very sensitive to
the degree of alignment [i.e., to small changes in hcos2 �i.t/] due to the occur-
rence of permanent alignment that modifies the asymmetry of the revivals [2]. The
upper graph of Fig. 4.4 displays the corresponding value of hcos2 �i. Its horizontal
scale axis is shifted by the vertical offset 1/3 corresponding to the isotropic value of
hcos2 �i. The figure shows that each revival results from alignment .hcos2 �i > 1=3/
and planar delocalization .hcos2 �i < 1=3/ of the molecular axis. In the first case,
the angular distribution is squeezed along the electric field direction, whereas it is
flattened around the plane perpendicular to the field axis, in the second case.

The effect of the temperature on the molecular alignment is shown in Fig. 4.5,
where the experiment was conducted in a molecular jet [13]. The signal is hetero-
dyned due to combined effects of low signal-to-noise ratio and static birefringence
introduced by the cell windows. The obtained values of hcos2 �i can be compared
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Fig. 4.5 Lower graph: heterodyne signal (dots) versus pump-probe delay recorded in a supersonic
jet of CO2. Numerical simulation (full line) of (4.21) performed at 60 K for a peak intensity of
30 TW/cm2. Upper graph: corresponding values of hcos2 �i (dotted line)
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to those presented in Fig. 4.4 obtained at 300 K. As shown, lowering the tempera-
ture, i.e., narrowing the thermal distribution of the rotational states, leads to a higher
degree of alignment [23].

The polarization technique has also been used to investigate asymmetric top
molecules. For nonsymmetric top molecules, field-free alignment is generally more
difficult to be achieved compared to symmetric top molecules as, e.g., the linear
ones. One reason is that the rotational components of the wave packet do not fully
rephase after the excitation because of the nonperiodic rotational motion of the
asymmetric top. Another reason is that the laser field exerts a torque simultane-
ously upon two molecular axes as it will be shown next. For a laser field polarized
along the z-axis, it can be shown from Sect. 4.2.1 and the polarizability tensor of an
asymmetric top molecule

’0 D
0
@˛XX 0 0

0 ˛Y Y 0

0 0 ˛ZZ

1
A (4.22)

that the interaction Hamiltonian is

Hint D �1
4
E 2.t/˛zz D �1

4
E 2.t/

�
�˛XY sin2 � cos2 �C�˛ZY cos2 �

�
(4.23)

with �˛II 0 D ˛II � ˛I 0I 0 the polarizability anisotropy of the molecular axes
I D X; Y;Z depicted in Fig. 4.6 for the ethylene molecule. We see therefore that
the field interaction produces a potential, where both Euler angles � and � are con-
fined, with nevertheless a more pronounced effect for � in case of a near symmetric
top molecule with j�˛ZY j > j�˛XY j, implying that two molecular axes are con-
strained. Figure 4.7 shows the intensity-dependence signal of the ethylene molecule
after it has been exposed to a linearly polarized laser pulse. For an asymmetric top
molecule, the birefringence measured by the probe pulse depends on the angles �
and �

Fig. 4.6 Ethylene molecule
depicted with its principal
axes of inertia
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Fig. 4.7 Probe signals recorded in ethylene at room temperature for different intensities of the
alignment laser: (a) 2� 1012 W/cm2, (b) 25� 1012 W/cm2, (c) 50 � 1012 W/cm2

�n.t/ D 3%

4n"0

�
�˛ZX

�
hcos2 �i � 1

3

�
C�˛YX

�
hsin2 � sin2 �i � 1

3

�
;

(4.24)

as it can be shown using (4.7), (4.14–4.16), and (4.22). For ethylene with j�˛ZX j >
j�˛YX j, we can assume that the probe mainly measures the alignment of the major
polarizability Z-axis, i.e., the CDC bond axis (see Fig. 4.8). The probe signal in
Fig. 4.7 shows rotational revivals with identified J -type and C -type transients [24],
the former being of larger amplitude. Each transient results from alignment and pla-
nar delocalization of the CDC bond axis. A clear modification of the transients’
shape with intensity, resulting essentially from the creation of a permanent align-
ment, is observed in agreement with the theory [17]. The increasing amplitude of the
C -type transients with the degree of alignment suggests that the laser field rotates
the molecule preferentially about the C -axis, i.e., within the molecular plane of
ethylene. This is supported by an analysis of the populations transferred by the laser
field during the pulse and the repartition of the quantum levels of the molecule on the
rotational energy surface. More details about this work can be found elsewhere [17].
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Fig. 4.8 Ethylene molecule
depicted in the laboratory
reference frame with the
direction cosines and the
elliptic field (see text)

So far we have been concerned with linearly polarized excitation, which restricts
the angular confinement to only one molecular axis. A more appealing issue is the
possibility of embedding the molecule in a potential where two molecular axes
would be confined so as to lead to three-dimensional alignment [25–27]. For this
purpose, we have investigated the ethylene molecule exposed to an elliptically polar-
ized laser pulse [28] with the polarization detection scheme of Fig. 4.3. For an
elliptic field propagating along the z-axis

EE.t/ D EE .t/
�
aEOx cos!t C b EOy sin!t

	
(4.25)

with a2 C b2 D 1 and b2 > a2 (see Fig. 4.8), we can show from Sect. 4.2 and using
the polarizability tensor (4.22) that the interaction Hamiltonian takes the form

Hint D 1

4
E 2.t/

˚
�˛ZX

�
a2 cos2 �zZ � .b2 � a2/ cos2 �yZ

�
(4.26)

��˛XY

�
a2 cos2 �zY � .b2 � a2/ cos2 �yY

��
:

For convenience, we use here the direction cosines cos ��� (� D x; y; z, � D
X; Y;Z) that are the elements appearing in the 3 � 3 matrix of (4.7). They describe
the orientation of the molecular axes � with respect to the laboratory frame axes
� (see Fig. 4.8). By looking at the minima of the potential (4.26), we see that the
interaction results in a simultaneous alignment of the molecular axesZ and Y along
the largest y (term cos2 �yZ) and the smallest x component cos2 �zY of the field
respectively. The three-dimensional alignment can be therefore maximized if the
energy between the two direction cosines is balanced. This requires that the field
ellipticity satisfies the following condition:

a2 D �˛ZX= .�˛XY C 2�˛ZX / (4.27)
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Fig. 4.9 (a) Alignment signal produced in a molecular jet of ethylene with a field ellipticity
a2 D 0:44 (full line) and numerical simulation (dotted line). Averaged direction cosines hcos2 �yZi
(b) and hcos2 �zY i (c) calculated for T D 40K and 30 TW/cm2 using the model presented in [28]

with a2 � 0:44 in the case of ethylene. The birefringence signal recorded for this
ellipticity is shown in Fig. 4.9. The maximum of alignment is observed at 8:7 ps
(see the vertical dashed line) with hcos2 �yZi D 0:37, hcos2 �zY i D 0:37, and
hcos2 �xX i D 0:336. The relatively weak alignment of the X molecular axis along
the x-axis is due to the relatively high temperature at which the experiment was
conducted. As shown in (4.24), the birefringence signal produced by molecules of
small polarizability asymmetry like ethylene mainly provides information about the
alignment of the Z-axis. In this respect, the birefringence technique does not allow
a direct measurement of the field-free 3D alignment [27].

4.3.2 Space-Resolved Single-Shot Detection

The arrangement for space-resolved transient birefringence measurements is simi-
lar to the one presented in the previous section, except for the two laser beams that
must be crossed at right angle to meet the requirement for space-resolved detection
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Fig. 4.10 Schematic diagram of the space-resolved transient birefringence technique

on a single-shot basis. The principle of the technique is presented in Fig. 4.10. A lin-
early polarized focused beam (i.e., the pump) propagates along the gas cell direction
coinciding with the y-axis, while a second collimated beam (i.e., the probe) inter-
sects it at a right angle and then passes through an analyzer set at 45ı with respect
to the polarization of the pump beam. The depolarized probe field generated within
the overlapping region of the two intersecting beams is imaged onto a CCD camera.
As the probe beam travels through the gas sample, it interacts with the molecules
that have been previously aligned by the pump beam at specific times that corre-
spond to their respective y-coordinates. The dynamical alignment resulting from
the pump beam interaction is thus converted by the probe pulse into the horizontal
axis of the CCD image. In addition, the vertical axis of the image provides informa-
tion about the intensity distribution along the transverse profile of the focused pump
beam. A schematic of the experimental setup is shown in Fig. 4.11 [29]. The laser
source was a chirped pulsed amplified Ti:sapphire laser delivering pulses of 100 fs
duration at 1 kHz repetition rate. The delay line allowed for the adjustment of the
temporal position of the detection window by setting the retardation of the probe
pulse with respect to the pump. The telescope (L1, L2) was used to image the over-
lapping region of the two laser beams on the CCD camera. It should be mentioned
that the method, called Femtosecond Time-resolved Optical Polarigraphy (FTOP),
had been originally developed to image the propagation of femtosecond pulses in a
transparent medium [30].

Snapshot imaging of postpulse transient molecular alignment is shown in
Fig. 4.12b for a detection window centered on the first revival of CO2. As already
mentioned, the advantage of the FTOP technique is that both time and intensity
dependencies can be simultaneously obtained from a single image. The signals
measured along the different horizontal lines of the CCD camera reflect the align-
ment produced at different intensities within the pump beam transverse profile.
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Fig. 4.11 Experimental setup for space-resolved transient birefringence measurements. Li:
Lenses, Pj: Polarizers, A: Analyzer, GP: Glass Plate, DL: Delay Line, GC: Gas Cell, CCD:
Charged-Coupled Device camera

To highlight this aspect, the signals recorded along the central (line 0), the third
(line 3), and the fifth horizontal lines (line 5) of the CCD camera are shown in
Fig. 4.12a. The comparison between the three graphs shows the alteration of the
signal produced by molecules located at different radial distances jzj D 5 pixel
(line 5) and 3 pixel (line 3) from the beam center z D 0 pixel (line 0). To obtain the
values of hcos2 �i, we have calculated the signal versus the delay �

S .y; z; �/ /
Z 1

�1
dt

�Z 1

�1
dx Epr.x; y; z; t � � � x=c/�n .x; y; z; t/

2

(4.28)

at the image coordinate (y; z). In this expression, the integration along the x-axis
accounts for the depth of the imaging system being larger than the spot of the pump
beam. Each experimental data point presented in Fig. 4.12a results therefore from a
one-dimensional spatial averaging of the molecular alignment produced along the
propagation axis of the probe beam. �n has been obtained according to the model
described in Sect. 4.2 and assuming a Gaussian temporal intensity profile for the
pump beam, while the pulse duration has been determined from the corresponding
autocorrelation measurements. The beam waist was inferred from analyzing the sig-
nal along the vertical lines of the recorded images. The simulated signals are shown
inverted in Fig. 4.12a together with the corresponding expectation values

˝
cos2 �

˛
shown in the upper parts of the figure. The latter has been calculated at a pump
intensity I D 62 (line 0), 34 (line 3), and 7 TW/cm2 (line 5), respectively, which
corresponds to the intensity experienced by the molecules located on the pump beam
axis (x D 0). The largest signal is observed at line 0, where the molecules are
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a

b

Fig. 4.12 Transient molecular alignment revivals of CO2 at room temperature and 1 bar. The
delay � between the two pulses is 10.7 ps. (a) Signals extracted from three different lines of the
CCD camera (see text) and comparison with numerical simulations. (b) Image of the CCD camera
averaged over 100 laser shots

Fig. 4.13 Upper graph: Averaged image (100 shots) recorded in O2 at room temperature and
atmospheric pressure. The pump-probe delay was set at � D 10 ps. Lower graph: signal (full line)
extracted from the horizontal central line of the CCD image (z D 0). The theoretical signal (shown
reversed) has been calculated at a peak intensity of 49 TW/cm2. Transverse profile of the probe
beam (dashed lines)
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exposed to the most intense part of the pump beam. hcos2 �i values are modulated
between 0.43, where the alignment gets its maximum, and 0.21, where the delocal-
ization of the molecular axis in the plane, which is perpendicular to the pump field
is maximum. Before and after delocalization, a small permanent alignment is pro-
duced, as denoted by the presence of an elevated baseline hcos2 �i ' 0:36 > 1=3.
For the molecules found at the periphery of the beam center, i.e., lines 3 and 5,
and therefore exposed to lower intensities compared to line 0, the contrast between
alignment and planar delocalization is reduced together with the degree of perma-
nent alignment. As it has been shown in a previous work, the structural modification
of the revivals, in particular the asymmetry change between line 0 and line 5, is the
signature of strong field alignment.

Figure 4.13 shows the field-free alignment signal of O2 recorded with an
expanded temporal window compared to the previous measurement. It has been
recorded by reducing the focusing of the pump beam and increasing the beam diam-
eter of the probe beam. The FTOP image (upper graph) displays six well-resolved
alignment transients recorded over a temporal window of 18 ps (the rotational period
of O2 is Tr � 11:6 ps). The permanent alignment is clearly identifiable. We should
point out that despite the short acquisition time (only 100 ms), the excellent resolu-
tion and signal-to-noise ratio make the measurement fully exploitable for a detailed
analysis of the alignment dynamics over a long timescale. The curves shown with
dashed lines (lower graph) indicate the spatial profile of the probe beam along
the y coordinates. The variation of the probe intensity is mainly responsible for
the signal attenuation observed at the limits of the region recorded by the camera.
The relatively short acquisition time combined with the large temporal scale of the
technique make FTOP particularly appropriate for feedback control of alignment
dependent molecular processes or fast monitoring of temperature and concentration
for optical diagnostics [31].

4.4 Observation of Molecular Alignment by Time-Resolved
Cross-Defocusing

The birefringence-related techniques addressed in the previous section provide
information about the difference of alignments with respect to two different axes
of the laboratory frame. We have shown that for linear molecules exposed to lin-
early polarized fields they are adequate to provide a direct measurement of hcos2 �i.
However, in case of asymmetric top molecules or linear molecules exposed to
elliptic fields, a more complete characterization of the alignment can be obtained
through measurements related to a single axis of the laboratory frame. In [32],
we have shown that this can be achieved by employing the cross-defocussing
technique. The basic idea is to exploit the modification experienced by a laser
beam as it propagates through the refractive index gradient produced by the align-
ment of the molecular gas sample. The principle of the method is schematically



4 Optically Probed Laser-Induced Field-Free Molecular Alignment 97

Fig. 4.14 Schematic diagram of the coronograph used to observe cross-defocusing. d represents
the interaction length defined by the overlapping of the two beams. Lenses L1 and L2 have a focal
length f D 300mm. The lensL3 is used to focus the light on the CCD camera or a photomultiplier
tube (PMT)

depicted in Fig. 4.14. A linearly polarized pump pulse is focused in a molecu-
lar gas and aligns the molecules. The subsequent field-free alignment leads to a
spatial gradient of the time-dependent refractive index. The effect can be seen as
a formation of a time-dependent nonlinear lens in the medium, also known as
Kerr lens effect. A time-delayed probe pulse crosses the pump pulse at the focus
and experiences the gradient of the refractive index. As a consequence, it under-
goes a modification of its spatial properties. This modification is directly related
to the degree of alignment, which can be inferred from the measurement. As the
change on the beam profile is small, the effect cannot be accurately measured
directly on the beam size. To improve the sensitivity of the method, we use a
mask to block the central part of the probe beam, like in a coronographic tech-
nique, and focus the light passing around the mask on a detector. The change
of the beam size is then detected as a variation of the amount of light reaching
the detector. In practice, the diameter of the mask is chosen large enough to pre-
vent most of the light corresponding to a signal close to zero without defocusing.
The method is thus nearly background free. The detector can be either a CCD
camera or a photomultiplier tube. Typical images detected by a CCD camera are
shown in Fig. 4.15. The nonuniform distribution of light observed in Fig. 4.15b
results from the small crossing angle of about 2ı between the two beams con-
tained in an horizontal plane perpendicular to the image. The results are shown
in Fig. 4.16 for the case of CO2 at room temperature and at a pressure of 0.3 bar.
The signal is compared to a numerical simulation based on the model described
below.

The refractive index produced along the polarization axis of the pump field, i.e.,
the z-axis, is given by (4.14) and (4.15b)

n D 1C %

2n"0

˚ N̨ C�˛
�hcos2 �i.t/ � 1=3

��
; (4.29)

where we recall that
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a b

Fig. 4.15 Images of the probe field recorded after the coronograph (a) without and (b) with the
aligning laser, at a probe delay corresponding to a revival of alignment

τ

θ

Fig. 4.16 Cross-defocusing signal (dotted curve) of CO2 for a peak intensity of 15 TW/cm2 and
pulse duration of 100 fs. Numerical simulation (full curve) and the corresponding value of hcos2 �i
depicted on the right line scale

%�˛

2n"0

�hcos2 �i.t/ � 1=3
� D •n (4.30)

is the orientational contribution to the Kerr index introduced in Sect. 4.2.2. We
assume that the pump beam, linearly polarized along the z-axis, propagates along
the x-axis with a Gaussian intensity profile given by

I D I.r D 0; x; t/ exp

� �2r2

w2.x/

�
(4.31)

with r D p
y2 C z2 the radial distance, I.r D 0; x; t/ the on-axis intensity, and w

the beam radius. The intensity distribution over the transverse profile of the beam
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results in an index gradient produced along the beam radius. If we assume that
the alignment is produced far below saturation, which is generally fulfilled, then
hcos2 �i in (4.30) depends linearly on the intensity. Under such conditions, the vari-
ation of the index in the transverse direction can be approximated from (4.30) and
(4.31) by

•?n � %�˛

2n"0

exp

� �2r2

w2.x/

� �hcos2 �i.r D 0; x; t/ � 1=3
�

(4.32a)

� •?n.r D 0; x; t/ exp

� �2r2

w2.x/

�
(4.32b)

with •?n.r D 0; x; t/ the on-axis Kerr index resulting from the orientation of
the molecule. The time-delayed probe beam traveling through this index gradient
undergoes a focusing or defocusing, depending on whether the molecular sample
is aligned (hcos2 �i > 1=3) or delocalized ((hcos2 �i < 1=3)), respectively. In the
former case, the gradient is positive, whereas in the latter case it is negative. An
analytic solution of the probe beam profile can be obtained by approximating the
index gradient (4.32b) by a parabolic function in the limit r � w.x/

•?n D •?n.r D 0; x; t/

�
1 � 2r2

w2
0

�
: (4.33)

Here, it has been further assumed that the Rayleigh length zR of the beam is much
larger than the interaction length d (see Fig. 4.14), so that the beam profile remains
nearly constant over the interaction length w.x/ � w0. Using a Gaussian optics
calculation, it can be shown that (4.33) results in an effective Kerr lens of focal
length [33]

fKerr D nLw2
0

4d

1

•?n.r D 0; t/
; (4.34)

which modifies the beam radius wp of the probe according to the relation

w0
p.x; t/ D wp.x; t/

�
1C 16d 2z2

R

n2
Lw4

0

•2?n.r D 0; t/

�
(4.35)

with nL the linear refractive index and x the distance after the lens. This expression
is valid for d < fKerr � f , which is generally verified [32]. We notice that since w0

p
does not depend on the sign of the •?n.r D 0; t/, alignment, and planar delocaliza-
tion both lead to an increase of the beam size. The signal recorded by the detector
located after the mask of radius a is

S .�/ �/
Z C1

�1
dtIp.t � �/

Z C1

a

dr
r exp

�
�2

�
r

w0

p.x;t/

	2
�

�
w0

p.x; t/
	2

(4.36)



100 O. Faucher et al.

and leads according to (4.33) and (4.35), after spatial integration, to

S .�/ /
Z C1

�1
dtIp.t � �/•2?n.r D 0; t/ (4.37a)

/
Z C1

�1
dtIp.t � �/ �hcos2 �i.r D 0; t/ � 1=3�2 : (4.37b)

As it is shown, the signal provided by the coronograph allows to obtain the align-
ment produced by the pump beam at a peak intensity (r D 0). The calculated signal
according to (4.37) is depicted in Fig. 4.16 together with hcos2 �i.r D 0/. The cross-
defocusing has been used to perform three-dimensional characterization of field-free
alignment induced by an elliptically polarized field [34]. In particular, measure-
ments performed along two different axes of the laboratory frame have permitted
the observation of two-direction alignment alternation of a linear molecule [35].

4.5 Applications

The molecular alignment probed by optical methods can be used to determine
molecular parameters and/or to obtain information about the surrounding environ-
ment of the aligned molecules. In this section, we will present some applications of
molecular alignment that illustrate these aspects.

4.5.1 Determination of Ionization Probabilities

The cross-defocusing technique presented in Sect. 4.4 is sensitive to the presence of
free electrons resulting from laser-induced ionization of the gas sample. Field-free
molecular alignment conducted at large intensity can lead to plasma formation that
affects the alignment signal measured by cross-defocusing. In [36], we have shown
that one can take advantage of this feature to obtain absolute probabilities of single-
ionization based on field-free alignment. Figure 4.17a displays the cross-defocusing
signal of N2 aligned with a short pulse of peak intensity sufficiently high to lead to
significant ionization of the medium. The dotted line of Fig. 4.17b corresponds to
the mirror image of the simulation performed under plasma-free conditions. A com-
parison of the two graphs reveals a discrepancy between observed and calculated
signals. As can be seen, this discrepancy is particularly pronounced for the baseline,
as well as for the small transients, where double peak structures are observed in the
simulated signals compared to the single peak structures experimentally observed
and vice versa. This disagreement is due to the contribution of the free electrons,
which act as a diverging lens. The refractive index induced by ionization can be
written [37]

•?np D � ne

2ncr
D � %

2ncr
Pion (4.38)



4 Optically Probed Laser-Induced Field-Free Molecular Alignment 101

 D
ef

oc
us

si
ng

 s
ig

na
l (

ar
b.

 u
ni

ts
)

Pump-probe delay (ps)

a

b

Fig. 4.17 (a) Cross-defocusing signal (full line) recorded in N2 at 300 K, at a static pressure of
0.3 bar, a peak intensity of 58 TW/cm2, and a pulse duration of 100 fs. (b) Numerical simulations
shown reversed with (full line) and without (dotted line) plasma contribution

with ne the electron density and ncr D 1:75�1021 cm�3 the critical electron density
at 800 nm. Assuming that the ionization occurs with a nonlinear factor NL [38, 39],
the ionization probability

Pion / INL (4.39)

leads to a negative index gradient that can be written, using the same approximations
as in Sect. 4.4,

•?np D •?np.r D 0/

�
1 �NL

2r2

w2
0

�
(4.40)

with •pn.r D 0/ < 0 the refractive index of the plasma produced at the beam
center. Following the demonstration made to derive (4.37), we can show that the
cross-defocusing signal modified by the free electrons writes

S .�/ /
Z C1

�1
dtIp.t � �/

�
•?n.r D 0; t/C •?np.r D 0/

�2
(4.41a)

/
Z C1

�1
dtIp.t � �/

�hcos2 �i.r D 0; t/ � 1=3C F
�2

(4.41b)

with F D 2"0NL•?np.r D 0/=%�˛ a negative factor. Compared to expression
(4.21), we see that the plasma contribution F acts as a local oscillator with respect
to the alignment contribution hcos2 �i.r D 0; t/�1=3. The alignment signal hetero-
dyned by the free electrons explains the discrepancy observed in Fig. 4.17. The small
revivals are more affected by the plasma, since for them the alignment and plasma
contributions are comparable. The simulation of (4.41) is presented by the full line in
Fig. 4.17b. We see that the observation is well reproduced by the model, not only the
shape of the transients but also the baseline resulting from the combined effects of
permanent alignment and plasma contribution. For molecules whose polarizability
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is well known, (4.41) can be used to fit the factor F and determine therefore the abso-
lute probability of ionization produced at a given peak intensity (r D 0) through the
relation

Pion D �ncr�˛F

"0NL

: (4.42)

A comparison between our measurements presented in [40] and the results from
the model appeared in [38] are shown in Fig. 4.18. We should emphasize that the
present method is experimentally simple and does not require any precise calibra-
tion of the overall detection efficiency encountered in ion mass or photoelectron
spectroscopy. Furthermore, it can also be applied for calibration of atomic ionization
probabilities [40].

4.5.2 Determination of Nonlinear Refractive Indices

In the previous section, we have discussed how field-free alignment can be used for
absolute calibration of ionization probabilities. Similarly, electronic Kerr indices
can also be determined by a thorough analysis of the alignment signal measured
with an optical method. So far we have focused the discussions on the alignment
occurring after turnoff of the laser pulse. During interaction with a femtosecond
pulse, the slow rotational response of the molecule is excited together with the fast
electronic response. The former leads to an alignment of the molecules that survives
the pulse turnoff, whereas the last results in a prompt induced dipole that vanishes
together with the pulse. When the pump pulse is present, the nonlinear refractive
index felt by the probe pulse proceeds from the excitation of both electronic and
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Fig. 4.18 Ionization probability of N2 (dots). Results are compared with the semiempirical model
(full line) from [38] for which the intensity has been multiplied by a factor 1.2
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rotational responses. If the rotational response is known, then the electronic one can
be deconvolved from the probe signal. We have taken advantage of this approach
to measure high-order electronic Kerr index of major air components [41, 42]. For
this purpose, we have used the birefringence technique, which is insensitive to the
plasma and allows to obtain the phase of the signal through heterodyne detection
as well. The pure heterodyne detection is performed by recording twice the signal
described in (4.21), but with opposite phase of the local oscillator P , and then
subtracting the two records so as to provide the signal

S .�/ /
Z C1

�1
dt Ip.t � �/�n.t/ (4.43)

with �n D �nrot C �nel for overlapped pulses. Figure 4.19 shows the normal-
ized signal recorded in N2 for three different intensities of the pump pulse. The
positive signals observed close to the zero delay come from the alignment of the
molecules involving the retarded rotational response. The intensity effect is evi-
denced through the permanent alignment indicated by an elevated baseline in the
signals of Fig. 4.19b,c. Together with this effect, we observe in the same figures, at

S
ig

na
l (

ar
b.

 u
ni

ts
)

-1.5

-1.0

-0.5

0.0

0.5

-1.5

-1.0

-0.5

0.0

0.5

-1.5

-1.0

-0.5

0.0

0.5

86420

Pump-probe time delay (ps)

a

b

c

Fig. 4.19 Normalized pure heterodyne signal (black lines) recorded in N2 at a static pressure of
100 mbar. The effective intensity is (a) 22 TW/cm2, (b) 42 TW/cm2, and (c) 49 TW/cm2, respec-
tively. All traces are normalized to the first positive transient. Simulations of (4.43) (red lines)
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zero delay, a negative signal of increasing amplitude. This feature can be ascribed to
an electronic Kerr response of opposite phase with respect to the rotational response.
At low intensity, the two contributions are in phase, leading to a broader transient in
Fig. 4.19a as compared to the other intensities. The inversion of the signal observed
around 26 TW/cm2 is attributed to a saturation of the electronic Kerr response.

The calculations shown in Fig. 4.19 have been performed using an electronic Kerr
index written as a power series expansion nel D n2I C n4I

2 C � � �n8I
4 leading to

the birefringence [41]

�nel D 2

3
n2I C 4

5
n4I

2 C 6

7
n6I

3 C 8

9
n8I

4: (4.44)

The simulations are adjusted to the signals by fitting the Kerr terms ni following the
procedure described in [41]. The intensity dependence of the Kerr index measured in
different gases is shown in Fig. 4.20. The sign inversion occurring above an intensity
of few tens of TW/cm2 is due to the higher order Kerr terms n4 and n8 of negative
signs, never observed so far in gases. The same effect has been observed in Argon
[41]. It should be mentioned that the values reported in Fig. 4.20 refer to the cross-
Kerr effect. The corresponding values for the Kerr effect, as it would be observed
in a single laser beam experiment, are given in [42]. The deep impact of the present
results on laser filamentation related effects has been addressed in [43, 44].

4.5.3 Determination of Collisional Relaxation

Field-free alignment in dense gases suffers from collisional relaxation. We should
remind that alignment originates from the coherent superposition of rotational states
and is therefore sensitive to both amplitude and phase of the rotational components.

-30x10-6

-25

-20

-15

-10

-5

0

5

403020100

Fig. 4.20 Electronic cross-Kerr index at 800 nm versus intensity for different gases at Normal
Temperature and Pressure (NTP)
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Overall, the contact of the molecules with a dissipative environment results in a
temporal decay of the alignment. However, amplitudes and phases are differently
affected by this environment. In this respect, using the Liouville equation, it has
been shown in [45] that the observable hcos2 �i can be written as a sum of two
terms

hcos2 �i D hcos2 �ip C hcos2 �ic; (4.45)

where hcos2 �ip and hcos2 �ic are the permanent and transient alignment con-
tributions, respectively. These terms are related to the diagonal (population) and
off-diagonal (coherence) elements of the density matrix. Assuming that the former is
sensitive to inelastic collisions (with time constant T1), whereas the latter is sensitive
to both elastic and inelastic collisions (with time constant T2), it is expected that per-
manent and transient alignments exhibit a different temporal decay [45] depending
on the nature of the molecules involved, the pressure, and the temperature. Fig-
ure 4.21 depicts such situation where the alignment signal of CO2 is measured in a
gas mixture having a 90:10 (CO2:Ar) concentration ratio. The decay of permanent
and transient alignments is clearly observable. The experiment is qualitatively well
described by the simulation, which succeeds to reproduce correctly the shapes of the
transients. However, due to the relatively low pressure it is not possible to decon-
volve the effect of pure dephasing collisions (elastic collisions) from population
transfers (inelastic collisions). CO2-Ar mixture is a convenient case as all parame-
ters encountered are relatively well known, but with a counterpart that T1 and T2 do
not significantly differ close to NTP. So, experiments performed at larger pressure
or/and temperature would be necessary to distinguish between the contribution of
each effect.
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Fig. 4.21 (a) Alignment signal of CO2-Ar at room temperature and 1.1 bar measured with the
birefringence technique. (b) Simulation according to [46] shown inverted
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4.6 Conclusion

In this chapter, we have reviewed the work performed by our group on field-
free molecular alignment observed with noninvasive optical methods. After a brief
description of the theory of laser-induced alignment restricted to linear molecules,
we have introduced the principle of the optical measurements applied to the obser-
vation of field-free alignment. We have also shown that by measuring the alteration
of weak probe pulse propagating through an aligned sample of molecules, infor-
mation about the alignment of the molecular axes with respect to a space-fixed
frame can be deduced. This modification can be observed through optical detec-
tion of either the birefringence or the characteristic Kerr lens of the aligned sample.
We notice that alignment measured by time-resolved transient grating technique is
not addressed here due to space limitations [47, 48]. The corresponding techniques
made to implement the optical detections have been then addressed by reporting a
number of studies. Linear and asymmetric top molecules aligned with linear, cir-
cular, or elliptic fields have also been discussed. Multi-shot as well as single-shot
measurements have been also presented. These investigations have shed light on
the processes involved in molecular alignment, highlighting new features. The last
part of the chapter has been devoted to present some applications of the field-free
alignment based on optical measurements.

The main advantage of using such optical methods lies in their sensitivities and
simplicities of implementation. The main disadvantage is due to the need of suf-
ficiently good knowledge of the system parameters as they are mandatory for the
theoretical modeling part. A second limitation is related to the gas density that usu-
ally prevents to perform experiments at low rotational temperatures. However, this
last can be circumvented by employing high-density supersonic expansions. This
should pave the way for new applications.
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Chapter 5
Directionally Asymmetric Tunneling Ionization
and Control of Molecular Orientation
by Phase-Controlled Laser Fields

Hideki Ohmura

Abstract Intense .1012 � 1013W=cm2/ phase-controlled laser fields consisting of
a fundamental light and a second-harmonic light induce directionally asymmetric
tunneling ionization and the resultant selective ionization of oriented molecules.
It is demonstrated that selective ionization of oriented molecules induced by phase-
controlled!C2! laser fields reflects the geometric structure of the highest occupied
molecular orbital. This method is robust, being free of both laser wavelength and
pulse-duration constraints, and thus can be applied to a wide range of molecules.

5.1 Introduction

Molecular manipulation by an intense laser field has made rapid progress owing
to the recent advent of techniques to generate intense, ultrashort laser pulses.
When laser intensity is around 1012�13W=cm2, molecules are either aligned or ori-
ented (i.e., without or with discrimination of the head–tail order of the molecule,
respectively) along the laser polarization direction by the torque generated by the
interaction between the laser field and the dipole moment of the molecules (for a
review of this subject, see [1]). Molecular alignment/orientation has the potential
to be used for applications such as precision spectroscopy and chemical reaction
control because one can eliminate the orientational averaging that leads to loss of
information or disturbs the homogeneous molecular manipulation of a given species.

Recent investigations have revealed that an intense, ultrashort laser field can han-
dle not only nuclear motions but also the motion of ionized electrons in the tunneling
ionization (TI) process. Irradiation of an atom or molecule by an intense laser field
causes a modification of the Coulomb potential to suppress the potential barrier
of electrons, leading to electron removal via tunneling [2]. The strong nonlinear
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tunneling rate leads to the generation of ionized electrons for short periods of time
(attosecond timescale) at each laser field oscillation maximum [2]. Keldysh first
suggested that an increase in laser intensity causes a transition from multiphoton
ionization (MPI) to TI [3]. The Keldysh adiabatic parameter � D .2!2Ip=I /

1=2

is used to judge whether a given observed phenomenon is of the MPI or TI type,
where ! and I are the field frequency and intensity, and Ip is the ionization poten-
tial of the matter. If � > 1, MPI is dominant; if � <1, then TI is dominant. The
theory of atomic ionization in intense laser fields has been expanded, as in the
Keldysh–Faisal–Reiss (KFR) [3–5], Perelomov–Popov–Terent’ev (PPT) [6], and
Ammosov–Delone–Krainov (ADK) [7] models, and has been experimentally tested
by many researchers [2]. Recently, a successful real-time observation of an opti-
cal TI process was made by Uiberacker et al. using attosecond extreme ultraviolet
(XUV) pulse pumping and a near infrared (NIR), few-cycle pulse probing technique
[8]. The molecular ionization process in intense laser fields has also been investi-
gated experimentally, and theories developed for atomic ionization in such fields
have been extended to molecules. The molecular ADK model [9, 10], which takes
into account the TI of a single active electron from the highest occupied molec-
ular orbital (HOMO), or the molecular Keldysh–Faisal–Reiss (KFR) model [11],
which interprets results in terms of MPI modified by interference from a multicen-
ter of molecules, have successfully described the observed results for diatomic or
simple molecules. According to the molecular ADK model, the removal of elec-
trons from the molecule via TI by an intense laser field depends on the relative
angle between the polarization direction of the laser field and the geometry of the
HOMO [9, 10, 12, 13]. As a consequence of the angular dependence of the TI rate,
aligned/oriented molecules are selectively ionized and the fragment-emission pat-
tern caused by dissociative ionization reflects the structure of the molecular orbital
[9, 10, 12, 13].

Moreover, when laser intensity is around 1014W=cm2, ionized electrons in atoms
and molecules show a remarkable behavior known as the recollision process: as a
consequence of accelerated motion synchronized with an oscillating electric field,
ionized electrons are pulled away from, pulled back to, and then recollided with
the parent ions within one optical cycle [2, 14]. This recollision process plays an
essential role not only in the high nonsequential double ionization probability in
atoms [15,16] and molecules [17] but also in the highly efficient generation of XUV
light, soft X-rays, and attosecond pulses [2, 14, 18].

Such coherent nuclear motions triggered by an ultrashort laser pulse and coher-
ent motions of electrons synchronized with an oscillating laser field are strongly
affected by the laser’s phase. Therefore, so-called coherent control or quantum con-
trol, which is the direct manipulation of the wavefunction and its quantum dynamics
through the coherent nature of a laser field, is expected to be a powerful tool (for
reviews, see [19] and [20]). Among various methods, we have investigated the
coherent control of molecular ionization processes using phase-controlled, two-
color laser pulses consisting of a fundamental pulse and its second-harmonic pulse
(the ! C 2! pulse) [21–27, 27–35, 35–49].
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In this review, we report the use of phase-controlled laser fields to achieve
quantum control of molecular TI in the space domain and the resultant selective
ionization of oriented molecules in the gas phase [44–49]. First, the characteristics
of ! C 2! laser fields are described in Chap. 2. Then, descriptions of the experi-
mental apparatus and method for detection of oriented molecules are presented in
Chap. 3. The investigation of phase-sensitive molecular ionization processes related
to the molecular orientation induced by the ! C 2! laser fields through various
molecules is discussed in Chap. 4. Finally, a brief summary of this topic is provided.

5.2 Characteristics of the Two-Color ! C 2! Laser Fields

For weak laser fields .<1012W=cm2/, a phototransition scheme can be used to
explain the phase-dependent phenomena induced by the phase-controlled ! C 2!

laser fields. The quantum interference effect occurs between a one-photon transi-
tion of the second-harmonic photon and a two-photon transition of the fundamental
photon (Fig. 5.1a). In this scheme, because the final states differ in parity owing to
the different selection rules for the one- and two-photon transitions, the interference
between the two transitions induces the breaking of spatial symmetry [19, 21]. This
type of interference has been observed elsewhere, including in photoelectrons asso-
ciated with the ionization of atoms [22, 23] and in photocurrents in semiconductors
[24, 25]. Charron et al. have suggested the application of the ! C 2! scheme to the
photodissociation of HDC molecules, and the scheme can also be used to explain
directional separation of photofragments [26, 27]. Experimental attempts to control
molecular photodissociation by means of an !C 2! scheme have been reported for
HDC [28], H2

C [29], and D2 [30] molecules.
In contrast, for strong laser fields .>1012W=cm2/, a scheme involving electric

fields that induce motion of charges or dipoles has been presented. The total elec-
tric field of the linearly polarized optical fields of the two frequencies is given by
E.t/ D E1 cos.!t/ C E2 cos.2!t C �/, where E1 and E2 are the amplitudes of
the electric fields and � is the relative phase difference between the fundamental
and the second-harmonic light. The amplitude of the electric field in the positive
(negative) direction is about twice that in the negative (positive) direction when
� D 0. / (Fig. 5.1b, c). The phase-controlled ! C 2! laser fields have a character-
istic, phase-dependent asymmetric waveform, in contrast to single-frequency laser
fields, which have symmetric waveforms. Figure 5.1d shows the degree of asym-
metry jE.t/max=E.t/minj plotted as a function of the ratio E2=E1 at � D 0. The
jE.t/max=E.t/minj reaches a maximum at E2=E1 D 0:5. The solid line in Fig. 5.1e
shows jE.t/max=E.t/minj plotted as a function of � at E2=E1 D 0:5. Maximum
asymmetry is achieved at � values of 0 or  , with corresponding jE.t/max=E.t/minj
values of 2.0 and 0.5, respectively. The dotted line in Fig. 5.1e shows the absolute
value jE.t/maxj plotted as a function of � at E2=E1 D 0:5. The jE.t/maxj value
reaches maxima at � D 0 and  . The asymmetric electric fields induce phase-
sensitive phenomena, especially those related to the breaking of spatial symmetry
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Fig. 5.1 (a) Schematic of the energy diagram corresponding to the interference between a one-
photon transition induced by second-harmonic light and a two-photon transition induced by
fundamental light (the !C2! scheme). Because the final states differ in parity owing to the differ-
ent selection rules for the one- and two-photon transitions, the coherent superposition of different
quantum states can be achieved. (b, c) Waveforms of phase-controlled, two-color ! C 2! laser
fields at a relative phase difference of (b) � D 0 and (c) � D   (solid line, E2=E1 D 1:0; dotted
line,E2=E1 D 0:5). (d) jE.t/max=E.t/minj at � D 0 as a function ofE2=E1. (e) jE.t/max=E.t/minj
(solid line) and jE.t/maxj (dotted line) at E2=E1 D 0:5 as a function of �

in the direction of electron motion or dipoles. Control of electron motion in TI by the
intense phase-controlled!C 2! pulse has been discussed [32–35]. The application
of the ! C 2! scheme to molecules leads to further effective control of molecular
orientation with discrimination of the molecules’ head–tail order; such control is
impossible to achieve with a monochromatic laser field with a symmetric waveform
[36–43]. We have investigated the interaction between gas-phase molecules with
asymmetric structures and intense .1012–1013W=cm2/ phase-controlled ! C 2!

pulses with asymmetric waveforms. We observed phase-sensitive ionization related
to molecular orientation induced by the intense phase-controlled ! C 2! pulses
[44–49].
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5.3 Experimental Apparatus and Detection
of the Oriented Molecules

The experimental apparatus used in the studies described herein is shown in
Fig. 5.2a. The experiments were performed with a Ti:sapphire laser system
(Spectra-Physics, Hurricane) operating at 20 Hz or with a Q-switched Nd:YAG
laser (Spectra-Physics, LAB-150) operating at 10 Hz. The Ti:sapphire laser system
provided pulses of energy at 1 mJ/pulse and at a duration of 130 femtoseconds (fs)
at an 800 nm central wavelength. The Q-switched Nd:YAG Laser provided pulses
of energy at 100 mJ/pulse and at a duration 10 ns at a 1,064 nm wavelength. We
inserted a frequency-doubling crystal (“-barium borate, type-I phase-matching)
into the path of the laser beam. The second-harmonic light was separated from the
fundamental light by a dielectric mirror in a Mach–Zehnder interferometer after
second-harmonic generation. The configuration of the Mach–Zehnder interferome-
ter is shown in Fig. 5.2a. We inserted a half-wave plate that rotated the polarization
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ion time-of-flight  
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Fig. 5.2 (a) Schematic diagram of the experimental apparatus, which consisted of a laser source,
a Mach–Zehnder interferometer, and an ion time-of-flight mass spectrometer (TOF-MS). Arrows
indicate the paths of the laser beams and the double-headed arrow indicates their polarization. The
dotted arrow indicates the path of ions induced by laser irradiation. (b) Schematic of the detection
of the oriented molecular ions
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of the fundamental light by 90ı so that the polarizations of the two fields were par-
allel. The delay time of the two pulses was controlled by a translation stage located
in the fundamental light path with a resolution of about 4 fs. The second-harmonic
beams passed through an antireflection coated quartz plate (3 mm thickness) that
could be rotated. This quartz plate was used to change � of the two fields with a
resolution of about 20 attoseconds .0:02 /. The ratio of the light intensities .I2=I1/

was adjusted to be around 0.25 .E2=E1 D 0:5/ by rotating the phase-matching
angle of the BBO crystal while keeping the total intensity I D I1 C I2 constant,
where I1 and I2 are the intensities of the ! and 2! pulses, respectively. After being
recombined, the phase-controlled ! C 2! beams were directed toward the reaction
chamber and were focused on the molecular beam by a concave mirror of 120 mm
focal length.

The reaction chamber consisted of a supersonic molecular beam source and a
homemade ion time-of-flight mass spectrometer (TOF-MS). The supersonic molec-
ular beam was introduced into the chamber through a pulsed valve (General Valve;
0.5 mm diameter), which was differentially pumped by a diffusion pump and a turbo
pump. The molecular beam passed through a skimmer (diameter 0.5 mm) located
20 mm from the nozzle. The pressure in the chamber was kept below 3:0� 10�5 Pa
with a 20-Hz repetition rate. After passing through the skimmer, the molecular beam
was ionized by the intense phase-controlled ! C 2! beam, whose polarizations
were parallel to the detection axis. The acceleration electrodes in the TOF-MS con-
sisted of two regions. The first was a low-field (25 V/cm) region to expand the ion
packet for the purpose of achieving high velocity resolution. Upon reaching the sec-
ond region, the ion packets were accelerated toward the detector by applying an
acceleration voltage of 300 V/cm to a repelling electrode. The ions traveled across
a field-free drift tube and then reached the microchannel plate (MCP) detector. The
signal intensity was recorded as a function of flight time by taking the average of 512
measurements. The target gas for the molecular beam was diluted 5% with helium
gas to obtain a total pressure of 105–106 Pa.

Figure 5.3 shows the TOF mass spectra of singly charged ions produced by dis-
sociative ionization of carbon monoxide (CO) when it was irradiated with ! C
2!.800C 400 nm/ laser pulses with a total intensity I D I1 C I2 of approximately
5 � 1013 .I1 D 4 � 1013; I2 D 1 � 1013 W=cm2/ and a pulse duration of 130 fs.
The experiments all were performed with a laser intensity under or in the vicinity
of the regime where doubly charged fragment ions caused by Coulomb explosion
were observed.

We observed singly and doubly charged photofragment ions. Each photofrag-
ment exhibited a pair of peaks, one resulting from ions flying directly toward the
detector, and the other from those ions, which first flew in the backward direction
relative to the detector before being reversed by the extraction fields (Fig. 5.2b). The
spacing of the forward and backward peaks reflects the kinetic energy release. The
assignment of each dissociation channel has been reported as a Coulomb explosion
process COC.pCq/ ! CCp C OCq (where p and q are integers) [50]. As seen
in Fig. 5.3, forward–backward asymmetry was clearly observed in the TOF spec-
trum. OC.O2C/ ions were preferentially emitted toward the detector and CC.C2C/
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Fig. 5.3 TOF mass spectra
of ions produced by
dissociative ionization of CO
when they were irradiated
with the femtosecond
! C 2! laser pulses at
relative phase differences
� D 0 and � D  . The solid
lines indicate the pair of
forward and backward peaks
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ions were emitted preferentially away from the detector at � D 0, when the opti-
cal electric field maximum pointed toward the detector. Conversely, OC.O2C/ ions
were emitted preferentially in the backward direction and CC.C2C/ ions were emit-
ted preferentially in the forward direction at �D , when the optical electric field
maximum pointed in the backward direction relative to the detector.

Figure 5.4 shows the ratio of forward and backward yields, If =Ib, obtained when
we changed � between the fundamental and the second-harmonic light by rotat-
ing the quartz plate. A clear periodicity of 2  was observed in the If =Ib ratio
for all photofragments displayed. The oscillation of the signal was carefully exam-
ined to confirm that it was caused not by an artifact, such as fluctuation of the
laser intensity, but by interference between the simultaneous excitations. The phase
dependence between CC.C2C/ and OC.O2C/ indicates that they are completely out
of phase with each other. This result shows that phase-controlled ! C 2! fields can
discriminate molecular orientation from head–tail order and that the direction of
orientation is flipped by the relative phase difference �. Such flipping is impossible
to achieve with a monochromatic laser field with a symmetric waveform. Further-
more, the phase dependence between CC.OC/ and C2C.O2C/ shows completely
in-phase behavior. This indicates that the directions of molecular orientation for
singly charged and doubly charged CO are the same.

5.4 Mechanism of Detection of Oriented Molecules

There are two conceivable mechanisms related to the detection of oriented
molecules: (1) dynamic molecular orientation (DMO) and (2) selective ionization
of oriented molecules (SIOM).

Several theoretical investigations have reported that molecules can be dynami-
cally oriented along the laser polarization direction by the torque generated by the
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Fig. 5.4 The
forward/backward yield ratio
.If =Ib/ as a function of
relative phase difference �:
(open circles) OC;O2C,
(solid circles) CC;C2C
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nonlinear interaction between a nonresonant ! C 2! laser field and the hyperpo-
larizability of molecules (the linear interaction between an ! C 2! laser field and
the permanent dipole of molecules averages to zero over an optical.) [37, 42]. If the
laser pulse is longer than the rotational period of the molecules, then molecules ori-
ent adiabatically during laser irradiation (adiabatic molecular orientation) [37]. If
the laser pulse is shorter than the rotational period of the molecules, then rotational
wave packets are formed and dynamical alignment is reconstructed at revival times
even after the laser irradiation (nonadiabatic molecular orientation) [42]. Recently,
the DMO based on the hyperpolarizability of the molecules have been succeeded
adiabatically [39] and nonadiabatically [43]. However, the degrees of orientation
have observed to be very small. Therefore, the contribution of DMO based on the
hyperpolarizability of the molecules during the pulse duration in our experiments
can be negligible.

In contrast to DMO, which is a consequence of controlling nuclear motion, SIOM
is a result of controlling electron motion. Molecules initially oriented in a certain
direction with respect to the laser polarization have a high ionization rate, result-
ing in SIOM in randomly oriented molecular ensembles. The ionization process in
an intense laser field can be well described by the molecular ADK model [9, 10].
According to this model, ionized electrons are much more strongly extracted via the
tunneling process from electronic clouds of HOMO along the direction of an elec-
tric field. The removal of electrons from the molecule via TI by an intense laser field
depends on the relative angle between the polarization direction of the laser field and
the geometry of the HOMO [9,10]. As a consequence of the angular dependence of
the TI rate, aligned molecules are selectively ionized and the fragment-emission pat-
tern caused by dissociative ionization reflects the structure of the molecular orbital
[9, 10]. For example, a butterfly shaped pattern reflecting the structure of   orbital
in O2 molecules and dumbbell-shaped pattern reflecting � orbital in N2 molecules
in the 2-demensional photofragment–emission pattern imaging have been observed
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[12, 13]. When TI of molecules with an asymmetric HOMO structure is induced by
an asymmetric !C2! field, electrons are much more likely to be removed from the
large-amplitude part of the HOMO [9, 10, 12, 13]. Therefore, it has been logically
deduced that molecules initially oriented in a certain direction with respect to the
asymmetric!C2! field are selectively ionized among randomly oriented molecules
[46]. The HOMO of CO shows an asymmetric � structure. The angle dependence
of the TI rate for CO at a laser intensity of 6 � 1013W=cm2 reflecting the geometry
of the HOMO has been calculated using molecular ADK theory, where electrons
are much more likely to be removed from the large-amplitude part (carbon) than the
small-amplitude part (oxygen) [10]. The result of CO (Figs. 5.3 and 5.4) supports
that the direction of the detected molecules was consistent with that expected by the
molecular ADK model; that is, electrons are much more strongly removed by the
tunneling process from the large-amplitude part (carbon) of the HOMO opposite to
the direction of the electric field vector at its maxima for � D 0 and � D  .

To confirm that the main mechanism of the detection of oriented molecules is
SIOM, we investigated the dissociative ionization of molecules induced by ! C 2!

laser fields with pulse durations of 130 fs and 10 ns by changing the parameters of
molecules systematically, as shown in Fig. 5.5a–d.

Before we introduce various experimental examples, we note two controversial
points. First, we are aware of the controversy concerning the boundary between
MPI and TI. As indicated earlier, the Keldysh theory states that if � > 1, MPI is
dominant [3]. Since there is no absolute boundary between MPI and TI, in the inter-
mediate region � � 1, phenomena can often be successfully explained by both MPI
and TI. Our experimental condition corresponds to � � 2, where MPI is considered
to be dominant. Nonetheless, in terms of directionally asymmetric TI, the expression
can be useful for intuitive understanding of our experimental results. Some relevant
investigations concerning the boundary between MPI and TI are listed in the fol-
lowing: (a) Uiberacker et al. has reported a real-time observation of the optical TI
process by using attosecond XUV pulse pumping and NIR few-cycle pulse probing
technique, and has shown that TI remains the dominant ionization mechanism even
at � � 3 [8]; (b) Dewitt and Levis have observed that a transition from MPI to
TI occurs in polyatomic molecules by changing the electron delocalization through
the molecular structure, and have shown that a large electronic orbital size reduces
� effectively, or in other words, TI can be dominant even for � > 1 [51]; (c) Reiss
has pointed out that there are disqualifying features in categorization using � where
ionization with � � 1 can occur only by TI, and ionization with � � 1 must be a
more intense laser regime such as the over-the-barrier process [52]. Further theoreti-
cal studies are required to understand the ionization process of atoms and molecules
in intense laser fields. Recently, using the molecular KFR model, total ionization
yields of a molecule with an intense linearly polarized laser field was calculated as
a function of the relative orientation between the molecular and the laser polariza-
tion and was found to be qualitatively similar to that calculated using the molecular
ADK model [53,54]. This result may mean that the molecular KFR model includes
the expression of TI in terms of phototransition.
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Fig. 5.5 Molecular structures and isocontours of the highest occupied molecular orbitals (HOMO)
of the investigated molecules as determined by ab initio calculations using the Gaussian 03W soft-
ware package. The shadings indicate the signs of the wavefunctions. The directions of permanent
dipoles are shown by thick arrows

Second, some kind of complexity and uncertainty about monitoring the ioniza-
tion process through dissociative ionization channels should be noted. The disso-
ciative ionization processes include several entangled nonsequential processes such
as (1) the generation of the parent ion in the electronic ground state followed by
photoexcitation toward repulsive electronic states; (2) recollision-induced electron
excitation; and (3) direct generation of the parent ion through an electron ejection
from HOMO-1. These processes might induce the deviation from the molecular
ADK model. Considering the laser intensity in the experiment shown in Figs. 5.3
and 5.4, these nonsequential processes should have certain contributions in the TOF
spectra. Despite the situation, the experimental result of CO supports that the direc-
tion of the detected molecules was consistent with that expected by the molecular
ADK model; that is, electrons are much more strongly removed by the tunneling
process from the large-amplitude part of the HOMO opposite to the direction of
the electric field vector at its maxima for � D 0 and � D  . From an experiment
viewpoint, therefore, TI based on the molecular ADK model seems to be the main
process, and some effects that induce deviations from the molecular ADK model
seem to be smaller.
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5.4.1 Nonpolar Molecule with Asymmetric Structure:
Br.CH2/2Cl

As an example of a nonpolar molecule with an asymmetric structure, we have
chosen 1-bromo-2-chloroethane (BCE) (ionization potential: 10.55 eV) [46]. Fig-
ure 5.5a shows the molecular structure and HOMO of BCE as determined by ab
initio calculations using the Gaussian 03W software package (method: MP2; basis
set: 6–311 C G(d,p)) [55]. Among the three possible rotational isomers, the trans
isomer shown in Fig. 5.5a is the most stable in the gas phase. The BCE molecule has
a very small permanent dipole moment (calculated value: 0.0057 Debye, pointing
from Cl to Br) due to cancelation of two halogen atoms with large electronegativities
(Cl: 3.0; Br: 2.8) located on opposite sides of the molecule. However, the HOMO
shows a � structure with large asymmetry along the molecular frame (Fig. 5.5a).

When BCE molecules were irradiated with ! C 2! laser pulses, various singly
charged photofragment ions and parent ions were detected in the TOF mass spec-
trum. Directional asymmetries in the forward–backward emissions were observed
in various photofragment ions, and a clear periodicity of 2  was observed in the
If =Ib ratio for all photofragments. The phase dependencies between the ClC.BrC/
ions and counter cations were completely out of phase with each other. This result
shows that the phase-controlled ! C 2! fields can discriminate molecular orienta-
tion from head–tail order. Moreover, the phase dependencies between ClC and BrC
were also out of phase with each other. It is evident from all phase dependencies
that phase-controlled ! C 2! fields discriminate the molecular orientation of the
head–tail order [46]. We define the relative phase difference as � D 0 when the
electric field maxima pointed toward the detector and as � D   when the optical
electric field maxima pointed away from the detector. BrC ions were preferentially
emitted toward the detector and ClC ions were preferentially emitted away from the
detector at � D  , when the electric field maxima pointed in the backward direc-
tion relative to the detector. These observed results show that the direction of the
detected molecules is consistent with that expected by the molecular ADK model.
Therefore, we concluded that the phase-controlled ! C 2! field achieves selective
ionization of oriented molecules, reflecting the asymmetry of the HOMO structure
[46]. Even for nonpolar molecules, SIOM can achieved through discrimination of
the wavefunction in the space domain by the enhancement of nonlinear interaction
between the asymmetric laser fields and the asymmetric HOMO structure.

In addition, we mention the relative angle between the oriented molecules and the
polarization direction of the laser fields, and the contribution of the induced dipole
moment. Alnaser et al. observed a butterfly shaped pattern reflecting the structure
of   orbitals in O2 molecules by using 8-fs optical pulses and 2D photofragment-
emission pattern imaging, where the direction of selectively ionized molecules was
40ı relative to the polarization direction [12, 13]. When 35-fs pulses were used
instead of 8-fs pulses, the butterfly shaped pattern changed to a dumbbell-shaped
pattern, indicating that the direction of the selectively ionized molecules was along
the direction of the laser polarization due to dynamic alignment (not orientation) by
the induced dipole during the laser pulse [12, 13]. Almost all molecules experience
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some contribution of dynamic molecular alignment due to an induced dipole. Thus,
it is possible that our 130-fs ! C 2! pulse induces dynamic alignment, even for
relatively heavy BCE molecules, and that our measurement is a result of the selec-
tive ionization of oriented molecules in aligned molecules, rather than in randomly
oriented molecules, during the laser pulse.

5.4.2 Large Molecule: C6H13I

We studied a large polyatomic molecule, 1-iodohexane .C6H13I/, to determine
whether SIOM could be achieved [49]. The molecular structure and isocontour
of the HOMO of C6H13I (Fig. 5.5b) were determined by ab initio calculations
using the Gaussian 03W software package (method: MP2; basis sets: LanL2DZ
augmented by polarization functions and diffuse functions) [55]. The HOMO of
C6H13I.Ip W 9:20 eV/ was remarkably asymmetric due to “squeezing” by the iodine
atom (Fig. 5.5b). Although iodination is a simple chemical treatment, it can induce
a dramatic change at the wavefunction level and can therefore be used to “quantum
mark” molecules when designing wavefunctions.

When C6H13I molecules were irradiated with femtosecond ! C 2! pulses,
various singly charged photofragment ions such as hydrocarbon cations and iodine-
containing cations, as well as parent ions, were detected in the TOF mass spectrum.
Directional asymmetries in the forward–backward emissions were observed for var-
ious photofragment ions, and a clear periodicity of 2  was observed in the If =Ib

ratio for all photofragments except C6H13
C. The phase dependencies of iodine and

iodine-containing cations were completely out of phase with those for the carbon
and hydrocarbon cations. This result shows that a phase-controlled ! C 2! optical
field discriminates the head–tail order of molecules [49].

We draw two direct conclusions from these experimental results. First, the phase
dependencies of all photofragments except C6H13

C were consistent with the molec-
ular structure of 1-iodohexane. Therefore, we can reasonably conclude that the
prompt axial recoil approximation is valid even for large polyatomic molecules, and
that the photofragment emission pattern reflects the molecular structure. Regard-
ing C6H13

C, there are two conceivable explanations for the fact that the C6H13
C

fragments did not show a phase-dependent behavior: (1) a slow dissociation pro-
cess, in which C6H13

C was produced on a timescale longer than the rotational
period, allowing orientation averaging; and (2) a kinetic energy that was too low to
show a photofragment emission pattern. The excess energy that molecular cations
obtain during the ionization process is divided between the translational and internal
(vibrational and rotational) energy of the photofragments. The translational energy
of the photofragments decreases with increasing number of constituent atoms,
because the number of internal degrees of freedom increases. Although the observed
phase difference decreased with increasing number of constituent atoms, favoring
explanation (2), at present we cannot entirely exclude either explanation.

Second, our results indicate that the direction of the detected molecules was con-
sistent with that expected by the molecular ADK model. Therefore, it is reasonable
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to conclude that the molecular ADK model is valid for SIOM even for large
polyatomic molecules [49]. SIOM is free of the constraints of size and weight of
molecules, and this is an advantage compared to DMO, with which it is difficult to
orient large heavy molecules that require large torques at practical laser intensities.

5.4.3 Systematically Changing Molecular System:
CH3X.X D F; Cl; Br; I/

We have investigated the phase-sensitive ionization related to molecular orien-
tation induced by intense phase-controlled ! C 2! pulses in the case of sys-
tematically changing orbital asymmetry. Figure 5.5c shows the molecular struc-
tures and isocontours of the HOMO of four methyl halide molecules we tested
.CH3I;CH3Br;CH3Cl; and CH3F/ as determined by ab initio calculations using the
Gaussian 03W software package [55] (method: MP2; basis sets: 6–31CCG(2df,p)
for CH3F and CH3Cl, and LanL2DZ augmented by polarization functions and dif-
fuse functions for CH3Br and CH3I). The HOMO of all the methyl halide molecules
shows an asymmetric   structure, and the degree of asymmetry changes systemati-
cally with respect to the halogen atom. The wavefunctions for the halogen-atom side
are larger than that of the methyl parts in CH3I;CH3Br, and CH3Cl. The degree of
asymmetry decreases gradually from CH3I to CH3Cl, and then reverses for CH3F.
Thus, if SIOM based on the molecular ADK model is the main orientation pro-
cess, the orientation direction of selectively ionized CH3F is opposite of that for
CH3Cl;CH3Br, and CH3I.

When methyl halide molecules were irradiated with femtosecond!C2! pulses,
various singly charged photofragment ions and parent ions were detected in the TOF
mass spectrum. The directional asymmetries in the forward–backward emissions
were observed in various photofragment ions, and a clear periodicity of 2� was
observed in the If =Ib ratio for all photofragments. The phase dependencies between
the halogen ions and the CH3

C cations were completely out of phase with each other
for CH3I, and approximately out of phase with each other for CH3Br;CH3Cl, and
CH3F. This result shows that a phase-controlled ! C 2! laser field discriminates
the head–tail order of oriented molecules [47].

To classify the direction of the oriented molecules, we performed a simultaneous
measurement using gas mixtures of CH3I=CH3Br;CH3I=CH3Cl, and CH3I=CH3F
[47]. The IC;BrC, and ClC ions exhibited complete in-phase behavior, while the
FC ion was approximately out of phase with the other three halogen atoms. This
result indicates that the direction of oriented molecules is the same in CH3I;CH3Br,
and CH3Cl, and that the CH3F molecule is oriented in the opposite direction from
the other three methyl halides. The classification by phase behavior is consistent
with that expected by SIOM based on the molecular ADK model. Moreover, the
directions of the detected molecules are consistent with those expected by the SIOM,
whereas the large-amplitude parts (halogen atoms for CH3I;CH3Br, and CH3Cl,
and the methyl moieties for CH3F) were located on the backward side and ionized
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electrons were removed backward at � D 0 when the optical electric field maxi-
mum pointed toward the detector. Therefore, it is reasonable to conclude that SIOM
based on the molecular ADK model is the main process occurring in the phase-
sensitive ionization of the four methyl halides induced by a phase-controlled!C2!
field [47].

5.4.4 OCS Molecule Investigated by Nanosecond ! C 2!

Laser Fields

Finally, we investigated the dependence of pulse-duration [48]. We investigated
OCS molecules by nanosecond phase-controlled ! C 2!.1064C 5032 nm/ pulses
generated by the Nd:YAG laser with an intensity of 5:0 � 1012 W=cm2 and a pulse
duration of 10 ns [48].

When OCS molecules were irradiated with the nanosecond!C2! pulses, single-
charged OCC;SC, and parent OCSC were detected in the TOF mass spectrum. The
breaking of the forward–backward symmetry was clearly observed in the TOF spec-
trum. The forward peak of the OCC ions was more dominant than the backward peak
at � D 0. This result indicates that the OCC ions were preferentially ejected toward
the detector at � D 0 when the electric field maximum pointed toward the detector.
Conversely, the backward peak of the SC ions was more dominant than the forward
peak at � D 0. This behavior is reversed by changing � from 0 to  . A clear peri-
odicity of 2  with considerably large contrast was observed in the If =Ib ratio for
the OCC and the SC. The phase dependencies between the OCC and the SC cations
were completely out of phase with each other. This result demonstrates that oriented
molecules were detected while discriminating the head–tail order of the molecules
[48]. The selectivity of the oriented molecules reached 86% .If =Ib D 5:9/ from
OCC and 75% .If =Ib D 3/ from SC. Therefore, we have experimentally con-
firmed that SIOM induced by directionally asymmetric tunneling ionization is free
from laser wavelength constraint and observed universally in a vast range of pulse
durations in the femtosecond-to-nanosecond regime. However, many other studies
concerning the interaction between molecules and intense nanosecond laser fields
have confirmed that molecules can be dynamically aligned (while not discriminating
the head–tail order of molecules) through the interaction between nonresonant laser
fields and induced dipoles [1]. Therefore, it is reasonable to expect that an intense
nanosecond!C2! laser field can induce SIOM in dynamically aligned molecules,
rather than in randomly oriented molecules, during the laser pulse [48].

5.5 Summary

We have investigated the interaction between gas-phase molecules with asym-
metric structure and intense .1012�13W=cm2/ phase-controlled ! C 2! pulses
with an asymmetric waveform. We observed phase-sensitive ionization related to
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molecular orientation induced by the intense phase-controlled ! C 2! pulses.
Ionized molecules were oriented with discrimination of head–tail order, which is
impossible to achieve with a monochromatic laser field with a symmetric wave-
form. The direction of oriented molecules can be easily flipped by changing the
relative phase difference .0;  /. We have experimentally demonstrated that, as a
consequence of directionally asymmetric TI, SIOM induced by phase-controlled
! C 2! laser fields reflects the asymmetric geometry of the HOMO structure.
The present experiments were performed under the condition of Keldysh parameter
� � 2, which can be categorized as an intermediate region between the TI region
and the MPI region. While the molecular ADK theory is quantitatively valid only in
the region of � < 1, the theory seems to be applicable for quantitative discussions
on SIOM in the present study. SIOM can be achieved through discrimination of
the wavefunction in the space domain by the enhancement of nonlinear interaction
between the asymmetric laser fields and the asymmetric HOMO structure. SIOM
is free of laser wavelength constraints and is observed over a wide range of pulse
durations in the femtosecond-to-nanosecond regime. Furthermore, SIOM is free of
the constraints of size, weight, and polarity of molecules, and this is an advantage
compared to DMO, with which it is difficult to orient large, heavy molecules that
require large torques at practical laser intensities, and with which it is impossible to
orient nonpolar molecules with asymmetric structures.
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Chapter 6
High Harmonic Generation from Aligned
Molecules

Ruxin Li, Peng Liu, Pengfei Wei, Yuexun Li, Shitong Zhao, Zhinan Zeng,
and Zhizhan Xu

Abstract The recent progress in the study of high-order harmonic generation
(HHG) from aligned molecules at SIOM is reviewed. We identify the laser inten-
sity dependence of HHG from aligned CO2 molecules. The modulation inversion of
harmonic yield with respect to molecular alignment can be altered dramatically by
fine tuning the intensity of driving laser pulse for harmonic generation. The angular
distribution of harmonic intensities is measured, and the results can be modeled by
employing the strong-field approximation including ground state depletion factor.

For improving the alignment degree of molecules, we present an active control
scheme – the rule of slope – to either enhance or suppress the molecular alignment
by the first laser pulse. The underlying physics has been revealed both numerically
and analytically.

6.1 Introduction

High-order harmonic generation (HHG) from atoms and molecules has been inten-
sively explored in high-field laser physics owing to its application in producing
ultrafast coherent extreme ultraviolet (XUV) radiation and even attosecond pulses
[1–5]. In the strong-field limit, HHG is well explained by the three-step model:
active electrons first tunnel through the potential barrier, are then accelerated and
turned back by laser fields to recombine with the parent ions emitting high-energy
photons [6]. Based on the underlying physics of HHG, the electronic dynamics of
atoms can be probed in extreme high temporal resolution [7].

Comparing to atom, molecule has additional degrees of freedom, i.e., rotational
and vibrational motions, which offer extra parameters as useful tools to control the
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HHG characteristics [8, 9]. Through the interaction of molecules and an ultrafast
strong laser field, the coherent evolution of molecular rotational levels results in the
periodic alignment of molecules in laboratory frame. Such a field-free alignment
has potential applications in investigating all the angular distribution phenomena
in molecular frame [10–16]. According to the strong-field approximation, the har-
monic generation is determined by the molecular ground state, while the electron
wavefunction can be approximated by a plane wave. Therefore, from the angular
distribution of harmonic generation, the tomographic images of the highest occu-
pied molecular orbital (HOMO) of nitrogen molecule has been reconstructed [12].
It is also noted that the alignment and orientation of molecules are fundamentally
important for such studies.

Recently, progresses have been made in the studies of molecular harmonic gener-
ation and nonadiabatic molecular alignment by double pulses, which are addressed
in this chapter.

6.2 Laser Intensity Dependence of Quantum Interference
Effect in HHG

HHG from CO2 represents an interesting new feature of molecular alignment depen-
dence. As shown by Kanai et al., the harmonic yields for the 17th to 29th orders
from aligned CO2 molecules exhibit inverted modulation versus the field ionization
and alignment parameter < cos2 �> [17]. This modulation inversion was attributed
to the interference of recombination electrons from the two oxygen atoms in CO2

molecule. Vozzi et al. reported further that the two center interference effect can be
controlled by changing the ellipticity of the driving laser pulse [18]. They showed
that the inverted modulation of harmonic signal appears for the 21st to 39th har-
monic orders, while the modulation of the 41st to 49th orders harmonic emission
is the same as that of molecular alignment. The difference in harmonic orders with
inverted modulation cannot be explained by the constructive and destructive inter-
ference. By taking into account the ground state depletion effect on HHG, Le et al.
proposed theoretically that the harmonic yield inversion can be varied by changing
driving laser intensity [19]. This may explain the inversion for different harmonic
orders but an experimental verification of this model is strongly desired.

To explore the underlying physics in the angular dependence of high harmonic
emission from aligned molecules, the HHG from aligned CO2 molecules as a func-
tion of the driving laser intensity is investigated. For the first time, it has been found
that by changing the laser intensity, the modulation of harmonic yield from aligned
molecules can be varied and even inverted with respect to molecular alignment. Our
experimental results are compared with the numerical calculations employing the
strong-field approximation model including ground state depletion effect. The role
of laser intensity as a new parameter to control the angular dependence of HHG in
aligned molecules is revealed.
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6.2.1 Experimental Setup

The experiments are performed using a Ti:sapphire-based chirped pulse amplifi-
cation laser system (Spectral-Physics, TSA-25), which produce 50 femtoseconds
(fs) laser pulses of 10 Hz at 800 nm center wavelength. The output is split into
two beams, one used as the pump pulse (for aligning molecules) and the other as
the probe pulse (for driving HHG from molecules). The polarization of the pump
laser beam is the same as the probe beam. The two beams were collinearly focused
with a 30 cm focal length lens onto a pulsed supersonic molecular beam located in
a high vacuum interaction chamber. The laser focus was about 1 mm downstream
of a 0.25 mm diameter nozzle orifice. Stagnation pressure of CO2 gas (99.998%)
was around 2 bar, leading to a rotational temperature of several tens of Kelvin. The
spot size of pump laser beam crossing with molecules was measured to be 110�m
(FWHM), and the laser field intensity was estimated to be 2:1 � 1013 W=cm2. The
probe laser energy was adjustable by using a half-wave plate and a high extinction
film polarizer. At the interaction position, the spot size of the probe beam was mea-
sured to be 144 �m (FWHM). The HHG spectra were detected by a homemade
flat-field grating spectrometer equipped with a soft-x-ray CCD camera (Princeton
Instruments, PI: SX 400).

6.2.2 Inverted Modulation of Harmonics by Laser Intensities

When a CO2 molecule is irradiated by a short laser pulse whose duration (�on D
50 fs) is much shorter than the molecular rotational period, �on � 2�=! D 42:7 ps
for CO2, nonadiabatic field-free alignment is achieved by the excitation of a rota-
tional wave packet  .t/ D P

J;M

AJ;M .t/jJ;M i. The time evolution of the wave

packet can be calculated through solving the time-dependent Schrödinger equation
(TDSE), and the time-dependent alignment parameter < cos2 � > .t/ is obtained
by the evolved wave function of the rotational states. (Details are given in Sect. 6.3
of this chapter.) In the calculation, the initial rotational temperature is taken to be
80 K and the result is shown in Fig. 6.1 (dashed line, right axis).

The experimentally measured 23rd harmonic intensity as a function of pump-
probe delay time is also represented in Fig. 6.1 (solid line, left axis). The probe
laser intensity was 2:4 � 1014 W=cm2. It is evident that the modulation of har-
monic signal is reversely matched with that of the molecular alignment parameters
< cos2 � > exactly. This is consistent with the experimental results of Kanai et al.
and Vozzi et al. that the harmonic signal reversely matches the alignment parameter
< cos2 � > [17, 18]. The phenomena were regarded as the evidence of interference
of the recombining electrons originated from two oxygen atoms.

We measured the 25th harmonic yield at around half revival of molecu-
lar alignment under four different probe laser intensities: 1:6 � 1014 W=cm2,
1:9 � 1014 W=cm2, 2:1 � 1014 W=cm2, and 2:4 � 1014 W=cm2. The results are
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Fig. 6.1 Measured 23rd
harmonic yield (solid line)
from aligned CO2 molecules
and calculated alignment
parameter < cos2 �> (dashed
line) as functions of the
pump-probe delay time. The
temporal modulation of the
harmonic intensity reversely
matches the alignment [16]

shown in Fig. 6.2a–d, respectively. As we can see, the modulation of the 25th
order harmonic yield is completely inverted as the laser intensity increases to
2:1 � 1014 W=cm2 (Fig. 6.2c) and the inversion can survive at a higher intensity as
2:4 � 1014 W=cm2. It should be noted that the change in probe laser intensity does
not induce significant variation of molecular alignment during the HHG process. We
thus demonstrate that the angular dependence of harmonic emission with respect
to molecular alignment can be varied dramatically and even inverted by tuning the
probe laser intensity.

The observation is interesting in light of the fact that two-center interference
effect is only determined by the alignment angle and the deBroglie wavelength of
recombining electrons. As Le et al. [19] have shown in the calculation, the 33rd har-
monic intensity has a reversed modulation as the evolution of molecular alignment
at the driving laser intensity of 2 � 1014 W=cm2, and it changes to be the same as
that of molecular alignment when the laser intensity decreases to 1 � 1014 W=cm2.
Although in our experiments the 33rd harmonic is too weak to be distinguished, the
results shown in Fig. 6.2 are in principle consistent with the calculated results.

From Fig. 6.1, one can also note that the 23rd harmonic intensity from the max-
imal aligned CO2 increases over 35% (2.2:1.6 in arbitrary unit) around the half
revival. The strongest pulse energy is estimated to be 2:81 � 10�11 J comparing to
the 2:05 � 10�11 J at the time delay between the revivals. In previous studies, for
the purpose of enhancing harmonic yields, methods of phase-matching and quasi
phase-matching schemes [20, 21] have been developed to be able to increase the
pulse energy to the order of microjoules in X-ray region, which indicates a much
higher conversion efficiency than in our experiments (10�8 versus 10�6). How-
ever, the enhancement of harmonic emission from aligned molecules can serve as a
complementary mechanism to increase the coherent attosecond X-ray output.

6.2.3 Angular Distribution of Harmonics from CO2

We further measured the harmonic intensities as a function of the polarization angle
between the aligning and the driving laser field at the fixed pump-probe delay of
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Fig. 6.2 Time evolution of
the 25th order harmonic
intensity from aligned CO2 at
around half revival for the
probe laser intensities of
(a) 1:6� 1014 W=cm2,
(b) 1:9� 1014 W=cm2,
(c) 2:1� 1014 W=cm2, and
(d) 2:4� 1014 W=cm2. Also
shown is the calculated
alignment parameter
< cos2 � > (dashed line) [16]

Fig. 6.3 Lineouts of harmonic orders 25, 29, and 31 that exhibit different angular distributions at
different driving laser intensities [49]

21.1 ps corresponding to the alignment condition. The results for three driving laser
intensities (I1 D 1:8 � 1014 W=cm2, I2 D 2:3 � 1014 W=cm2 and I3 D 2:8 �
1014 W=cm2) are shown in Fig. 6.3a–c, respectively. From Fig. 6.3a–c, one can see
that the angular dependence of the 25th to 33rd harmonic emission can be changed
and even inverted by enhancing the driving laser intensity.

6.2.4 Strong-Field Approximation of Molecules

To clarify the role of laser field intensity, we performed numerical simulation using
an extended Lewenstein’s strong-field approximation model including the ground
state ionization effect [22]. In this model, the harmonic spectrum from molecular
dipole moment in the time domain is calculated by using

x.t/ D i
Z 1

0

d�

�
�

2 Ci�=2
�3=2

d�Œpst �A.t/�e�iS.pst ;t;	/

� E.t � �/ � dŒpst � A.t � �/�a�.t/a.t � �/C c:c:; (6.1)
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where d�Œpst �A.t/� and dŒpst �A.t��/� are the transition dipole moments between
the ground state and the continuum state, pst D R t

t�	
A.t 0/dt 0=� is the canonical

momentum at the stationary points with vector potential A, and the exponential
term takes account of the action of the electron trajectories within the laser field.
We consider the depletion of ground state molecules by a factor of a.t/, which
is approximated by a.t/ D expŒ� R t

�1 dt 0W.t 0/=2�, and W.t 0/ is the tunneling
ionization rate obtained by MO-ADK theory [19, 23].

To calculate the transition dipole moments, the ground state of CO2 is expressed
by atomic 2py orbital ˚2py0

as

�
g
.x/ / Œ˚2py0

.x CR=2/� ˚2py0
.x �R=2/�; (6.2)

where R is the distance between oxygen atoms, and the 2py0 orbital was expressed
by � exp.�˛jxj/ type basis function [24–26]. The time-dependent dipole transition
moment is given by

d
g
.p/ / Œ2i sin.p �R=2/d2py0

.p/� cos.p �R=2/ Q̊
2py0

.p/R�; (6.3)

in which the d2py0
.p/ is the atomic dipole moment from the 2py0 orbital and

Q̊
2py0

.p/ is the 2py0 wavefunction in the momentum space. Finally, the harmonic
spectra as a function of the angle between molecular axis and laser polarization,
S.�/, are obtained through the Fourier transform of the transition dipole moment.

To calculate the harmonic intensities from aligned CO2 molecules, the time-
dependent alignment distribution of molecules has to be taken into account. At
field-free evolving time t , the distribution of aligned molecular axis is expressed
as P.�; t/ D jh .t/j .t/ij2, in which  .t/ is obtained by solving the TDSE. The
harmonic intensity evolution is given by integrating the product of S.�/ andP.�; t/,

f .t/ /
Z
S.�/P.�; t/ sin �d�: (6.4)

To compare with the experimental results, we first calculate the angular distribu-
tion S.�/ of the 25th harmonics using different driving laser intensities from 1:2 �
1014 W=cm2 to 2:4�1014 W=cm2. The molecular alignment distributionsP.�; t D
21:1 ps/ and P.�; t D 21:9 ps/ are obtained from  .t/ by solving the TDSE using
the experimental conditions. At these two delay times, CO2 molecules are mostly
aligned along the laser polarization direction (� D 0ı) and perpendicular to laser
polarization (� D 90ı), respectively. Based on (6.4), the calculated harmonic yields
of f .t D 21:1 ps/ and f .t D 21:9 ps/ are plotted in Fig. 6.4a. It is evident that the
harmonic yields are clearly modulated by the laser intensity. With the laser inten-
sity in the range from 2:4� 1014 W=cm2 to 1:4� 1014 W=cm2, the normalized 25th
order harmonic intensity at t D 21:9 ps is stronger than at t D 21:1 ps (i.e., the har-
monic intensity modulation is inverted with the molecular alignment). When the
laser intensity decreases to 1:4 � 1014 W=cm2 and lower, the harmonic intensities
at the two delays are reversed back to be matched with the modulation of molecular
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alignment. The calculated results reproduce well the experimental results shown in
Fig. 6.3, except a small difference in the absolute value of laser intensity, where
the inversion starts to occur. A more rigid model for the HHG in CO2 may help to
reduce this quantitative difference between the experimental and calculated results.

For comparison, we also calculate the harmonic intensities f .t D 21:1 ps/ and
f .t D 21:9 ps/ without including the ground-state depletion factor a.t/ and the
results are shown in Fig. 6.4b. It is shown that the normalized harmonic signals at
t D 21:1 ps (the molecules are aligned to laser polarization direction) are stronger
than those at t D 21:9 ps (the anti-aligned case) in the whole range of different
probe laser intensities. However, in the experimental results shown in Fig. 6.2, we
observed this modulation only when the laser field intensity is reduced to 1:6 �
1014 W=cm2. Clearly, the calculation without considering the ground state depletion
cannot reproduce the experimental observation of the intensity modulation inversion
of the 25th order harmonic. The above calculated results indicate the necessity of
including the ground state depletion factor into SFA model in the calculation of
harmonic emission from aligned molecules.

The above analysis indicates that ground state depletion might be an impor-
tant factor responsible for the observed laser intensity dependence of the angular
distribution of harmonic emission from aligned molecules. However, a further inves-
tigation is still necessary for understanding how the probe laser intensity affects the
HHG from aligned molecules.

From (6.4), we know that to control the angular distribution of HHG one could
also adjust the molecular alignment distribution P.�/. The recent progress in 3D
molecular alignment is expected to play a role in controlling HHG [27–29]. Exper-
iments on higher order harmonics with finely adjusted driving laser intensity may
lead to a more comprehensive understanding of angular dependence of harmonics
and therefore a better control of HHG.

Fig. 6.4 Calculated
normalized intensities (f=f0)
of the 25th order harmonic
emission at two pump-probe
delays: 21.1 ps (open squares)
and 21.9 ps (solid circles) as
functions of the probe laser
intensities from
1:2� 1014W=cm2 to
2:4� 1014 W=cm2. The
calculations were carried out
by (a) considering ground
state depletion factor and (b)
not considering ground state
depletion factor [16]
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6.3 Molecular Alignment

Irradiated by an ultrafast laser field (�1013 W=cm2), molecules can be partially
aligned along the polarization direction of the laser pulse. Alignment means an
increased probability distribution along the polarization axis of the field, whereas
orientation requires, in addition, the same (or apposite) direction as the polarization
vector. There are two ways to align molecular ensembles – adiabatically and nona-
diabatically, among which nonadiabatic alignment of the molecules attracts much
attention for being able to study the molecules in a field-free alignment condition
[10–16].

For most applications, it is important to select the optimal laser field so that the
molecules are aligned to a degree (< cos2 � >) that is as high as possible. For a
given pulse duration, the degree of alignment can be improved by increasing the
laser field intensity. However, the improvement is often limited by the saturation of
molecular alignment and the maximum intensity that can be applied to the molecules
without ionizing it [30, 31]. Spectral phase shaping method provides a passive con-
trol means of improving the alignment beyond the limit [32]. Accurate optimization
of aligning laser pulse can be realized by this self-learning evolutionary algorithm,
with which the degree of alignment can be maximized. However, this method is time
consuming and needs the phase shaping instrument to apply it in experiments.

An alternative and more efficient way of achieving an enhanced degree of align-
ment is to employ a train of laser pulses. As the alignment is resulted from the
in-phase overlapping of spherical harmonics in the time evolution of rotational wave
packet, introducing the second laser pulse may modify the rotational wave packet
and thereby increase the alignment degree. To strongly enhance the degree of align-
ment of linear molecules, Averbukh et al. proposed a specially designed sequence
of pulses [33]. A two- and a three-pulse excitation schemes were also employed
to provide an effective and robust molecular alignment method by Leibscher et al.
[34, 35]. The enhancement of the multi-pulse alignment using this scheme has also
been achieved in the recent experiments [36–38]. As shown in the reports, the align-
ment degree can be enhanced by applying the second laser pulse at the rising edge of
the alignment degree induced by the first laser pulse, or at the full revival time Trev.
On the contrary, as a model scenario of coherent control of quantum states, the rota-
tional wave packet excited by the first laser pulse can be annihilated by the second
laser pulse when introduced at the half revival time [39–42]. However, a general
method that relates the two-pulse alignment degree to their delay times is highly
desired.

6.3.1 Rotational Wave Packet and Molecular Alignment

When an ensemble of linear molecules is illuminated by an ultrashort laser pulse
whose duration is much shorter than the molecular rotational period, each initial
rotational state in the Boltzmann distribution expands to a wave packet through
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nonresonant impulsive Raman excitation. After the aligning pulse, molecular rota-
tional wave packet is a coherent superposition of rotational eigenstates excited from
the initial state jJiM0i (J;M labeling the rotational and the magnetic quantum
numbers) and undergoes field-free evolution,

�.t/ D
X

J

QAJi

J e�iEJ t jJM0i; (6.5)

where QAJi

J D A
Ji

J exp.iıJi

J / is the complex amplitude of the transition from Ji to J ,

with the real amplitude AJi

J and the phase ıJi

J , and EJ is the eigenenergy of the
state jJM0i [43].

The time evolution of the wave packet can be calculated through solving the
TDSE

i
@ .�; t/

@t
D ŒBJ 2 CHint� .�; t/; (6.6)

in which the ™ is defined by the angle between the laser field polarization and mole-
cular axis, and the BJ2 is the rotational energy operator. The Hamiltonian of the
angle-dependent AC stark shift is

Hint D �1
2
˛?"2 � 1

2
�˛"2 cos2 �; (6.7)

where the�˛ D ˛Î �˛? and ˛Î; ˛? are the polarizabilities along and perpendicular
to the molecular axis. Finally, the time-dependent alignment parameter < cos2 � >

is obtained from the calculated rotational wavefunction of the molecules.
The alignment parameter is described as the time-dependent average

hcos2 �i.t/ D
X
Ji

�Ji

JiX
M0D�Ji

hcos2 �iJi M0
.t/; (6.8)

where �Ji
is the Boltzmann weight of the Ji state, and

hcos2 �iJi M0
.t/

D
X

J

.A
Ji

J /
2hJM0j cos2 � jJM0i C

X
J

2A
Ji

J A
Ji

J C2hJM0j cos2 � jJ C 2;M0i

� cos.�!J C2;J t C��J C2;J / (6.9)

in which �!J C2;J D EJ C2 � EJ D B0.4J C 6/ is the beat frequency of rota-
tional states jJ C 2;M0i and jJM0i, and ��J C2;J D ı

Ji

J C2 � ı
Ji

J is the initial
phase difference between the states jJ C 2;M0i and jJM0i [40]. During the field-
free evolution of the rotational wave packet, the alignment parameter demonstrates
revivals due to the periodic rephasing among the beats with frequencies�!J C2;J ,
as shown in (6.9). A full revival period Trev is �=B0.
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The slope of the alignment curve hcos2 �i.t/ is given from (6.8),

dhcos2 �i.t/=dt D
X
Ji

�Ji

JiX
M0D�Ji

dhcos2 �iJi M0
.t/=dt; (6.10)

where

dhcos2 �iJi M0
.t/=dt D �

X
J

2A
Ji

J A
Ji

J C2hJM0j cos2 � jJC2;M0i�!J C2;J

� sin.�!J C2;J t C��J C2;J /: (6.11)

It is noted that the slope is modulated by the sinusoidal term of time delay.

6.3.2 The Rule of Slope

In the calculation, the O2 (B0 D 1:4297 cm�1;De D 4:839 � 10�6 cm�1, and
�˛ D 1:099Å3 [44]) is aligned by two identical 50 fs laser pulses with a Gaussian
temporal shape. The rotational temperature of the ensemble of molecules is chosen
as 80 K according to the kinetics estimation based on usual experimental condi-
tions. The peak intensity of the laser pulse is set to be 3:0 � 1013 W=cm2 to avoid
significant ionization of the oxygen molecules.

The calculation shows that the resulted maximum alignment degree of two-pulse
alignment coincides with the maximum of the slope of the hcos2 �i by the first
pulse, dhcos2 �i=dt . When the second laser pulse is applied at the peak position of
the slope curve, the resulted alignment degree is the largest. As shown in Fig. 6.5a,
the alignment degree hcos2 �i by the first laser pulse is shown in the solid curve (the
left axis), and its time derivative of hcos2 �i is plotted in the dashed curve (the right
axis). The zero point of time (t0) is at the peak of the first pulse. One can see that
the minimum of the slope is located at t1 D 0:50Trev.5:83 ps/ and the maximum is
at t2 D 1:00Trev.11:65 ps/. Figure 6.5b, c show the resulted hcos2 �i by introducing
the second laser pulse at t1 and t2, respectively. As shown in Fig. 6.5b, when the
second pulse applying at the time of the minimum of slope, t1, the alignment by the
first pulse is suppressed and hcos2 �i becomes close to 0.33 after the second pulse.
But from the Fig. 6.5c, one can see that the alignment of molecules is enhanced
to 0.59 at t D 1:25Trev (14.57 ps) by applying the second pulse at the time t2. The
antialignment of the molecules is also enhanced by the same laser condition at t D
1:75Trev (20.39 ps), hcos2 �i decreases to 0.15.

We also calculated the highest resulted alignment degree hcos2 �i by adjusting
the delay at around the quarter revival and the half revival. In Fig. 6.6, the hcos2 �i
by the first pulse and its slope are plotted in solid curve (the left axis) and the dashed
curve (the right axis), respectively. From 0.11 Trev to 0.64 Trev (1.30 ps to 7.50 ps)
that covers the quarter and the half revival, the second laser pulse is introduced and
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Fig. 6.5 (a) The alignment degree < cos2 � > by the first aligning pulse (the solid curve, the left
axis) and its slope curve (the dashed curve, the right axis). t0 is at the peak of the first aligning
pulse. t1 and t2 are the minimum and maximum of the slope curve; (b) The < cos2 � > (the solid
curve) by the two-pulse alignment with delay time of t1 D 0:50Trev; (c) The < cos2 � > (the solid
curve) by the two-pulse alignment with delay of t2 D 1:0Trev [50]

the resulted maximum and minimum alignment degree hcos2 �i are plotted in the
empty squared and the solid circled markers. As can be seen, the curve resembled by
the maximum markers matches with the slope of hcos2 �i exactly, and the minimum
markers match with the slope reversely.

The calculation results agree with the previous studies in the cases of the full
revival and the half revival delay times of the two laser pulses, which result in
the alignment enhancement and the annihilation of rotational wave packet. Besides
these two time delays, our scheme proposes a more general rule that covers all the
delay times of the two laser pulses. For example, it is noted that the two pulses with
the delay time of 0.24 Trev, where a local maximum of the slope locates, result in
the maximum alignment degree (0.59) comparable to that reached by delay time of
1.00 Trev.
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Fig. 6.6 The alignment degree < cos2 � > (the solid curve) and the slope of the < cos2 � > (the
dashed curve) induced by the first aligning pulse with the field of 3:0�1013 W=cm2. When applying
the second aligning pulse at the delay times in the shown time range, the resulted maximum and
minimum < cos2 � > are shown with the empty squared markers and the solid circled markers
respectively [50]

6.3.3 Multi-Path Interference

In a two-pulse excitation scheme, the first pulse transfers population from the initial
state Ji to the intermediate state J 0, following which the state J 0 undergoes field-
free evolution and accumulates phase. A time-delayed second replica pulse then
transfers population in J 0 further to the final state J . The probability amplitude is
(M is neglected in the formula since it is conserved.)

QpJi

J D QAJi

J 0e�iEJ 0 t QAJ 0

J ; (6.12)

where QAJi

J 0 is the complex amplitude of the transition from Ji to J 0, with the real

amplitude AJi

J 0 and phase ıJi

J 0 . Zero time point is set at the peak of the first pulse.
After the first pulse, the initial state expands to a rotational wave packet, so a

number of intermediate levels J 0 contribute to the excitation from the initial state Ji

to the final state J . The overall probability amplitude QpJi

J from Ji to J is a coherent
superposition of all the quantum paths connecting the initial state Ji and the final
state J ,

QP Ji

J .t/ D
X
J 0

QAJi

J 0e�iEJ 0 t QAJ 0

J : (6.13)

When J D Ji , the transition probability back to the initial state is

j QP Ji

Ji
.t/j2 D

X
J 0

.A
Ji

J 0/
4 C 2

X
J 0>J 00

.A
Ji

J 0/
2.A

Ji

J 00/
2 cosŒ�!J 0J 00 tC2.ıJi

J 0 � ı
Ji

J 00/�;

(6.14)
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where �!J 0J 00 D EJ 0 � EJ 00 , J 0 D J 00 C 2n, n D 1; 2; 3: : :. The result in (6.14)
has been demonstrated in previous works on rotational wave packet reconstruction
[45, 46]. Generally, the products .AJi

J 00/
2.A

Ji

J 00C4
/2, .AJi

J 00/
2.A

Ji

J 00C6
/2 : : : ; which

contain two or more Raman excitation steps, are much smaller than .A
Ji

J 00/
2

.A
Ji

J 00C2/
2. Therefore, it is legitimate to only consider the interference of adja-

cent quantum paths involving the intermediate states J 0 and J 0 C 2. As a result, the
(6.14) turns to

j QP Ji

Ji
.t/j2 �

X
J

.A
Ji

J /
4 C 2

X
J

.A
Ji

J /
2.A

Ji

J C2/
2 cos.�!J C2;J t C 2��J C2;J /;

(6.15)

where ��J C2;J D ı
Ji

J C2 � ıJi

J is the initial phase different between the state J and
the excited state J C 2. Equation (6.15) can also be rewritten as

j QP Ji

Ji
.t/j2 �

X
J

.A
Ji

J /
4 C 2

X
J

.A
Ji

J /
2.A

Ji

J C2/
2

� sin.�!J C2;J t C��J C2;J C�ıJ C2;J /; (6.16)

where �ıJ C2;J D ��J C2;J C �=2. In previous theoretical and experimental
works, it has been found that the dominant initial phase differences are ��=2 in the
impulsive approximation [45–47]. So we neglect �ıJ C2;J . Consequently, (6.16)
becomes

j QP Ji

Ji
.t/j2 �

X
J

.A
Ji

J /
4 C 2

X
J

.A
Ji

J /
2.A

Ji

J C2/
2 sin.�!J C2;J tC��J C2;J /;

(6.17)

from which one can see that the constructive or destructive interference occurs
among different transition paths when the time delay varies. Note that such pop-
ulation probability is modulated by the same sinusoidal term as in (6.11).

After taking into account the thermal distribution of all molecular rotational lev-
els, the total transition probability for molecules being back to the original states
after two-pulse excitation is matched reversely with the slope of the alignment
degree by the first aligning pulse, which confirms the rule of slope.

6.3.4 Selective Population Transition

The two extreme cases of the two-pulse alignment are when the time delay of the
two pulses is in one revival and a half revival, under which conditions, the alignment
is either maximal enhanced or suppressed by the second pulse. To further understand
this scenario, a theoretical analysis is given to reveal the underlying physics.
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The transition amplitude corresponding to the Raman frequency !J D EJ C2 �
EJ D B0.4J C 6/ (EJ is the eigenvalue of the J th state and B0 is the rotational
constant.) is proportional to

A.!J / /
Z 1

�1
E.!/E�.! � !J /d!; (6.18)

where E.!/ is the spectrum of the aligning laser pulse [48]. For the impulsive
Raman process, transition occurs for all pairs of photons with the frequency dif-
ference of !J . Consider a laser field composing of two replicas of an FTL pulse
temporally separated by �T ,

Ed .t/ D Es.t ��T=2/C Es.t C�T=2/; (6.19)

where Ed .t/ describes the electric field of double pulses in time domain and Es.t/

the laser field of a single pulse. The spectrum of this pulse pair is

Ed .!/ D 2Es.!/ cos.�T!=2/; (6.20)

where Es.!/ is the spectrum of a single FTL pulse. From (6.20), one can find that
the spectrum of a pulse pair can be understood as the spectrum of a single FTL pulse
with an amplitude modulation whose period is related to the temporal separation of
two pulses.

Substitute (6.20) into (6.18), one gets

Ad .!J / D
Z 1

�1
Ed .!/E

�
d .! � !J /d!

D 2

Z 1

�1
Es.!/E

�
s .! � !J / cosŒ.! � !J =2/�T �d!l:

C 2

Z 1

�1
Es.!/E

�
s .! � !J / cos.�T!J =2/d! (6.21)

Generally, the delay between two pulses is much longer than the laser period,! �
1=�T , so the first term of (6.21) is an integral over a fast oscillated function, which
is approximately zero. Therefore, only the second term of (6.21) remains,

Ad .!J / � 2As.!J / cos.�T!J=2/: (6.22)

It is noted that Ad .!J / is modulated by �T .
When �T D Trev=2, �T!J =2 D .J C 3=2/� , then we have Ad .!J / � 0

for all rotational quantum numbers. The net Raman transition is suppressed by the
pulse pair. As a result, the alignment signal disappears. In the previous study on
alignment suppression, the “zero-effect pulse pair” operator is proven to induce no
net excitation [40]. Our analysis of the suppressed Raman transition also leads to
the same conclusion. On the contrary, when �T D Trev, �T!J=2 D .2J C 3/� ,
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Ad .!J / � �2As.!J /8J reaches to the maximum. This means that the second
pulse, when applied at a full revival period after the peak of the first pulse, results in
the wave packet most strongly broadened in J space, which increases the degree of
alignment.

Taking the rotational level of j30i (J D 3IM D 0, labeling the rotational and the
magnetic quantum numbers) as an initial state, we calculate the time evolution of the
population of related rotational levels during the interaction of the laser pulse and
molecules. Figure 6.7a, c are the same and showing the population of the rotational
levels of j10i; j30i; j50i and j70i during the first pulse. As can be seen, the popula-
tion on the level of j30i is partially transferred mainly to two adjacent levels, j10i
and j50i, during the first pulse. Figure 6.7b, d shows the evolution of rotational levels
as the second pulse applied at Trev=2 and Trev, respectively. As shown in Fig. 6.7a,
the second pulse, when applied at Trev=2, transfers the population in levels of j10i
and j50i back to the initial state j30i. As shown in (6.9), the alignment signal is the
result of the interference of all the beat signals of adjacent states with �J D ˙2.
As the population is transferred back to the initial state, there is no Raman exci-
tation after the aligning laser pulses, resulting in the disappearance of the beats
that could otherwise synthesize the alignment signal. Consequently, the molecular

Fig. 6.7 The evolution of population for rotational eigenstates, excited from the initial state j30i,
during the aligning laser field. (a) and (c) are the same showing the population evolution during
the first pulse for the eye convenience. (b) the population evolution during the second pulse when
it is applied at Trev=2. (d) the population evolution during the second pulse when it is applied at
Trev. The dotted line represents the laser envelope [51]
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alignment disappears. In contrast, when the second pulse is applied at Trev, as shown
in Fig. 6.7d, the population in the initial state j30i is transferred further to the rota-
tional levels j10i and j50i and even to the newly populated level j70i, leaving a more
depleted initial state. The stepwise excitation from the initial state to higher J states
shown in Fig. 6.7c, d shows the Raman process in temporal-resolved details. This
leads to a strongly broadened rotational wave packet. Consequently, the summation
of the beat amplitudes increases as the population transferred to more rotational lev-
els. As a result, when rephasing occurs, the constructive interference among beat
signals leads to the enhanced molecular alignment. The controlled coherent pop-
ulation transfer from the initial state j30i demonstrated in Fig. 6.7 exemplifies the
similar processes starting from other initial states in the thermal ensemble.

6.4 Summary

We experimentally demonstrate that the harmonic emission from aligned CO2

molecules as a function of alignment angle can be altered dramatically by fine tuning
the intensity of driving laser pulses. The experimental results can be modeled by the
strong-field approximation model including ground state depletion effect.

A novel strategy to coherent control the molecular alignment and molecular
rotational wave packet is proposed with theoretical analysis. By applying second
ultrafast intense laser pulse, molecular alignment generated by the first pulse is sup-
pressed or enhanced by selecting the respective delay times. This scheme can be
applied to active control molecular alignment using a multi-pulse laser field.
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Chapter 7
New Methods For Computing High-Order
Harmonic Generation and Propagation

J.A. Pérez-Hernández, C. Hernandez-García, J. Ramos, E. Conejero Jarque,
L. Plaja, and L. Roso

Abstract Due to its nonperturbative character, the theoretical modelization of
strong field phenomena is a challenging aspiration. In this chapter, we shall con-
sider the problem of high-order harmonic generation and propagation, and review
some recent proposals that conform an alternative approach to the standard proce-
dures. In particular, the semiclassical description of the single-atom response can be
nowadays replaced to include the full quantum description. Also, the limits of the
Strong-Field Approximation can be extended to include the influence of the strong
field on the ground state. These two aspects allow for a new procedure, here referred
to as SFAC, for calculating the high-order harmonic generation spectrum, which is
demonstrated to improve the quantitative accuracy and to recover, for instance, the
correct dependence of the harmonic yield with the laser wavelength. On the contrary,
the problem of harmonic propagation has also been tackled recently from a new per-
spective: the combination of SFAC methods with a Discrete Dipole approach. This
latter strategy is not based on the differential wave equation for the fields, but on its
integral version, and finds some advantages with respect to the usual approximations
(slowly varying envelopes, paraxial, etc).

7.1 Introduction

The progress of laser technology in the past two decades has led to an unprecedented
development of intense sources. From a fundamental viewpoint, the interaction of
ultraintense lasers with atoms constitutes a paradigmatic example of nonperturba-
tive physics. Besides the practical interest of the phenomena associated, there is
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a fundamental appeal in developing theoretical methods to describe this problem,
since the experimental validation is often possible in small laboratories throughout
the world. For the same reason, the interplay between theory experiment makes
this field specially dynamical. The theoretical description of an atomic electron
submitted to an intense electromagnetic field corresponds to the integration of the
time-dependent Schrödinger equation (TDSE), which has to be done numerically.
Nowadays, however, the exact 3D solution is only feasible for one- and two-electron
systems, taking some tens of minutes in the first case, while being a formidable
task for supercomputers in the second. Even for the single electron, the exact solu-
tion of propagation equations involving macroscopic targets, and therefore a huge
number of atoms, is far from the present and near-future computing capabilities.
In this scenario, the development of approximated models becomes mandatory.
Among them, the S-matrix formulation combined with the Strong-Field Approxi-
mation constitutes an accredited strategy to approach the problem.1The first studies
in this direction were aimed to the computation of ionization rates and the descrip-
tion of the photoelectron spectrum [1–3], but these techniques were progressively
extended to treat new phenomenology, as the multielectron ionization [4] or the har-
monic generation [5–7]. In this latter case, a standard approach combines SFA with
a saddle point method to compute the harmonic spectra very efficiently in terms
of computing time. As a result of the saddle point integration, the standard theory
offers a semiclassical description in terms of electronic trajectories, which consti-
tute an extraordinary tool for the physical understanding of high-order harmonic
generation. The fundamental process arising from this description [8, 9] consists of
the rescattering of an ionized electron with the parent ion. High-order harmonics
are generated by the dipole acceleration associated with the transition between the
free electron and the fundamental atomic state, during the rescattering event. The
resulting harmonic spectra are characterized by a plateau structure of similar har-
monic intensities followed by an abrupt cut-off. According to the standard model,
the extension of this spectral plateau is determined by the maximum kinetic energy
of the free electron upon rescattering, which follows the simple law Ip C3:17Up (Ip

being the ionization energy, and Up D q2E2=4m!2 the ponderomotive energy).
The standard model also succeeds in predicting the mode locking of the highest
order harmonics, chirps, and modulation of the yields with the intensity [10]. How-
ever, despite these achievements, recent studies on the scaling of the harmonic yield
with wavelength point out departures between the predictions of this model and the
exact TDSE [11–13]. We have recently shown that, for the quantitative improvement
of the model predictions, the SFA has to be relaxed to incorporate the field-induced
dynamics into the ground state, at least during the rescattering event [14]. This new
approach is also particular as it does not resort to the saddle-point approximation,
therefore including the full quantum description of the harmonic generation process.
In the following, we shall refer to this new strategy as SFAC.

1 For a review of these techniques, see H. R. Reiss, in Progress in Ultrafast Intense Laser Science,
1 (Springer, 2008).
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To be applicable to the experimental realm, the modeling of a harmonic gener-
ation has to incorporate also the interference and propagation effects derived from
the macroscopic size of the targets. This is usually done [15–17] by means of the
numerical integration of the wave equation, where the source term is evaluated from
the single-atom computations described above. Even for the case of low pressure
gas targets, the phase and intensity variations of the laser beam in space (which is
often considered a gaussian beam) require the integration of the source term in many
spatial points. This is an extraordinary load in terms of computing time, which can
be tackled in two different ways: either the source term is computed exactly from
the TDSE for some set of intensities corresponding to a sample of the field ampli-
tudes in the gaussian beam, and the spatial phase shift is introduced as an ad hoc
phase factor proportional to the harmonic order [15], or the source term is com-
puted at every point of a spatial grid, needing therefore a fast model to compute
the single-atom harmonics. For this latter case, the standard model (employing the
saddle point approximation in temporal and the momentum space integrals) is the
standard choice. We have, however, developed a propagation code within the SFAC
approach. Although in principle SFAC computations are slower than those from
the standard saddle point-SFA, our approach to propagation is based on the inte-
gral solution of the wave equation and the Discrete Dipole Approximation (DDA),
which is faster than the numerical integration [18].

At the end of this chapter, we shall review these two combined strategies, SFAC
and DDA, to develop a novel approach to the propagation problem. In the following
sections, we will derive the SFAC approach from the S-matrix formalism and dis-
cuss some results in comparison with the exact integration of the TDSE; next, we
will expose the DDA approach to propagation and give some results for the angular
distribution of the harmonic radiation far field.

7.2 Computing High-Order Harmonic Generation
Within the SFAC

Let us start considering the description of an isolated atom in interaction with
an intense electromagnetic field. In the single-active electron approximation, and
assuming a nucleus with infinite mass, the system dynamics is described by the
time-evolution of the electron wavefunction according to the Schrödinger equation,

i„ @
@t

j .t/i D ŒHa C Vi .t/� j .t/i; (7.1)

where Ha D p2=2m�Zq2=r is the atomic Hamiltonian (q D �jej, Z the atomic
number) and Vi .t/ D �.q=mc/A.t/pz Cq2=.2mc2/A2.t/, as we assume a linearly
polarized field and the dipole approximation. The exact integral solution can be
written in terms of propagators as
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� ij .t/i D GC
a .t; t0/j .t0/i C 1

„
Z t

t0

dt 0GC.t; t 0/Vi .t
0/GC

a .t
0; t0/j .t0/i;

(7.2)
GC being the Green’s function of the whole problem, and GC

a the one associated
with the field-free case. Let us now consider a splitting of the Hilbert space into two
subspaces, one for the bound states of the atom,Q, and the other for the continuum,
P . In association, we define the corresponding projectors OQ and OP . By definition,
OQ C OP D 1, OQ OP D OP OQD 0, OQ2 D OQ, OP 2 D OP , and j .t0/i D OQj .t0/i, j .t0/i

being the initial bound state (note that this does not imply that the subspaceQ con-

tains only one state). Also, by definition,
h
Ha; OQ

i
D 0, while we will assume that

the electrons promoted to the continuum have no possibility to recombine, thereforeh
H; OP

i
' 0, in accordance with the SFA.

Imposing these definitions, (7.2) leads to two coupled equations (one for the
bound part of the wavefunction and other for the free part)

� i OQj .t/i D GC
a .t; t0/j .t0/i

C1

„
Z t

t0

dt 0 OQGC.t; t 0/ OQVi .t
0/ OQ GC

a .t
0; t0/j .t0/i (7.3)

�i OP j .t/i D 1

„
Z t

t0

dt 0 OPGC.t; t 0/ OPVi .t
0/ OQ GC

a .t
0; t0/j .t0/i: (7.4)

The second term in the rhs of (7.3) describes the non-ionizing excitation of the
ground-state at t 0 and its subsequent evolution until t in the combined influence
of the atom and the field. Therefore, (7.3) describes the evolution of the bound
part of the wavefunction as the superposition of the bare (field free) evolution and
the bound-state excitations (here referred to as field-dressing). The SFA consists of
setting OQVi .t

0/ OQD 0 in (7.3), considering that the field interaction leads invariably

to ionization, together with the former condition
h
H; OP

i
D 0, which prevents the

recombination of an ionized state. Thus, in considering OQVi .t
0/ OQ ¤ 0 in (7.3), we

soften the constraints of standard SFA. We shall, therefore, refer to this approach as
SFAC.

Although the harmonic conversion efficiency is typically orders of magnitude
smaller than unity, the use of intense lasers ensures a sufficient number of radiated
photons to allow for a classical description of the harmonic field. The single-
atom radiation, therefore, is proportional to the dipole acceleration (see Sect. 7.4)
a.t/D h .t/j Oaj .t/i, that can be evaluated according to the Ehrenfest theorem,
OaD � .q=m/@Vc=@z (Vc being the Coulomb potential, �Zq2=r in our case).
The higher-frequency harmonics correspond to the most energetic photons, thus
involving the higher energy transitions, i.e. free to bound. Therefore, we may
approximate

a.t/ ' h .t/j OQ Oa OP j .t/i C c:c: D ab.t/C ad .t/C c:c:; (7.5)
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where ab and ad are two interfering contributions to the total acceleration, asso-
ciated with transitions between the continuum to the bare ground state or to its
field-dressing (not considered in the SFA), respectively [14],

ab.t/ D 1

„
Z t

t0

dt1h�0jG�
a .t0; t/ Oa OPGC.t; t1/ OPVi .t1/ OQGC

a .t1; t0/j�0i (7.6)

ad .t/ D 1

„2

Z t

t0

dt2h�0jG�
a .t0; t2/

OQVi .t2/ OQG�.t2; t/ OQ Oa

�
Z t2

t0

dt1 OPGC.t; t1/ OPVi .t1/ OQGC
a .t1; t0/j�0i; (7.7)

where we have already defined the initial bound state by the atomic ground
state j�0i.

We now must give a form to the operators OPVi .t1/ OQ, OPGC.t; t1/ OP , OQVi .t2/ OQ
and OQG�.t; t2/ OQ. The operators OPVi .t1/ OQ and OPGC.t; t1/ OP in (7.4), (7.6), and
(7.7) can be evaluated according to the standard procedure in SFA: First, we consider
a planewave basis, fkg, for the subspace defined by OP , therefore

OP '
Z

dkjkihkj: (7.8)

Each planewave evolves as a Volkov wave of momentum p D „k under the influence
of the electromagnetic field. Therefore,

OPVi .t1/ OQ '
Z

dkVi .k; t1/jkihkj OQ (7.9)

with Vi .k; t1/ D �.q=mc/A.t1/kz C q2=.2mc2/A2.t1/. In addition, we have

OPGC.t; t1/ OP D �i
CF

rn
exp

�
�.i=„/

Z t

t1

d� OPH.�/ OP
�
; (7.10)

where we have introduced the Coulomb factor [19] CF =r
n D �

2Z2=n2E0r
�n

, (for
Hydrogen n D 1;Z D 1) and with

OPH.�/ OP '
Z

dk �.k; �/jkihkj; (7.11)

where �.k; �/D „2k2=2m � .q=mc/A.�/kz C q2=.2mc2/A2.�/. With this def-
initions, the bare state contribution to the acceleration, (7.6), can be written as
ab.t/D R

dkab.k; t/, where

ab.k; t/ D � i

„CF

Z t

t0

dt1ei�0.t�t1/=„e�i 1
„

R t
t1

�.k;	/d	 h�0j OajkiVi .k; t1/hkjr�nj�0i:
(7.12)
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The evaluation of the operators of the field-dressing part, (7.7), is less straight-
forward in the general case. However, some simplifications arise for the study of
harmonic generation. High-order harmonics are generated through transitions from
continuum to bound states that take place during the process of rescattering of the
ionized electron with the parent ion. Instead of assuming this process as instanta-
neous, let us consider that the harmonic generation at time t is triggered by the
collision of the ionized electron taking place over the small time interval, t � ıts
to t . Assuming the bound state wavefunction to be the ground state at the beginning
of this interval, (7.3) predicts its evolution during the temporal lapse of rescattering,
by setting the lower limit t0 of the time integral to the initial time t � ıts ,

� i OQj .t/i ' GC
a .t; t0/j�0i C 1

„
Z t

t�ıts

dt 0 OQGC.t; t 0/ OQVi .t
0/ OQ GC

a .t
0; t0//j�0i;

(7.13)

and

ad .t/ ' 1

„2

Z t

t�ıts

dt2h�0jG�
a .t0; t2/

OQVi .t2/ OQG�.t2; t/ OQ Oa �
Z t2

t0

dt1 OPGC.t; t1/ OPVi .t1/ OQGC
a .t1; t0/j�0i: (7.14)

The dynamics of the bound excitations during the time lapse ıts is given by
the operator OQG�.t2; t/ OQ which is, in turn, a function of the total Hamiltonian
H.t/DHa C Vi .t/. The rescattering event is defined by the overlap of the free
electron wavefunction with the coordinate origin, where the potential singularity is
located. With this definition, for the most energetic electrons, the scattering time
lapse can be evaluated as [14]

ıts ' .3�=2!0/

q
j�0j=3:17Up; (7.15)

whereUp is the ponderomotive energy. For largeUp, this time lapse is small enough
to approximate the time-dependent operator Vi .t/ in (7.13) and (7.14) by its time
average over ıts

�s D hVi .t/i D .1=ıts/

Z t

t�ıts

��.q„=mc/A.�/kz C .q2=2mc2/A2.�/
�

d�;

(7.16)
where kz is a relevant momentum of the state, that can be evaluated as [14]

kz D � 2„
p
mUp

sin!0ıts
!0ıts

2
41 �

s
1 � 1

6

�
1C �0

Up
C sin 2!0ıts

2!0ıts

��
sin!0ıts
!0ıts

�
�2

3
5:

(7.17)
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Therefore, OQG�.t2; t/ OQ can be approximated by i exp Œi.�0 C�s/.t � t2/�, where
we assume that the mean energy of the ground state after interacting with OQVi .t2/ OQ
is ' �0. On the contrary, we should look for a simplified form of the interaction
operator OQVi .t2/ OQ. A first choice would be to replace it by the time-averaged
form �s , but it proves not to be a sufficiently accurate approximation. We shall,
therefore, consider the factorization Vi .t/DH.t/ � Ha ' p2=2m C �s � Ha.
The Coulomb term in H.t/ is neglected as we assume the ground-state excitations
to have minimal probability near the origin. With these approximations, and after
some algebra [14], the dressing contribution to the acceleration can be written in
terms of the bare contribution as

ad .k; t/ ' �
�
1C k2=2m� �0

�s

�
ab.k; t/: (7.18)

Therefore, the total acceleration is given by

a.t/ D �
Z

dk
„2k2=2m� �0

�s

ab.k; t/C c:c: (7.19)

Note that the opposite sign of ad relative to ab , see (7.18), leads to the destructive
interference between the bare and dressing contributions to the acceleration. This is
a main result of the SFAC approach, as the standard SFA considers only the bare
contribution, ab . The degree of interference changes with the laser parameters and
affects the harmonic yield. In particular, SFAC gives a proper account of the scaling
of the harmonic intensities with the laser wavelength [14].

Finally, the time integral leading to ab.k/ can be computed very effectively
numerically without recurring to the saddle-point approximation and, thus, retain-
ing the full quantum description of the process. This is done by integrating the
set of (uncoupled) one-dimensional differential equations, each associated with a
particular Volkov wave k, that result from differentiating (7.12)

d

dt
ab.k; t/ D i

„ Œ�0 � �.k; t/� ab.k; t/ � i

„CF h�0j OajkiVi .k; t/hkjr�nj�0i:
(7.20)

7.3 SFAC Deliverables

Let us now turn to some particular outcomes of the SFAC model. We shall first show
some comparisons of the harmonic spectra computed with our SFAC model with the
standard SFA and with the exact solution of the 3D TDSE. Afterward, as our proce-
dure is fully quantum (not semiclassical), we will analyze the different momentum
contributions to the total harmonic yield, and discuss paths for harmonic generation
that fall behind the standard semiclassical description. For the rest of this chapter,
we shall consider Hydrogen as atomic species. The models, however, are univer-
sal and can be applied to any species as long as the single electron approximation
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remains valid, and the matrix elements of the ground to the plane-wave continuum
transitions and acceleration can be evaluated. The applicability of the Coulomb fac-
tor in [19], derived for the ionization process, to the problem of harmonic generation
in species different than Hydrogen is currently under study.

7.3.1 Quantitative Description of the Harmonic Spectra

To gain insight into the validity of SFAC, we show in Fig. 7.1 the results for the
computations of the harmonic spectra for three different laser parameters. The plots
in the figure correspond to the direct outcome from the Fourier transform of the
dipole acceleration in the different approaches, i.e. no relative shift or scalings have
been used. The result of the exact computation of the 3D TDSE is plotted in blue
lines, while the result of the SFAC computation is plotted in filled green areas, and
the orange line corresponds to the computation in the SFA approach, i.e. not includ-
ing ground-state dressing, ad .t/. We note that here the SFA computations are carried
on using (7.20), i.e. without resort to the saddle point method. The possible issues
derived from this latter method, and from the associated semiclassical description,
fall out of the scope of this chapter. However, it has been recently tested to be a fairly
good approach, for laser parameters deep in the tunnel ionization regime [20]. The
choice of the laser parameters in Fig. 7.1 is done to show as much variety as pos-
sible. Therefore, the field intensities are changed from 1:58 � 1014 W/cm2 in part
(a) and (b) to 9 � 1013 in (c), wavelengths correspond to (a) 800 nm, (b) 1,200 nm,
and (c) 1,600 nm, the field envelopes are 9-cycle trapezoidal (half-cycle turn-on and
turn-off) in (a) and 4-cycle sine squared in (b) and (c). More comparisons includ-
ing, for instance, carrier-envelope phase offsets can be found in earlier references
[14,21]. As a general trend, the SFAC method offers a more accurate description of
the high-order harmonic plateau than the SFA, and for a wider frequency interval.
For the longer pulses (Fig. 7.1a), the effect of ionization shows up, and our SFAC
model gives harmonic yields slightly higher than the TDSE. The implementation of
ionization in our model is planned for the future, resorting to the ADK [22] rates in
a similar fashion as it is done in the standard saddle point SFA approaches. We may
notice that both models, SFA and SFAC, become progressively inaccurate for the
lowest harmonics. These correspond to low-energy transitions, involving excited
states in the atom, and are not fully accounted into the dressing term of SFAC,
while are ruled out completely in the standard SFA. A rough estimation is to con-
sider the law j�j C 3:17Up valid also for the maximum frequency reachable from
excited states. In such case, the influence of the excited states extends in the har-
monic spectrum up to a maximum energy j�0j � j�j below the cut-off frequency.
Therefore, one can consider that the frequency window extending j�0j � j�j below
the cut-off is produced solely by the transitions involving the ground state. For the
case of Hydrogen, this window is of about 10 eV. Therefore, for the 800 nm case of
Fig. 7.1a, this defines a region window of validity for the SFA and SFAC approaches
from the cut-off at the 29th harmonic, down to the 23rd harmonic. The figure seems
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Fig. 7.1 Comparison of the harmonic spectra computed from the exact numerical integration of
the TDSE (blue line), the SFA model (orange line), and SFAC model (green filled area) for differ-
ent laser parameters: (a) 9-cycle pulse of trapezoidal shape, with half period turn-on and turn-off
and constant intensity in between, with intensity ' 1:58 � 1014 W/cm2 and wavelength 800 nm,
(b) 4-cycle sin2 envelope with intensity ' 1:58 � 1014 W/cm2 and wavelength 1,200 nm, and (c)
4-cycle sin2 envelope with intensity ' 9� 1013 W/cm2 and wavelength 1,600 nm

to corroborate our discussion, as the description of the harmonic spectrum by the
SFAC model in this window is excellent. We shall note, also, that this window esti-
mation is quite conservative, as the model description can be accurate in a wider
spectral region if the population of the excited states is small, for instance for longer
wavelengths (Fig. 7.1b, c).

7.3.2 Momentum Space Contributions to the Harmonic Spectra

The SFAC model computes the harmonic spectrum from the superposition of the
independent contributions at every point in the momentum space, see (7.12) and
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(7.19). It comprises, therefore, a quantum description of the process. In contrast,
SFA approaches based on the saddle point method consider only the most relevant
contributions to the momentum space integral, leading to a semiclassical description
in terms of quantum trajectories. It is, therefore, of interest to analyze the role of the
different momentum space regions to the harmonic generation process. To this end,
we consider the Fourier transform of ab.k; t/, as given by (7.20). We define the kz

contribution to the harmonic spectrum as

a.kz; !/ D �
Z
dk�k�d�

„2k2=2m� �0

�s

ab.k; !/: (7.21)

Figure 7.2 shows the kz distribution of the harmonic spectrum for the case of
Fig. 7.1b. An interesting feature of this plot is the presence of spectral contribu-
tions well above the cut-off, which is marked by a vertical line. This is a general
behavior, already discussed in [23]. The ultra-high frequencies do not show up in
the total spectrum due to the rapid change of the phases of a.kz; !/ with kz, which
leads to a destructive interference. The possibility of accessing high-harmonic gen-
eration well above the cut-off can be connected with the possibility of changing the
phase variations in of a.kz; !/. For instance, a spatial translation of the rescattering
potential gives rise to a shift in the position of the maximum of the phase parabola,
and the corresponding harmonic spectra extend well beyond the usual cut-off fre-
quency. This situation has been explored before computing the harmonic yield of a
double-well dissociating molecule [24, 25].

The connection between our quantum analysis and the semiclassical trajectories
derived from the saddle point method can be established by introducing an artificial
time window g.t1�tw/ in (7.12), so that Vi .k; t1/ is replaced by g.t1/Vi .k; t1/. g.t1/
is defined to be nonzero at a small time interval around some particular tw [23]. The

Fig. 7.2 Momentum space, kz, distribution of the spectral contributions to the harmonic radiation,
corresponding to the case of Fig. 7.1b. The cut-off frequency of the integrated spectrum is shown as
vertical dashed line. The harmonic intensities are plotted with gray tones using logarithmic scale,
and in arbitrary units
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harmonics generated by this modified interaction correspond to the contribution to
the total harmonic spectrum of the electrons ionized during this restricted temporal
window centered at tw. In the limit of small windows, it corresponds to the almost
instantaneous release of a wavepacket to the continuum, which is then driven by the
field as a free electron. According to the Ehrenfest theorem, the mean value of the
position operator of this wavepacket will follow the trajectory of a classical electron
released at time tw. Note, however, that the description of this event in our model
is still quantum mechanical, and therefore takes fully into account the spread of the
wavefunction during its excursion through the continuum.

Figure 7.3 shows the resulting dipole acceleration computed from our SFAC
model with a temporal window of 1/8 of the laser period, centered at tw near the
field maximum. The trajectory corresponding to a classical electron born at time tw
at z D 0, with zero velocity, is shown with a black dashed line. The harmonic burst
at the recollision of the electron with the parent ion is labeled as (b). Note, how-
ever, that there are two more harmonic radiation events, which are not taken into
account by the semiclassical description: (a) radiation of the electron leaving the
parent ion (way-out generation) and, (b) radiation that takes place as the electron tra-
jectory approaches the parent ion but in absence of a recolliding classical trajectory
(close-up radiation). These two latter processes can be explained satisfactorily con-
sidering the quantum spread of the wavefunction, which overlaps the ion location
even though its coordinate mean value is far from it. The part of the wavefunc-
tion near the ion still feels a strong Coulomb potential, and therefore suffers the
acceleration that triggers the harmonic radiation.

Fig. 7.3 Contribution to the total dipole acceleration of the electrons ionized during a time lapse
of 1/8 of period near the field maximum. The dashed line shows the corresponding trajectory of
a classical electron starting at the same instant of time at the coordinate origin with zero velocity.
The different events for harmonic radiation labeled as (a) way-out, (b) rescattering, and (c) two
events of close-up radiation. The laser pulse is modeled by an eight-cycle pulse of D 800 nm
with intensities 3:5� 1014 W/cm2
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7.4 Computation of the High-Order Harmonic Propagation

Even for the case of low-pressure targets, the harmonic spectra observed in the
experiment differs substantially from the single atom case. Besides the issues con-
nected with the spectral efficiency of the detectors, etc., the fundamental physical
modifications come from three different facts. In the first place, a focused laser
beam is inhomogeneous and, therefore, the atoms located at different places in the
target respond to different field parameters (intensity and phase). Second, the target
radiated far field is the interference of the single-atom contributions, which are radi-
ated at different spatial points and that reach the detector at different retarded times.
Finally, the target itself responds to the radiated field as it propagates, as described
by the index of refraction. A faithful comparison of the theory with the experiments,
therefore, should include these macroscopic effects by means of a proper description
of the harmonic propagation.

The general problem of propagation amounts to solve the wave equation for the
electric field E,

r2E � 1

c2

@2

@t2
E D 4�

c2

@

@t
J; (7.22)

where J is the current density. Most of the approaches to high-order harmonic prop-
agation are based on the numerical solution of this equation. In our case, we will
start from a different point of view, considering the formal integral solution [26]:
E.r; t/D E0.r; t/ C Ei .r; t/, where E0.r; t/ is the laser field, as it propagates in
vacuum, and Ei .r; t/ is the total field radiated by the accelerated charges in the
target,

Ei .r; t/ D � 1

c2

Z
dr0 1

jr � r0j
�
@

@t 0
J.r0; t 0/

�
t 0Dt�jr�r0j=c

: (7.23)

The transversal far field radiated by the j th charge in the target can be written as,

Ej
i .rd ; t/ D 1

c2

qj

jrd � rj .0/jsd � �sd � aj .t � jrd � rj .0/j=c/
�
; (7.24)

where aj is the charge’s acceleration, evaluated at the retarded time, and sd is the
unitary vector pointing to a virtual detector located at rd . As the charges are ini-
tially bound to the atoms, we assume that they remain in the vicinity at all times
(dipole approximation) so that jr � rj .t/j ' jr � rj .0/j. Although this expression
is only valid for radiation emission in vacuum, it is found to be a good approxima-
tion for the high-order harmonic radiation [18], as the propagation wavevector for
the qth harmonic becomes kq ' qk0 [15]. Therefore, the global field radiated by
the target can be written as the superposition of the individual charge contributions
Ei .r; t/D PN

j D 1 Ej
i .r; t/. Although the target refractive index for low pressure tar-

gets is effectively the unit, it is essential to include the correction at the fundamental
frequency. For our case of interest, the fundamental field is affected mainly by the
presence of free charges resulting from ionization, so its wavenumber is shifted
from the vacuum value as k2

1 D k2
0.1 � !2

p=!
2
0/, !p being the plasma frequency
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[26]. In a typical experimental situation, this plasma contribution amounts to a
small dephase at the fundamental frequency. However, it has a relevant effect in
the harmonic generation, as the wavenumber of the generated qth order harmonic
is approximately qk1, and it has a particular impact in the phase matching of the
harmonics,�kq D kq � qk1 ' q!2

p=2!
2
0 .

The description of the plasma-induced phase-matching has to take into account
the target inhomogenities and, also, the time dependence of the ionization process.
Therefore, we shall compute the spatial phase of the fundamental field as

Z z

�1
k1.x; y; �/d� ' k0z � 2�e2

!0
2m
Pf .r; t/

Z z

�1
N.x; y; �/d�; (7.25)

being N.x; y; z/ the atomic density distribution and Pf .r; t/ the probability for
ionized electrons that we calculate as follows

Pf .r; t/ D 1 � e� R t
�1

wADK.r;	/d	 ; (7.26)

where wADK.r; t/ is the ionization rate, calculated from the Amosov–Delone–
Krainov (ADK) formula for Hydrogen [22]

wADK.r; t/ D 2e2

�

�
3

�jE.r; t/j
�1=2

e� 2
3jE.r;t/j : (7.27)

7.4.1 Discrete-Dipole Approach

In principle, our integral approach demands the evaluation of the dipole acceleration
associated with each charge in the target. The total field is afterward computed as a
superposition of the yield of each of these elementary sources. Even though (7.20)
and (7.25) offer a fast method for the computation of the elementary dipoles, the
evaluation at all charges in the target becomes an unreasonable goal, even for the
case of low pressure targets (with about 1018 atm/cm3). We shall, therefore, resort to
a Discrete Dipole approach [27], where the interaction volume is discretized in a set
of small macroscopic cells. The size of the cells is defined according to the following
restrictions (a) each cell must include a sufficiently large number of physical charges
to approximate their density by a continuous distribution, while (b) it should be
small enough to approximate the fundamental field in it as a plane wave. Instead
of defining the cells with definite limits, we replace their geometrical shape by a
localized gaussian distribution of equivalent size

g.r/ D C e�r2=2

; (7.28)

where C is the normalization factor, � is related to the diameter of the cell d as
d D 2�

p
ln2, and r is a coordinate on the local reference frame with origin at the
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cell’s center. The field radiated by the macroscopic cell can be computed assum-
ing the local plane wave approximation for the fundamental, and integrating the
radiated field over the gaussian distribution, for every frequency component of the
dipole acceleration, following (7.23). Finally, the far field radiation from the single
macroscopic cell located at the point rj of the target can be evaluated as [18]

Ei;j .rd ; !/ / N.rj / sd � �sd � a.rj ; !/
�

ei!
jrd �rj j

c F.�d;j ; !//; (7.29)

where F.�d;j ; !/ is defined as

F.�d;j ; !/ / e
1
2

!2

c2 2.1�cos �d;j /
; (7.30)

�d;j being the angle between the detector position and the local field propagation
vector at the cell j . Note that the field radiated by the cell, (7.29), corresponds to
the field of a single radiator located at the cell’s center rj, modulated by a form
factor F.�d;j ; !/ that takes into account the interfering contributions of the rest of
the radiators in the macroscopic cell. Figure 7.4 shows the angular distribution of
the radiation spectra (a) for a single radiator and (b) for a cell of diameter 1 micron.
Note that, as a result of the macroscopic size of the cell, the global matching of the
field emitted by the different points in the cell leads to a constructive interference
restricted along the propagation direction of the fundamental field.

Fig. 7.4 Angular distribution of the radiation spectra (a) for a single radiator and (b) for a
cell of 1 micron diameter. The radial axis corresponds to the high-order harmonic order, angles
are represented in degrees, and the z-axis corresponds to the propagation direction of the local
plane wave
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7.4.2 Results

We shall consider a low-pressure Hydrogen jet interacting with an 8-cycle 800 nm
laser pulse of peak intensity 1:57 � 1014 W/cm2 (see Fig. 7.5). We assume a
fundamental field of the form

E1.r; t/ D A0�.z � ct/U.r/e�i.
R z

�1
k1.x;y;�/d��!t/ (7.31)

with A0 the peak field amplitude, �.z � ct/ a sin2 temporal envelope, 8 cycles long,
and U.r/ a gaussian profile [28]

U.r/ D W0

W.z/
e

� �2

W 2.z/ ei !
c

�2

2R.z/ Ci�.z/ (7.32)

with a beam waistW0 D 30�m (Rayleigh length 7.1 mm). The spatial integral in the
exponent of (7.31) is computed using (7.25). The gas jet, directed along the x-axis
(perpendicular to the field propagation), is modeled by a gaussian distribution along
the y and z dimensions, and a constant profile along its axial dimension, x,

N.y; z/ D N0e
� .y�yc /2

2�2
y e

� .z�zc/2

2�2
z ; (7.33)

where N0 is the maximum gas density over the interacting volume, and .yc ; zc/ are
the coordinates of the beam axis center with respect to the laser beam focal point
(located at the origin). We have chosen gas beam half widths of �y D �z D 400�m.
The angular distribution of the far field is shown in Fig. 7.6, for two different posi-
tions of the gas jet: xc Dyc D 0, (a) zc D � 2:5 mm (jet before the laser focus) and
(b) zc D C 2:5 mm (jet after the laser focus). Due to the spatial symmetry of the
laser beam, a test atom located at the center of the gas beam feels the same intensity
in both cases. In addition, despite the Gouy phase is opposite, it does not have a

Fig. 7.5 Interaction geometry of a typical experiment of high-order harmonic generation by low-
pressure gases
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Fig. 7.6 Angular distribution of the radiated spectra for two symmetrical positions of the gas jet
relative to the laser focal point: (a) zc D �2:5mm and (b) zc D 2:5mm. The gray scale corresponds
to the logarithm of the harmonic intensities, in arbitrary units

Fig. 7.7 Phase distribution of the 21st harmonic through the target, along the laser propagation
axis. The dashed line corresponds to the gas jet located before the laser focus and the solid line
to the target positioned after the focus. As a reference, the dashed-dot line shows the gas density
distribution

fundamental effect for the single atom harmonic radiation by 8-cycle laser pulses.
Therefore, the single atom emission at positions (a) and (b) is expected to be very
similar. Thus, the differences in the spectra shown in Fig. 7.6 have to be attributed to
the propagation effects through the macroscopic size of the gas jet. In fact, the com-
plex angular structure of the spectrum radiated when the gas jet is located before the
focus is a known phenomena [29], which is attributed to the strong spatial variations
of the phase of the generated harmonics. This is supported also by our calculation,
as shown in Fig. 7.7, where we plot the phase distribution of the generated 21st har-
monic along the gas jet in both situations. The slower variation of the phase for the
target positioned after the focus is, therefore, responsible for the smoother angular
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distribution of the radiated spectra. The reason behind the differences in the phase
behavior can be explained in terms of the cancelation of its main contributions: the
intrinsic phase of the high-order harmonic generation process, the phase of the gaus-
sian beam (in particular the Gouy phase), and the phase induced by the free electron
component. If the target is located after the focus, these three terms tend to cancel
each other, while they tend to reinforce in the case before the focus. Note also that
the position of the harmonic cut-off is also affected by the propagation through the
target, the most drastic reduction corresponding to the target placed before the focus.
This sensibility of the spectral cut-off to the propagation has been already reported
in [30].
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Chapter 8
On the Generation of Intense Isolated
Attosecond Pulses by Many-Cycle Laser Fields

Paris Tzallas, Emmanouil Skantzakis, Jann E. Kruse,
and Dimitrios Charalambidis

Abstract Real-time observation of ultrafast dynamics in all states of matter
requires temporal resolution on the atomic unit of time (24.189 asec) (1 asec D
10�18 s). Tools for tracking such ultrafast dynamics are ultrashort light pulses.
During the last decade, continuous efforts in ultrashort pulse engineering led to
the development of light pulses width duration close to the atomic unit of time.
Attosecond (asec) pulses have been synthesized by broadband coherent extreme
ultraviolet (XUV) radiation generated by the interaction of gases or solids with an
intense IR fs pulse. Asec pulse trains can be generated when the medium interacts
with many-cycle driving IR fs laser fields. In this case, a broadband XUV frequency
comb is emitted from the medium. The Fourier synthesis of a part of the comb
results in an asec pulse train. Isolated asec pulses are generated when the medium is
forced to emit XUV radiation only during few cycles of the driving laser field. This
leads to the emission of a broadband quasicontinuum XUV radiation. The Fourier
synthesis of the continuum part of the spectrum results in an isolated asec pulse. For
the realization of studies of ultrafast dynamics, intense asec pulses are preferable.
If the pulses are intense enough to induce a nonlinear process in a target system,
they can be used for ultrafast dynamic studies in an XUV pump-probe configura-
tion. Although trains of intense asec pulses are commonly produced nowadays, the
generation of intense isolated asec pulses remains a challenge.

Here, we review a recently developed approach for the generation of intense asec
pulses using high-peak-power many-cycle laser fields. The approach is based on
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controlling, with asec precession, the response of the atomic dipole to an external
many-cycle driving field in such a way as to emit an isolated asec XUV burst. This
approach has been implemented by using the inteferometric polarization gating
(IPG) technique. The bandwidth of the generated XUV radiation is large enough to
enable the synthesis of isolated XUV pulses with durations of a few hundred asec.

The technique paves the way for the generation of intense isolated asec pulses,
tuneable in duration and frequency, for carrier-envelope phase (CEP) variation stud-
ies of many-cycle driving fields, and it offers exciting opportunities for multiphoton
XUV-pump-XUV-probe experiments.

8.1 Introduction

In the last decade, dedicated efforts in the development of ultrashort radiation pulses
led to the breakthrough of light pulses width duration in the asec timescale. Gas
and recently solid targets are the nonlinear (NL) media mainly used in laser-driven
asec sources [1–4]. Asec pulses have been achieved through phase locking of broad-
band coherent XUV radiation generated by the interaction of gases and solids with
intense IR fs pulses. Trains of asec pulses are generated, when the NL medium
interacts with many-cycle driving IR fs (>5 fs) laser fields. In this case, a broad-
band XUV frequency comb is emitted by the medium. The Fourier synthesis of a
selected part of the frequency comb results in the formation of an asec pulse train.
For gas media, the generation of asec pulse trains is well established [5–10], and
is essentially understood in the framework of the three-step model [11, 12]. The
generation of asec pulse trains in solid media has also been recently demonstrated
experimentally [13, 14], while the coherent wake emission (CWE) [15–18] and rel-
ativistic oscillating mirror (ROM) [19–24] models successfully describe the process
at IR laser intensities<1018 W=cm2 and>1018 W=cm2, respectively. In both, gases
and solids targets, a burst of continuum XUV radiation is emitted periodically. In
gases, the process is repeated twice per laser cycle and in solids once. As the process
is periodic, the emitted spectrum consists of a superposition of coherent continua,
which in the time domain is equivalent to a train of asec pulses. Using high-power
many-cycle laser pulses with duration >20 fs, intense asec pulse trains have been
generated and already used for the study of NL phenomena in the XUV spectral
region [25–30]. They thus fulfill the requirements for their temporal characteriza-
tion, on the basis of second-order autocorrelation techniques [7,9] and open the road
toward XUV-pump-probe experiments.

Isolated asec pulses are generated when the medium is steered to emit XUV radi-
ation only during few cycles of the driving laser field. Thus, the emitted spectrum
is a broadband quasicontinuum in the XUV. The Fourier synthesis of the continuum
part of the spectrum results in an isolated asec pulse. Such pulses have been gen-
erated so far only from gas media by few-cycle laser pulses [31–34]. In the spirit
of the three-step model, if the process is confined to a single revisit of the core by
the driven electron, a single continuum is emitted in the form of an isolated pulse.
In mathematical terms, the Fourier synthesis of a broad continuum corresponds
in the time domain to a single temporal occurrence, whereas a discrete spectrum
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leads to a repetitive process. Thus, the emission of a single coherent continuum
is a crucial requirement for single asec pulse generation. Separable XUV contin-
uum emission ensues only during a small fraction of optical cycle of the driving
laser field with the highest amplitude. Separation may occur either by selecting
the highest energy part of the spectrum [35], or through the temporal modulation
of the laser field’s ellipticity confining the linear polarization (and thus the XUV
emission) at the pulse center [36]. In both cases, the stabilization of the relative
carrier-envelope phase (CEP) is highly pertinent [35–38]. In contrast to asec trains,
isolated asec pulses of relatively low energy [31–34] are generated in gases by
means of low energy, 	5 fs long laser pulses. For the generation of isolated asec
pulses, alternative approaches based on polarization gating [39] of low-energy few-
cycle pulses [40, 41] and on collective effects in harmonic generation process by
sub-20 fs pulses [42, 43] have been recently proposed and implemented. Such iso-
lated asec pulses are, so far, less intense and contain notably less photons per pulse
than asec pulse trains. The highly desirable generation of intense single asec pulses
remains a challenge. Toward this goal, two different approaches are currently con-
sidered: either by developing high-power few-cycle laser systems or, starting with
existing high-peak-power many-cycle laser pulses, by isolating half a laser period,
during which intense XUV radiation is emitted. The route toward the generation
of intense asec pulses has recently opened up through the successful implementa-
tion of the inteferometric polarization gating (IPG) technique in the generation of
quasicontinuum XUV radiation using high power �50 fs laser pulses [36, 44–46].

Here, we review successive developments in a novel approach, leading to the
generation of intense coherent continuum broadband XUV radiation utilizing con-
ventional high peak-power many-cycle laser pulses. By controlling the ellipticity of
a many-cycle driving laser field, we can force the medium to emit essentially once
and thus an isolated XUV burst. The approach has been realized exploiting the IPG
technique. The implementation of the technique in gas phase media is presented here
theoretically and experimentally. Analytical expressions for the Ellipticity Modu-
lated (ElMo) many-cycle driving fields coming out of an IPG device are given, while
single atom quantum mechanical calculations demonstrate the applicability of the
technique in generating intense isolated asec pulses. In conjunction with modeling,
the experimental observation of intense coherent XUV radiation continua, emitted
by the interaction of ellipticity modulated 50 fs driving laser fileds with gases is
detailed. The bandwidth of the generated XUV radiation is broad enough to enable
the synthesis of isolated XUV pulses with durations of a few hundred asec and
energy of the order of tens of nJ.

8.2 Generation of Trains and Isolated Attosecond Pulses

8.2.1 Generation of Asec Pulse Trains

The principle of asec pulse train generation in gases is shown schematically
in Fig. 8.1. Briefly, by focusing an intense linearly polarized (LP) many-cycle
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Fig. 8.1 Schematic of asec pulse train generation by a many-cycle process. By focusing a many-
cycle LP driving laser field in a gas-phase medium XUV radiation is emitted in the direction of
the driving laser field. The spectrum of the XUV radiation contains well-confined odd harmonic
frequencies. By using the proper metal filter a part of the spectrum can be selected. The temporal
profile of the selected spectrum may then have the shape of an asec pulse train. The contour iso-
intensity color plot shows a typical harmonic spectrum, which has been recorded by using a 50 fs
long driving pulse

Ti:Sapphire fs laser beam into a gas phase medium, the medium is nonlinearly
driven to emit short-wavelength radiation in the propagation direction of the laser
field. The emitted spectrum consists of odd harmonics of the driving frequency and
presents a characteristic behavior:

1. The amplitude throughout the first harmonic orders rapid decreases.
2. When the harmonic photon energy becomes equal or larger than the ionization

energy of the medium, its conversion efficiency becomes and remains constant
up to highest-order harmonics, forming the plateau region of the spectrum.

3. Then the harmonic amplitude drops fast in the cutoff region.

When fulfilling the appropriate phase-matching conditions (atomic response and
macroscopic response) leading to phase locking between the harmonics and, by
using a filter, selecting a group of harmonics blocking at the same time the fun-
damental pulse, an asec pulse train is formed with the individual pulses in the
train being separated by half of the laser period. The physical process of above-
threshold high-order harmonic generation by LP many-cycle infrared intense laser
pulses is descried by the well-known classical three-step model in its classical [11]
or quantum mechanical version [12]. The process is governed by the recombina-
tion of electrons ejected into the continuum and driven back toward the core upon
reversal of the LP driving field. Within a fraction of half the laser period, the elec-
tron may revisit the parent ion to recombine and emit a burst of continuum XUV
radiation. The periodic repetition of the process leads to the formation of an asec
pulse train. For reasons of symmetry, the periodic motion of the electron results in
an XUV frequency comb consisting only of odd harmonic peaks. Such a source can
be considered a high-intensity XUV source, since it may induce NL XUV processes
and thus can be used in NL autocorrelation diagnostics or XUV-pump-XUV-probe
applications [7, 9, 47, 48].
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Fig. 8.2 Schematic representation of the isolated asec pulse generation process by a few-cycle
driving field. By focusing a few-cycle LP driving laser field in a gas phase medium the XUV
radiation is emitted in the propagation direction of laser beam. The spectrum of the XUV radiation
is quasicontinuous with a continuum part in the cutoff region. By using the proper metal filter the
continuum part of the spectrum can be selected. The temporal profile of the selected spectrum may
then have the shape of an isolated asec pulse

8.2.2 Generation of Isolated Asec Pulses

Rigorously, isolated asec pulses are generated when XUV emission is restricted to
occur within half a cycle of the driving field. The NL medium is then emitting a
coherent continuum; however, isolated pulse generation is also feasible if the emis-
sion is restricted to few cycles. Indeed, few-cycle driving laser fields are commonly
used for the generation of isolated asec pulses. The emitted XUV spectrum is then
quasicontinuum, with a pure continuum part in the cutoff region, which is generated
by the half cycle of the laser field with the highest amplitude, that is by the central
half cycle (Fig. 8.2).

Selecting the cutoff spectral region by a thin metal filter is equivalent to selecting
part of one burst of the few-pulse train. An isolated asec pulse is thus transmitted
through the filter. These types of asec sources have so far low pulse energy due to
the limited power delivered by the few-cycle laser systems.

8.3 Generation of Isolated Asec Pulses by Using Polarization
Gating Approaches

8.3.1 Polarization Gating Approach

There are two possible solutions to the challenging task of generating high-energy
isolated asec pulses: Either to develop high-peak-power few-cycle laser systems or
to use the already commercially available high-peak-power many-cycle laser sys-
tems. The generation of isolated asec pulses by many-cycle driving fields requires
the development of a pulse picker in the asec timescale. Since the pulse selection
from an asec pulse train is electronically impossible due to the limited speed of
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electronics, it has to be implemented by optical means. This requires the genera-
tion of a temporal gate, with a width �g close to half the driving laser period, near
the peak of the envelope of the laser pulse, within which the XUV emission will
take place. By controlling the width �g of the gate with asec precession, we can
manipulate the dynamics of the quasi-free electron wave packets in such a way, that
it revisits and recombines with the atomic core only once. In this case, the XUV
emission is confined to a single asec burst as shown schematically in Fig. 8.3.

The idea of the gate formation is based on the dependence of the harmonic gen-
eration on the ellipticity of the driving laser field [39]. The harmonic intensity Iq

rapidly drops with the ellipticity " of the driving laser field [39, 49]. According to
lowest order perturbation theory [50, 51], the dependence of the harmonic intensity
from the harmonic order q and ellipticity " is given by

Iq D ..1 � "2/=.1C "2//.q�1/:

For linear polarization, where " D 0; Iq is maximum (Imax
q ) while for circular polar-

ization Iq." D 1/ � 0. There is a value of ellipticity, known as ellipticity threshold
("th), above which Iq < I

max
q =2. This threshold can be used to define the beginning

and the end of the gate, thus creating an XUV emission switch. Within the interval
during which the gate is open (�g) the XUV emission is taking place. During this
interval, the ellipticity ", varies from "D 0 to "D "th. Utilizing a half-cycle temporal
gate in the driving field, an ElMo driving laser field is formed with circular polar-
ization at its tails and linear at the peak of the pulse envelope. In this case, the XUV
emission can be confined to a single XUV asec burst with a continuous spectrum.

8.3.2 Wave-Plates Polarization Gating Approach

Polarization gating has been successfully implemented to produce broadband con-
tinuous XUV radiation [40], as well as the shortest ever XUV pulse [33], using 5 fs
long CEP stabilized laser pulses and a very convenient experimental setup simply
based on two wave-plates (Fig. 8.4).

Two delayed and partially overlapping pulses with perpendicular polarization
produced by the first birefringent plate synthesize a pulse with changing elliptic-
ity " that reaches unity at the center. The second wave-plate (œ=4) reverses the
circularly polarized field at the center to be LP and leaves the field circularly or
elliptically polarized elsewhere. However, this method is essentially applicable only
to few-cycle driving pulses. This is because the gate width produced by this setup
[52–55] reads

�g � ."th�
2
L/=.�t ln 2/; (8.1)

where �L is the initial pulse width and �t the delay between the two pulses. This
relation implies that to maintain the gate width narrow while increasing the pulse
width, the delay �t has to be increased to very large values, leading to an overlap
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Fig. 8.3 Schematic representation of the generation of an isolated asec pulse applying the Polar-
ization Gating (PG) concept using a many-cycle ElMo driving field. By placing a few cycles wide
gate at the peak of the many-cycle driving field envelope, the XUV emission is confined to few
XUV bursts. The spectrum of the XUV radiation is quasicontinuous with a continuum part in the
cutoff region. By using the proper filter the continuum part of the spectrum can be selected. The
temporal shape of the selected spectrum can be that of an isolated asec pulse. The contour iso-
intensity color plot shows a typical quasicontinuum spectrum, which has been recorded by using
an Interferometric Polarization Gating (IPG) device descried in Sect. 8.3.3.2 and 50 fs long driving
pulse [36]

Fig. 8.4 WP-PG approach based on pair of œ=4 wave-plates. The laser pulse is passing through
a multiple-order œ=4 wave-plate with its optical axis (OA) at 45ı relative to the field polarization
to produce two delayed pulses with perpendicular polarizations. This forms an ellipticity modu-
lated field with circular polarization at its center. A second œ=4 wave-plate reverses the circular
polarization to linear forming the gate

of only the very far pulse edges and thus to a very low conversion efficiency. For
�g D 5 fs and typical 40–60 fs long high-peak power pulse, (8.1) results required�t
delays ranging between 70 and 160 fs, imposing practically no overlap between the
two pulses (Fig. 8.5a).
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Fig. 8.5 (a) Delay between the two pulses in the WP-PG approach required for a gate width of
5 fs as a function of the pulse width. For widths between 40 and 60 fs, this delay is about twice the
pulse width. (b) Plate thickness (blue solid line) and corresponding B-integral (red dashed line) for
an intensity of 1TW=cm2 in the WP-PG approach required for a gate width of 5 fs as a function of
the pulse width. For widths between 40 and 60 fs, the B-integral values range from about 5 to 11,
i.e. above the tolerance threshold [45]

The restriction of the method to few-cycle pulses, which at present have limited
energy content (less than 1 mJ at 5 fs, with the exception of the �8 fs high-power
system of Vrije Universitat [56] and 8 fs, 100 mJ of Max-Planck-Institut für Quan-
tenoptik [57]) is prohibitive for energetic asec pulse generation. An additional
drawback of the wave-plate approach, when applied to many-cycle high-peak-power
pulses is that it inevitably leads to large B-integral values exceeding by far the
safety threshold. The situation is illustrated in Fig. 8.5b. For 40–60 fs long pulses,
the first fused silica wave-plate thickness has to be 2–5 mm to achieve a 5 fs gate.
For an intensity of 1TWcm�2, theB-integral corresponding to this thickness ranges
between 5 and 11, much larger than the allowed threshold (Fig. 8.5b).

Approaches based on polarization gating [39] of low-energy few-cycle pulses
[40, 41] and on collective effects in harmonic generation processes by using sub-
25 fs pulses [42, 43] have also been recently proposed and implemented. Such
isolated asec pulses are, so far, less intense and contain notably less photons than
asec pulse trains.

The highly desirable generation of intense single asec pulses remains a challenge.
The route toward the generation of high-energy asec pulses has recently opened up
through the successful implementation of the IPG technique in the generation of
quasicontinuum XUV radiation using high power �50 fs laser pulses [36, 44]. This
will be the main issue of the next sections of this article. Also, approaches similar
to the IPG, based on two color driving laser fields and called Double Optical Gating
(DOG) [41] and Generalized Double Optical Gating (GDOG) [58] approaches, have
been recently implemented for the generation of isolated asec pulses by �30 fs long
IR driving laser fields [59].
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8.3.3 Interferometric Polarization Gating Approach

In the IPG approach, the generated bandwidth is broad enough to enable the syn-
thesis of isolated XUV pulses with pulse durations of a few hundreds of asec.
For a large number of existing high-peak-power laser installations, the present
approach opens up exciting prospects for the generation of intense isolated asec
pulses. In particular, it is applicable without any conceptual modification to the
XUV generation from laser–plasma interactions at relativistic intensities, aiming at
the generation of isolated asec pulses with unprecedented XUV intensities [20, 60].

In the IPG approach, the gate width (�g) is substantially less sensitive to the
duration of the driving field and thus it is applicable to many-cycle pulses as well,
with peak power of hundreds of TW. The essence of the method, which relates to a
proposal of [46], is the synthesis of an ElMo pulse from four individually controlled
LP pulses of variable field amplitude, relative polarization direction and delay. The
method is schematically shown in Fig. 8.6.

The four pulses originate from the same initial laser pulse. Two of them are
co-propagating and delayed with respect to each other by an odd number of half
laser periods, so that their overlapping parts form a destructive interference mini-
mum. This minimum will play the role of a mould for the gate. Its steepness can
be controlled by the variable delay ı and field ratio E1=E2. The steepness becomes
maximum when the delay ı is of the order of the initial pulse duration �L. The
delay between the other two pulses �t is of the same order of magnitude but such
that their interference is constructive. The polarization planes of the two resulting
superposition fields are subsequently (or previously) rotated so as to become per-
pendicular. Obviously, when these two fields are recombined with zero delay with
respect to each other (or with a delay equal to an integer number of laser periods)
they synthesize an ElMo pulse, with linear polarization only in its central part. Thus,

Fig. 8.6 Schematic representation of the IPG approach. The incoming pulse, with duration �L,
is split into two with perpendicular polarizations and different amplitudes Ed and Ec. Then, each
of these pulses is split again into two. Two of the appropriately delayed (�t ) pulses interfere
constructively, while the other two with delay ı form a destructive interference minimum. The
polarization planes of the superposition are mutually perpendicular. The two waveforms are super-
imposed forming an ElMo pulse with linear polarization in its central part. �g is called “gate width”
and corresponds to the temporal window where the polarization is almost linear
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the gate width �g can be less than half a cycle of the driving field, by controlling the
parameters: (a) the ratioE1=E2 of the field amplitudes entering the two interferom-
eters and (b) the delays, ı and �t , between the two pulses in the pulse pairs. This
can be done by using a Double Michelson Interferometer (DMI) [36] or a Double
Mach-Zender (DMZ) [44] arrangement, which is described in detail in Sect. 8.3.1.1.
The main difference between these two arrangements is that the energy content of
the driving laser field within the �g in DMZ is a factor of 2 larger compared to DMI
on the cost of reducing the control of the amplitudes of the four fields, to the control
of the amplitudes of two pairs of fields.

8.3.3.1 Theoretical Treatment in the IPG Approach

In DMZ arrangement where �L � ıD�t , an analytical expression for the gate
width �g can be derived [44]. Assuming a Gaussian temporal pulse profile, the
constructively (Ec) and destructively (Ed) interfering fields, coming out of the
DMZ-IPG device, can be written as

EEc.t/ D OyEc0
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where !L is the laser carrier frequency and �L the pulse duration, ı D �t � �L are
the delays introduced between the two pulses. According to (8.2), the ellipticity for
the two superimposed, perpendicularly polarized electric fields reads,
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where  D Ed0=Ec0 D E2=E1 is the electric field amplitude ratio (E1 and E2 are
the field amplitudes of Fig. 8.6). By setting " D "th in the above equation, the �g
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Fig. 8.7 Solid blue line: Ellipticity of the polarization-modulated pulse used for the generation of
the continuum XUV radiation. Black dashed–dotted line: normalized intensity of the two pulses,
which partially overlap to form a pulse with a destructive interference minimum in its central part
(black dotted line). Red dashed line: intensity distribution of the pulse showing a constructive
interference maximum. The threshold ellipticity ©th D 15% and the time gate width �g 	 5 fs are
shown

becomes,

�g D �2
L log2.A/

2ı
; (8.3)

where A D
��2�

p
1�B2CB.�2�1/

B�2�CB�2

	
and B D sin.2 tan�1."th//. Figure 8.7 shows the

calculated ellipticity of the polarization modulated pulse and the relative intensities
of the two perpendicularly polarized fields at the output of the device for a 50 fs long
laser pulse.

The contour plot of Fig. 8.8a shows the �g as a function of ı and the intensity
ratio Ic0=Id0 D 1=2 for a 50 fs long pulse and "th D 0:15. An important parameter,
which has to be calculated to estimate the conversion efficiency of the XUV gen-
eration process is the energy content of the driving laser field within the gate. The
intensity (Ig) of the driving laser field within �g is given by

Ig D �L
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where Rc D 1=.C 1/ is the percentage of the EEc.t/ field (Rc is the reflectivity of
the beam splitter BS3 in Fig. 8.12) at the output of the DMZ-IPG device andEin, Iin

are the total field amplitude and intensity of the laser pulse entering into the DMZ-
IPG, respectively. The contour plot in Fig. 8.8b depicts the intensity ratio Ig=Iin as
a function of ı and Ic0=Id0.
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Fig. 8.8 (a) �g as a function of the delay • and the intensity ratio Ic0=Id0 D 1=œ2 for a 50 fs pulse
and ©th D 0:15 in DMZ arrangement. (b) Intensity ratio Ig=Iin as a function of • and Ic0=Id0. In
both graphs, the black solid line depicts the area where �g 	 5 fs and the shaded area indicates the
parameter range of Ic0=Id0 D 0:25 and • D 50 fs used

For the calculation of the spectrum emitted by an ElMo pulse, the quantum
mechanical three-step model [12,61] has been solved. In the model, the saddle point
method has been used and the spectrum was obtained by calculating the accelera-
tion of the single-atom dipole moment. The expression for the single-atom dipole
moment is [12]

x.tr / D i
trs

0

dti s d3p� Œd�.p � A.tr //�� ŒE.ti / � d.p � A.ti //�� e�iS.p;tr ;ti / C c:c:;

(8.4)
where the quantity S denotes the quasiclassical action that the electron experiences
during its excursion in the continuum and reads as,

S.p; tr ; ti / D
trs

ti

dt..Œp � A.t/�2=2/C Ip/ (8.5)

tr and ti are the recombination and ionization time, respectively. In Feynman’s spirit,
(8.5) is an integral over all possible electron trajectories that are characterized by tr ,
ti and p. The time that the electron spends in the continuum is � D tr –ti . In the
above equations, we have introduced the canonical momentum p D u C A.t/, with
A.t/ being the vector potential of the ellipticity-modulated electric field, which is
given by (8.2). u is the electron velocity in the continuum and d is the dipole matrix
element for bound-free transitions. As shown in [12,61], (8.4) can be solved by using
the saddle-point approximation (SPA). In this approximation, the integral over all
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possible electron trajectories becomes a sum over the most significant trajectories,
with values of tr , ti , and ps, which are determined by the principle of stationary
action [12]. This results in a single atom dipole moment which reads as,

x.tr / D i
trs

�1
dti

�
�

� � i.tr � ti /=2

�3=2

Œd�.ps � A.tr //�

� ŒE.ti / � d.ps � A.ti //� � e�iS.ps ;tr ;ti / C c:c:;

where � is a positive regularization constant (associated with the effect of quantum

diffusion [62]) and ps D 1
tr �ti

trs
ti

A.t/ dt is the stationary value of the momentum,

which is obtained by setting rpS.p; tr ; ti /jps
D 0.

The Fourier transform of the single-atom dipole moment can be calculated as

x.!/ D
C1
s

�1
x.tr /ei!tr dtr (8.6)

and the harmonic emission rate is given by [63]

W.!/ D !3jx.!/j2: (8.7)

The generalized phase term of a specific frequency ! is

�.ps; tr ; ti / D !tr � S.ps ; tr ; ti /: (8.8)

To solve (8.6), and to obtain the most significant values of ti and tr contributing to
the spectrum, the stationary phase approximation (@�=@tr jtrs D @�=@t jtis D 0) has
to be applied. For a given value of the photon energy „!, a series of saddle-point
solutions .ps; trs; tis/ is obtained. By using this approximation to the generalized
phase term of (8.8), the Fourier transform of the dipole moment, x.!/, can be
transformed to [8],

x.!/ D
X

s

jxs.!/je�i˚s.!/ D
X

s

i2�q
det. RS/

�
�

" � i.trs � tis/=2

�3=2

� Œd�.ps � A.trs//� � ŒE.tis/ � d.ps � A.tis//� � expŒ�iS.ps; trs; tis/C i!trs�:
(8.9)

Equation (8.9) is a coherent superposition of the contributions from the complex
saddle-point solutions of .ps; trs; tis/. In (8.9), ˚s.!/ is the phase of the complex
function of the dipole moment xs.!/, and det. RS/ D det. R�/ is the determinant of
the 2 � 2 matrix of the second derivatives of �.ps; tr ; ti / with respect to tr and
ti , evaluated in correspondence of the saddle-point solutions .ps; trs; tis/. The phys-
ical interpretation of the saddle-point solutions is that photons of energy „! are
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Fig. 8.9 XUV Spectra and reconstructed asec pulses obtained by solving the three-step quantum
mechanical model [12, 61] in a single-atom interaction for a linearly polarized many-cycle 50 fs
pulse and an elliptically modulated 50 fs pulse with linear polarization in a time gate of 	5 fs
width. (a) Harmonic frequency comb calculated using both short (S) and long (L) electron tra-
jectories. (a1) Asec pulse train calculated using the spectrum (a) and only the phases of short (S)
electron trajectories. (b) Quasicontinuum XUV spectrum calculated using both electron trajecto-
ries. (b1) Continuum spectrum of the cutoff region of (b) after reflection from a multilayer mirror.
(b2) Isolated asec pulses calculated using the spectrum of (b1) and the phases of both electron
trajectories. (c) Quasicontinuum XUV spectrum calculated using only the short (S) electron tra-
jectories. (c1) Continuum spectrum of the cu-off region of (c) after reflection from a multilayer
mirror. (c2) Isolated asec pulses calculated using the spectrum of (c1) and the phases of the short
(S) electron trajectory

emitted mostly by electrons that are set free at time tis, have acquired momentum
ps in the electric field, and recombine with the nucleus at a time trs. According
to this model, two interfering electron trajectories with two different flight times
�L

q .IL/ and �S
q .IL/ contribute to the emission of each harmonic q, at a given driv-

ing laser intensity IL.L and S stand for “long” and “short” electron trajectories. The
phase of each frequency component! is obtained by ReŒ�.ps; trs; tis/� and the cutoff
frequency by the value of ¨ where ImŒ�.ps ; trs; tis/�Short D ImŒ�.ps ; trs; tis/�Long.

Figure 8.9 shows how an XUV frequency comb spectrum resulting from the
interaction of atoms with a 50 fs LP laser goes over to a XUV quasicontinuum spec-
trum in an elliptically modulated 50 fs pulse with linear polarization in a time gate
of �5 fs width.

Figure 8.9a and b show the harmonic frequency comb and the quasicontinuum
XUV spectrum calculated for the interaction of a single atom with a many-cycle LP
pulse and for an ElMo 50 fs pulse with linear polarization in a time gate of �5 fs
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width, respectively, by taking into account the contribution of both, the short (S )
and long (L), electron trajectories. Figure 8.9c corresponds to the calculated qua-
sicontinuum XUV spectra obtained by using an ElMo 50 fs laser pulse with linear
polarization in a time gate with �g � 5 fs by taking into account the contribution of
the short (S ) electron trajectory. The green lines in Fig. 8.9a, b, c show the calcu-
lated harmonic phases resulting from the short (S ) and long (L) electron trajectories.
Here, it is important to note that the difference of the two electron trajectories in the
plateau spectral region disappears in the cutoff and the two trajectories degener-
ate to one. Figure 8.9a1 shows a typical reconstructed asec pulse train obtained by
taking into account the harmonic amplitudes and phases in the shaded harmonic
plateau area of Fig. 8.9a. For this reconstruction and for simplicity reasons, it has
been assumed that the contribution of the long trajectory is zero [64, 65], which as
has been recently demonstrated is not always the case [10]. This was considered
to happen when focusing the laser at the position �b=2 (where b is the confocal
parameter of the laser beam) before the gas medium [64]. In case of contribution of
both electron trajectories, the duration of the asec pulses in the train is longer than
that shown in Fig. 8.9a1 [10] (not shown here). By using the proper multilayer mir-
ror, the cutoff part of the quasicontinuum spectra of Fig. 8.9b and c can be selected
(shaded areas) as shown in Fig. 8.9b1 and c1, respectively. In this case, an isolated
asec pulse is obtained (Fig. 8.9b2 and c2), independently of the focusing conditions,
by taking into account the XUV amplitudes in the cutoff spectral region (Fig. 8.9b1

and c1) and their corresponding phases.

8.3.3.2 Coherent Continuum XUV Radiation Generated by a Many-Cycle
Laser Field Utilizing a DMI-IPG Device

The IPG technique has been implemented utilizing two Michelson Interferometers
(MI) as described in [36]. With this setup, efficient polarization gating has been
demonstrated through the transition from a discrete harmonic spectrum (harmon-
ics 15th to 23rd) to a broadband XUV continuum [36] spanning over >15 eV. An
illustration of the Dual Michelson Interferometer (DMI) arrangement, the XUV
generation apparatus, and the XUV detection unit is shown in Fig. 8.10.

In this approach, the laser system used is a 10 Hz Ti:sapphire, delivering 50 fs
pulses, with an energy of up to 150 mJ per pulse and a carrier wavelength of 800 nm.
The laser beam is split into two parts by a beam splitter (see Fig. 8.10) and the
resulting two pulses enter the MI arrangements. One of the beams (first pulse)
enters the first MI, introducing a time delay (ı) between the two arms, which is
a multiple of the laser period, so that the output pulse possesses a constructive inter-
ference maximum at its center. The other beam (second pulse) enters the second MI,
where the delay is set to a fixed value of about ıD �L D 50 fs forming a destructive
interference at its center. The linear polarizations of the two outgoing beams are
adjusted to be perpendicular to each other by a œ=2 zero-order wave-plate. The
attenuator placed before the first MI, together with the variable delay of the first
MI, serves to adjust the intensity distributions of the two pulses from the two MIs
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Fig. 8.10 IPG apparatus based on DMI arrangement [36]. BS: beam splitters. M : flat mirrors.
TS1,2,3: piezoelectric translation stages. A: intensity attenuator. 1st and 2nd MI: first and second
Michelson Interferometers. The tailored output beam is focused into a pulsed Ar gas jet, where
the harmonic generation is taking place. The harmonic radiation is monitored by an XUV toroidal
grating monochromator in a grazing-incident configuration, equipped with an imaging detector,
coupled to a CCD camera capable of recording single shot measurements

as to result in an optimal combination of gate width and gate energy content avoid-
ing any secondary gate formation at the tails of the tailored pulse. On the basis of
the calculated dependence of �g and Ig=Iin on ı and Ic0=Id0 (Fig. 8.8), the ı and
Ic0=Id0 parameter values have been chosen to result in a gate width �g � 5 fs and a
ratio Ig=Iin � 0:035 (shaded area in Fig. 8.8). In the present case, the ratio Ig=Iin is
smaller than .Ig=Iin/DMZ=2 � 0:08 due to the combination of the 50% reflectivity
beam splitters (BS) and the attenuator (A) (see Fig. 8.10).

The tailored output beam is focused into a pulsed Ar gas jet, where the harmonic
generation is taking place. The beam focus is placed before the Ar gas jet to favor
the short electron trajectory [64]. The harmonic radiation is monitored by an XUV
toroidal grating monochromator in a grazing-incident configuration, equipped with
an imaging detector, coupled to a CCD camera capable of recording single shot
spectra (Fig. 8.11).

Figure 8.11a (upper panel) shows an iso-intensity color plot on a linear scale
depicting the continuum spectrum generated by an ellipticity-modulated pulse pos-
sessing almost linear polarization in a time gate of �5 fs width. The lower panel
of Fig. 8.11a shows a discrete spectrum of harmonics generated by an LP pulse.
The transition from a continuum spectrum to spectrum with well-confined harmonic
peaks is indicative of the transition from an isolated asec pulse to an asec pulse train
when the gate is OFF. The red and blue lines in Fig. 8.11b correspond to the line
out of the normalized spectra of the upper and lower panels of Fig. 8.11a, respec-
tively. The spectra in Fig. 8.11a and b are an average of 300 shots. An interesting
aspect of the results obtained is that the CEP variation is imprinted in the spectra
(Fig. 8.11c) when recording single shots. They vary from continuum to semidiscrete,
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Fig. 8.11 Generation of a continuum XUV spectrum by using a DMI-IPG device [36]. (a) Upper
panel: Iso-intensity color plot on a linear scale showing the continuum spectrum generated by
the central part of the ElMo pulse, that is defined by the time window �g 	 5 fs (GATE ON).
Lower panel: Iso-intensity color plot on a linear scale showing a discrete spectrum of harmonics
generated by a LP pulse (GATE OFF). (b) The red and blue lines correspond to the line out of
the normalized spectra of the upper and lower panels of (a), respectively. (c) Evidence of the
CEP variation, reflected in the different structure of the spectra and the frequency shift (�¨) of
the harmonic peaks. Solid black line: Solid normalized XUV spectrum generated during a small
fraction of the highest-amplitude optical cycle of the driving laser field. Red dashed and blue
dotted lines: normalized XUV spectra, each one generated by a driving laser field with different
CEPs values. The inset shows the calculated temporal profile of the FTL (Fourier Transform Limit)
single asec pulse resulting from the 55 to 32 nm spectral range of the spectrum, transmitted by a Si
filter

while the semidiscrete spectra depict peak positions varying from shot to shot [36].
This behavior can be attributed to the shot-to-shot variation of the relative CEP of
the laser.

Observed CEP effects in the multi-optical-cycle regime are rare [66]. Thus, the
general belief is that CEP plays no role when using many-cycle pulses. The present
result together with the work of [40] invalidates this assumption. The reason is that
the narrow gate introduced makes the conditions equivalent to those when using
few-cycle pulses. Indeed, the destructive interference minimum along with the gate
phase is locked to the envelope phase (the minimum is equidistant from the positions
of the peak maxima of the two interfering pulses), while the quasilinearly polarized
driving field phase (in the gate) is locked to the carrier phase. So, the CEP becomes
the “carrier-gate phase.” The variation of the single shot harmonic spectra due to the
CEP variation may serve as a rough measure of the gate width. It is worth noting that
if the maximum possible gate power content is not required, by narrowing the gate
width the emission may become binary, i.e. either emission of an XUV continuum
or essentially no XUV emission. The emitted continuum is coherent and thus forms
an ultra short isolated pulse, the duration of which remains to be measured. The
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method will highly benefit from a future CEP stabilization of high peak power laser
systems. Until then, pulse metrology and pump–probe applications will have to rely
on discrimination approaches, e.g. utilizing the XUV spectra as a monitor of the
CEP and their discrete or continuum character as the discriminator condition. An
additional advantage of the method is that it may be implemented through set-ups
avoiding ‘thick’ optical elements. Pellicles may be used as beam splitters keeping
the B-integral to acceptable values.

8.3.3.3 Coherent Continuum XUV Radiation Generated by a Many-Cycle
Laser Field Utilizing a DMZ-IPG Device

The DMI-IPG device can be substantially simplified, increasing its throughput at
the same time by a factor of 2 [44]. It is the DMZ-IPG arrangement that takes
advantage of the fact that destructive interference occurs at the second arm whenever
constructive interference occurs at the exit arm of a collinear interferometric setup.
This modification is presented in Fig. 8.12. Indeed, when the first pulse after the
beam splitter BS2 depicts a destructive interference minimum, the second one will
have a constructive interference maximum. These two pulses are formed through
recombination at the beam splitter BS2 of pulses appropriately delayed in the DMZ
interferometer. Variable delay is here introduced by rotating the BK7 plates. The
Ic0=Id0 ratio can be adjusted by the last beam splitter (BS3). The appropriate value
of this ratio depends on the initial pulse duration. The 20%:80% ratio is for the 50 fs
initial pulse duration. The setup presented is simpler, more stable and has a fac-
tor of two higher throughput than the DMI arrangement. The stability of the setup
depends mainly on the long-term drift of the piezo delay stages. The simplicity and
improvement in the stability result from the reduction of the number of the indepen-
dent delay stages and the replacement of the piezo-translation stages by piezo-tilted
delay stages. The only disadvantage of this setup is that the delay of all four pulses

Fig. 8.12 IPG apparatus based on a DMZ arrangement [44]. P1, P2, P3: Delay plates. W1: œ=2
wave-plate. BS1, BS2, BS3: Beam splitters. BS1, BS2 are 50:50 beam splitters, while BS3 has 20%
reflectivity and 80% transmission. The beam coming out of the IPG was focused by a lens into a
pulsed gas jet where the XUV radiation was generated
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Fig. 8.13 Generation of a continuum XUV spectrum by using the DMZ-IPG device. (a) Contin-
uum XUV spectrum close to the cutoff region, generated by the central part of the ElMo pulse, that
is defined by the time window �g 	 5 fs (GATE ON). The spectrum is an average of 300 shots.
(b) The dependence of the XUV spectrum on the CEP variation of the laser pulse is reflected in
the different structure of the spectra and the frequency shift of the harmonic peaks between the
single shot measurements. Solid black line: XUV spectrum generated during a small fraction of
the highest amplitude optical cycle of the driving laser field. Red dashed and blue dotted lines:
XUV spectra, each one generated by a driving laser field with different CEPs values

cannot be separately adjusted. The two pulses synthesizing the first field and those
synthesizing the second field have the same (variable) delay; however, this is not a
critical factor.

After finding the proper parameter values of Ic0=Id0 and ı;�t for �g � 5 fs,
measurements as those in Fig. 8.11 have been also performed by using the DMZ
arrangement (Fig. 8.13). The incoming pulse is split into two by a 50:50 beam split-
ter (BS1). The plates (P1, P2) introduce a delay ı between the pulses, which equals
a multiple of the half laser period. The two pulses are recombined at the beam com-
biner (BS2). By properly setting the value of ı, one of the pulses after the (BS2)
possesses at its center constructive, while the other one has destructive interference
at its center. The plate (P3) and the œ=2 wave-plate (W1) introduce a  =2 phase
difference and set perpendicular polarizations between the two fields reflected and
transmitted from the (BS2). The two pulses are recombined in a 20% reflection and
80% transmission beam splitter (BS3). The results on the generation of coherent
quasicontinuum XUV radiation and the CEP variation measurements (Fig. 8.13) are
similar as in the case of using DMI arrangement (Fig. 8.11).

8.3.3.4 Coherent Continuum XUV Radiation in the Sub-100 nJ Range
Generated by a High-Power Many Cycle Laser Field Utilizing
an DMZ-IPG Device

The central challenge for the production of high intensity isolated asec pulses is the
conversion efficiency of the XUV generation process, which has to be substantially
increased. It is well known that the above-ionization-threshold harmonic generation
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yield (Yharm) is:

Yharm /
�
Ist

„!
�n

�L�
.n/Sspot.PgasLmed/

2; (8.10)

where Ist D „!= n
p
�L� .n/ is the ionization saturation intensity of the medium at

photon energy „!; �L is the interaction time (or pulse duration), n is the order
of nonlinearity of the harmonic generation process (n � 4 for harmonics close
to the cutoff region [67]), � .n/ is the n-order cross-section of the process, Sspot is
laser beam cross-section in the interaction region, Pgas is the gas pressure of the
medium and Lmed is the medium length. For optimum phase matching conditions,
the product PgasLmed is constant with Lmed > 3Labs and Labs < Lcoh=5, where

Labs D .�
.1/
ion �/

�1 is the XUV absorption length, Lcoh D �=j�kj is the coherence

length, � .1/
ion is the single-photon ionization cross-section, � is the atomic density of

the medium and �k D kq–qkL is the wavevector difference of the harmonic q and
the polarization driving fields [68–70].

Based on (a) (8.10), (b) Fig. 8.7, and (c), the measured conversion efficiency
values for Xe, Ar and Ne gases in case of using 60 fs pulses [71], the energy of the
emitted quasicontinuum XUV radiation generated by a many-cycle laser field using
the DMZ-IPG device in a loose focusing configuration, can be estimated (Table 8.1).

In the following, we summarize the results obtained in generating high-energy
coherent continuum XUV radiation exploiting the above-described DMZ-IPG
device. High-energy coherent continuum XUV radiation has been generated in the
spectral region around 25 nm, with a spectral width supporting single pulses of
260 as duration and energy in the range of tens of nano-joules. The radiation is
generated by the interaction of Xe, Kr, or Ar gas with a high-power many-cycle
laser field in a loose focusing configuration by means of a DMZ-IPG arrangement
[44] (Fig. 8.14). The IPG output beam was focused 3.5 m after the lens into a pulsed
gas jet, of Xe, Kr, or Ar, where the XUV radiation was generated. After the jet,
an Si plate with a thin oxidized layer [72] was placed at Brewster’s angle of 75ı
of the fundamental, reflecting the harmonics [73] toward the detection area while
reducing their IR content. A 3 mm diameter aperture was placed after the Si plate
transmitting the central part of the XUV and residual IR beam [74].

Table 8.1 Estimated energies of the emitted coherent quasicontinuum XUV radiation generated
by a 50 fs pulse using the DMZ-IPG device in a loose focusing configuration. Ecut�off: Cutoff
energy of the XUV radiation, Ein: Laser pulse energy entering the IPG device, D: Laser beam
diameter in the interaction region,Eg: Driving field energy content within the �g, andEXUV: energy
of the continuum part of the emitted XUV radiation

DMZ-IPG (�g 	 5 fs) Xe Kr Ar Ne He

Ist .W=cm2/ 	1:7 � 1014 	2:7� 1014 	3� 1014 	7� 1014 	2� 1015

Ecut�off (eV) 44 67 72 154 403
Ein(mJ) (�L D 50 fs) 119 188 212 488 1375
Eg(mJ) (D D 0:5mm) 1.9 3 3.4 7.8 22
EXUV(nJ) 	38 	36 	41 	0:4 <0:4
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Fig. 8.14 IPG apparatus based on dual Mach–Zehnder arrangement [44]. P1, P2; W1; and BS1,
BS2, BS3 are the delay plates, œ=2 wave-plates, and beam splitters, respectively. BS1, BS2 are
50/50 beam splitters, while BS3 has 20% reflectivity and 80% transmission

Figure 8.15a mimics the reflectivity of the Si plate with the oxidized surface
layer (gray dotted–dashed curve) used, arbitrarily taking the average reflectivity of
Si (gray dotted curve) and the SiO2 (gray dashed curve) plate. The transmitted unfo-
cused XUV beam was ionizing an Ar gas. The electrons produced by the interaction
of Ar atoms with the XUV radiation were detected by a � -metal-shielded time of
light (TOF) spectrometer. The spectral intensity distribution of the XUV radiation
was obtained by measuring the single-photon ionization photoelectron (PE) spectra
induced by the XUV radiation with photon energy higher than the ionization poten-
tial (EIP) of Ar (EIP.Ar/ D 15:76 eV). The single-photon ionization cross section
of Ar [75] is shown with a black solid curve in Fig. 8.15a. To obtain the XUV inten-
sity distribution at the interaction region, the PE spectrum has been corrected with
respect to the TOF collection solid angle as well as to the photoionization cross
section of Ar.

Figure 8.15b shows the normalized harmonic intensity distribution generated in
Xe (black solid curve) and Kr (gray solid curve) by a long laser pulse formed by
the constructive interference arm of the IPG (gating off). For each of the PE traces,
400 shots were accumulated. Well-resolved harmonics up to 17th and 21st order
have been recorded for Xe and Kr, respectively. Turning the gating process on, by
using both arms of the IPG with relative phase�' D  =2 between the constructive
and the destructive interference fields and choosing the parameter range such as
to be in the shaded area of Fig. 8.8a and b, a quasicontinuum spectrum spanning
from 80 to 15 nm has been recorded (Fig. 8.15c) and corrected (inset of Fig. 8.15c)
for Xe (black solid curve) and Kr (gray filled area). In the range of 40–15 nm, the
spectrum becomes a continuum and carries substantial energy only when the gating
process is on. Since the laser used is not CEP stabilized, the latter result does not
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Fig. 8.15 (a) Black solid line: Single-photon ionization cross-section of Ar. Gray dashed-doted
line, gray doted line and gray dashed line: Reflectivity of the oxidized Si, Si, and SiO2 plate,
respectively. (b) Black solid line and gray solid line: Harmonic spectrum generated in Xe and Kr,
respectively, by a linear polarized pulse. (c) Black solid line and gray filled area: Quasicontinuum
spectrum generated in Xe and Kr gas when a temporal gate of �g 	 4:5 fs duration is on. Inset in
(c) shows the spectrum corrected for the wafer reflectivity and Ar cross-section [44]

warrant emission of isolated asec pulses [35]. Nevertheless, single-asec pulses can
be isolated, by using an appropriate multilayer mirror selecting the continuum part
of the radiation in the cutoff energy region (line shaded area in inset). In principle,
the radiation in the cutoff region, with an energy spread of >15 eV could support
single pulses with duration of 260 as. By changing the relative phase between the
constructive and the destructive interference fields to �' D 0, a discrete harmonic
spectrum appears. When �'D =2, the intensity of the driving field in a gate �g �
4:5 fs is estimated to be �5 � 1014 W=cm2. According to the cutoff law, and for
Ist � 1:7 � 1014 and �3 � 1014 W=cm2; Ecut�off for Xe and Kr is estimated to
be �44 and �67 eV, respectively. Ecut�off for Xe is fairly close to the experimental
one, while for Kr it cannot be detected owing to the low reflectivity of the Si wafer
and the Ar cross-section. However, the higher cutoff energy of Kr as compared
with Xe is indicated in the experimental data by the observed slightly higher PE
signal recorded at photon energies >50 eV. The spectra using Ar as the harmonic
generation medium have also been recorded but are not shown here, as they are
almost identical to those of Kr. A notable advancement achieved by the results of this
work is the high photon flux of the continuum radiation. The energy measurement
is performed by a calibrated XUV photodiode introduced directly after the 3 mm
aperture. The energy in the range of 80–15 nm is found to be �90 nJ, while that
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of the continuum (>30 eV) �20 nJ and corresponds to a conversion efficiency of
2 � 10�5 relative to the energy of the IR field within the gate. This leads to energy
of �10 nJ in the cutoff region (shaded area in inset of Fig. 8.15c). These results
are in reasonable agreement with the estimated values of Table 8.1. The energy of
the continuum is determined by subtracting from the diode signal the contribution
of the signal induced by photons with energy of <30 eV. The latter is estimated
from the diode signal with and without gating and the corresponding PE signal. The
contribution of the IR to the diode signal has been measured by switching off the
harmonic production jet.

The measured �10 nJ energy confined into temporal intervals of the order of
�300 as leads to a power of about �20TW that could lead to focused intensities
of the order of 1014 W=cm2. In a more realistic estimate, single pulses of �260 as
duration and intensities up to 1013 W=cm2 can be reached by using an appropriate
multilayer mirror. These conditions are sufficient for the observation of two-photon
processes induced by isolated asec pulses, enormously facilitating asec scale XUV-
pump-probe experiments.

8.4 Comparison Between the DMI-IPG, DMZ-IPG
and WP-PG, Two-Color PG Approaches

A comparison between the IPG and wave-plates polarization gating (WP-PG)
approaches is summarized in Fig. 8.16. The gate intensity content Ig=Iin (where
Ig is the intensity of the driving laser field within �g and Iin is the total incoming
intensity, respectively) drops fast with increasing pulse duration in the wave-plate
method, while for both IPG set-ups the reduction is rather slow. Above 30 fs both
IPG methods have a higher Ig=Iin ratio than the wave-plate approach, while the
Mach–Zehnder setup remains superior for any pulse duration. Given the fact that
currently Iin is much higher in many-cycle than in few-cycle pulses, both IPG
approaches secure much higher Ig values and thus more intense asec pulses. To
give an example from a 20TW system (e.g. 1 J, 40 fs), one may reach gate power
content �2TW (10 mJ, 5 fs) with low B-integral value arrangements. A necessary
prerequisite for that is that the target medium is not depleted. For atomic targets
ionization from the elliptically polarized part of the pulse may deplete the target.
This problem may be avoided by reducing the intensity while keeping the power
high. This is always possible by using looser focusing and enlarged target areas.
Finally, the target depletion problem is eliminated when using solid targets as in the
generation of harmonics from surface plasma for which the IPG method is highly
beneficial [76].

The recently developed two-color PG approaches [41, 58, 59] have intensity
content in the gate comparable to the DMZ-IPG. Although these approaches are
collinear and thus more compact, a detailed study is needed to evaluate the influ-
ence of the propagation of the two-color field in the optical arrangement. Also, they
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Fig. 8.16 Comparison of the gate intensity content Ig=Iin (where Ig is the driving field intensity
content within the 5 fs gate and Iin is the input laser intensity) for different polarization gating
setups as a function of the pulse duration. The green, blue, and red lines correspond to DMZ-IPG,
DMI-IPG and wave-plates method, respectively. �t in the IPG approaches correspond to the delay
value between the two pulses in the pairs and the�t in the wave-plates approach correspond to the
delay value between the two perpendicular polarized pulses [45]

Table 8.2 Comparison between DMI-IPG and DMZ-IPG approaches. The dots depict the advan-
tage of each method compared to the other. The numbers in the intensity content .Ig=Iin/

correspond to the case of a 50 fs laser pulse. The general relation applying to any pulse duration is
that .Ig=Iin/DMZ D 2.Ig=Iin/DMI

Intensity content (Ig=Iin) in �g Degrees of freedom for �g

control

DMI 0.08 Full control of each pulse in
the DMI .�/

DMZ 0.16 .�/ Control of ı D � and
Ec0=Ed0

may suffer from limitations due to the larger the B-integral value when utilizing
high-peak-power many-cycle pulses (see Fig. 8.5).

Table 8.2 summarizes the comparison between the DMI-IPG and DMZ-IPG
approaches by presenting with dots the advantages of each method.

8.5 Summary

In this article, we have reviewed a recently developed novel approach, for the
generation of intense coherent continuum broadband XUV radiation using high
peak-power many-cycle laser pulses. Intense isolated asec pulses are superior com-
pared to asec pulse trains for the realization of studies of ultrafast dynamics.
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Studies of dynamics that are based on time domain spectroscopy rely on pump-
probe approaches and thus on, at least, two-photon transitions. Thus high XUV
intensity is required for the realization of XUV-pump-XUV-probe schemes. Iso-
lated pulses greatly facilitate the experiment as they keep the two steps of the
pump-probe sequence clearly separable. To the challenging quest of the genera-
tion of high-intensity isolated asec pulses, there are two possible solutions. Either
to develop high-power few-cycle laser systems or to use the already commercially
available high-power many-cycle laser systems combined with polarization gating
techniques. This work focuses on the second approach. It is a new version of what is
known as polarization gating, which can be applied, in contrast to the previous ones,
to high-peak-power many-cycle laser pulses. The principle of this IPG technique has
been demonstrated theoretically and experimentally in gas phase media. XUV band-
widths large enough to enable the synthesis of isolated XUV pulses, with durations
of a few hundred asec, have been achieved. The energy of the emitted XUV continua
is of the order of tens of nJ/pulse, the highest so far demonstrated XUV continuum
energy. The performance of the technique may be greatly improved, reaching the
pulse energy level of 1� J/pulse by using larger focal lengths in the driving field
and properly arranged successive gas sources [77]. An important finding, which
resulted from applying the technique, is its sensitivity to the CEP of the driving
pulse. The shot-to-shot emitted XUV spectra strongly depend on the CEP. The tech-
nique provides the means for the generation of intense isolated asec pulses tuneable
in duration and frequency. It can be further used for CEP variation studies and to
monitor many-cycle driving fields and offers exciting opportunities for time delay
spectroscopy [78] and multiphoton XUV-pump-XUV-probe studies [79] in all states
of matter.
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Chapter 9
Relativistic Laser Plasmas for Electron
Acceleration and Short Wavelength Radiation
Generation

A. Pukhov, D. an der Brügge, and I. Kostyukov

Abstract We consider here a few options to use relativistic laser plasmas for novel
sources of short wavelength radiation. Electrons accelerated in underdense plasmas
in the bubble regime wiggle in an ion channel. This leads to broadband incoherent
synchrotron-like radiation bursts, which are of femtosecond duration. The photon
energies are in kilo electron volt (keV) to mega electron volt (MeV) energy range;
however, this radiation is not coherent. To reach coherency, the electron bunch must
have structure at the wavelength of the emitted x-rays. This can be achieved, in
principle, by sending the laser-accelerated electron bunch through an external wig-
gler. However, to reach free electron lasing in the x-ray regime, the energy spread
of the laser-accelerated electrons must be reduced dramatically. Another option is
to use high harmonic generation at overdense plasma boundaries. The laser-driven
plasma surface oscillates at relativistic velocities and severely alters the frequency
of the reflected laser light. The high harmonics are emitted in coherent subfemtosec-
ond flashes. The theory of harmonics generation in the relativistic regime predicts
a power law energy spectrum with an exponent �8=3. However, for short laser
pulses and high intensities, the electrons self-organize in nanobunches that lead to
coherent synchrotron emission. The power law harmonic spectrum can become very
flat in this case with the exponent as low as �6=5. This can make the high har-
monics potentially the brightest laser-driven short wavelength sources with unique
properties.
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9.1 Introduction

One of the most important future applications for relativistic laser plasmas is the
development of novel sources of short wavelength radiation. Because the driving
laser pulses are of femtosecond duration, one may expect that the generated flashes
of x-rays also can be potentially made extremely short. The conversion of the laser
pulse energy into the short wavelength radiation in plasmas is always mediated by
electrons. The ultra strong laser and plasma fields accelerate electrons to relativistic
energies. Then, these electrons wiggle in the transverse fields and radiate. Depend-
ing on the size of the radiating electron bunch or layer and the relative phasing of
the individual electrons, the radiation may have different coherency properties.

When a relativistically intense, I2 � 1:37�1018 W�m2/cm2, laser pulse prop-
agates in underdense plasmas, its ponderomotive force is strong enough to expell all
electrons from the filament occupied by the laser. Here, I is the laser intensity,
and  is its wavelength. As a consequence, an ion channel is formed that traps the
accelerated electrons transversely.

When the laser pulse duration T is long in comparison with the plasma period
2�=!p so that !pT � 1, the accelerated electrons and the laser fields are over-
lapped in space. Here, !p D p

4�ne2=m is the background plasma frequency, and
n is the electron density. Under these conditions, the betatron resonance between
the transverse oscillation frequency and the Doppler-downshifted frequency of the
electromagnetic field is reached [1]. Swinging around the betatron resonance, the
electrons gain energy from the laser pulse and attain quasithermal spectra with
multi-MeV temperatures. The high energy tail of the electron distribution will then
radiate x-rays due to the transverse oscillatory motion. However, because of the low
number of electrons in the high energy tail of the Boltzmann-like spectrum, the
number of expected x-ray photons is small in this case.

When the intense laser pulse is short, so that !pT < 1, a bubble is formed
[2] that leads to quasimonoenergetic acceleration of electron bunches [3–5]. The
energy conversion efficiency from the laser pulse to the electron beam can be as
high as 20% [6]. The electrons propagate slightly out of axis. Thus, they oscil-
late transversely in the bubble fields and radiate x-rays [7–10]. The radiation is
synchrotron-like, broadband, and incoherent. The incoherency of the radiation in
this regime is caused by the absense of regular structure in the electron bunch at the
x-ray wavelength.

One option to generate coherent x-rays and to increase the source brightness is
to feed the laser-accelerated electron bunch into an external magnetic wiggler [11].
This approach has the potential to reduce the size of x-ray free electron lasers (x-
FELs) dramatically. However, before this scheme can be realized, the energy spread
of the laser-generated electron bunches still must be reduced dramatically.

Another path toward coherent x-ray radiation is to employ ultra-thin targets, such
as nanoscale diamond foils [12]. In the case, the fine structure of the target could be
preserved during the laser-driven acceleration, coherent short wavelength radiation
will be emitted coherently. One of the main problems in this scheme is the fast
Coulomb explosion of the target electron layer as soon as the laser pulse separates
the electrons from heavier ions.
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Finally, high harmonics generated at the surfaces of solid targets when irradiated
by relativistically intense lasers are a potentially bright source of coherent XUV and
x-ray radiation. Here, the coherency is defined by the sharp boundary between the
laser pulse and the plasma. The resulting spectra have a power law decay. When
the boundary remains step-like during the interaction, harmonics have the univer-
sal spectrum revealed by Baeva, Gordienko, and Pukhov [13]. The BGP spectrum
is a power law with the exponent �8=3, smoothly rolling off into an exponential
decay at some frequency scaling as I 3=2. This type of spectrum could be observed
experimentally [28]. The roll-off frequency scaling was also confirmed [14].

However, the BGP spectrum is not the flattest one. Recently, it has been shown
that when the driving laser is ultra-short, the plasma electrons can self-organize into
nanobunches and lead to coherent synchrotron emission (CSE) with power law spec-
tra as flat as In � n�6=5 [15]. This CSE regime of relativistic harmonic generation
might lead to a novel bright coherent source of short wavelength radiation.

Below, we shortly review all these mechanisms and compare their potential.

9.2 Synchrotron Emission from Relativistic Electrons
in the Bubble Regime

The plasma-based accelerators support fields that are many orders of magnitude
higher than those of the convensional accelerators. This allows to accelerate parti-
cles to high energies in extremely short distances. Especially efficient in electron
acceleration is the so-called bubble regime [2]. This regime is reached when the rel-
ativistic amplitude of the laser pulse a D eA=mc2 � 1, and the pulse duration is
short, !pT < 1. Here, A is the laser vector potential. In this case, the ponderomo-
tive force of the laser creates a cavity – the bubble – free of background electrons.
The electrons flow along the boundary of the bubble and some of them get trapped
at the end of the cavity, Fig. 9.1a. The electrons are accelerated by the longitudinal
field. At the same time, they wiggle in the transverse fields of the bubble and emit
synchrotron radiation.

The electromagnetic fields inside the relativistic cavity are [16]

eEx

mc!0

D kp�

2
;

eEy

mc!0

D � eBz

mc!0

D kpy

4
;

eEz

mc!0

D eBy

mc!0

D kpz

4
; (9.1)

where !0 is the laser frequency, kp D !p=c is the plasma wavenumber, and � D
x � ct .

To estimate the x-ray emission from the bubble, we have to understand the
trapping process. Recently, it has been shown that the trapping in the bubble is a
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Fig. 9.1 (a) The distribution of the electron density in the plane x � z as obtained from the 3D
PIC simulation. (b) The distribution of initial positions of accelerated electrons with energy above
75MeV at the moment t D 2;000. The x-axis is the direction of the laser propagation. The coordi-
nates and time are given in the laser wavelength and laser period, the density is given in the critical
plasma density, respectively

continuous process and is related to the dynamic development of the cavity [17–19].
In a 3D PIC simulation, we have recorded initial positions of the trapped electrons.
It appears that the electrons are trapped out of a thin ring-like structure with the
radius close to that of the bubble, Fig. 9.1b.

The simulation shown in Fig. 9.1 is done for a circularly polarized laser pulse
with the envelope a D a0 exp

��r2=r2
L

�
cos .�t=TL/, where TL D 30 fs is the

pulse duration, rL D 9�m is the focused spot size and a0 � eA=mc2 D 1:5

is the normalized vector potential, which corresponds to the laser intensity I D
3 � 1018 W/cm2,  D 0:82�m is the laser wavelength. The plasma density is n0 D
1:16 � 1019 cm�3. The electron density in Fig. 9.1a is shown when the laser pulse
has passed the distance 2;000 in plasma. Note that the bubble shape deviates from
the ideal spherical one because of the large number of trapped particles.

The radiation spectrum of a single individual electron is the synchrotron one:

dI

d!
D 4

p
3e2

c
NˇK�F

�
!

!c

�
; (9.2)

where Nˇ is the number of betatron oscillations, K D p
�=2kprb is the bubble

wiggler strength for an electron propagating with the relativistic gamma factor �
and betatron oscillation amplitude rb in the radial direction. The function F.�/ D
�
R

�

inf
K5=3.�

0/d� 0 is the standard synchrotron emission function [20] and

!c D 0:75!p�
2kprb; (9.3)

is the critical synchrotron frequency.
Because the spectrum radiated by each individual electron is synchrotron-like

and is characterized by the single parameter – the critical frequency !c , we can
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easily estimate the number of photonsNph emitted:

Nph � 4�

9

e2

„cNˇK D 1

9

e2

„c .kpL/.kprb/: (9.4)

Here, L is the propagation length. Now, we have to estimate the radial excursion
length rb . To do this, we mention that the trapped electrons originate their motion in
the bubble at the ring of radius kpR � p

a0. As they are accelerated, the oscillation
amplitude decreases and becomes according to [16]:

kprb � kpR

�1=4
�
�
a2

0

�

�1=4

: (9.5)

However, if the electron beam propagates long enough in the cavity and reaches the
laser pulse, its betatron oscillations can become resonant with the laser pulse field
and grow until the radial excursion rb reaches the bubble radius R. This increases
the number of emitted photons by the factor �1=4.

The energy conversion efficiency from the accelerated electron into the x-rays is
thus

Nph„!c

�mc2
� 1

12

e2

„c
„!p

mc2
kpL.kprb/

2� D 1

12

e2

„c
„!p

mc2
kpLa0

p
�: (9.6)

In the case the electrons overlap with the laser, the conversion efficiency increases
by the factor

p
� to

Nph„!c

�mc2
D 1

12

e2

„c
„!p

mc2
kpLa0�: (9.7)

The conversion efficiency (9.6)–(9.7) can be done significantly high for large
acceleration distances kpL high laser amplitudes a0.

It is relatively easy to extend the synchrotron photon spectrum to quite high ener-
gies as it follows from the formula (9.3). However, the spectrum is very broad and
the radiation is incoherent.

A possible solution is to feed an external undulator with the quasimonoenergetic
electron beam accelerated in the bubble regime [11]. This would be the regime of a
table top x-ray free electron laser. However, to achieve the generation, the electron
bunch must be dense and simultaneously have a very low energy spread, at the level
of 0.1%. The feasibility of such high quality electron beams from laser plasmas
must yet be demonstrated.

9.3 High Harmonics Generation in the Relativistic Regime

High harmonics generated at plasma surfaces in the relativistic regime [13, 14, 21–
33, 35] provide an extremely bright coherent source of short wavelength radiation
and attosecond pulses, perfectly suited for the study of ultra-fast processes in atoms,
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molecules, and solids at intensities significantly higher than those obtained from
strong field laser–atom interactions [38–42].

For the first time, this spectacular phenomenon was observed with nanosecond
pulses of long wavelength (10:6 �m) CO2 laser light [43]. Short after the experi-
mental observation in 1981, Bezzerides et al. studied the problem of harmonic light
emission theoretically [44]. Their approach based on nonrelativistic equations of
motion and hydrodynamic approximation for the plasma predicted a cutoff of the
harmonic spectrum at the plasma frequency.

Ten years later, in 1993, a new approach to the interaction of an ultrashort, rel-
ativistically strong laser pulse with overdense plasma was proposed by Bulanov
et al. [45]. They “interpreted the harmonic generation as due to the Doppler effect
produced by a reflecting charge sheet, formed in a narrow region at the plasma
boundary, oscillating under the action of the laser pulse” [45].

At the beginning of 1996, numerical results of particle-in-cell simulations of
the harmonic generation by femtosecond laser–solid interaction were presented by
P. Gibbon [46]. He demonstrated numerically that the high harmonic spectrum goes
well beyond the cutoff predicted in [44] and also presented a numerical fit for the
spectrum, which approximated the intensity of the n-th harmonic as In / n�5. At
about the same time, the laser-overdense plasma interaction was also studied by
Lichters et al. [47].

The same year the analytical work by von der Linde and Rzazewski [48]
appeared. The authors used the “oscillating mirror” model and approximated the
oscillatory motion of the mirror as a sin-function of time without analysis of the
applicability of this approximation. With the explicit form of the mirror motion, an
analytical formula for the harmonic spectrum was obtained.

In the weakly and moderately relativistic regime, when the laser intensity I2 	
1018 W�m2/cm2, the dynamics of the reflecting surface can be also influenced by
harmonic resonances [49, 50].

The physics understanding and the analytic theory leading to the universal power-
law spectrum has been developed by Baeva, Gordienko, and Pukhov [13].

The plasma harmonics are generated in the relativistic regime, when the laser
pulse intensity I � 1018 W/cm2. At these intensities, electrons are driven up to
relativistic velocities and move along curved trajectories. Their motion is due to
combined fields resulting from complicated nonlinear laser-plasma dynamics. Yet,
the presence of a plasma surface leads to translational symmetry along it and thus
to conservation of the generalized momentum tangential component:

P	 D p	 � e

c
A	 ; (9.8)

where p D �mv is the kinetic momentum, v is the electron velocity, � D .1 �
v2=c2/�1=2 is the relativistic factor, and A is the laser vector potential.

This conservation means that all the plasma surface electrons are driven by the
laser coherently and emit x-rays in the form of very short pulses just when their
momenta point toward the observer. This coherent x-ray emission we observe is the
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high harmonic emission [13, 35]. Due to the physical mechanism, the harmonics
are all phase-locked and appear in the from of ultra-short, (sub-)attosecond pulses
[13, 32]. The theory of high harmonic generation in relativistic regime has been
developed in the work of Baeva, Gordienko, and Pukhov (BGP) [13]. The theory is
based on the dynamics of the plasma surface and results in universal high harmonic
spectra.

In this work, we limit ourselves to the one-dimensional (1D) theory and sim-
ulations. This greatly simplifies the theoretical understanding as well as make the
simulations more handy. Even in this 1D limit, we can incorporate the obliquely
incident laser pulses due to the Lorentz frame transformation [36]. This is acceptable
as long as the focal spot size is big compared to the laser wavelength [37].

9.3.1 Physical Picture of HHG at Overdense Plasma Boundary

In this section, we state the problem of high harmonic generation at the boundary of
overdense plasma and qualitatively describe its main features, which will find their
analytical and numerical confirmation in what follows.

Let us consider a laser pulse of ultra-relativistic intensity, interacting with the
sharp surface of an overdense plasma slab (see Fig. 9.2).

We assume that the incident laser pulse is short, so that we can neglect the slow
ion dynamics and consider the electron motion only. The electrons are driven by the
laser light pressure, a restoring electrostatic force comes from the ions. As a con-
sequence, the plasma surface oscillates and the electrons gain a normal momentum
component.

Since the plasma is overdense, the incident electromagnetic wave is not able to
penetrate it. This means that there is an electric current along the plasma surface.
For this reason, the momenta of electrons in the skin layer have, apart from the
components normal to the plasma surface, also tangential components.

According to the relativistic similarity theory [6], both the normal and the tangen-
tial components are of the order of the dimensionless electromagnetic potential a0.

Fig. 9.2 Geometry of the problem. The laser pulse is moving toward the overdense plasma slab,
x is perpendicular to the surface, y and z are parallel to it
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Fig. 9.3 (a) Electron
momentum component
parallel to the surface as a
function of time (b) The
velocity of the plasma surface
vs is a smooth function of
time, unlike the �-factor of
the surface (c)

a

b

c

Consequently, the actual electron momenta make a finite angle with the plasma
surface for most of the time.

Since we consider a laser pulse of ultra-relativistic intensity, the motion of the
electrons is ultra-relativistic. In other words, their velocities are approximately c.
Although the motion of the plasma surface is qualitatively different: its velocity vs

is not ultra-relativistic for most of the times but smoothly approaches c only when
the tangential electron momentum vanishes (see Fig. 9.3b).

The � -factor of the surface �s also shows specific behavior. It has sharp peaks
at those times when the velocity of the surface approaches c (see Fig. 9.3c). Thus,
while the velocity function vs is characterized by its smoothness, the distinctive
features of �s are its quasi-singularities.

When vs reaches its maximum and �s has a sharp peak, high harmonics of the
incident wave are generated and can be seen in the reflected radiation. Physically,
this means that the high harmonics are due to the collective motion of bunches of
fast electrons moving toward the laser pulse.

These harmonics have two very important properties. First, their spectrum is uni-
versal. The exact motion of the plasma surface can be very complicated, since it is
affected by the shape of the laser pulse and can differ for different plasmas. Yet,
the qualitative behavior of vs and �s is universal, and since it governs the HHG, the
spectrum of the high harmonics does not depend on the particular surface motion.

We show below that the high harmonic spectrum contains two qualitatively dif-
ferent parts: power law decay and exponential decay (see Fig. 9.4). In the power law
part, the spectrum decays as
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Fig. 9.4 The universal high
harmonic spectrum contains
power law decay and
exponential decay (plotted in
log–log scale)

In / 1=n8=3; (9.9)

up to a critical harmonics number that scales as �3
max, where In is the intensity of

the nth harmonic (see Sect. 9.3.4). Here, �max is the maximal � -factor of the point,
where the component of the electric field tangential to the surface vanishes (see
Sect. 9.3.3).

The second important feature of the high harmonics is that they are phase
locked. This observation is of particular value, since it allows for the generation
of attosecond and even subattosecond pulses [32].

9.3.2 Ultra-Relativistic Similarity and the Plasma Surface Motion

The analytical theory presented in this work is based on the similarity theory devel-
oped in [6] for collisionless ultra-relativistic laser-plasma regime and is valid both
for under- and overdense plasmas.

The ultra-relativistic similarity theory states that when the dimensionless laser
vector potential a0 D eA0=mc2 is large (a2

0 � 1) the plasma electron dynamics
does not depend on a0 and the plasma electron density Ne separately. Instead, they
merge in the single dimensionless similarity parameter S defined by

S D Ne

a0Nc

; (9.10)

where Nc D !2
0m=4�e

2 is the critical electron density for the incident laser pulse
with amplitude a0 and carrier frequency !0.

In other words, when the plasma density Ne and the laser amplitude a0 change
simultaneously, so that S D Ne=a0Nc D const, the laser-plasma dynamics remains
similar. In particular, this basic ultra-relativistic similarity means that for different
interactions with the same S D const, the plasma electrons move along similar
trajectories while their momenta p scale as

p / a0: (9.11)



200 A. Pukhov et al.

The S -similarity corresponds to a multiplicative transformation group of the
Vlasov–Maxwell equations, which appears in the ultra-relativistic regime. The sim-
ilarity is valid for arbitrary values of S . Physically, the S -parameter separates
relativistically overdense plasmas (S � 1) from underdense ones (S � 1).

To apply the key result (9.11) of the similarity theory to the plasma surface
motion, we rewrite (9.11) for the electron momentum components that are perpen-
dicular pn and tangential p	 to the plasma surface:

pn / a0; p	 / a0: (9.12)

This result is significant. It shows that when we increase the dimensionless vector
potential a0 of the incident wave while keeping the plasma overdense, so that S D
const , both pn and p	 grow as a0. In other words, the velocities of the skin layer
electrons

v D c

s
p2

n C p2
	

m2
ec

2 C p2
n C p2

	

D c.1 �O.a�2
0 //; (9.13)

are about the speed of light almost at all times. Yet, the relativistic � -factor of the
plasma surface �s.t

0/ and its velocity ˇs.t
0/ behave in a quite different way. To

realize this key fact let us consider the electrons at the very boundary of the plasma.
The scalings (9.12) state that the momenta of these electrons can be represented as

pn.t
0/ D a0Pn.S; !0t

0/ (9.14)

p	 .t
0/ D a0P	 .S; !0t

0/;

where Pn and P	 are universal functions, which depend on the pulse shape and the
S -parameter rather than on a0 orNe separately. Consequently, for ˇs.t

0/ and �s.t
0/,

one obtains

ˇs.t
0/ D pn.t

0/p
m2

ec
2 C p2

n.t
0/C p2

	 .t
0/

D Pn.t
0/q

P2
n.t

0/C P2
	 .t

0/
�O.a�2

0 /; (9.15)

�s.t
0/ D 1p

1 � ˇ2
s .t

0/
D
s
1C P2

n.t
0/

P2
	 .t

0/
CO.a�2

0 /: (9.16)

One sees from (9.13) that when a0 gets large, the relativistic � -factor of the elec-
trons becomes too large and their velocities approach the velocity of light. However,
the dynamics of the plasma boundary is significantly different. For large a0s, the
plasma boundary motion does not enter the ultra-relativistic regime and its relativis-
tic � -factor �s.t

0/ is generally of the order of unity. Yet, there is one exception: if at
the moment t 0g it happens that P	 .S; t

0
g/ D 0, i.e.

p	 .S; t
0
g/ D 0; (9.17)
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we have

�s D 1p
1 � ˇ2

s

D
s

p2
n Cm2

ec
2

m2
ec

2
/ a0: (9.18)

So the relativistic � -factor of the boundary jumps to �s.t
0
g/ / a0 and the duration

of the relativistic � -factor spike can be estimated as

�t 0 / 1=.a0!0/: (9.19)

For the velocity of the plasma boundary, one finds analogously that it smoothly
approaches the velocity of light as ˇs.t

0
g/ D .1 � O.a�2//. Figure 9.3 represents

schematically this behavior.
As we will see later, the �s spikes cause the generation of high harmonics in the

form of ultra short pulses.

9.3.3 Boundary Condition: Energy Conservation
and the Apparent Reflection Point

In this section, we introduce the boundary condition describing the laser-overdense
plasma interaction appealing to physical arguments, just as it was previously done in
[32, 51]. However, for the purposes of this work it is sufficient to treat this problem
on a more intuitive basis [32].

To derive the correct boundary condition, let us consider the tangential vector
potential components of a laser pulse normally incident onto a overdense plasma
slab. These components satisfy the equation

1

c2

@2A	 .t; x/

@t2
� @2A	 .t; x/

@x2
D 4�

c
j.t; x/; (9.20)

where A	 .t; x D �1/ D 0 and j is the tangential plasma current density.
Equation (9.20) yields

A	 .t; x/ D 2�

C1Z
�1

J
�
t; x; t 0; x0� dt 0dx0: (9.21)

Here, J .t; x; t 0; x0/ D j .t 0; x0/ .�� ��C/, where we have defined �� D
� .t � t 0 � jx � x0j =c/ and �C D � .t � t 0 C .x � x0/ =c/, using the Heaviside
step-function �.t/. Due to this choice of J, the vector potential A	 .t; x/ satisfies
both (9.20) and the boundary condition at x D �1 since J.t; x D �1; t 0; x0/ D 0.
The tangential electric field is E	 D �.1=c/@t A	 .t; x/. If we denote the position of
the electron fluid surface by X.t/, we have
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E	 .t; X.t// D 2�

c

˛DC1X
˛D�1

˛

�1Z
0

j.t C ˛�=c;X.t/C �/ d�; (9.22)

where � D x0 � X.t/.
Now one has to estimate the parameters characterizing the skin layer, i.e., the

characteristic time �s of skin layer evolution (in the co-moving reference frame)
and the skin layer thickness ı. Since the plasma is driven by the light pressure,
one expects that �s / 1=!0. The estimation of ı is more subtle. From the ultra-
relativistic similarity theory follows that ı / .c=!0/S

�, where S � 1 for strongly
overdense plasmas and � is an exponent that has to be found analytically. In this
work, we do not discuss the exact value of �, but notice that this quantity does not
depend on neither S nor a0. On the other hand, the denser the plasma, the less the
value of ı. This condition demands that � < 0 and we get c=!0 � ı for S � 1.

If the characteristic time �s of the skin layer evolution is long (c�s � ı), then
we can use the Taylor expansion j .t ˙ �=c; x0 D X.t/C �/ � j.t; x0/ ˙ �, where
� D .�=c/@t j.t; x0/, and substitute this expression into (9.22). The zero-order terms
cancel each other and we get E	 .t; X.t// / Jp.ı=c�/ � El , where Jp / cEl

is the maximum plasma surface current. Thus, as long as the skin-layer is thin
and the plasma surface current is limited, we can use the Leontovich boundary
condition [52]

en � E.t; X.t// D 0: (9.23)

This condition has a straightforward relation to energy conservation. Indeed, if we
consider the Poynting vector,

S D c

4�
E � B: (9.24)

we notice that the boundary condition (9.23) represents balance between the incom-
ing and reflected electromagnetic energy flux at the boundaryX.t/.

The boundary condition (9.23) allows for another interpretation. An external
observer sees that the electromagnetic radiation gets reflected at the point xARP.t/,
where the normal component of the Poynting vector Sn D cE	 � B	=4� D 0,
implied by E	 .xARP/ D 0. We call the point xARP.t/ the apparent reflection point
(ARP).

If the reflected field is a phase modulation of the incident one, the actual loca-
tion of the ARP can be easily found from the electromagnetic field distribution in
front of the plasma surface. The incident laser field in vacuum runs in the negative
x-direction, Ei .x; t/ D Ei .xC ct/, while the reflected field is translated backward:
Er .x; t/ D Er .x � ct/. The tangential components of these fields interfere destruc-
tively at the ARP position xARP.t/, so that the implicit equation for the apparent
reflection point xARP.t/ is

Ei
	 .xARP C ct/C Er

	 .xARP � ct/ D 0: (9.25)
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We want to emphasize that (9.25) contains the electromagnetic fields in vacuum.
That is why the reflection point xARP is apparent. The real interaction within the
plasma skin layer can be very complex. Yet, an external observer, who has infor-
mation about the radiation in vacuum only, sees that E	 D 0 at xARP. The ARP
is located within the skin layer at the electron fluid surface, which is much shorter
than the laser wavelength for overdense plasmas, for which the similarity parameter
is S � 1. In this sense, the ARP is attached to the oscillating plasma surface.

9.3.4 High Harmonic Universal Spectrum

According to (9.23), the electric field of the reflected wave at the plasma surface is

Er .t
0; X.t 0// D �Ei .t

0; X.t 0//; (9.26)

where Ei .t
0; X.t 0// D �.1=c/@t 0Ai .t

0; X.t 0// is the incident laser field, t 0 is the
reflection time. The one-dimensional wave equation translates signals in vacuum
without change. Thus, the reflected wave field at the observer position x and time
t is Er .t; x/ D �Ei .t

0; X.t 0//. Setting x D 0 at the observer position, we find that
the Fourier spectrum of the electric field Er .t; x D 0/ is

Er .˝/ D mec!

e
p
2�

C1Z
�1

Re
�
ia
�
.ct 0 CX.t 0/

�
=c�0/ exp.�i!0t

0 � i!0X.t
0/=c/

�

� exp.�i˝t/ dt; (9.27)

where
t 0 �X.t 0/=c D t; (9.28)

is the retardation relation [47].
The fine structure of the spectrum of Er .t/ depends on the particular surface

motion X.t/, which is defined by the complex laser–plasma interaction at the
plasma surface. Previous theoretical works on high-order harmonic generation from
plasma surfaces [46–48, 51] tried to approximate the function X.t/ to evaluate the
harmonic spectrum. For the first time, analytical description of the high harmonic
intensity spectrum and the concept of universality were presented in [32]. This work
has shown for the first time that the most important features of the high harmonic
spectrum do not depend on the detailed structure of X.t/. The relativistic similar-
ity theory which was developed later [6] not only simplifies the physical picture of
HHG, but, as we will see below, also influences the saddle point technique [53] in
this regime.

To find the spectrum, we notice that the investigation of Er .˝/ (9.27) is equiva-
lent to the investigation of the function

f .n/ D fC.n/C f�.n/; (9.29)
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where

f˙ D ˙
C1Z

�1
g.� 0 C x.� 0// exp.˙i.� 0 C x.� 0//� in�/ d�: (9.30)

Here, � D !0t , � 0 D !0t
0, n D ˝=!0, x.� 0/ D .!0=c/X.t

0/ and g is a slowly
varying function .jdg.� 0/=d� 0j � 1/, which is trivially related to a as

g.� 0 C x.� 0// D �imec

2e
p
2�

a..ct 0 CX.t 0//=c�0/: (9.31)

Making use of (9.28), we re-write (9.30) as

f˙ D ˙
C1Z

�1
g.� 0 C x.� 0// exp.i� 0.�n˙ 1/C ix.� 0/.n˙ 1//

�
1 � x0 �� 0�� d� 0:

(9.32)

We wish to examine the integral (9.32) for very large n. For this purpose, we notice
that the derivative of the phase

�.� 0/ D � 0.�n˙ 1/C x.� 0/.n˙ 1/; (9.33)

is negative everywhere except in the vicinity of � 0
g D !0t

0
g for which x0.� 0

g/ � 1

(see Fig. 9.5a).
The physical meaning of � 0

g and the behavior of x.� 0/ in the vicinity of these
times is explained by (9.17). Since the time derivative of�.� 0/ is negative for all �s
that are not too close to one of the � 0

g , we can shift the path over which we integrate
to the lower half of the complex plane everywhere except in the neighborhoods
of � 0

g (see Fig. 9.5b). The contributions of the parts remote from the real axis are

Fig. 9.5 Surface dynamics
and path integration in (9.32).
(a) Velocity x0.� 0/ of the
plasma surface;
x0

n D .n� 1/=.nC 1/ are the
saddle points corresponding
to d�=d� 0 D 0. (b) The
integration path can be
shifted below the real axis
everywhere except in the
neighborhoods of � 0

g (dashed
regions)

a

b
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exponentially small. We can shift the path to the complex plane till the derivative
equals zero or we find a singularity of the phase�.

To calculate the contributions of � 0
gs neighborhoods, we can expand x0.� 0/ near

each of its maxima at � 0
g . Since every smooth function resembles a parabola near

its extrema, the expansion of x0.� 0/ is a quadratic function of .� 0 � � 0
g/. Simple

integration leads to the following expression for x.� 0/

x.� 0/ D x.� 0
g/C v0.�

0
g/.�

0 � � 0
g/� ˛.� 0

g/

3
.� 0 � � 0

g/
3: (9.34)

The Taylor expansion given by (9.34) has three important properties related to its
dependence on S and a0: 1) for S D const and a0 ! C1 one finds that v0 ! c;
2) for a0 ! C1, ˛ depends only on the parameter S ; 3) the expansion (9.34) is a
good approximation for

ˇ̌
� 0 � � 0

g

ˇ̌ � .2�=!0/f1.S/, where the function f1 does not
depend on a0. These three properties are mathematical statements of the physical
picture described in Sect. 9.3.1 combined with the similarity theory developed in
Sect. 9.3.2. In other words, the properties of the expansion (9.34) just mentioned are
direct consequences of the physical picture presented in Fig. 9.3.

Substitution of (9.34) into f˙.n/ yields

f˙.n/ D
X
	 0

g

f˙.� 0
g ; n/; (9.35)

where the sum is over all times � 0
g ,

fC.� 0
g ; n/ D g

�
� 0

g C x.� 0
g/
�

exp.i�C.� 0
g ; n//F.�

0
g ; n/; (9.36)

f�.� 0
g ; n/ D �g �� 0

g C x.� 0
g/
�

exp.i��.� 0
g ; n//F.�

0
g ;�n/; (9.37)

F.� 0
g ; n/ D 4

p
��

4

q
˛.� 0

g /n
	4=3

Ai

 
2

ncr.� 0
g/

n � ncr.�
0
g/

.˛.� 0
g /n/

1=3

!
; (9.38)

�˙ D ˙.� 0
g C x.� 0

g//C n.x.� 0
g/ � � 0

g/; (9.39)

and ncr D 2=.1� v0/. In (9.38) Ai is the well-known Airy-function, defined as

Ai.x/ D 1p
�

C1Z
0

cos

�
ux C 1

3
u3

�
du: (9.40)

Note that if x.� 0 C �/ D x.� 0/ and g.� 0/ D g.� 0 C �/, then f˙.2n/ D 0.
Using equations (9.35)–(9.39), we can show analytically that the spectrum of

radiation generated by the plasma is described by a universal formula.
For the intensity of the nth harmonic, we obtain

In / jexp .i�C.n// F .n/ � exp .i��.n// F .�n/j2 ; (9.41)
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where

F.n/ D 4
p
�

. 4
p
˛n/4=3

Ai

�
2

ncr

n � ncr

.˛n/1=3

�
; (9.42)

�˙.n/ D ˙�0 � n�1 (9.43)

with the Airy functionAi.x/ defined in (9.40) and the critical harmonic number ncr

satisfying ncr D 4�2
max, where �max is the largest relativistic factor of the plasma

boundary.
Equation (9.41) gives an exact formula for the high harmonic spectrum, which

includes both power law and exponential decay parts. Now we want to use different
asymptotic representations of the Airy function to demonstrate explicitly these two
quite different laws of high harmonic intensity decay.

For n <
p
˛=8n

3=2
cr (2 j1 � n=ncrj � .˛n/1=3), we can substitute the value of

the Airy function at x D 0 (Ai.0/ D p
�=.32=3� .2=3// D 0:629, Ai 0.0/ D

�31=6� .2=3/=.2
p
�/ D �0:459) in (9.41), and obtain

In / 1

n8=3

ˇ̌̌
ˇsin�0 C Ai 0.0/

Ai.0/
B.n;�0/

ˇ̌̌
ˇ
2

; (9.44)

where

B.n;�0/ D 2 sin�0

.˛ncr/1=3

�
n

ncr

�2=3

C 2i cos�0

.˛n/1=3
: (9.45)

This means that the universal spectrum

In / 1=n8=3; (9.46)

is observed everywhere except for sin�0 � 0, when the dominant term in the
expansion is zero.

The power-law spectrum (9.46) continues upto a cutoff – that is rather a smooth
rollover to an exponential decay – at the harmonic number ncutoff

ncutoff D p
8˛�3

max: (9.47)

This is a much stronger scaling than one would get applying just the naive Doppler
shift of 4�2

max. The difference is due to the sharp spike in the surface � -factor that
broadens the spectrum significantly.

For n >
p
˛=8n

3=2
cr (2j1 � n=ncrj � .˛n/1=3), (9.38) can be rewritten as

In / n
1=2
cr

n3
exp

 
�16

p
2

3˛1=2

n � ncr

n
3=2
cr

!
: (9.48)

It is interesting to notice that the approximation used in [32] also gives (9.48) for
this area.
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9.3.5 Cutoff and the Structure of Filtered Pulses

As we have seen, the relativistic plasma harmonics are phase locked and can be
used to generate ultra short pulses. However, to extract these ultra short pulses, one
has to remove the lower harmonics. The high energy cutoff (9.47) of the power law
spectrum defines the shortest pulse duration that can be achieved this way.

Let us apply a high-frequency filter that suppresses all harmonics with frequen-
cies below ˝f and study how the relative position of the ˝f and the spectrum
cutoff affects the duration of the resulting (sub)attosecond pulses.

According to (9.41), the electric field of the pulse after the filtration is

E / Re

C1Z
˝f =!0

.exp .i�C.n// F .n/ � exp .i��.n// F .�n// exp.int/ dn: (9.49)

The structure of the filtered pulses depends on where we set the filter threshold

f̋ . In the case 1 � ˝f =!0 � p
˛=8n

3=2
cr , we use (9.46) and rewrite (9.49) as

E / Re

C1Z
˝f =!0

exp.int/

n4=3
dn D

�
!0

˝f

�1=3

Re exp.i˝f t � i�1/P.˝f t/; (9.50)

where the function P

P.x/ D
C1Z
1

exp.iyx/

y4=3
dy; (9.51)

gives the slow envelope of the pulse.
It follows from the expression (9.50) that the electric field of the filtered pulse

decreases very slowly with the filter threshold as ˝�1=3

f
. The pulse duration

decreases as 1=˝f . At the same time, the fundamental frequency of the pulse
is˝f . Therefore, the pulse is hollow when˝f =!0 � p

8˛�3
max, i.e. its envelope is

not filled with electric field oscillations. One possible application of these pulses is
to study atom excitation by means of a single strong kick.

The pulses structure changes differ significantly when the filter threshold is
placed above the spectrum cutoff. For˝f =!0 � p

8˛�3
max, we use (9.48) and (9.49)

to obtain

E /
�
!0

˝f

�3=2

exp

 
� 8

p
2˝f

3
p
˛!0n

3=2
cr

!
Re

exp.i˝f t � i�1/

8
p
2=
�
3
p
˛n

3=2
cr

	
C i!0t

: (9.52)

The amplitude of these pulses decreases fast when ˝f grows. However, the pulse
duration / 1=

p
˛�3

max does not depend on˝f . Since the fundamental frequency of
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the pulse grows as˝f , the pulses obtained with an above-cutoff filter are filled with
electric field oscillations. Therefore, these pulses are suitable to study the resonance
excitation of ion and atom levels.

The minimal duration of the pulse obtained by cutting-off low order harmon-
ics is defined by the spectrum cutoff / p

˛8�3
max. Physically, this result is the

consequence of the ultra-relativistic spikes in the plasma surface � -factor.

9.3.6 Numerical Results

To check our analytical results, we have performed a number of 1d PIC simulations
with the 1d particle-in-cell code VLPL [54]. In all simulations, a laser pulse with
the Gaussian envelope a D a0 exp

��t2=�2
L

�
cos .!0t/, duration !0�L D 4� and

dimensionless vector potential a0 D 20was incident onto a plasma layer with a step
density profile.

9.3.6.1 Apparent Reflection Point

First, we study the oscillatory motion of the plasma and the dynamics of the apparent
reflection point defined by the boundary condition (9.23). The plasma slab is initially
positioned between xR D �1:5 and xL D �3:9, where  D 2�=!0 is the laser
wavelength. The laser pulse has the amplitude a0 D 20. The plasma density is
Ne=Nc D 90 (S D 4:5).

At every time step, the incident and the reflected fields are recorded at x D 0 (the
position of the “external observer”). Being solutions of the wave equation in vac-
uum, these fields can be easily chased to arbitrary x and t . To find the ARP position
xARP, we solve numerically equation (9.25). The trajectory of xARP.t/ obtained in
this simulation is presented in Fig. 9.6a. One can clearly see the oscillatory motion
of the point xARP.t/. The equilibrium position is displaced from the initial plasma
boundary position xR due to the mean laser light pressure.

Since only the ARP motion toward the laser pulse is of importance for the
high harmonic generation, we cut out the negative ARP velocities vARP.t/ D
dxARP.t/=dt and calculate only the positive ones (Fig. 9.6b). The corresponding � -
factor �ARP.t/ D 1=

p
1 � vARP.t/2=c2 is presented in Fig. 9.6c. Notice that the

ARP velocity is a smooth function. At the same time, the � -factor �ARP.t/ contains
sharp spikes, which coincide with the velocity extrema. These numerical results con-
firm the predictions of the ultra-relativistic similarity theory, which were presented
in Sect. 9.3.2.

9.3.6.2 High Harmonic Spectrum

For the same laser-plasma parameters (a0 D 20, Ne D 90Nc), the spectrum of high
harmonic radiation is presented in Fig. 9.7. The maximum � -factor of the apparent
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a

b

c

Fig. 9.6 1D PIC simulation results for the parameters a0 D 20 and Ne D 90Nc . (a) Oscillatory
motion of the point xARP.t / where E� .x.t// D 0. (b) Velocity vARP.t / D dxARP.t /=dt ; only the
positive velocities are shown, since they correspond to motion towards the laser pulse in the geom-
etry of this simulation. Notice that the ARP velocity is a smooth function. (c) The corresponding
�-factor �ARP.t / D 1=

p
1� vARP.t /2=c2 contains sharp spikes, which coincide with the velocity

extrema

reflection point in this numerical simulation is �max � 3:3 (compare with Fig. 9.6).
Consequently, the maximal harmonic number predicted by the “oscillating mirror”
model lies at 4�2

max � 40, while the harmonic cutoff predicted by the relativistic
spikes is about 100. Figure 9.7 clearly demonstrates that there is no change of the
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Fig. 9.7 Spectrum of high
harmonics obtained
numerically for the case of
a0 D 20 and Ne D 90Nc ,
corresponding to S D 4:5

and �max � 3:3. Assuming
˛ � 1, the cutoff (1) is
expected at n � 100. This
analytically predicted cutoff
is marked by the dashed line

Fig. 9.8 Spectra of the
reflected radiation for the
laser amplitude a0 D 20 and
the plasma density
Ne D 30Ncr. The broken line
marks the universal scaling
I / !�8=3

1 10 100 1000 ωn/ω0

Ι ∼ ω-8/3
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spectrum behavior at 4�2
max, while steeper decay takes place above 100, as predicted

by our theory.
To be able to make a real statement about the power in the power law decay of

the spectrum, we need more harmonics in the numerical simulation. For this reason,
we made the simulation with parameters a0 D 20 and Ne D 30Nc , which roughly
corresponds to solid hydrogen or liquid helium. The reflected radiation spectrum
obtained for these parameters is shown in Fig. 9.8 in log–log scale. The power law
spectrum In / 1=n8=3 is clearly seen here, thus confirming the analytical results of
Sect. 9.3.4.

9.3.6.3 Subattosecond Pulses

Let us take a closer look at Fig. 9.8. The power law spectrum extends at least till the
harmonic number 2000, and zeptosecond (1zs D 10�21s) pulses can be generated.
The temporal profile of the reflected radiation is shown in Fig. 9.9. When no spec-
tral filter is applied, Fig. 9.9a, a train of attosecond pulses is observed [51]. However,
when we apply a spectral filter selecting harmonics above n D 300, a train of much
shorter pulses is obtained, Fig. 9.9b. Figure 9.9c zooms in to one of these pulses.
Its full width at half maximum is about 300 zs. At the same time, its intensity nor-
malized to the laser frequency is huge .eEzs=mc!/

2 � 14. This corresponds to the
intensity Izs � 2 � 1019 W/cm2.
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Fig. 9.9 Zeptosecond pulse
train: (a) temporal structure
of the reflected radiation; (b)
zeptosecond pulse train seen
after spectral filtering; (c) one
of the zeptosecond pulses
zoomed, its FWHM duration
is about 300 zs
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9.3.6.4 Filter Threshold and the Attosecond Pulse Structure

The dependence of the short pulses on the position of the filter also can be stud-
ied numerically. We apply a filter with the filter function f .!/ D 1 C tanh..! �
˝f /=�!/. It passes through frequencies above ˝f and suppresses lower frequen-
cies. We choose the simulation case of laser vector potential a0 D 20 and plasma
density Ne D 90Nc. The spectrum of high harmonics is given in Fig. 9.7. We zoom
in to one of the pulses in the pulse train obtained and study how the shape of this
one pulse changes with ˝f . Figure 9.10 represents the pulse behavior for four dif-
ferent positions of˝f . We measure to what degree the pulse is filled by the number
of field oscillations within the FWHM. One clearly sees that for filter threshold
below the cutoff frequency, Fig. 9.10a, b, the pulse is hollow. Notice that the case of
Fig. 9.10b corresponds to the cutoff frequency predicted by the “oscillating mirror”
model. Only for filter threshold positions above the spectrum cutoff given by (9.47)
the pulse becomes filled, Fig. 9.10c,d. These results confirm once again the real
position of the harmonic cutoff.

9.3.7 Efficiency of the BGP Spectrum

If we are interested in a keV x-ray source based on the plasma surface harmonics and
take the BGP spectrum (9.46) around the harmonic number n D 1;000, we will need
a laser pulse with the relativistic amplitude a0 D 10 at least. The energy conversion
efficiency � in a narrow spectral range�n=n is then

� / �n

n

1

n5=3
: (9.53)

Assuming the spectral range to be �n=n D 0:01, we obtain the energy conversion
efficiency from the laser pulse to the keV x-rays � � 10�7. Thus, a 10 J laser
pulse would generate about 1�J, or some 1010 keV photons. Even though the BGP
spectrum is a power law, the exponent is �8=3 and the efficiency still drops fast with
the harmonic number.
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a b

c d

Fig. 9.10 Dependence of the pulses filling on the position of the sharp filter boundary for a0 D 20

and Ne D 90Nc and filter positions: (a) ˝f D 20!0 , �! D 2!0; (b) ˝f D 40!0 , �! D 2!0;
(c) ˝f D 100!0 , �! D 2!0; (d) ˝f D 200!0 , �! D 2!0

9.4 Electron Nanobunching and High Harmonics
in the Coherent Synchrotron Emission Regime

The BGP harmonic spectrum relies essentially on the boundary condition (9.25). In
this case, it is clear from (9.25) that the reflected field is nothing but a phase modu-
lation of the negative of the incident field. This can easily be checked inside a PIC
simulation. Figure 9.11a shows an exemplary result. For this simulation, the laser
was normally incident on a sharp-edged plasma density profile. Here, (9.25) is ful-
filled to a good approximation as can be verified from Fig. 9.11a: Apart from minor
deviations, the extremal values and the sequence of the monotonic intervals agree,
the reflected field is approximately a phase modulation of the incident one. In gen-
eral, we find in our PIC simulations that this condition works well when the sharp
plasma boundary remains more or less step-like during the interaction. This is usu-
ally the case. However, one can find special regimes, when the boundary condition
(9.25) breaks.

Let us now have a look at Fig. 9.11c, which shows the result of another PIC
simulation. In this simulation, the plasma density profile was extended over a few
fractions of a laser wavelength, and the p-polarized laser was incident at an angle
of ˛ D 63ı. The laser pulse used was the same as in the first simulation.
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It is evident that the maximum of the reflected field reaches out about an order
of magnitude above the amplitude of the incident laser. From the boundary condi-
tion (9.25) it follows that the reflected field Er must be a phase modulation of the
incident field Ei . Here, the reflected radiation can clearly not be obtained from the
incident one just by phase modulation. By this we conclude that the boundary con-
dition (9.25) fails here. Consequently, the spectrum deviates from the �8=3-power
law, compare Fig. 9.11d. Indeed, we see that the efficiency of harmonic generation
is much higher than estimated by the BGP calculations: about two orders of mag-
nitude at the hundredth harmonic. Also, we can securely exclude “coherent wake
emission” (CWE, see [55]) as the responsible mechanism, since this would request
a cutoff around !p � 10!0. From this, we conclude that the radiation cannot be
attributed to any of the known mechanisms.

To get a picture of the physics behind, let us have a look at the motion of the
plasma electrons that generate the radiation. Figure 9.12 shows the evolution of the
electron density in both our sample cases. In addition to the density, contour lines
of the spectrally filtered reflected radiation are plotted. These lines illustrate where
the main part of the high frequency radiation emerges. We observe that in both
cases the main part of the harmonics is generated at the point, when the electrons
move toward the observer. This shows again that in both cases the radiation does not
stem from CWE. For CWE harmonics, the radiation is generated inside the plasma,
at the instant when the Brunel electrons re-enter the plasma [55]. Apart from that
mutuality, the two presented cases appear to be very different.

Figure 9.12a corresponds to the BGP case. It can be seen that the density profile
remains roughly step-like during the whole interaction process and the plasma skin
layer radiates as a whole. This explains why the BGP theory works well here, as we
have seen before in Fig. 9.11a and b.

However, Fig. 9.12b looks clearly different. The density distribution at the
moment of harmonics generation is far from being step-like, but possesses a highly
dense (up to �10;000Nc density) and very narrow ı-like peak, with a width of
only a few nanometers. This electron “nanobunch” emits synchrotron radiation
coherently.

The radiation is emitted by a highly compressed electron bunch moving away
from the plasma. However, the electrons first become compressed by the relativis-
tic ponderomotive force of the laser that is directed into the plasma, compare the
blue lines in Fig. 9.13. During that phase, the longitudinal electric field component
grows until the electrostatic force turns around the bunch, compare the green lines
in Fig. 9.13. Normally, the bunch will lose its compression in that instant, but in
some cases, as in the one considered here, the fields and the bunch current match in
a way that the bunch maintains or even increases its compression. The final stage is
depicted by the red lines in Fig. 9.13.

We emphasize that such extreme nanobunching does not occur in every case of
p-polarized oblique incidence of a highly relativistic laser on an overdense plasma
surface. On the contrary, it turns out that the process is highly sensitive to changes in
the plasma density profile, laser pulse amplitude, pulse duration, angle of incidence,
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Fig. 9.11 Radiation in time [(a) and (c)] and spectral [(b and (d)] domain for two simulations. (a)
and (b) correspond to the BGP case: normal incidence, plasma density Ne D 250Nc , sharp-edged
profile; (c) and (d) correspond to the nanobunching case: plasma density ramp / exp.x=.0:33 //
up to a maximum density ofNe D 95Nc (lab frame), oblique incidence at 63ı angle (p-polarized).
Laser field amplitude is a0 D 60 in both cases. In all frames, the reflected field is represented by
a blue line. In (a) and (c), the green line represents the field of the incident laser and the black
dashed lines mark the maximum field of it. In (b) and (d), the dotted black line represents an 8=3
power law, the red dashed line corresponds to the 1D synchrotron spectrum (9.57) and (9.58), with
!rs D 800!0 and !rf D 225!0
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Fig. 9.12 The electron density and contour lines (cyan, or light gray) of the emitted harmonics
radiation for !=!0 > 4:5, in (a) the BGP and (b) the synchrotron (or nanobunching) regime. The
small windows inside the main figures show the detailed density profile at the instant of harmonic
generation. All magnitudes are taken in the simulation frame. The parameters used are the same as
in the other figures

and even the carrier envelope phase of the laser. The parameters in the example were
selected in a way to demonstrate the new effect unambiguously, i.e. the nanobunch
is well formed and emits a spectrum that clearly differs from the BGP one. The
dependence of the effect on some parameters is discussed in Sect. 9.4.3.
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Fig. 9.13 Formation of the nanobunch in the simulation corresponding to Figs. 9.11c-d and 9.12b.
We depict the electron density Ne in units of the critical density Nc , the transverse magnetic field
component Bz and the longitudinal electric field component Ex in relativistically normalized units

Because of the one-dimensional slab geometry, the spectrum is not the same as
the well-known synchrotron spectra [20] of a point particle. We now calculate the
spectrum analytically.

9.4.1 Spectrum of 1D Coherent Synchrotron Emission

The radiation field generated to the left of a one-dimensional current distribution in
a completely general way can be expressed as:

Esy .t; x/ D 2�

c

Z C1

�1
j

�
t C x � x0

c
; x0
�

dx0: (9.54)

Optimal coherency for high frequencies will certainly be achieved, if the current
layer is infinitely narrow: j.t; x/ D j.t/ı.x � xel.t//. To include more realistic
cases, we allow in our calculations for a narrow, but finite electron distribution:
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j.t; x/ D j.t/f .x � xel.t// (9.55)

with variable current j.t/ and position xel.t/, but fixed shape f .x/. We take the
Fourier transform of (9.54), thereby considering the retarded time, and arrive at
the integral QEsy.!/ D 2�c�1 Qf .!/ R j.t/ exp Œ�i! .t C xel.t/=c/� dt . Here, Qf .!/
denotes the Fourier transform of the shape function. In analogy to the standard syn-
chrotron radiation by a point particle, the integral can be solved with the method of
stationary phase. Therefore, we note that for high ! the main contributions to the
integral come from the regions, where the phase ˚ D ! .t C xel.t/=c/ is approx-
imately stationary, i.e. d˚=dt � 0. However, to get some kind of result we need
some assumption about the relation between the functions j.t/ and xel.t/. Since
we are dealing with the ultrarelativistic regime a0 � 1, it is reasonable to assume
that changes in the velocity components are governed by changes in the direction of
movement rather than by changes in the absolute velocity, which is constantly very
close to the speed of light c.

Let the electron motion in momentum space be given by .px; py/ D a0mec

. Opx; Opy/, so that j.t/ D ecne Opy=.a
�2
0 C Op2

x C Op2
y/ and Pxel D c Opx=.a

�2
0 C Op2

x C Op2
y/.

The derivative of the phase approaches zero at points where Pxel � �c, so from our
assumption of ultrarelativistic motion we conclude Opy D 0 at these instants. Now,
two cases have to be distinguished:

1. The current changes sign at the stationary phase point. Then we can Taylor
expand j.t/ D ˛0 t and xel.t/ D �v0t C ˛1t

3=3. The integral can now
be expressed in terms of the well-known Airy-function, yielding QEsy.!/ D
C Qf .!/ !�2=3Ai0

�
1�v0
3
p

˛1
!2=3

	
; where Ai0 is the Airy function derivative and

C D i.2�/2enec
�1˛0˛

�2=3
1 is a complex prefactor. We now find the spectral

envelope

I.!/ / j Qf .!/j2 !�4=3

"
Ai0

 �
!

!rs

�2=3
!#2

(9.56)

with !rs � 23=2p
˛1�

3
0 , where �0 D .1 � v2

0/
�1=2 is the relativistic � -factor of

the electron bunch at the instant when the bunch moves toward the observer. As
in the BGP case, the spectral envelope (9.56) does not depend on all details of the
electron bunch motion xel, but only on its behavior close to the stationary points,
i.e. the � -spikes.

2. The current does not change sign at the stationary phase point. Because of the
assumption of highly relativistic motion the changes in absolute velocity can
again be neglected compared to the changes in direction, and it follows that in
this case the third derivative of xel is zero at the stationary phase point. Therefore,
our Taylor expansions look like j.t/ D ˛0t

2 and xel.t/ D �v0t C ˛1t
5=5. This

leads us to the spectral envelope
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Fig. 9.14 Coherent 1D synchrotron spectra for an infinitely thin electron layer Qf .!/ � 1 and
!rs D 100. The blue line corresponds to (9.56) and the red line to (9.57). For comparison, the
dashed black line denotes the BGP 8=3-power law. The frequency ! is normalized to the laser
fundamental frequency. The spectral intensity I of the reflected radiation is normalized to the
intensity of the fundamental harmonic

I.!/ / j Qf .!/j2 !�6=5

"
S00
 �

!

!rs

�4=5
!#2

(9.57)

with S00 being the second derivative of S.x/ � .2�/�1
R

exp
�
i
�
xt C t5=5

��
dt ,

a special case of the canonical swallowtail integral [57]. For the characteristic
frequency!rs, we now obtain !rs � 25=4 4

p
˛1�

2:5
0 . Because now even the deriva-

tive of Rxel is zero at the stationary phase point, the influence of acceleration on
the spectrum decreases and the characteristic frequency scaling is closer to the
�2-scaling for a mirror moving with constant velocity.

In Fig. 9.14, the CSE spectra of the synchrotron radiation from the electron sheets
are depicted. Comparing them to the 8=3-power law from the BGP-case, we notice
that because of the smaller exponents of their power law part, the CSE spectra are
much flatter, around the 100th harmonic we win more than two orders of magni-
tude. Another intriguing property are the side maxima found in the spectrum (9.57).
This might provide an explanation for modulations that are occasionally observed
in harmonics spectra, compare e.g. [56].

To compare with the PIC results, the finite size of the electron bunch must be
taken into account. Therefore, we assume a Gaussian density profile which leads
us to

jf .!/j2 D exp

"
�
�
!

!rf

�2
#
: (9.58)

Thus, the spectral cutoff is determined either by !rs, corresponding to the relativis-

tic � -factor of the electrons, or by !rf, corresponding to the bunch width. A look
at the motion of the electron nanobunch in the PIC simulation (Fig. 9.15) tells us
that there is no change in sign of the transverse velocity at the stationary phase
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Fig. 9.15 Normalized
transverse fluid velocity vy=c
of the electron nanobunch.
Parts of the plasma with a
density below 500Nc are
filtered out
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point, consequently we use (9.57). We choose !rf D 225 !0 and !rs D 800 !0

to fit the PIC spectrum. !rf corresponds to a Gaussian electron bunch with a
width of ı D 10�3, which matches reasonably well to the ıFWHM D 0:0015 

(see Fig. 9.12b) measured in the simulation, corresponding to a Gaussian electron
bunch f .x/ D exp

��.x=ı/2� with a width of ı D 10�3 and an energy of � � 10.
This matches well with the measured electron bunch width ıFWHM D 0:0015  (see
Fig. 9.12b) and the laser amplitude a0 D 60, since we expect � to be smaller but in
the same order of magnitude as a0. In this case !rf < !rs, so the cutoff is dominated
by the finite bunch width. Still, both values are in the same order of magnitude, so
that the factor coming from the Swallowtail-function cannot be neglected and actu-
ally contributes to the shape of the cutoff. The modulations that appear in Fig. 9.14
for frequencies around!rs and above cannot be seen in the spectra, because it is sup-
pressed by the Gauss-function (9.58). The analytical synchrotron spectrum agrees
excellently with the PIC result, as the reader may verify in Fig. 9.11d.

9.4.2 Properties of the CSE Radiation

As we see in Fig. 9.11c, the CSE radiation is emitted in the form of a single attosec-
ond pulse whose amplitude is significantly higher than that of the incident pulse.
This pulse has an FWHM duration of 0:003 laser periods, i.e. 9 as for a laser wave-
length of 800 nm. This is very different from emission of the ROM harmonics, which
need to undergo diffraction [37] or spectral filtering [13] before they take on the
shape of attosecond pulses.

When we apply spectral a spectral filter in a frequency range
�
!low; !high

�
to a

power-law harmonic spectrum with an exponent q, so that I.!/ D I0.!0=!/
q , the
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energy efficiency of the resulting attosecond pulse generation process is

�atto D
Z !high

!low

I.!/ d! (9.59)

D I0!0

q � 1

"�
!0

!low

�q�1

�
�
!0

!high

�q�1
#
:

The scaling (9.59) gives �ROM
atto � .!0=!low/

5=3 for the BGP spectrum with q D 8=3.
For unfiltered CSE harmonics with the spectrum q D 4=3, the efficiency is close to
�CSE

atto D 1. This means that almost the whole energy of the original optical cycle is
concentrated in the attosecond pulse. Note that absorption is very small in the PIC
simulations shown; it amounts to 5% in the run corresponding to Fig. 9.11c-d and is
even less in the run corresponding to Fig. 9.11a-b.

The ROM harmonics can be considered as a perturbation in the reflected signal
as most of the pulse energy remains in the fundamental. On the contrary, the CSE
harmonics consume most of the laser pulse energy. This is nicely seen in the spectral
intensity of the reflected fundamental for the both cases (compare Fig. 9.11b and d).
As the absorption is negligible, the energy losses at the fundamental frequency can
be explained solely by the energy transfer to high harmonics. We can roughly esti-
mate this effect by IBGP

0 =ICSE
0 � R1

1
!�8=3 d!=

R1
1
!�4=3 d! D 5. This value is

quite close to the one from the PIC simulations: I .Fig. 1b/
0 =I

.Fig. 1d/
0 D 3:7.

Further, we can estimate amplitude of the CSE attosecond pulse analytically from
the spectrum. Since the harmonic phases are locked, for an arbitrary power law
spectrum I.!/ / !�q and a spectral filter

�
!low; !high

�
we integrate the amplitude

spectrum and obtain:

Eatto �
2
q
I j!D!1

q � 2

"�
!0

!low

� q
2

�1

�
�
!0

!high

� q
2

�1
#
: (9.60)

Apparently, when the harmonic spectrum is steep, i.e. q > 2, the radiation is domi-
nated by the lower harmonics !low. This is the case of the BGP spectrum q D 8=3.
That is why one needs a spectral filter to extract the attosecond pulses here. The
situation changes drastically for slowly decaying spectra with q < 2 like the CSE
spectrum with q D 4=3. In this case, the radiation is dominated by the high har-
monics !high. Even without any spectral filtering the radiation takes on the shape of
an attosecond pulse. As a rule of thumb formula for the attosecond peak field of the
unfiltered CSE radiation, we can write:

ECSE
atto � p

3
�
m1=3

c � 1
	
E0: (9.61)

Using mc D !c=!0 D 225, the lower of the two cutoff harmonic numbers used for
comparison with the PIC spectrum in Fig. 9.11d, we obtain Epeak D 8:8E0. This is
in nice agreement with Fig. 9.11c.
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9.4.3 Parametrical Dependence of Harmonics Radiation

Now, we have a look at the dependence of the harmonics radiation in and close to
the CSE regime on the laser and plasma parameters. We are going to examine two
dimensionless key quantities: The intensity boost � � max.E2

r /=max.E2
i / and the

pulse compression � � .!0�/
�1. It is straightforward to extract both magnitudes

from the PIC data, and both are quite telling. The intensity boost � is a sign of
the mechanism of harmonics generation. If the ARP boundary condition (9.25) is
approximately valid, we must of course have � � 1. Then again, if the radiation
is generated by nanobunches, we expect to have strongly pronounced attosecond
peaks (compare (9.61)) in the reflected radiation and therefore � � 1. The pulse
compression � is defined as the inverse of the attosecond pulse duration. In the
nanobunching regime, we expect it to be roughly proportional to �, as the total
efficiency of the attosecond pulse generation remains �atto 	 1, compare (9.59). In
the BGP regime, there are no attosecond pulses observed without spectral filtering.
So the FWHM of the intensity peak is on the order of a quarter laser period, and we
expect � � 1.

In Fig. 9.16, the two parameters � and � are shown in dependence of a0. Except
for the variation of a0, the parameters chosen are the same as in Figs. 9.11c–d, 9.12b
and 9.15.

First of all we notice that for all simulations in this series with a0 � 1, we
find � � 1. Thus, (9.25) is violated in all cases. Since we also notice � � 1 and
� � �, we know that the radiation is emitted in the shape of attosecond peaks with
an efficiency of the order 1. This indicates that we can describe the radiation as CSE.
The perhaps most intriguing feature of Fig. 9.16 is the strongly pronounced peak of
both curves around a0 D 55. We think that because of some very special phase
matching between the turning point of the electron bunch and of the electromag-
netic wave, the electron bunch experiences an unusually high compression at this

Fig. 9.16 Dependence of the
intensity boost
� D max.E2

r /=max.E2
i / and

the pulse compression
� D .!0�/

�1, where � is the
FWHM width of the
attosecond intensity peak in
the reflected radiation, on a0.
The laser amplitude a0 is
varied between 5 and 195 in
steps of 10. Other parameters
are the same as in Fig. 9.12b
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Fig. 9.17 Dependence of the
intensity boost
� D max.E2

r /=max.E2
i / and

the pulse compression
� D .!0�/

�1, on the plasma
scale length in units of the
laser wavelength L= in the
lab frame. Except for the
plasma scale length,
parameters are the same as in
Fig. 9.12b. The plasma ramp
is again an exponential one
/ exp.x=L/
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parameter settings. This is the case that was discussed in Sect. 9.4. The thorough
understanding of this effect requires detailed parametric studies that would result in
a vast computational effort. Yet, the physics seems to be the trajectory crossing of
Brunel electrons just at the right moment that results in a kind of wave breaking and
thus enormous local density of the electron nanobunch, as seen in Fig. 9.12.

Figure 9.17 shows the two parameters � and � as functions of the plasma gra-
dient scale length L. It is seen that both functions possess several local maxima.
Further, � and � behave similar apart from one runaway value at L D 0:225,
where the FWHM peak duration is extremely short, but the intensity boost is not as
high. A look at the actual field data tells us that in this case the foot of the attosecond
peak is broader, consuming most of the energy. This deviation might e.g. be caused
by a different, non-gaussian shape of the electron nanobunch.

The maximum of both functions lies around L D 0:33, the parameter setting
analyzed in detail before. In the limit of extremely small scale lengths L 	 0:1, �
and � become smaller, but they remain clearly bigger than one. Thus, the reflection
in this parameter range can still not very well be described by the ARP boundary
condition. For longer scale lengths L > 0:8, both key values approach 1, so the
ARP boundary condition can be applied here. This is a possible explanation, why
the BGP spectrum (9.46) could experimentally measured at oblique incidence [28].

The CSE spectrum (9.57) is significantly flatter than the universal BGP spectrum.
However, we could observe it in our PIC simulations for ultra-short, sub-10 fs, laser
pulses only. The spectrum is also sensitive to the carrier-envelope phase of the laser
pulse. Further, the CSE spectrum cutoff is limited not only by the characteristic
frequency !rs, but also by the thickness of the electron nanobunch [15].

Like the BGP-spectrum harmonics, the CSE harmonics are phase locked and
appear in the form of attosecond pulses. In contrast to the BGP case, the attosecond
pulses are visible immediately and have amplitudes much higher than the incident
laser pulse. Therefore, no energy needs to be wasted in spectral filtering and the
energy efficiency of attosecond pulse generation is close to 100%.
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9.5 Conclusions

In this paper, we have considered a few options for novel sources of x-rays and xuv
radiation based on relativistic laser plasmas. The synchrotron radiation out of elec-
trons accelerated in underdense plasmas in the bubble regime can provide incoherent
radiation in multi-keV energy range. At the same time, the relativistic harmonics
from plasma surfaces are bright coherent sources of xuv and x-rays. We also iden-
tified a novel mechanism of harmonics generation at overdense plasma surfaces,
leading to the flattest harmonics spectrum known so far. Extremely dense and nar-
row peaks in the electron density, we call them nanobunches, are responsible for the
radiation. The spectrum can be understood as a 1D synchrotron spectrum emitted
by a relativistically moving, extremely narrow and dense electron layer.
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Chapter 10
Ion Acceleration in Subcritical Density Plasma
via Interaction of Intense Laser Pulse
with Cluster-Gas Target
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Abstract We present substantial enhancement of the accelerated ion energies up
to 10–20 MeV per nucleon by utilizing the unique properties of the cluster-gas
target irradiated with 40-fs laser pulses of only 150 mJ energy, corresponding to
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approximately tenfold increase in the ion energies compared to previous experi-
ments using thin foil targets. A particle-in-cell simulation infers that the high energy
ions are generated at the rear side of the target due to the formation of a strong dipole
vortex structure in subcritical density plasmas. The demonstrated method can be
important in the development of efficient laser ion accelerators for hadron therapy
and other applications.

10.1 Introduction

The laser-driven ion acceleration via the interaction of short, intense laser pulses
with matter, known as laser–plasma acceleration, is featured by its high accelerating
electric fields and short pulse length compared to the conventional radiofrequency
(RF) accelerators. It has been one of the most active areas of research during
the last several years [1–3]. The laser-driven ion beams can be employed in a
broad range of applications in cancer therapy [4–6], isotope preparation for medical
applications [7], proton radiography [8] and controlled thermonuclear fusion [9].

In the case of multi-MeV ion acceleration in “overdense plasmas” via laser-thin
foil target interactions, widely used as a model for the study of ion acceleration, a
number of experiments [10–12] have been so far carried out where protons have
been accelerated from the rear surface of thin foil targets by a strong electro-
static field set up by relativistic electron beam, i.e. the process known as target
normal sheath acceleration (TNSA) [13] (see for details [14–18]). In this realm,
quasimonoenergetic ions can be generated using microstructured targets [4,19–21].
The divergence and the energy spread of ions can be controlled with a plasma
microlens [22] or magnet systems [23–26]. Recent improvement of the contrast
ratio of laser pulses allowed the ion energy increase by decreasing the target
thickness [27–30]. The effect of the self-induced transparency and the laser radi-
ation pressure is dominant in [28] and [29], respectively. Increase in the laser
peak intensity using a compact plasma-based focusing optics also allowed the ion
energy increase [31]. These advances establish a firm basis for realizing various
applications of laser-driven ions.

On another front, the multi-MeV ion acceleration in “underdense plasmas” has
been demonstrated in experiments where the lower-density plasma has been pro-
duced by direct ionization of gas targets [32–36] or by evaporation of thin solid
targets by the laser prepulse [37, 38]. Ions are accelerated radially in [32–34] by
a collisionless shock acceleration mechanism, while in the case of [35, 36] and
[37, 38], an electric field is generated at the plasma–vacuum interface through a
combination of charge separation and a quasistatic magnetic field produced by the
fast electron current which can accelerate ions in the forward direction and colli-
mate them radially [39–42]. The effect of the quasistatic magnetic field is dominant
for the shorter laser pulse lengths in [37] and [38].

When a cluster-gas target, which consists of solid-density clusters embedded in a
background gas, is irradiated by high intensity laser light, it renders ion acceleration
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in underdense plasmas a truly unique property [43]. Because a cluster and a back-
ground gas in the cluster-gas target produce overdense plasma and underdense
plasma, respectively, the target can produce subcritical density plasma, through
which a laser pulse can penetrate and effectively induces various nonlinear effects.
In fact, efficient plasma waveguide formation in cluster-gas targets even at non-
relativistic laser intensity has been reported [44, 45], where, in addition to usual
self-focusing due to the Kerr effect, a positive and concave shaped refractive index
structure created during the early part of the laser–cluster interaction induces addi-
tional self-focusing. Generation of a large quantity of high energy electrons during
the intense laser pulse interaction with the cluster-gas target has been reported [46],
where the massive electrons are injected when they are expelled from the clusters by
the strong laser pulse fields. These properties are quite favorable for enhancement
of the ion energy to the range usable in cancer therapy, because the self-focusing
can lead to intensification of the laser pulse and transport the laser energy to the rear
side of the target and the high electron current can create the strong electromagnetic
structures. Such electromagnetic structures can remain for a time much longer than
the laser pulse duration. Accordingly, the cluster-gas target is expected to acceler-
ate ions to higher energies with relatively low input laser energy. Furthermore, the
replenishable cluster-gas target enables high repetition rate of high energy ion gen-
eration, free of plasma debris. These properties are quite advantageous for practical
applications of laser-driven ion beam. We note that this approach is different from
previous works on ion acceleration due to the Columb explosion of clusters [47–49].

Here we present details of ion acceleration with tenfold enhancement of acceler-
ated ion energies in the forward direction up to 10–20 MeV per nucleon in a mixture
of submicron-sized CO2 clusters and He gas irradiated by laser pulses of moderate
energy. Ions are detected by using CR39 nuclear track detectors and by using the
time-of-flight (TOF) method. Through a shadowgraphy, we found a 5-mm long sta-
ble channel formation demonstrating the highly nonlinear laser-plasma coupling,
inducing the strong long-lasting electromagnetic structures, from which the high
energy ions are accelerated in the laser propagation direction.

10.2 Experimental Methods

10.2.1 Laser System

The experiment has been conducted using the JLITE-X Ti:sapphire laser at JAEA-
KPSI [50]. A schematic of experimental setup is shown in Fig. 10.1a. The laser
delivers pulses with a central wavelength of 820 nm, a pulse duration of 40 fs, a
pulse energy of 150 mJ, and a contrast ratio of 10�6 at a repetition rate of 1 Hz. The
laser pulse was split into a main pulse and a lower energy probe pulse. The main
laser pulse was focused to a 30��m diameter spot (1=e2 intensity) with an off-axis
parabola having an effective focal length of 646 mm. This yields a peak vacuum
intensity of 7 � 1017 W=cm2.
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Fig. 10.1 (a) Schematic of the experimental setup for ion measurements with a stack of CR-39
detectors. (b) The cluster density and the average distance between clusters, (c) the background
gas density and average cluster diameter, at the distance of 1.5 mm from the nozzle orifice,
calculation [51]

10.2.2 Cluster-Gas Target

A pulsed solenoid valve connected to a specially designed circular nozzle having
a three-stage conical structure with an orifice diameter of 2 mm was used to pro-
duce submicron-size CO2 clusters embedded in He gas. With the aid of a numerical



10 Ion Acceleration in Subcritical Density Plasma 229

model [51], we find that a 60-bar gas consisting of 90% He and 10% CO2 is optimal
for the production of submicron-size CO2 clusters. The reliability of the model has
been verified by the experiment with the use of Rayleigh scattering of the light on
clusters [52]. To accelerate ions, the laser beam was focused near the rear side of the
gas jet, 1.5 mm above the nozzle orifice, where, using the model described in [51],
we calculated that solid density CO2 clusters with an average diameter of � 0:4 �m
(a root mean square deviation of � 0:1 �m), containing � 5 � 108 molecules each,
are embedded in the He gas of density � 2 � 1019 cm�3 which corresponds to
� 0:02nc , where nc D me!

2=4 e2 is the critical density. Here, a high cluster den-
sity (� 3 � 109 cm�3) and a small intercluster distance (� 5�m) are achieved (see
Fig. 10.1b–c).

10.2.3 Plasma Conditions

Our target is a cloud of solid-density submicron-size clusters embedded in a back-
ground gas. Under the action of the prepulse accompanying the main laser pulse, the
clusters are expected to be evaporated forming a subcritical inhomogeneous plasma
with its profile determined by the initial density distribution of the cluster-gas target.

The plasma condition is monitored by measuring soft X-ray spectra of the He“

(665.7 eV) and Ly’ (653.7 eV) lines of oxygen using a focusing spectrometer with
two-dimensional spatial resolution [53] equipped with a spherically bent mica crys-
tal and a back illuminated CCD camera, Fig. 10.1a. Plasma parameter diagnostics
using comparison of relative intensities and shapes of X-ray spectral lines with
numerical simulation [54] indicates the generation of subcritical density plasma
(see Fig. 10.2a). It gives the electron density of 1:0 ˙ 0:2 � 1020 cm�3, which is
about 0:1nc .

It is expected that at least four times enhancement of the peak laser intensity
occurs during its propagation through the target, because the peak power of the main
laser pulse is well above the critical power for relativistic self-focusing. The laser
propagation in the target was monitored by shadowgraph images with the probe
laser. The shadowgraph image shown in Fig. 10.2b reveals the formation of a chan-
nel of approximately 5 mm in length, substantially longer than the nozzle orifice
diameter (2 mm) and the Rayleigh length (900�m).

Regarding the ionization levels of clusters, in addition to field ionization such as
barrier suppression ionization having a timescale of femtoseconds, it is well known
that collisional ionization having a timescale of picoseconds by energetic electrons
play an important role in ionizing clusters to produce unexpectedly high charge
states [55–57]. Even without considering the self-focusing effect, the ponderomo-
tive potential (effective quiver energy acquired by an oscillating electron) of the
laser field for 7 � 1017 W=cm2 is about 40 keV. Since the ionization potential for
C5C and O7C are 490 and 871 eV, respectively, it is highly plausible to produce
fully stripped ions via collisional ionization by energetic electrons. In fact, we have
observed soft X-ray emissions from the Rydberg states of O7C, i.e. He“ (665.7 eV)
and Ly’ (653.7 eV) lines of oxygen. This is the strong evidence for the production
of completely ionized plasma under our experimental conditions.
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Fig. 10.2 (a) Measured
(solid curve) and calculated
(dotted curve) soft X-ray
spectra for the subcritical
density plasma of the order of
1020 cm�3, which is about
0:1nc . (b) The shadowgraph
image for a mixture of He gas
and CO2 clusters. The solid
curve shows the initial atom
density profile. (c) The
shadowgraph image for a
pure He gas target

10.3 Experimental Results

10.3.1 Characterization of High Energy Ions Using a Stack
of CR-39

To detect high energy ions accelerated in the forward direction (the laser propagation
direction), we placed a stack of solid state nuclear track detectors (SSNTDs) on
the laser propagation axis at a distance 200 mm from the laser focal plane. The
SSNTD stack consists of ten sheets of 10-�m thick polycarbonate and twelve sheets
of 100-�m thick CR-39 (HARZLAS TNF-1, Nagase-Landauer) with a transverse
size of 40 � 40mm. One layer of 6-�m thick Al foil was placed ahead of these to
protect the plastic nuclear detectors from damage induced by the transmitted portion
of the main femtosecond pulses. The CR-39 is a polymer of optical quality, which
suffers a microscopic defect when hit by an energetic particle. This defect can be
enhanced into a visible track when the CR-39 sample is etched in concentrated KOH
solution.

We accumulated ion signals for about six thousand laser shots. The pits were
established following 9 h of etching in a solution of 6N-KOH at a temperature of
70ıC. Figure 10.3a–d shows typical images of etched pits registered in the same
position of the 1st, 8th, 11th, and 12th layers of CR39, respectively, observed with
a differential interference microscope. We note that ions penetrate through several
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Fig. 10.3 Typical
microscope images of the
etched pits registered in the
(a) 1st, (b) 8th, (c) 11th, and
(d) 12th layers of CR-39,
observed with a differential
interference microscope

12th layer

1st layer 8th layer

11th layer

100 pma b

d c

successive CR39 layers at exactly the same lateral and vertical positions, and vanish
at some layers which correspond to the depth of the Bragg peak for ions in the CR39
stack.

Figures 10.4a–d show detailed images of the ion pits registered on the front sur-
face of the 6th, 7th, 8th, and 9th layers of CR39, respectively, observed with a
confocal laser scanning microscope. The line profiles of the front and rear surfaces
of these layers are shown in the right side of Fig. 10.4a–d. The etched pits have a
conical shape and clearly indicate that high energy ions penetrate through successive
CR39 layers and vanish. For example, the track of ion 1 vanishes at the rear surface
of the 8th layer, while the track of ion 3 appears at the rear surface of the 7th layer.
The track diameter of ion 2 takes its maximum at the rear surface of 6th layer and
decreases thereafter. These observations are consistent with the Bragg peak phe-
nomenon associated with ion stopping power, i.e. the well localized maximum of
ion energy loss in matter.

We note that the diameter of the etched pits has two-humped distribution. Since
the cluster-gas target is a mixture of He and CO2 clusters, highly charged ions of
helium, carbon, and oxygen are the possible candidates for the accelerated ions reg-
istered in the CR39. Since the track registration sensitivity depends strongly on the
ion charge [58], we ascribe that the smaller pits are due to the helium ions and the
larger pits to the carbon or oxygen ions.

The energy range of ions is determined quantitatively from the extent of these
tracks made in the CR-39 stack by calculating their stopping ranges using the SRIM
code [59]. We observe the ion tracks in CR39 up to the 11th layer and none in the
12th layer, which corresponds to maximum ion energies of 10, 17, and 20 MeV per
nucleon for helium, carbon, and oxygen, respectively. The number of ions detected
on the 11th layer of the CR39 stack is about 5/MeV/Sr/shot. The track images on
the CR39 show that these high energy ions are well collimated with a divergence
(full angle) of 3:4ı in the forward direction.
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Fig. 10.4 Detailed microscope images of the etched pits registered in the front surface of the
(a) 6th, (b) 7th, (c) 8th, and (d) 9th layers of CR-39, observed with a confocal laser scanning
microscope. The line profiles of the front and rear surfaces of these layers are shown in the right
side

10.3.2 Characterization of High Energy Ions Using
a TOF Method

Further evidence for high energy ion production is obtained from TOF measure-
ments made using a microchannel plate (MCP) detector having an effective area
of 14.5 mm in diameter (F4655–12, Hamamatsu), that was placed 930 mm from
the gas nozzle along the laser propagation axis in place of the SSNTD stack in a
separate data acquisition run of the same series of experiment (see Fig. 10.5). The
acceptance angle of MCP (1:0ı) is smaller than the divergence angle (3:4ı) of high
energy ions. The MCP registers a real-time signal from each repetitive laser shot.
Since the MCP is sensitive not only to ions, but also to electrons and X rays produced
in the laser–cluster interaction, an electromagnet (0.15 T, 40 mm in diameter) was
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Pulsed solenoid valve
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with CCD
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60-bar He (90%) + CO2(10%)

e-

Fig. 10.5 Schematic of the experimental setup for ion measurements with a time-of-flight method

placed between the focal plane for the main laser pulse and the MCP detector. Con-
sequently, electrons with energies below 20 MeV were deflected and did not reach
the MCP detector. In addition, three layers of 13-�m thick Al foil were inserted to
block the transmitted portion of the main femtosecond pulses and to reduce the inci-
dent X-ray irradiation. Thus helium, carbon, and oxygen ions with energy greater
than 1.9, 3.2, and 3.6 MeV per nucleon, respectively, can pass through three Al foils
and reach the MCP.

In these measurements, signals of MCP output greater than 20 mV are attributed
to ions, while those smaller than 20 mV can be electrons and/or noise signal created
by MCP itself. This discrimination level is based on calibration measurements of
the MCP’s output intensity by using an 241Am source, which mainly emits 5.5-MeV
alpha particles and 60-keV � rays. Figure 10.6 represents a histogram of the MCP
signal amplitude measured over 297 events. The upper (green) shows a histogram
measured without 241Am source, which shows that the noise level of MCP output
is smaller than 20 mV. The middle (red) shows a histogram measured with 241Am
source, which shows that MCP outputs greater than 20 mV are due to 5.5-MeV alpha
particles and 60-keV � rays. The bottom (blue) shows a histogram measured with
241Am source and two layers of 13-�m thick Al foil, where 5.5-MeV alpha particles
are stopped by two layers of 13-�m thick Al foil (stopping range for 5.5-MeV alpha
is 25�m) and thus the small number of MCP outputs greater than 20 mV can be
60-keV � rays. Therefore, we conclude that MCP outputs greater than 20 mV are
attributed to high energy ions.

Figure 10.7a shows a typical TOF spectrum obtained in one laser shot, which
registers one 15-MeV/u ion signal. A saturated peak around the flight time t D 5

is caused by hard X-rays emitted from the laser–cluster interaction region and pass
through three Al foils. Figure 10.7b shows an ion energy spectrum thus obtained
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Fig. 10.6 A histogram of the
MCP signal amplitude
measured over 297 events.
The upper, the middle, the
bottom show histograms
measured without 241Am
source, with 241Am source,
and with 241Am source
blocked by two layers of
13-�m thick Al foil,
respectively

Fig. 10.7 (a) A typical TOF
spectrum obtained in one
laser shot, which registers
15MeV=u ion signal. A
saturated signal around the
flight time t D 5 is caused by
hard X-rays emitted from the
laser–cluster interaction
region. (b) The ion energy
spectrum obtained by the
TOF method 0 20 40 60
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from the TOF measurements over 285 consecutive laser shots. Energy scale of
abscissa axis is calculated assuming that the observed ion signals are carbon ions.
The maximum ion energy is measured to be 18:5 ˙ 1MeV per nucleon, which is
consistent with the energy observed with the CR-39 track detectors. We note that
even if we calculate the energy scale of abscissa axis of Fig. 10.7b assuming that
the observed ion signals are helium or oxygen ions, the maximum ion energy of
18:5˙ 1MeV per nucleon does not change within an experimental error regardless
of ion species.

The number of ions detected by the TOF method is about 9/MeV/Sr/shot in the
case for 18:5 ˙ 1-MeV=u ions. This agrees well with that obtained by using the
CR39 detector.

10.3.3 Comparison of Our Experiment with Others

In our experiment, we have produced high energy ions up to 10–20 MeV per
nucleon. This is approximately tenfold increase in accelerated ion energy compared
to previous experiments with micron-thick solid targets, where 1.3–1.5 MeV protons
were produced using ultrashort laser pulses (<100 fs) with energies of 120–200 mJ
[60, 61].

We note that 40 MeV (10 MeV per nucleon) He2C ions were produced using 1-ps
laser pulses with a laser energy of 340 J in underdense helium plasma (� 0:04nc)
[35,36]. In our experiment, we have produced high energy ions with energy compa-
rable to [35,36] using ultrashort laser pulses with two thousand times lower energy.
Concerning the number of ions, it should be noted that the laser energy in our exper-
iment is more than two thousand times smaller than that of [35, 36]. Taking into
account the nonlinear nature of the ion acceleration processes, there is no surprise
that the number of ions is smaller in our experiment. Instead, there is a surprise that
the ion energy is nearly the same.

10.3.4 Effect of Laser Prepulse on Ion Acceleration

When a larger prepulse with the contrast ratio of 10�4 was intentionally introduced
to destroy the clusters well before the arrival of the main pulse, neither a long chan-
nel nor ion acceleration was observed. Furthermore, when the laser was focused
onto a 60-bar He gas jet of density � 0:02nc without clusters using the same noz-
zle, the rear part of the channel structure as well as the fringe pattern disappeared,
Fig. 10.2c, and no high energy ions were observed. These results clearly show that
the clusters are necessary for retaining the plasma density and its profile to make
them favorable for the long channel formation and the ion acceleration.
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10.4 Simulations

10.4.1 Simulation Methods

To elucidate the ion acceleration process, we conducted two-dimensional
particle-in-cell (PIC) simulations, where we assume that the laser intensity is
1 � 1019 W=cm2, which includes the effect of intensity enhancement due to self-
focusing, and the plasma parameters correspond to those of the experiment, i.e. a
homogeneous plasma with the maximum density of 0:1nc is assumed as follows.

The plasma is composed of electrons and ions with the atomic number to the
nucleon number ratio of Z=AD 1=2, i.e., He2C;C6C and O8C, which can be
produced via field ionization and/or collisional ionization. As mentioned above,
high energy ion generation has been observed when the laser pulse is focused
near the rear side of the gas jet. This region of plasma is simulated in the inter-
val 2<x <112�m. As shown in Fig. 10.8, the density is equal to 0:02nc for
2<x <13�m, then linearly increases to 0:1 nc for 13<x <20�m, then remains
constant for 20<x <65�m, then linearly decreases to 0:02 nc for 65<x <82�m,
and then remains constant again for 82<x <112�m. The plasma slab is sur-
rounded by vacuum regions. The density gradient employed for the PIC simulations
is derived from the cluster-gas target model calculation [51].

10.4.2 Simulation Results

The linearly polarized (y-direction) laser pulse propagates along the x-axis from
the left to the right. The laser pulse forms a channel in the plasma and undergoes
relativistic self-focusing, Fig. 10.9a. The energy transmittance of about 10% is in
agreement with the experimental observation of about 8%, i.e., the laser pulse has
deposited almost all its energy into the plasma. Inside the plasma channel, the qua-
sistatic magnetic field is generated. In the region 70 < x < 90�m, corresponding
to the rear plasma slope, fast electrons accelerated in the channel form a dipole
vortex [10, 39, 41, 42], associated with the strong quasistatic bipolar magnetic field
with a maximum intensity of about 35 MG as seen in Fig. 10.9b. The magnetic field

Fig. 10.8 Initial plasma
density profile used for
two-dimensional
particle-in-cell (PIC)
simulations
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Fig. 10.9 (a) The electron
density Ne (upper)
normalized by nc . The red
line shows the initial density
profile. The magnetic field Bz

(middle) normalized by the
laser field, and the
longitudinal electric field Ex
(bottom) normalized by the
laser field, at t D 900 fs.
(b) The calculated spectra of
the ions in units of MeV=u
and the electrons in MeV at
t D 6 ps
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presses out the cold plasma electrons forming the low density regions surrounded by
dense thin shells. We note that the density profile in Fig. 10.9a resembles a bilobed
structure at the end of the channel seen in the shadowgraph image, Fig. 10.2b. In
addition to this, the fast electrons produce a quasistatic electric field at the plasma–
vacuum interface (Fig. 10.9c, region x > 112�m), which is associated with the
acceleration mechanism known as TNSA. However, we find that a much stronger
electric field is generated at the shells wrapping the dipole vortex (Fig. 10.9c, region
70 < x < 90�m).

According to the simulations and [39–42], ions are accelerated along the laser
propagation axis in a time-dependent electric field generated during the magnetic
field annihilation. This process is similar to the ion acceleration in plasma pinch
discharges [62]. In the experiment, we have observed the ions accelerated in the
forward direction. In addition, ions are accelerated perpendicular to the shell surface
formed by the inhomogeneous magnetic field pressure. The second component of
fast ions is expected to be seen in the direction at about ˙45ı from the laser axis and
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therefore it could not be observed in the experiment. In the simulations, we found
that both ion components are well collimated with a divergence (full angle) of 5ı.
This agrees well with the experimental observation (3:4ı). Both components give
comparable ion energies with the maximum of 8.5 MeV per nucleon, Fig. 10.9d.
The electrons have a quasithermal energy spectrum with an effective temperature of
1.9 MeV and a maximum energy of � 20MeV, Fig. 10.4d. This well agrees with the
experimental observation of accelerated electrons [63]. Our simulations suggest that
the increase of the areal density of the target, nl, and the energy of the laser pulse
will result in the increase of the ion energy.

10.4.3 Ion Acceleration Mechanism and Role
of Cluster-Gas Target

In the presented simulations, the contribution of the TNSA mechanism acting at
the plasma–vacuum interface to ion energies is estimated to be about 2 MeV per
nucleon. Thus, for our experimental conditions, the formation of the dipole vortex
structure is essential for high energy ion generation. Our computer simulations
indicate that generation of a favorable magnetic field requires an optimal electron
density (� 0:1nc in our case) and an optimal slope-step profile. In this experiment,
the optimal electron density cannot be provided only by the background He gas
(� 0:02nc), but can be ensured by a contribution from CO2 clusters, which are ini-
tially at solid density and expand during the laser irradiation. In fact, analysis of
the soft X-ray spectrum shown in Fig. 10.2a determines the electron density to be
1:0˙0:2�1020 cm�3 which is about 0:1nc . Thus, the use of a mixture of He gas and
CO2 clusters is crucial for securing the proper electron density and the slope-step
profile.

10.5 Conclusion

We have demonstrated efficient generation of high energy ions with energies up to
10–20 MeV per nucleon and with a small full-angle divergence of 3:4ı by irradiating
the replenishable cluster-gas target with 40-fs laser pulses of only 150 mJ energy at
1 Hz repetition rate. This corresponds to approximately tenfold increase in the ion
energies compared to previous experiments using thin foil targets [60, 61].

This high energy ion yield with modest laser intensity can be important in the
development of more efficient laser ion accelerators for hadron therapy in the oncol-
ogy, which can be achieved with smaller energy, high repetitive laser compared to
the conventional laser-driven acceleration techniques.
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Particle-in-cell (PIC) simulations, 236
Perelomov–Popov–Terent’ev (PPT), 110
Phase matching, 157, 220
Phase matching conditions, 182
Phase-controlled laser/! C 2! field, 109, 111,

115, 119, 121–123
PIC simulations, 208
Plasma frequency, 157, 192
Plasma induced phase-matching, 157
Plasma period, 192
Plasmas, 100, 157

overdense plasmas, 226
Subcritical density plasmas, 226
underdense plasmas, 226

Polarizability, 80
Polarization gating, 165, 167
Ponderomotive potential, 2, 229
Power spectrum, 66, 68
Prepulse, 235
Probability, 138, 151, 157

quantum paths, 138
transition, 138

Proton, 36, 44
Proton density, 44
Proton map, 41
Pump-dump method, 57, 63

Quantum control, 110, 111
Quantum interference, 111
Quantum trajectories, 154

Raman transition, 140
Recollision, 110, 118, 155
Relativistic amplitude, 193
Relativistic electron beam, 226
Relativistic Green’s function, 5
Relativistic similarity theory, 203
Relativistically intense, 192
Rest-interaction, 4
Role of retardation, 28
Rotation matrix, 81, 84
Rotational wave packet, 129
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Saddle point method, 146, 152, 154
Scattering time lapse, 150
Selective ionization of oriented molecules

(SIOM), 109, 111, 115, 119, 120
Self-focusing, 229
SFA, 146, 148, 149, 151–154
SFAC, 145–148, 151–153, 155
Shaping

Spectral phase, 134
Similarity parameter, 199
Similarity theory, 199
Single-atom dipole moment, 174
Single-shot detection, 85, 92
SIOM, 116, 117, 119–123
Skin layer, 203
Slope

of the alignment curve, 136
Solid state nuclear track detectors (SSNTDs),

230
Spatial averaging, 94
Spectral plateau, 146
Spin asymmetry, 25
Spin currents, 29
Spin dependence, 23
Spin-flip transitions, 24
Spin-symmetric transitions, 23
Spintronics, 33
S-similarity, 200
Standard SFA, 151
Superposition, 73, 75, 135, 148, 153, 156, 157

in phase, 62, 75
out of phase, 62, 64, 73, 75

Supersonic jet, 85
Symmetric top, 89
Synchrotron radiation, 193

Target normal sheath acceleration (TNSA),
226

Thin foil targets, 226
Three-dimensional alignment, 91
Three-step model, 127, 174
TI, 110–112, 116–118, 123
Time delays, 47
Time-dependent Schrödinger equation

(TDSE), 61, 146
Transient

C -type, 90
J -type, 90

Transient grating, 106
Transition amplitude, 9
Tunneling ionization, 109, 122
Tunneling ionization (TI), 109

Ultra short pulses, 207
Ultra-relativistic spikes, 208
Universal functions, 200
Unpolarized rate, 16

Volkov solutions, 4
Volkov wave, 149, 151

Wave packet, 80, 155
Way-out generation, 155
Wiggler strength, 194

Yields
relative, 40

Zeptosecond, 210
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