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Preface

Protein molecules are one of the most important types of macromolecules of the
living world. They perform many functions: enzymatic (catalytic), structural, con-
tractile, etc. Each protein molecule is characterized by its native conformation,
which is determined by the amino acid sequence, and staying in it allows it to fulfill
its biological functions. The interaction between such protein molecules is carried
out in certain areas, the structure of which is determined by their conformation. The
determination of such active sites responsible for the binding of protein complexes at
the present time is a difficult task since even the exact conformation of proteins is not
always known. For this reason, it is very difficult for the experimenter to determine
the affinity of the various regions of proteins, their reactivity and the stability of the
formed biological complex, as well as the probability of participation of different
domains in the formation of a biological complex. It is also worth noting that even
for native proteins, there is always the possibility of partial disturbance of the native
structure, especially under stress conditions (e.g., heat, oxidation, or osmotic). When
the native structure is violated, the proteins stop performing their biological func-
tions, become less stable, and may tend to aggregate, which can lead to a wide range
of pathological states of the cell and the whole organism.

Note that for modern proteomics, research and prediction of protein interactions
are very important tasks, since they determine the function of proteins at levels from
the cell to the whole organism. For proteins whose structure is known, the search
for intermolecular interactions according to known data on the conformation
of their tertiary structure reduces to the problem of searching for geometric com-
plementarity of the sections of two interacting molecular surfaces and modeling
their contacts, the so-called molecular docking. The task of molecular docking is
the task of a conformational search algorithm, which reduces to a search for the
conformational space of the formed biological complex due to the variation of the
torsion angles of protein molecules.

Modern conformational search algorithms in most cases find conformations that
are generally close to the experimentally found structures in a relatively short time.
However, there are factors that also have a significant impact on the success of the
docking, which are often not taken into account in standard algorithms. One such
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factor is the conformational mobility of the target protein. The mobility range can
be different—beginning with a small �adjustment� of the side chains and ending
with scale domain movements. These movements play an important role. At first
glance, the most logical solution to this problem is to take into account the mobility
of the protein in a docking program. Unfortunately, modern computational tools do
not allow such modeling to be performed in an acceptable time frame since a
protein molecule is very large, and allowing for mobility over all degrees of free-
dom can lead to a so-called combinatorial explosion (an astronomical increase in
the number of possible variants). Only in some programs is there a limited mobility
of protein-binding sites (usually at the level of a small adaptation of conformations
of the side chains of the active center residues). Another approach to this problem
consists in docking the same protein in several different conformations and then
selecting the best solutions from each docking run. The third approach is to find a
universal structure of the target protein in which docking would produce fairly good
results for different classes of ligands. In this case, the number of �missed� (but
correct) solutions decreases, but the number of incorrect options also increases
significantly. It should also be noted that most programs for the theoretical docking
of proteins work according to the following principle: One protein is fixed in space,
and the second is rotated around it in a variety of ways.

At the same time, for each rotation configuration, estimates are made for the
evaluation function. The evaluation function is based on surface complementarity
(the mutual correspondence of complementary structures (macromolecules, radi-
cals), determined by their chemical properties), electrostatic interactions, van der
Waals repulsion, and so on. The problem with this approach is that calculations
throughout the configuration space require a lot of time, rarely leading to a single
solution, which in turn does not allow us to speak of the uniqueness of the target
protein and ligand interaction variant.

So while modeling by the methods of molecular dynamics, from 200 to 10,000
possible combinations of the formation of a protein complex with a ligand were
found (see Chap. 5).

Such a large number of modifications, along with the lack of a criterion for
selecting the most probable variants of the bound structures of biological complexes
(which would allow a radical reduction in their number), make it very difficult to
interpret the theoretical results obtained for practical use, namely the finding of
catalytic centers and a qualitative assessment of the dissociation constant of
interacting substances.

The mathematical approach developed and physically substantiated in the
monograph, in addition to the works on molecular dynamics, will allow theoreti-
cally predicting the passage of the biochemical reaction in the chosen direction with
the given amino acid sequences, studying the behavior of dimers in vitro in solu-
tions with different concentration of the monovalent salt in the formation of the
nucleosome nucleus, the temperature on the stability of protein dimers, determining
the regions of protein molecules responsible for the aggregate the effect of phos-
phorylation of the amino acid residues of the polypeptide chain on the formation of
biological complexes, determining the presence of active regions of proteins and
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detecting the stability of various regions of protein complexes by analyzing the
matrix of the potential energy of electrostatic interaction between different sites
of the biological complex, and also investigating the influence of point mutations in
BH3 peptides on the stability of the biological one complex with pro-apoptotic
proteins Bcl-2 family and accurately determine the dissociation constants in the
binding of different BH3-peptides to proteins Bcl-2 and Bcl-xl.

In the future, this will help to solve fundamental and applied problems of
medicine.

The monograph is addressed to researchers and specialists in biomedical phy-
sics, molecular biology interested in the development and application of mathe-
matical methods in medical research.

The monograph consists of eight chapters.
In Chap. 1, we consider various experimental approaches for determining the

structure of molecules, the mutual arrangement of domains in space, the identifi-
cation of active protein centers, and their advantages and limitations in the study of
various physical properties of biological complexes.

In Chap. 2, we construct a physical model of the interactions between protein
molecules and study of their propensity to form biological complexes.

In Chap. 3, we discuss mathematical model of the temperature effect on the
character of linking between monomeric proteins in aqueous solutions.

In Chap. 4, we construct mathematical model that will allow us to describe the
behavior of biological complexes in vitro on the example of the formation of two
histone dimers H2A–H2B and H3–H4 from the corresponding monomeric proteins
H2A, H2B, H3, and H4 in solutions with different concentrations of monovalent salt.

In Chap. 5, two algorithms are developed: algorithm 1 and algorithm 2.
Algorithm 1 was developed in order to search for the interaction site of a
polypeptide chain of a full-length protein with short active region. Algorithm 2 was
developed to determine the most active sites of interaction between full-length
proteins when dimers are formed in the direction from the N-terminus to C-terminus

In Chap. 6, we construct a physical model of phosphorylation the amino acid
residues of the polypeptide chain of a protein on the formation of biological
complexes with other proteins.

In Chap. 7, we discuss a new method that allows one to qualitatively determine
the effect of point mutations in peptides on the stability of the formed complex with
full-length proteins. On the basis of the developed approach, a qualitative corre-
lation of the obtained results with the dissociation constant was revealed using the
example of the formation of the BH3 peptide biological complex of Bmf, Puma,
Bad, Hrk, Bax, Bik, Noxa, Bid, Bim, and Bak proteins with the Bcl-xl protein and
the BH3 peptides protein Bax with the Bcl-2 protein, taking into account the
replacement of amino acid residues.

In Chap. 8, two algorithms have been developed, first was developed specifically
for the selection of amino acid residues in peptides to improve their affinity in the
interaction of peptides with whole proteins, and second was developed to search for
scattered active regions of the protein when bound to the peptide.

Preface ix



Before closing, we want to acknowledge my sincere thanks to my colleague
Prof. A. P. Golovitsky for a critical reading of the manuscript. Our thanks are to
Springer Nature, in particular Dr. Habil. Claus E. Ascheron.

Note that Sect. 2.5 (Physical Interpretation of Condition Number) is written in
cooperation with Prof. A. P. Golovitskii.

The results of the work were obtained using computational resources of Peter the
Great Sainte-Petersburg Polytechnic University Supercomputing Center (www.
spbstu.ru).

Note that when using different versions of MATLAB, the numerical estimates
obtained may differ, however, their analysis will be of qualitative agreement.

The calculations were performed in MATLAB computing environment 2017a,
operating system CentOS Linux 7.

Saint Petersburg, Russia Kirill Kulikov
Tatiana Koshlan

x Preface



Contents

1 Physical Methods for Studying Proteins . . . . . . . . . . . . . . . . . . . . . . 1
1.1 Electrophoresis Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 1
1.2 Chromatographic Methods . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 2
1.3 Mass Spectrometry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 3

1.3.1 Electron Impact . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4
1.3.2 Chemical Ionization . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 4

1.4 X-ray Analysis of Protein Crystals . . . . . . . . . . . . . . . . . . . . . . . . 5
1.5 Methods of Spectral Analysis . . . . . . . . . . . . . . . . . . . . . . . . . . . 6

1.5.1 Spectroscopy in the Ultraviolet and Visible Range . . . . . . . 7
1.6 Spectrofluorimetry . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 8
1.7 Circular Dichroism . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 9
1.8 Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 10
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 11

2 Mathematical Simulation of Complex Formation of Protein
Molecules Allowing for Their Domain Structure . . . . . . . . . . . . . . . 13
2.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 13
2.2 General Principles of the Formation of Biological Complexes . . . . 14

2.2.1 Formation of Heterodimers (H3–H4) and (H2A–H2B) . . . . 15
2.3 Description of the Physical Model . . . . . . . . . . . . . . . . . . . . . . . . 15
2.4 The Problem of the Electrostatic Interaction of Two

Conducting Spheres . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 17
2.5 Physical Interpretation of Condition Number . . . . . . . . . . . . . . . . 20

xi



2.6 Numerical Simulation of Interaction of Biological Systems.
Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 27
2.6.1 Heterodimer Formation H2A–H2B . . . . . . . . . . . . . . . . . . 27
2.6.2 Heterodimer Formation H3–H4 . . . . . . . . . . . . . . . . . . . . 30

2.7 MATLAB Script for Mathematical Simulation of Complex
Formation of Protein Molecules Allowing for Their Domain
Structure . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 32

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 53

3 Mathematical Modelling of the Temperature Effect
on the Character of Linking Between Monomeric Proteins
in Aqueous Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 55
3.2 The Main Properties of Proteins and the Nature of Their

Behavior with Increasing Temperature . . . . . . . . . . . . . . . . . . . . . 56
3.3 The Physical Properties of the Studied Proteins H2A,

H2B, H3, H4, Bcl-xl . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 58
3.4 Description of the Physical Model . . . . . . . . . . . . . . . . . . . . . . . . 59
3.5 Numerical Modelling of the Effect of Temperature on the

Character of Binding of Monomeric Proteins to Aqueous
Solutions. Conclusion . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 60

3.6 Matlab Script for Mathematical Modelling of the Temperature
Effect on the Character of Linking Between Monomeric
Proteins in Aqueous Solutions . . . . . . . . . . . . . . . . . . . . . . . . . . . 64

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 131

4 Mathematical Modelling of the Effect of a Monovalent Salt
Solution on the Interaction of Protein Molecules . . . . . . . . . . . . . . . 133
4.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 133
4.2 General Principles for the Formation of Dimers H2A–H2B,

H3�H4 and the Behavior of These Compounds in Solutions
with Different Concentrations of Monovalent Salt . . . . . . . . . . . . . 134

4.3 Shielding Effect in a Salt Solution . . . . . . . . . . . . . . . . . . . . . . . . 135
4.3.1 Debye Length . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 138

4.4 Description of the Physical Model . . . . . . . . . . . . . . . . . . . . . . . . 139
4.5 Results of Numerical Simulation. Conclusion . . . . . . . . . . . . . . . . 141
4.6 Matlab Script for Mathematical Modelling of the Effect

of a Monovalent Salt Solution on the Interaction
of Protein Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 143

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 167

xii Contents



5 Mathematical Modeling Identification of Active Sites Interaction
of Protein Molecules . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 169
5.2 The Structure and Function of the Protein P53 . . . . . . . . . . . . . . . 171
5.3 The Structure and Functions of the Protein Mdm2 . . . . . . . . . . . . 172
5.4 The Structure and Functions of the Protein Nap1 . . . . . . . . . . . . . 173
5.5 Description of the Algorithms . . . . . . . . . . . . . . . . . . . . . . . . . . . 173

5.5.1 Algorithm 1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 173
5.5.2 Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 176

5.6 Numerical Simulation of the Formation of Heterodimers
and Homodimers According to Algorithm 1 . . . . . . . . . . . . . . . . . 178
5.6.1 Numerical Calculation of the Interaction

of Mdm2ð436�482Þ Mdm2 . . . . . . . . . . . . . . . . . . . . . . . . . 179
5.6.2 Numerical Calculations of the Interaction

Nap1ð81�150Þ�Nap1 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 181
5.7 Numerical Simulation of the Formation of Protein Dimers

According to Algorithm 2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 186
5.7.1 Numerical Calculation of the Interaction of Two

Polypeptide Chains of the Mdm2 Protein . . . . . . . . . . . . . 186
5.7.2 Numerical Calculation of the Interaction of Polypeptide

Sequences of the Protein Nap1 . . . . . . . . . . . . . . . . . . . . . 193
5.7.3 Numerical Calculation of the Interaction of P53 with

Mdm2 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 210
5.8 Matlab Script Algorithm 1 for Mathematical Modeling

Identification of Active Sites Interaction of Protein Molecules . . . . 217
5.9 Matlab Script Algorithm 2 for Mathematical Modeling

Identification of Active Sites Interaction of Protein Molecules . . . . 238
References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 260

6 Mathematical Modelling of the Effect of Phosphorylation
on the Stability of the Formation of Biological Complexes
P53–Mdm2 and P53–P300 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
6.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 263
6.2 Protein Phosphorylation . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 264
6.3 Description of the Physical Model . . . . . . . . . . . . . . . . . . . . . . . . 266
6.4 Results of a Numerical Calculation of the Formation

of Biological Complexes by Different Sites of the P53, Mdm2
and P300 Proteins, Taking into Account the Effect
of Phosphorylation of the Flexible N-Terminus of the P53
Protein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 266

Contents xiii



6.5 Matlab Script for Mathematical Modelling of the Effect
of Phosphorylation on the Stability of the Formation
of Biological Complexes P53–Mdm2 and P53–P300 . . . . . . . . . . 269

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 289

7 Mathematical Modelling of the Interaction of BH3-Peptides
with Full-Length Proteins, and Account of the Influence of Point
Mutations on the Stability of the Formed Biological Complex
on the Example of the Bcl-2 Family Proteins . . . . . . . . . . . . . . . . . . 291
7.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 291
7.2 Structure and Functions of Bcl-2 Family Proteins . . . . . . . . . . . . . 293
7.3 Numerical Calculation Results. Conclusion . . . . . . . . . . . . . . . . . 295

7.3.1 Results of Numerical Simulation of the Interaction
of BH3-Peptides of Bmf, Puma, Bad, Hrk, Bax, Bik,
Noxa, Bid, Bim, and Bak Proteins with the Bcl-xlð1�200Þ
Protein . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 295

7.3.2 Interaction of Modified BH3-Peptides of Bax Protein
with Bcl-2 Protein Taking into Account the Replacement
of Amino Acid Residues . . . . . . . . . . . . . . . . . . . . . . . . . 300

7.3.3 Qualitative Definition of the Logarithm of the
Dissociation Constant Kd in the Interaction of BH3
Peptides with the Bcl-2 Protein . . . . . . . . . . . . . . . . . . . . 302

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 307

8 Mathematical Algorithms for Finding the Optimal Composition
of the Amino Acid Composition of Peptides Used as a Therapy . . . . 309
8.1 Introduction . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 309
8.2 Description of the Algorithm 3 . . . . . . . . . . . . . . . . . . . . . . . . . . 311
8.3 Description of the Algorithm 4 . . . . . . . . . . . . . . . . . . . . . . . . . . 313
8.4 Schematic Representation of the Increased Affinity of Peptides

to Proteins Targets . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 314
8.4.1 Increase of the Affinity of the Existing Peptides

to the Active Center of the Target Protein . . . . . . . . . . . . . 315
8.4.2 Creation of a New Peptide that Binds to a Given

Active Protein Center . . . . . . . . . . . . . . . . . . . . . . . . . . . . 315
8.4.3 Creation of Peptides That Will Interfere with the

Formation of Homo- and Heterodimers . . . . . . . . . . . . . . . 316
8.5 Matlab Script Algorithm 3 for Finding the Optimal

Composition of the Amino Acid Composition of Peptides
Used as a Therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 317

8.6 Matlab Script Algorithm 4 for Finding the Optimal
Composition of the Amino Acid Composition of Peptides
Used as a Therapy . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 342

References . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 362

Index . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 365

xiv Contents



Chapter 1
Physical Methods for Studying Proteins

Abstract This chapter discusses various experimental approaches for determining
the structure of molecules, the mutual arrangement of domains in space, the identifi-
cation of active protein centers, and their advantages and limitations in the study of
various physical properties of biological complexes.

1.1 Electrophoresis Methods

The basis of the electrophoresis method is the motion of charged particles under
the action of an electric field [1–7]. A large number of such important biological
molecules as proteins, amino acids, nucleic and ribonucleic acids have different ion-
izable groups and therefore there are various electric charged particles in a solution,
either as anions or as cations. These particles migrate either to the anode or to the
cathode under the action of an applied electric field. Note that many complex biolog-
ical molecules can have several different charged groups and will move in a medium
with the applied electric field depending on the resultant charge.

Consider in more detail how the charged biological particles are separated in the
process of electrophoresis.

To separate the selected biological objects in the medium, a potential difference
(voltage) must be applied to the electrodes, which creates an electric field E , which
corresponds to the applied voltage V and the distance d between the electrodes. Thus,
when the electric field E acts on a molecule that has a charge q(C), the force Eq(H)
arises. This force leads to themotion of the chargedmolecule to the electrode. During
the movement, a friction force arises that delays the movement of the molecule. The
friction force is hydrodynamic in nature and depends on the shape and size of the
molecule and on the pore size of the medium in which the electrophoresis is carried
out as well as the viscosity of the buffer. In practice, the most common concept of
electrophoretic mobility of an ion is that of the ratio of the ion’s velocity to the field
strength.Molecules are divided according to their size even if they have the same total
charge since they are affected by different frictional forces. Thus, molecules begin to
move in the buffer at different rates and separate depending on their electrophoretic
mobility when applying a potential difference to the electrodes.
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When the electric field is turned off before all the molecules reach the electrodes,
the components of the biological sample mixture are separated depending on their
electrophoretic mobility. The determination and localization of the separated com-
ponents of the biological mixture are determined by autoradiography or by staining
with a suitable dye. Electrophoregrams of protein-enzymes make it possible to study
changes in the activity and isoenzyme spectrum of proteins under the influence of
external and internal factors in both humans and other organisms.

Electrophoresis is a convenient method that allows one to separate a mixture of
proteins after various experiments and draw conclusions about the stability of bio-
logical complexes: homodimers, heterodimers, tetramers, oligopolymers, etc.During
the electrophoresis, most of the generated power is dissipated as heat. Heating of the
medium in which electrophoresis is performed has negative consequences, namely:
-the decrease in the viscosity of the buffer with a decrease in the resistance of the
medium, -the formation of convection currents, leading to the mixing of separated
samples, -an increase in the diffusion rate of sample and buffer ions, leading to a
broadening of the zones of the separated samples. -the thermal destruction of samples,
which are quite often sensitive to heat. This can cause protein denaturation.

The electrophoresis method can only confirm or infirm the formation of a molec-
ular complex or its dissociation, but does not tell us anything about the nature of
the interaction or the causes of dissociation, nor about the structure of the com-
plex formed [7]. It does not reveal the structure of the catalytic active centers of the
molecule, nor does it make it possible to calculate the thermodynamic constants of
molecules entering into interaction or to draw any conclusions about the stability of
biological complexes.

1.2 Chromatographic Methods

The chromatographic method is a method of separation of substances [8–17] devel-
oped by the Russian botanist Mikhail Tsvetom.

The chromatographic method is based on the distribution of the analyzed sub-
stances between two immiscible phases, which is described by the distribution coef-
ficient Kd . Two different phases A and B correspond to a coefficient of distribution
at a given temperature, which is the value of the constant [18]

Kd = NA

NB
,

where NA is the concentration in phase A, and NB is the concentration in phase B.
In any chromatographic system, there is a fixed (stationary) phase and a mobile

phase. The fixed phase can be a solid carrier, gel, liquid, or a mixture of solid and liq-
uid. The mobile phase can be liquid or gaseous and penetrates through the stationary
phase after applying the mixture to be separated. In the process of chromatogra-
phy, substances come into contact with two phases and differences in the coefficient
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of distribution of substances lead to separation of the mixture under study. At the
moment, there are two basic options for carrying out chromatographic separations:
thin-layered and columnar. Let’s consider in more detail column chromatography.
In this method, the stationary phase is in a metal or glass column. A mixture of sub-
stances to be analyzed is applied to the column and we then begin to pass a mobile
phase through it, which is called an eluent. This method of column chromatography
is most often used for analytical purposes in biochemistry. During the passage of the
eluent through the column, the analyzed solutions are separated depending on their
distribution coefficients and leave the column as a solution of the eluate. In a thin
layer chromatography, a stationary phase on a suitable matrix is covered with a thin
layer of glass, metal foil-plastic. The mixture to be separated is applied to the edge of
the plate in the form of spots or stripes. Further, in the plate, located in a horizontal or
vertical position, the mobile phase begins to act under the action of capillary forces,
causing the substances to be analyzed to migrate to the opposite edge of the plate
with determined velocity for each substance. The advantage of this method over
column chromatography is the ability to analyze several samples at once. In order
to improve the separation of the substances to be analyzed, the composition of the
mobile phase can be changed, for example by modifying the salt concentration, the
pH value, or the polarity. A successful chromatography yields all components of the
mixture in their pure form. Let us consider in more detail the methods of analysis
in chromatography, depending on the purpose of the experiment. Chromatographic
separation of the samples under study is carried out at a qualitative or quantitative
level. Qualitative analysis is performed to confirm the presence in the sample of a
certain component. Quantitative analysis is carried out for the purpose of finding
and confirming the presence in the sample of a certain substance and measuring its
quantity. The quantitative analysis is based on determining and measuring the peak
area and determining the substance using an appropriate calibration curve. The chro-
matographic method is suitable for determining the substances and their quantity
in the mixture, but this method does not allow us to make any assumptions about
the structural organization of the present molecules, about the presence in them of
certain domains responsible for binding the protein complex or about the nature of
their interaction. It does not reveal the structure of the catalytic active centers of the
molecule. It also does not make it possible to calculate the thermodynamic constants
of themolecules entering into interactions to draw any conclusions about the stability
of biological complexes.

1.3 Mass Spectrometry

Mass spectrometry is a direct method that allows one to directly determine the fol-
lowing physical parameters of the studied substances: the molecular weight, the
elemental composition of molecules, their fragments, the relationship between each
other and their relative location, and to study the mechanisms of fragmentation [19].
Based on the data obtained during mass spectrometry, correlation dependences are
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obtained between the structural characteristics of molecules and ions formed as a
result of the decay of molecules upon ionization [20–23]. A mass-spectrometric
experiment also studies the processes of energy transfer during the interaction of
molecules with electrons ions, the processes of atom rearrangement in the formed
ions and the influence of certain functional and structural groups on ionization and
fragmentation processes.

1.3.1 Electron Impact

Electron impact is the main and most frequently used ionization method in mass
spectrometry. It consists in the following: molecules in a gas phase are bombarded by
a beam of electrons emitted by a cathode heated to a high temperature and accelerated
to a given energy by a potential difference between the cathode and the anode.
The cathode is usually made of tungsten or rhenium wire. The ionization process
takes place in a vacuum. For most of the organic molecules studied, the ionization
energy is 7–12eV. The efficiency of ionization increases with increasing energy of
ionizing electrons, reaching a maximum at 30–40eV, then slowly decreases. During
the ionization process, under the influence of ionizing electrons, the molecules begin
to acquire excess energy,which causes the destruction of themolecular ion [M]+ with
the formation of fragmented and rearranged ions characterizing the structure of the
substance under study. E-impact mass spectrometry is a compound research method
that produces themost reproduciblemass spectra of individual compounds. Themain
contribution to the average relative measurement error is low-intensity peaks of ions,
which, as a rule, are not used for structural relationships. The average relative error
in the values of the ion peaks recorded on different mass spectrometers under the
same mode is approximately 15%. Mass spectrometry electron impact nevertheless
has a significant drawback. Thermolabile compounds (mostly natural compounds),
highmolecular weight substances, organic salts, metal complex compounds and even
some classes of organic compounds (hydrocarbons, aliphatic alcohols and amines,
etc.) that do not give a peak in the mass spectrometry of electronic shock fall out of
the scope of its application as a structural method.

1.3.2 Chemical Ionization

Another method of ionization is chemical ionization with the formation of positive
and negative ions (positive and negative chemical ionization) and is based on the
flow of ion-molecular reactions in a gas phase. The first mass spectra with chemical
ionization of simple substances were obtained by Field and Manson in 1965. At
present, this variant of mass spectrometry with chemical ionization has found wide
application in the practice of scientific research, and also in analytical chemistry. The
method of chemical ionization with the formation of positive ions can increase the
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intensity of the peak of the molecular ion as in the case of labile molecules and more
clearly trace the main directions of fragmentation. In order to obtain optimal mass
spectra from the ratio of the peaks of molecular and fragment ions, it is necessary
to select a reagent gas and ionization conditions. The sensitivity of this method with
the use of chemical ionization depends on the nature of the substance and the ioniza-
tion conditions but does not exceed the sensitivity of the method with ionization by
electron impact. The advantage of the method of mass spectrometry with negative
chemical ionization is very high sensitivity and selectivity to compounds that have a
high affinity for the electron, for example, halogen-containing substances. However,
in this method, just as in the method of positive chemical ionization, it is necessary to
select a reagent gas and ionization conditions. The sensitivity of the method depends
on the ionization conditions and on the structure of the molecules. It should be noted
that it is not always possible to evaporate many organic substances without decom-
position, and therefore, they cannot be ionized by electron impact and chemical
ionization. The possibilities of electron and chemical ionization decrease dramati-
cally in the transition from amino acids to peptides due to even lower volatility and
increased thermolability of these compounds [24]. Such biological objects include
most biological molecules (proteins, DNA, etc.), physiologically active substances,
polymers, as well as many highly polar substances. Also, significant disadvantages
can be attributed to the relatively large size and high cost of modern mass analyzers.

1.4 X-ray Analysis of Protein Crystals

X-ray analysis is one of the most important experimental methods that allow us to
determine with atomic precision the spatial coordinates of all the atoms in the object
[25]. After determining the position of each atom, the following parameters of the
molecule structure can be calculated: interatomic distances, valence angles, rotation
angles around bonds, and surface charge distribution. The data obtained by X-ray
diffraction analysis are valuable information for chemists, biochemists, biophysicists
and biologists who study the different relationships between the structural charac-
teristics of the biological molecules and their functional properties, as well as for
specialists studying the electronic structure of molecules and molecular interactions.
Today, the structures of about 15 thousand proteins and their complexes with bio-
logically important molecules are known. The method of X-ray structural analysis
is based on the diffraction of X-rays on a crystal lattice, so it can be applied only to
substances that are in a crystalline state. If the sample consists of a large number of
randomly oriented identical molecules in solution, then the scattering pattern will be
determined from the averaged directions, which will to a considerable extent prevent
obtaining detailed information on the atomic structure. We note that this method is
based on the phenomenon of X-ray diffraction on a three-dimensional crystal lat-
tice. For a successful X-ray examination of the structure of a biological object, it
is necessary to use monochromatic X-ray radiation. For this purpose, various filters
and monochromators are used. To obtain a diffraction pattern, the object under study
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is placed in an X-ray beam and the intensity of the radiation scattered in different
directions is measured. The easiest way is to place the beam of the film on the way
and judge the intensity of scattering in this direction by the degree of darkening of
the spot after the exposition. At the output, a set of intensities of the rays scattered
in different directions, or diffraction pattern, is obtained. The next stage is the anal-
ysis of the obtained diffraction pattern and obtaining information about the atomic
structure of the object under study. One of the drawbacks of the method of X-ray
structural analysis in the study of protein structures is that the proteins are in vitro and
in vivo in solution, and, when tested, they are subjected to crystallization processes
[18]. A logical question arises: is there any fundamental distortion of the structure
of protein molecules during crystallization. It is considered that strong distortions
don’t occur after all. However, as evidenced by a number of experimental studies
[26–28] in the field of investigation of various regions of protein binding of the
histone chaperone Nap1, the results of the X-ray diffraction analysis are not fully
consistent with the results obtained in the study of the thermodynamic properties of
the same protein in solution. In particular, the results of the work contain conflicting
data on the involvement of the flexible ends of the histone chaperone molecule when
it binds to dimers of histone proteins H2A–H2B and H3–H4. The flexible ends of
the histone-chaperone molecule, according to X-ray diffraction analysis data, do not
interact with dimers of histone proteins, but experiments using targeted site-specific
mutagenesis in solution showed that the ends of the histone chaperone can make
a synergistic contribution to the interaction with histone dimers. Thus, despite the
high accuracy of the X-ray structural method in the study of proteins, it must be
supplemented with other physical methods for studying biological objects.

1.5 Methods of Spectral Analysis

Let us analyze the spectral nature of the interaction of electromagnetic radiation with
matter. This interaction is of a quantum nature and depends on the radiation property,
as well as on the material. The main physical characteristics of electromagnetic
radiation are frequency, wavelength, and intensity. Let us consider the interaction
of electromagnetic radiation with the energy levels of the substances under study.
Electrons in atoms and molecules of the substances under study can be at different
energy levels, but in principle, they tend to occupy the level with the lowest energy-
the basic level. In order to effect the transition of an electron from a lower to a
higher energy level (into an excited state), the systemmust transmit a certain amount
of energy, and if the source of this energy is electromagnetic radiation, then an
absorption spectrum appears. The molecule of the irradiated substance absorbs a
strictly defined amount of energy, which corresponds to the difference in the energy
levels that the electron occupies. In the transition of an atom or a molecule from a
higher to a lower energy level, one quantum of energy is emitted, which in turn is
accompanied by the appearance of a radiation spectrum. Thus, transitions in atoms
and molecules, which are usually observed in the form of absorption spectrum,
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emission spectrum or fluorescence spectrum in the ultraviolet or visible parts of the
spectrum, are the cause of the appearance of electronic spectra.

1.5.1 Spectroscopy in the Ultraviolet and Visible Range

Consider the general law of light absorption by matter, the Bouguer–Lambert–Baer
law. This law is based on two relationships: one of the relationships relates the
absorption of light to the concentration of the absorbing substance, and the other
relates the length of the light path or the thickness of the layer to the absorbing
substances. The ratio of the intensity of the incident and transmitted light is called
transmission T: T = I/I0, where I0 is the intensity of incident light, I is intensity of
transmitted light.Note that intensity is the product of the photon energy by the number
of photons colliding on a surface unit per time unit. At T = 100%, the substance
is absolutely transparent and does not absorb radiation, since the intensity of the
incident light is equal to the intensity of the light passing through the substance, and
at T = 0 the substance is completely opaque and completely absorbs the incident
radiation. Substances with intermediate transmission values are characterized by the
extinction of E [18]:

E = lg

[
1

T

]
= lg

[
I0
I

]
.

When performing spectrophotometric analysis, it is customary to prepare a series of
standard solutions, with the help of which a calibration curve of the dependence of
absorption on concentration is constructed [29, 30]. After that, the absorption of the
analyzed solution is measured, and its concentration is found from the calibration
curve by interpolation. The main advantage of the spectrophotometer is the ability to
scan the full wavelength range of the ultraviolet and visible light regions and obtain
absorption spectra [18]. These spectra obtained for each substance reflect the depen-
dence of the absorption on the wavelength. Note that the wavelength of the absorbed
light is determined by the corresponding electron and therefore specific absorption
peaks can be attributed to known molecular fragments. Qualitative analysis in the
ultraviolet and visible wavelength ranges allows identification of certain classes of
compounds in pure form, as well as in mixtures, for example, proteins, nucleic acids,
cytochromes, and chlorophylls. The method serves to identify changes in the chem-
ical structure of compounds. The quantitative analysis is based on the fact that some
chromophore groups, such as aromatic amino acids in proteins or heterocyclic bases
of the nucleic acids, absorb light at a certain wavelength. Proteins can be analyzed
at a wavelength of 280nm, and nucleic acids-at 260nm, although in any case, it is
necessary to take into account the possibility of the influence of impurities from
other substances if they are also present in the solution. To account for this effect, it
is customary to measure the absorption of additional impurities at two wavelengths:
at the wavelength at which the analyze is absorbed, and at the wavelengths at which
it is not absorbed. This method allows one to make an assumption about changing
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the structure of biological molecules in their binding and to draw conclusions about
the presence or absence of interaction between the selected objects; if one knows in
advance about the presence of the active center of the molecule, the method allows
one to observe the presence of changes in the structure of this center. The method
of spectroscopy in the ultraviolet and visible ranges can find good application in
the study of already known biological molecules with a given structure and known
catalytic centers. Usually, this method is used in conjunction with other physical
methods of biological objects research to confirm or supplement the changes in the
previously known absence or presence of interaction between biological objects in
the solution, to make assumptions about their nature of binding, which must be
supplemented and confirmed by additional physical methods of research [18].

1.6 Spectrofluorimetry

Fluorescence is the phenomenon of light emission by matter, i.e. when a molecule
moves from a state with a higher energy level to a state with a lower energy level.
This transition is recorded by the intensity of the emitted radiation. In order to carry
out such a possibility of transitions from a higher to a lower energy level, it is
necessary to excite the molecule by exposure to electromagnetic radiation. In this
case, the wavelength of the emitted radiation is larger, and the energy, therefore, is
less than the wavelength of the absorbed light. The difference between these two
wavelengths is called the Stokes shift, and usually, the best results are obtained
with those compounds in which the Stokes shift is greater. The fluorescence spectra
provide information on events that occur within a time interval of less than 10−8 s.
The quantum yield Q is determined by the expression [18]:

Q = Q1

Q2

where Q1is the number of emitted quanta, Q2 is the number of absorbed quanta. At
low substance concentrations, the fluorescence intensity I f depends on the incident
light intensity I0 [18]:

I f = 2.3I0ελcdQ,

where c is the molar concentration of the fluorescent solution, d is length of light
path in solution (cm), ελ is molar extinction coefficient of material at wavelength
λ(dm/(mole·cm). Fluorescence analysis is widely used, despite the fact that only a
few molecules are able to fluoresce. If it is necessary to identify the substance, the
absorption and fluorescence spectra are compared. To clarify the known structure,
an analysis of the effect of pH and solvent composition is performed, as well as
fluorescence polarization. If the substance is non-fluorescent, fluorescent labels are
attached to its molecules and the radiation of the attached label is monitored. Then,
as with the natural fluorescence of proteins, the fluorescence of aromatic groups
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in the side chains of amino acid residues is monitored. The label is used for both
qualitative and quantitative analysis. Themain application of fluorimetry is the quan-
titative determination of substances whose concentration is too low. Similarly, the
fluorometry method is suitable for studying the kinetics of enzymatic processes.
Since our work is devoted to the study of the interaction of proteins, we will consider
in more detail what allows us to investigate the fluorometry method in this direc-
tion. The presence of tryptophan or flavin adenine dinucleotide in the protein amino
acid molecule, which takes an active part in many redox biochemical processes as a
cofactor, makes it possible to obtain the natural fluorescence of the biological objects
under study. Binding and release of cofactors, inhibitors, and substrates near the flu-
orescent group lead to a change in the fluorescence spectrum, which allows obtaining
information about the relative conformation changes, denaturation, and aggregation
of molecules. The change in the conformation of the analyzed protein, which occurs
when the ligand is bound, is reflected in the nature of the fluorescence. Themethod of
fluorescence due to resonance energy transfer allows determining the localization of
metals in metalloproteins, various conformational changes in enzymes and receptors
when binding substrates to ligands, and the distance between different pairs of pro-
teins on the ribosome. Thus, the method of spectrofluorimetry makes it possible to
obtain accurate results when analyzing samples with very low concentrations. This
method is also characterized by high selectivity since the Stokes shift allows the
use of two monochromators-one for exciting light, the other for selective light. The
disadvantages of the method are its high sensitivity to changes in temperature, pH,
and polarity of the solvent; it is also impossible to predict the ability of a particular
substance to fluoresce. The main disadvantage is the suppression of fluorescence
[18]. The reason for this phenomenon is that the energy that could be released in the
form of fluorescence is transmitted to other molecules during a collision.

1.7 Circular Dichroism

Circular dichroism is the effect of optical anisotropy which manifests itself in the
difference between the absorption coefficients of light polarized in the right and
left circles [31]. This method is based on measuring the angle of rotation of the
polarization plane after the polarized light passes through the solution containing
the chiral substance. We note that chirality is a property of a molecule that does not
coincide in space with its mirror image. A plane polarized light can be represented as
a sum of two circularly polarized rays with right and left polarization. Asymmetrical
chiralmolecules in their nature interact differentlywith these components, so the rays
propagate in the sample at a different speed (they have different refractive indices).
As a result, the plane of polarization of the light beam passing through the sample
rotates relative to the plane of polarization of the initial beam. In the spectral regions
where the substance absorbs light, circular dichroism is observed. The right and left
rays are not only refracted in different ways by the chiral substance but are also
absorbed to varying degrees. As a result, an initially plane polarized light becomes
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elliptically polarized. Since it is difficult to measure the ellipticity, it is therefore
measured separately for the absorption of the left and right rays. The CD spectrum
represents the dependence of the ellipticity on the wavelength. This spectrum makes
it possible to obtain information on the three-dimensional structure of molecules,
the relative content of elements of the secondary structure of the protein (alpha
helices, beta layers and irregular sequences) in solution, which becomes particularly
relevant when studying the effect of denaturing agents or temperature on the three-
dimensional structure of selected proteins. This method has proven itself in studies
of protein denaturation in which there is a change in alpha and beta-structures in
irregular sequences during protein denaturation. However, the application of CD to
the analysis of spatial three-dimensional structures of biological molecules is limited
due to a lack of understanding of the influence of individual parts of molecules on
the formation of this level of structure. In due time, the CD spectra of poly-L-amino
acids were obtained, which were used as standards in determining the content of
each form of the secondary structure in proteins. For known proteins, the method
of approximation of curves was used. An important advantage of the CD method is
that it can be used to study the conformation changes of various substances when
interacting with other proteins, DNA, and ligands. The drawbacks of the CDmethod
are that it does not allow one to calculate the distance between different paramagnetic
proteins or to reveal the structure of the catalytic active sites of the molecule and
does not make it possible to calculate the thermodynamic constants of molecules
entering into interaction or to draw any conclusions about the stability of biological
complexes [18].

1.8 Conclusion

Themain objective of this chapter, despite the fact that it is of an overview nature and
contains a number of known facts, is to consider various experimental approaches
associated with the study of the structure of molecules, the mutual arrangement of
domains in space, and the detection of active protein centers: electrophoresis meth-
ods, chromatographic analysis methods, mass spectrometry, X-ray crystal analysis
of proteins, spectral analysis methods, and circular dichroism. Their advantages and
disadvantages are listed. It should be noted that most of the presented experimental
approaches have significant limitations in the study of various physical properties
of biological complexes. To study the whole variety of physical characteristics of
protein complexes, it is necessary to combine a large number of different experi-
mental approaches, each of which makes it possible to determine a narrow list of
desired physical parameters. We also note that most of the biochemical reactions
with the given chemical elements must be verified experimentally, which is a fairly
labor-consuming and expensive method, requiring a large amount of time for its con-
duct. The above limitations, which involve the study of the physical characteristics
of biological structures, require the development of a new mathematical approach
that would allow:
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• to theoretically predict the passage of a biochemical reaction in the chosendirection
with given amino acid (a.a.) sequences;

• to study the behavior of dimers in vitro in solutionswith different concentrations of
monovalent salt for the production of nucleosome histone nucleus, to investigate
the influence of temperature on the stability of protein dimers H2A–H2B H3–H4,
some sections of amino acid sequences of the input solution, taking into account the
contribution of hydrophobic amino acid residues in the formation of the structure
of dimers;

• to determine the regions of protein molecules responsible for the aggregation of
proteins in aqueous solution under different temperature regimes from 20–40 ◦C;

• to study the effect of phosphorylation of amino acid residues of polypeptide chain
on the formation of biological complexes on the example of phosphorylated flex-
ible n-end protein p53 for two amino acid residues;

• to determine the location of active protein sites and to detects the stability of differ-
ent protein sites by analyzing the potential energy-electrostatic interaction matrix
between different sites of the microbiological complex, such as histone chaper-
one Nap1-sNap1, protein heterodimer p53-Mdm2 and Mdm2-Mdm2 homodimer,
which are responsible for the entry of an entire protein molecule into biochemical
reactions;

• to study the effect of point mutations in BH3 peptides on the stability of the formed
or biological complex with pro-apoptotic proteins of the Bcl-2 family, as well as
the qualitative determination of the dissociation constant for binding different BH3
peptides to Bcl-2 and Bcl-xl proteins.
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Chapter 2
Mathematical Simulation of Complex
Formation of Protein Molecules Allowing
for Their Domain Structure

Abstract This chapter we construct a physical model of the interactions between
protein molecules and study of their propensity to form biological complexes. The
reactivities of proteins have been studied using electrostatics methods based on the
example of histones H2A, H2B, H3, H4. The capability of proteins to form stable
biological complexes that allow for different segments of amino acid sequences has
been analyzed. The ability of protein molecules to form compounds has been consid-
ered by calculating matrices of electrostatic potential energy of amino acid residues
constituting the polypeptide chain. The method of matrices has been used in the
analysis of the ability of protein molecules to form complex biological compounds.

2.1 Introduction

The present chapter is dedicated to developing a mathematical model that will be
able to theoretically predict a biochemical reaction that occurs in a chosen direction
that involves given proteins with known amino acid sequences. There are a number
of papers that should be noted in which different amino acid sequences of the chosen
proteins have been analyzed.

In [1] hydrogen–deuterium exchange in combinationwithmass-spectrometrywas
used to reveal binding sites of the H2A–H2B dimer with Nap1. Authors identify the
interaction surface between H2A–H2B and Nap1, and confirm its relevance both in
vitro and in vivo.

In [2] investigated contacts between histonesH2A,H2B,H3 andH4 in the nucleo-
some. The authors used the experimental structures chromosome containing histones
and calculated the number of contacts between different histones.

In this work the number of contacts between histone intrudes in the nucleosome
was found that the H2A–H2B and H3–H4 heterodimers have the greatest number of
contacts between pairs of heterodimers.

© Springer Nature Switzerland AG 2018
T. Koshlan and K. Kulikov, Mathematical Modeling of Protein Complexes,
Biological and Medical Physics, Biomedical Engineering,
https://doi.org/10.1007/978-3-319-98304-2_2
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A quantitative method for studying the affinity of Nap1 to histones was developed
in [3] The binding affinity between Nap1 and H2A–H2B was found to be on the
nanomolar level. It was noted that each Nap1 dimer binds two H2A–H2B dimers;
the termini of the Nap1 molecule were shown to give a synergetic contribution to
binding with histones.

No clear criteria were given in the mentioned papers, which should allow one
to determine the reactivities of different protein domains that are responsible for
the participation of whole molecules in various biochemical reactions. Thus, the
present work aims at developing a mathematical model that should facilitate the
processing of existing experimental data, predict theoretically a biochemical reac-
tion passing in a chosen direction involving given amino acid sequences, and reveal
protein sites responsible for interactions between different protein molecules, which
actually determines the importance of the task. The work consists of several parts.
In the first section, basic principles of the nucleosome formation are given, the prin-
ciples of the formation of histone heterodimers H2A–H2B and H3–H4. The second
part is dedicated to developing a physicalmodel of interactions between proteinswith
the formation of biological complexes based on electrostatic interactions of protein
molecules allowing for their amino acid sequences. Biological systems are consid-
ered in detail in the third part, including the formation of H2A–H2B and H3–H4
heterodimers; the results of interaction simulations in the chosen biological systems
are presented. All calculations were conducted in order to allow different amino acid
sequences to participate in the studied protein reactions.

The developed algorithms allow to determine the interaction of different domains
of proteins or whole proteins.

2.2 General Principles of the Formation of Biological
Complexes

Consider general principles of biological complex formation in regard to our research.
We will analyze protein interactions H2A, H2B, H3, H4 which actively participate
in the nucleosome formation process. Chromatin assembly is a stepwise process that
starts with the association of a tetramer of histone (H3–H4)2 with the DNA, followed
by the incorporation of two H2A–H2B dimers to form the nucleosome [4, 5].

The nucleosome assembly process is facilitated by several partially redundant
pathways and is aided by histone chaperone proteins, such as nucleoplasmin, an-
tisilencing factor 1 (Asf1), histone regulator (HIR), chromatin assembly factor 1
(CAF-1), and nucleosome assembly protein 1 (Nap1) [6, 7].
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Fig. 2.1 Three-dimensional
structure of histone H2A
with indication of the
N–terminus and C–terminus
of the amino acid sequence
[8]

2.2.1 Formation of Heterodimers (H3–H4) and (H2A–H2B)

Histones H2A, H2B, H3 and H4 are the basic proteins [7], which form dimers, the
structure of which is called �handshake� in this structure, the formation of dimers
H2A–H2B or H3–H4 occurs in opposite directions of each histone [5].

In Fig. 2.1 scheme of the H2A protein showing the N-tail and the C-tail of the
protein is presented. In this chapter, we analyze different protein sequences and allow
for their domain structure to determine possible compound formations (H2A–H2B),
(H3–H4). Note that domains arise due to combination, alternation, and α-helices and
β-sheets, between which less dense structure appear [9].

Amino acid sequences of histone proteins H2A, H2B, H3, H4, as well as their
secondary structures were taken from [10]; entry numbers for proteins were P04911,
A6ZKU6, P61830, P02309 respectively. In this chapter we have investigated yeast
proteins.

2.3 Description of the Physical Model

Earlier experiments [11] revealed that the interaction of protein molecules is deter-
mined by the potential energy of the electrostatic interaction. For this reason, this
study is devoted to a theoretical analysis of the electrostatic interactions between
protein molecules.
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Let us describe a physical model of the electrostatic interaction between the amino
acid sequences of different proteins.

Each amino acid is represented as a uniformly charged sphere with its own radius
value. The protein is represented as a free-articulated polyamino acid sequence [12].

When studying the interaction of charged protein molecules, a number of approx-
imations were used:

1. the energy of protein interaction is determined only by the forces of electrostatic
interaction;

2. a protein molecule is modeled as interconnected amino acid residues;
3. each amino acid residue of the protein is represented as a uniformly charged

sphere.
The sphere radius size of each amino acid residue was taken from the work [13]:

RA = 0.6 nm,RR = 0.809 nm,RN = 0.682 nm,RD = 0.665 nm,RC = 0.629 nm,

RQ = 0.725 nm,RE = 0.714 nm,RG = 0.537 nm,RH = 0.732 nm,RI = 0.735 nm,

RL = 0.734 nm,RK = 0.737 nm,RM = 0.741 nm,RF = 0.781 nm,RP = 0.672 nm,

RS = 0.615 nm,RT = 0.659 nm,RW = 0.826 nm,RY = 0.781 nm,RV = 0.654 nm.

Note that the ability of molecules to interact with different amino acid residues
strongly depends on their environment, which is due to their polar and non-polar
parts.

Since in this chapter we are considering the problem of electrostatic interaction
between histones,wemake the following assumption:we divide interactions between
20 amino acid residues into 10 classes from 0.05e to 1e in accordance with [14].

Thus, we assign to the amino acid residues a charge that is less than or equal to the
charge of the electron.Note that the square of themodulus of thewave function,which
describes the state of an electron in a multi-center model, determines the probability
density of an electron or the density of an electron cloud, which characterizes the
unequal probability of finding an electron in a selected part of the volume of an
electron cloud in a polyatomic amino acid residue. It follows that the redistribution
of electron charges in polyatomic amino acid residues may well lead to the fact that
the probability of finding a valence electron in the neighborhood of the residue is less
than one, and the average value of the charge of the residue is less than the charge
of the electron.

The distances between the two interacting amino acid residues of neighboring
proteins were determined from the following assumptions [15, 16]:

1. the distance between the oppositely charged amino acid residues was 0.15nm;
2. between like-charged ones, the distance was 0.4nm;
3. The distance between the amino acid residues that form, presumably, one hy-

drogen bond was 0.35nm;
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Fig. 2.2 Schema of the
interaction of amino acid
residues of two interacting
proteins P1 and P2. Each
amino acid is represented as
a uniformly charged sphere
of a given diameter

4. The distance between amino acid residues, which, presumably, can form more
than one hydrogen bond, was set to 0.25nm.

Belowwe have considered the problem ofmodelling the processes of electrostatic
interaction of the formation of dimers from the complete amino acid sequences of
selected proteins within the framework of the classical electrostatic theory (Fig. 2.2).

2.4 The Problem of the Electrostatic Interaction of Two
Conducting Spheres

Let there be two conducting sphereswith radii R1, R2 and charges Q1 and Q2, located
at a distance L between the centers. Then, following the works [17–20] we can write
the expression for the potential energy of the electrostatic interaction of the spheres
between their centers:

Wq =
[
1 + γ

2α

]
α2c11 − 2αc12 + c22

c11c22 − c212
, (2.1)

whereQ1 Q2 are the charges of thefirst and second spheres,γ = R2/R1,α = Q2/Q1,
c11, c12, c22 are the capacitive coefficients [20]:

c11 = 4πε0εR1γ sinh(β)

∞∑
n=1

[
γ sinh(nβ) + sinh[(n − 1)β)]]−1

, (2.2)

c22 = 4πε0εR1γ sinh(β)

∞∑
n=1

[
sinh(nβ) + γ sinh[(n − 1)β)]]−1

, (2.3)
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c12 = −4πε0εR1γ
sinh(β)

(1 + γ )h

∞∑
n=1

[sinh(nβ)]−1 , (2.4)

where ε is the dielectric constant of the medium, ε0 is the dielectric constant. In this
case, (R1 + R2) is chosen as a unit length, so that h is the dimensionless distance
between the centers of the spheres, which is defined as h = L/(R1 + R2), and β is
associated with the distance between the centers of the spheres as follows [17–20]:

h = l/(R1 + R2)

The parameter β associated with the distance between the centers of the balls as
follows [17–19]:

cosh(β) = h2(1 + γ )2 − (1 + γ 2)

2γ
(2.5)

Note that the capacitive coefficients (2.2)–(2.4) are defined in units of R1/k, k =
1/4πε0. Then, as the unit of energymeasurement,we choose the value kQ1Q2/(R1 +
R2), in this case for the dimensionless energy of the electrostatic interaction of the
spheres and, respectively, for the capacitive coefficients c11, c12, c22, we obtain the
following expressions:

W̃q =
[
1 + γ

2α

]
α2c11 − 2αc12 + c22

c11c22 − c212
, (2.6)

c11 = εγ sinh(β)

∞∑
n=1

[
γ sinh(nβ) + sinh[(n − 1)β)]]−1

, (2.7)

c22 = εγ sinh(β)

∞∑
n=1

[
sinh(nβ) + γ sinh[(n − 1)β)]]−1

, (2.8)

c12 = −εγ
sinh(β)

(1 + γ )h

∞∑
n=1

[sinh(nβ)]−1 . (2.9)

We perform the following transformations for expressions (2.7)–(2.9). We introduce
the variable z = exp(−β), then we obtain the following expressions:

c11 = 2εγ
√
cosh(β)2 − 1×

×
∞∑
n=1

zn

(1 − z2n)[(γ + cosh(β)) − √
cosh(β)2 − 1(1 + z2n)/(1 − z2n)] ,

c22 = 2εγ
√
cosh(β)2 − 1×
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Fig. 2.3 Representation of
the potential energy matrix of
the electrostatic interaction
Wi, j , i = 1, 4, j = 1, 4 of
two proteins P1 P2

×
∞∑
n=1

zn

(1 − z2n)[(1 − γ · cosh(β)) − γ · √
cosh(β)2 − 1(1 + z2n)/(1 − z2n)] ,

c11 = −ε
2γ

√
cosh(β)2 − 1

h(1 + γ )

∞∑
n=1

[(z2n)/(1 − z2n)],

where cosh(β) is defined by the expression (2.5).
The resulting values of the potential energy of electrostatic interaction between

the corresponding amino acid residues, which we represent as charged spheres, are
written into the matrix (see Fig. 2.3).

In ourmodel, wewill assume that each amino acid residue of one proteinmolecule
can interact with any other amino acid residue of another protein.

To analyze the biochemical processes we use the notion of condition number
cond(W0) of the matrix W0: In order to analyze the relation between biochemical
processes with histones, we use the condition number (cond(W0)) concept, which
measures the degree of biochemical structures stability given the physical conditions.

cond(W0) = ||W0|| · ||W−1
0 ||.

where ||W0|| is the norm of the matrix of the potential energy of the pair electrostatic
interaction between peptides. For the calculation of the condition number we use the
singular value decomposition (SVD) [21]. Then we have the following expression:

cond(W0) = σmax(W0)

σmin(W0)
, (2.10)

where σmax(W0), σmin(W0) are largest and smallest singular values of the poten-
tial energy matrix of pairwise electrostatic interaction between amino acid protein
sequences.

In this physical formulation of the problem, it will characterize the degree of
stability of the configuration of the biological complex. In order to choose a more
stable biochemical compound between proteins, we select the matrix of potential
energy of electrostatic interaction with the smallest value of the condition number.



20 2 Mathematical Simulation of Complex Formation of Protein Molecules …

Fig. 2.4 A system modeling
the formation of a
biocomplex

2.5 Physical Interpretation of Condition Number

Consider the biological complex (see Fig. 2.4).
It can be represented as a polyatomic molecule. In this case, we assume that the

chains themselves (black and red) under the external conditions under consideration
are stable, having elastic, but strong links between the elements of each individual
chain with high discontinuity energies. The newly formed links between individ-
ual elements of different chains will be considered less stable (green), i.e. their
bond-dissociation energy is lower. Then we can consider the resulting formation
(bio-complex) as a kind of quasi-molecule, consisting of bound undeformed amino
acid residues (hereinafter called �fragments�). Under external influence, i.e. upon
impact with its �neighbors�, a molecule receives energy of the order of kT (k is
Boltzmann constant). In this case, vibrations develop in the molecule and a change
in its structure (bond dissociation) can occur. But it is not a fact that the weakest
bond will break: in a molecule, it can be connected with a strong one.

The wave function describing the entire quasi-molecule in the general case de-
pends on the 3N variables of the geometric coordinates of each fragment. Since 6 of
them describe the translational and rotational motion of a quasi-molecule as a whole,
the wave function describing the oscillations inside the quasi-moleculeΨ vib(q) itself
will depend on the 3N − 6 coordinates: q = (q1, q2, . . . , q3N−6), qi ≡ (xi , yi , zi ).

The Schrodinger equation for Ψ vib(q)

⎡
⎣−�

2

3N−6∑
i, j

ai j
∂2

∂qi∂q j
+ W (q)

⎤
⎦ Ψ vib(q) = EvibΨ vib(q),

where W (q) is the coordinate dependence of the interaction potential between the
fragments. The coefficients ai j , generally speaking, depend on the coordinates, but
for small oscillation amplitudes (quasi-harmonic oscillations) they can be assumed
to be constant. We set the oscillation amplitudes to small and expand W (q) in a
neighborhood of the equilibrium coordinate q0 in the Taylor series:
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W (q) = W (q0) + 1

2

3N−6∑
i, j

∂2W (q)

∂qi∂q j

∣∣∣∣
q0

(qi − q(0)
i )(q j − q(0)

j ) + · · ·

First, let’s move the coordinate to the point q0 = q(0)
1 , q(0)

2 , . . ., and the energy will
be evaluated from its minimum value, i.e. from W (q0) = W (q(0)

1 , q(0)
2 , . . . , ).

W (q) = 1

2

3N−6∑
i, j

∂2W (q)

∂qi∂q j

∣∣∣∣
q0

qiq j + · · · (2.11)

For small oscillations (2.11) is represented by the quadratic form

W (q) = 1

2

3N−6∑
i, j

ki j qiq j ,

where

ki j ≡ ∂2W (q)

∂qi∂q j

∣∣∣∣
q0

are power constants of bonds. They form a symmetric square matrix K = (ki j ). If
this matrix is nondegenerate, then it is always possible to perform such an orthogonal
coordinate transformation that only the diagonal elements in the new coordinates Qi

will be non-zero. In such coordinates, called normal, we get (for small oscillations).

W (Q) = 1

2

3N−6∑
i=1

k̃i Q
2
i , (2.12)

where

k̃i = ∂2W (Q)

∂Q2
i

∣∣∣∣
Q0

are power constants (hereinafter - PC) of the i th mode of the normal oscillation form
the diagonal matrix K̃ . The observed lines of vibrational transitions in molecules
correspond precisely to mode (and not interconnected) oscillations. We emphasize
that the k̃i do not coincide with the PC of the links between the fragments (forming
the complete matrix K ), but are elements of the diagonal matrix of the PC oscillation
modes K̃ . Mathematically, the values of k̃i are the roots of the characteristic polyno-
mial, i.e. the eigenvalues of the matrix K . Since all k̃i are positive, the matrix K is
positive-definite and, moreover, square and symmetric. Hence it can be represented
as K = AT A, where A is a nondegenerate matrix [22, 23]. For matrices of this form,
the eigenvalues coincide with its singular numbers [22, 23]; the latter can be found
by performing a singular expansion of the matrix K .
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After the transition to normal coordinates, the Schrodinger equation for small
oscillations looks like as

[
3N−6∑
i=1

[
− �

2μi

∂2

∂Q2
i

+ 1

2
k̃i Q

2
i

]]
Ψ vib(Q) = EvibΨ vib(Q), (2.13)

whereμi are the values called reducedmasses and are inverse to the diagonal elements
of the matrix Ã, into which the matrix ai j passed after the coordinate transformation.
Note that (2.13) makes it possible to represent the wave function Ψ vib(Q) as the
product of individual wave functions for each i th mode

Ψ vib(Q) = Ψ vib(Q1) · Ψ vib(Q2) · Ψ vib(Q3) · · · · Ψ vib(Q3N−6),

which depends on one variable Qi . Then

[
− �

2μi

∂2

∂Q2
i

+ 1

2
k̃i Q

2
i

]
Ψ vib(Qi ) = Evib

i Ψ vib(Qi ), i = 1, 2, . . . , 3N − 6,

(2.14)

Evib
i = �

√
k̃i
μi

(ni + 1/2), ni = 1, 2, . . . (2.15)

where Evib
i are the values of the energies of (small) oscillations of the i th mode.

Evib
i = �

3N−6∑
i=1

⎡
⎣

√
k̃i
μi

(ni + 1/2)

⎤
⎦ , ni = 1, 2, . . . (2.16)

The expression (2.16) is the total energy of oscillations of the quasimolecule.
We associate the PC of the k̃i with the parameters of the quasimolecular potential.

We note that the Schredinger equation (2.14) for each of the modes is similar to that
for a diatomicmolecule. TheMorse potential is a very successful and frequently used
approximation for the interaction potential of atoms of diatomic molecules, which
provides a good accuracy of the potential curves of real molecules. Therefore, we
assume that the interaction potential for any i th mode of oscillations is described by
the Morse potential (see Fig. 2.5):

W (Qi ) = W 0
i

[
1 − e−αi (Qi−Q0)

]2
,

where W 0
i is the stationary potential energy of the i th mode, which is equal to the

dissociation energy of the i th mode, Q0 is the equilibrium of the coordinate. For
small values of Qi − Q0 we expand the expression e−αi (Qi−Q0) in a Taylor series
near Qi = Q0 we get
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Fig. 2.5 Curves of the
potential binding energy
between the fragments
biological complex: 1 is
Morse potential, 2 is
Coulomb potential

W (Qi ) ≈ W 0
i [1 − [1 − αi (Qi − Q0)]]2 = W 0

i α2
i [Qi − Q0]2. (2.17)

It follows that the expression (2.17) is a quadratic function of (Qi − Q0), which
coincides with the expression for the potential energy of a harmonic oscillator

W (Qi ) = 1

2
k̃i (Qi − Q0)

2.

Then
1

2
k̃i (Qi − Q0)

2 = W 0
i α2

i (Qi − Q0)
2. (2.18)

k̃i = 2W 0
i α2

i , (2.19)

where k̃i are PC of the i th mode.
Substitute (2.19) into the expression (2.16):

Evib
i = �

3N−6∑
i=1

⎡
⎣

√
αi
2W 0

i

μi
(ni + 1/2)

⎤
⎦ , ni = 1, 2, . . . (2.20)

To estimate the coefficients αi , we represent the relationship between the con-
stituent elements of an effective (in the sense of (2.14)) linear harmonic oscillator of
an individual mode in the form of an attractive force F working against the repulsive
force. The latter can be represented as a spring that is compressed by the force F
and has a force constant of k (see Fig. 2.6). Due to its electrostatic nature, the force
F will be determined as

F = |q1q2|
κl21
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Fig. 2.6 Model of the forces
and potential energies near
the minimum of the potential
curve

(a)

(b)

(c)

in absolute value, where κ = 4πεε0, the l0 is length of the uncompressed spring
without affecting the compressive force (see Fig. 2.6).

In the equilibrium position, the values of the attractive and repulsive forces must
be equal, i.e. F = k(l0 − l1), and 2F = k(l0 − l2). Let Δl = l2 − l1, then we get

F = kΔl, (2.21)

and also that
Δl = l0 − l1, (2.22)

In equilibrium (see Fig. 2.6b) under the action of the force F , the expression (2.21)
taking into account (2.22) will be rewritten as

|q1q2|
κl21

= k(l0 − l1) = kΔl, (2.23)

taking into account (2.22) we get

W 0 = |q1q2|
κl1

− kΔl2

2
,

Then |q1q2|
κl21

= W 0

l1
+ kΔl2

2l1
.

Taking into account the expression (2.23), we get

kΔl = W 0

l1
+ kΔl2

2l1
⇒ W 0 = kΔl

[
l1 − Δl

2

]
.

Taking into account the expression (2.19), we get

α2 = 1

Δl(2l1 − Δl)
. (2.24)
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(a) (b)

(c)

Fig. 2.7 Surface of the potential energy of the oscillator modes described by the two-dimensional
Morse potential at (W 0

max/W
0
min ≈ 2) and clipped at the top: a—at the level of greater dissociation

energy, b—at the level of lower dissociation energy, with—at the level of applicability of the linear
harmonic oscillator approximation

As is known from the literature, the bond lengths (both single l1 and double l2)
between fragments in different biomolecules depend only slightly on the composition
of the fragments [24]. In the first approximation, they can be made constant. Then, in
accordance with (2.24), one can assume the practical constancy of the coefficients α.

For the thermodynamic equilibrium state in question, the most probable value
of the quasimolecule vibration energy is kT (k is Boltzmann constant). Figure2.7
shows the potential energy surface (PES) W (Q) for the two-dimensional Morse
potential. Consider the sections of the PES with the plane wt = kT . Note that a real
multidimensional case should be understood as �hyperplane�.

If WT exceeds or equals W 0
i (the stationary potential energy of the i th mode)

corresponding to the lowest horizontal asymptote of the potential energy surface,
then the mode bond is severed, and the conformation of the quasimolecule breaks
(see the Fig. 2.7b).

If WT � W 0
i , then the PPE section of plane WT = kT will be an ellipse (hyper-

ellipsoid) in the coordinates Q (see Fig. 2.7c). This hyperellipsoid will be the most
extended along the direction Qi corresponding to the i th oscillation mode, which
has the lowest binding energy W 0

i .
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The equation of this hyperellipsoid in accordancewith (2.17) appears in an implicit
form as

3N−6∑
i=1

W 0
i α2

i (Qi − Q0)
2 − WT = 0. (2.25)

Thus, the strong elongation of the hyperellipsoid in some direction Qi very likely
means a greater tendency of the bio-complex to break the conformation in the sense
of breaking the connection for the i th mode of oscillations (the weakest coupling
is torn, and the weakest mode is torn). Therefore, the ratio of the maximum and
minimum lengths of the axes of this hyperellipsoid

max(Qi − Q0)

min(Qi − Q0)

∣∣∣∣
W (Qi−Q0)=WT

equals √
max(̃ki )

min(̃ki )
=

√
max(W 0

i α2
i )

min(W 0
i α2

i )

can serve as a qualitative indicator of the stability of the bio-complex (the greater
this value, the worse the stability). Similarly, the stability indicator can be the ratio

max(̃ki )

min(̃ki )
.

For the matrix K = (ki j ), which has the above properties, the condition number
cond(K) coincides with the ratio of its maximal and minimal eigenvalues, i.e. the
ratio of the maximal and minimal elements of the matrix K̃ :

cond(K) = max(̃ki )

min(̃ki )

The PC of the i th mode is proportional toW 0
i (the stationary potential binding energy

of the mode). Assuming that the coefficients αi , as shown above, depend weakly on
i , we get

max(̃ki )

min(̃ki )
= max(W 0

i )

min(W 0
i )

The last relation coincides with cond(W0), where (W0) = (Wij) is the matrix of
stationary potential binding energies between the fragments of the bio-complex (it
is also symmetric and positive-definite).

So, the criterion for the stability of a biocomplex can be the value cond(W0),
where W0 = (Wij)− is the matrix of stationary potential binding energies between
fragments of the biocomplex.
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2.6 Numerical Simulation of Interaction of Biological
Systems. Conclusion

We simulated interactions of various sites of amino acid sequences that comprise
secondary structures of different protein domains and analyzed the possibility of
domain formation by different sites of the amino acid sequences as follows:

(1)H2A + H2B → (H2A − H2B),

(2)H3 + H4 → (H3 − H4).

2.6.1 Heterodimer Formation H2A–H2B

We stimulated an interaction of histone proteins as they binded into the (H2A–H2B)
dimer.

We used different sites of the proteins H2A and H2B and analyzed their ability
to form stable biological complexes. Note that the (H2A–H2B) dimer is formed
by �head-to-tail� joining of two histones into a �handshake� motif Fig. (2.8a)
[5, 25].

Thus, interaction between different domains of the H2A and H2B proteins was
calculated by analyzing the electrostatic interaction potential energy with allowance
for the fact that, in the dimer, they are bound in the �head-to-tail� orientation.

To solve this problem, various segments of the amino acid sequences were taken
and the analysis of conditioning numbers for the matrix of electrostatic interac-
tion was performed. Each in the matrix is the matrix of potential energy of elec-
trostatic interaction between two corresponding proteins: H2A(19−56)–H2B(91−124),
H2A(89−114)–H2B(31−57), H2A(19−56)–H2B(31−57) and H2A(89−114)–H2B(91−124).

We considered central parts of the chains.
Tables2.1 and 2.2 presents the calculation results for different domains of H2A

and H2B proteins that allow for two analyzed binding patterns of the proteins to the
dimer: �head-to-tail� and �head-to-head�.

Figure2.9a, b show the schemes of histone proteins H2A and H2B, sites areas
of the amino acid chain, between which the interaction for two cases of formation

Fig. 2.8 Schematic
representation of
(H2A–H2B) dimer
formation in the case of a the
�tail-to-head� and b
�head-to-head� structures.
The polypeptide chain
numbering is from the
N-terminus to the
C-terminus

(a) (b)
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Table 2.1 Common logarithmof condition numbers for the electrostatic interaction energymatrices
for proteins (H2A–H2B) in the �head-to-tail� configuration

N0 Name of protein Amino acid sequence lg(cond(W))

1 H2A(19−56) RSAKAGLTFPVGRVHRLLRRGNYAQRIGSGAPVYLTAV

2 H2B(91−124) STISAREIQTAVRLILPGELAKHAVSEGTRAVTK 18.416

3 H2A(89−114) IRNDDELNKLLGNVTIAQGGVLPNIH

4 H2B(31−57) KKRSKARKETYSSYIYKVLKQTHPDTGI 18.611

lg(cond(W)) is common logarithm of condition number.

Table 2.2 Common logarithmof condition numbers for the electrostatic interaction energymatrices
for proteins (H2A–H2B) in the �head-to-head� configuration

N0 Name of protein Amino acid sequence lg(cond(W))

1 H2A(19−56) RSAKAGLTFPVGRVHRLLRRGNYAQRIGSGAPVYLTAV

2 H2B(31−57) KKRSKARKETYSSYIYKVLKQTHPDTGI 31.685

3 H2A(89−114) IRNDDELNKLLGNVTIAQGGVLPNIH

4 H2B(91−124) STISAREIQTAVRLILPGELAKHAVSEGTRAVTK 17.880

lg(cond(W)) is common logarithm of condition number.

of heterodimers: �head-to-tail� (a) and �head-to-head� (b). The numbers in the
rectangular boxes indicate the common logarithm of the conditioning number for the
selected pair of amino acid sequences. The values of the lg(cond(W)) for model of
histone binding in the dimer �head-to-tail� for amino acid sections H2A(19−56)–
H2B(91−124) and H2A(89−114)–H2B(31−57) are 18.416 and 18.611, respectively. The
values of the conditioning numbers for the second model of formation of the het-
erodimer�head-to-head�with the participation of sectionsH2A(19−56)–H2B(31−57)

and H2A(89−114)–H2B(91−124) are 31.685 and 17.880 respectively.
A significant increase in the value of lg(cond(W)) for the site H2A(18−56)–

H2B(31−57) indicates a very small degree of stability of the configuration of the
biological complex,which is formed by twohistone proteinsH2A(18−56)–H2B(31−57).

Thus, the model of the formation of the histone dimer �head -to-head� with
the participation of amino acid sequences H2A(18−56)–H2B(31−57) and H2A(89−114)–
H2B(91−124) has a smaller number of stable configurations of interacting amino acid
residues in comparison with the �head-to-tail� model. One stable biological seg-
ment in the �head-to-head� model can not provide the formation of a �head-to-
head� complex.

Results of the performed calculations for amino acid sequences of the histones
H2A(18−56), H2B(91−124), H2A(89−114), H2B(31−57) indicate, that histones are more
inclined to form heterodimers in the direction of �head-to-tail�, than �head-to-
head�.

Thus, with the participation of selected amino acid sequences of different sec-
tions of histone proteins H2A and H2B, we can conclude that the formation of a het-
erodimer in the direction of �head-to-tail� is more preferable in comparison with
the direction of �head-to-head�, since the formation of a heterodimer according
to the first model (�head-to-tail�) is performed by two interacting proteins regions
H2A(19−56)–H2B(91−124), H2A(89−114)–H2B(31−57).
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Table 2.3 Common logarithmof condition numbers for the electrostatic interaction energymatrices
for proteins (H3–H4) in the �head-to-tail� configuration
N0 Name of protein Amino acid sequence lg(cond(W))

1 H3(84−127) RFQSSAIGALQESVEAYLVSLFEDTNLAAIHAKRVTIQKKDIKL

2 H4(25−50) DNIQGITKPAIRRLARRGGVKRISGL 17.500

3 H3(50−75) REIRRFQKSTELLIRKLPFQRLVREI

4 H4(76−103) HAKRKTVTSLDVVYALKRQGRTLYGFGG 18.435

lg(cond(W)) is common logarithm of condition number.

In case �head-to-head�, the stability of the heterodimer is realized by the inter-
action of only one region of histone proteins: H2A(89−114)–H2B(91−124).

2.6.2 Heterodimer Formation H3–H4

Interaction of histone proteins upon binding into the (H3–H4) dimer allowing for
their secondary structure was simulated.

Note that the (H3–H4) dimer is formed by�head-to-tail� joining of two histones
into a� handshake �motif aswell as the formation of theH2A−H2Bheterodimer
(see Fig. 2.8a) [5, 25].

Thus, interaction between different domains of the H3 and H4B proteins was
calculated by analyzing the electrostatic interaction potential energy with allowance
for the fact that, in the dimer, they are bound in the �head-to-tail� orientation. The
possibility of the formation of a �head-to-head� dimer by the considered histones
was also analyzed.

To solve this problem, various segments of the amino acid sequences histones H3,
H4were taken and the analysis of conditioning numbers for thematrix of electrostatic
interaction was performed: H3(50−75), H4(76−103), H3(84−127) and H4(25−50).

Figure2.10a shows the secondary structures of histone proteins H3 and H4 and
scheme of interaction of different segments of amino acid sequences for model the
dimer formation: �head-to-head�.

Figure2.10b shows the scheme of interaction between different sections of amino
acid sequences for histone proteins H3 and H4, which models the dimer formation:
�head-to-tail�.

The numbers in the rectangular boxes indicate the common logarithm of the
conditioning number (lg(cond(W))) for the selected pair of amino acid sequences.

Tables 2.3 and 2.4 present the calculation results for different domains of H3 and
H4 proteins that allow for two analyzed binding patterns of the proteins to the dimer:
�head-to-tail� and �head-to-head�.

The results of the numerical simulation performed for the model �head-to-
tail� when forming a histone heterodimer, H3–H4 demonstrates the set of values
lg(cond(W)) smaller in value than the set of values for the formation model of the
heterodimer �head-to-head�. The values for the first model �head-to-tail� are
18.435 and 17.500, and for the second model, we got the values: 19.394 and 17.845.
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Table 2.4 Condition numbers of the for electrostatic interaction energy matrices for proteins (H3–
H4) in the �head-to-head� configuration
N0 Name of protein Amino acid sequence lg(cond(W))

1 H3(50−75) REIRRFQKSTELLIRKLPFQRLVREI

2 H4(25−50) DNIQGITKPAIRRLARRGGVKRISGL 19.394

3 H3(84−127) RFQSSAIGALQESVEAYLVSLFEDTNLAAIHAKRVTIQKKDIKL

4 H4(76−103) HAKRKTVTSLDVVYALKRQGRTLYGFGG 17.845

lg(cond(W)) is common logarithm of condition number.

Thus, the numerical results model of histone heterodimer formation the �head-
to-tail� with the participation between chosen amino acid sequences demonstrates
a more stable interaction between amino acid sites of histones H3 and H4, than the
model of formation histone heterodimer by the �head-to-head�. These results are
in good agreement with earlier experiments [5].

The results of numerical modeling made it possible to establish the most stable
interactions between different domains.

Thus, the present study allows one to draw conclusions based on the fact that
common logarithm condition number lg(cond(W)) which contains the interaction
of different amino acid chains reveals which biological objects form the most stable
compounds.

The model showed a remarkable sensitivity to the amino acid composition of the
studied proteins.

It allows one to theoretically predict amino acid sequences with the given physical
properties, facilitate experimental studies, and reduce their price by decreasing the
number of measurements.

It is possible that some other sites of binding exist in the studied biological com-
plexes; a separate simulation should be done if it is necessary to carry out an exper-
iment with a given amino acid sequence.

2.7 MATLAB Script for Mathematical Simulation of
Complex Formation of Protein Molecules Allowing for
Their Domain Structure

Input parameters:

1. S1, S2 are amino acid sequences of biological complexes (S1 ≥ S2). 2. epsilon is
the dielectric constant of the medium.

Output parameters:

lg(cond(W)) is the common logarithmof the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Calculation:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.
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Chapter 3
Mathematical Modelling of the
Temperature Effect on the Character
of Linking Between Monomeric Proteins
in Aqueous Solutions

Abstract The mathematical model was developed for taking into account the influ-
ence of the temperature of an aqueous salt-free solution on the character of dimer
formation by different sections of small proteins: H2A–H2B and H3–H4 dimers,
and the effect of temperature on various sections of the Bcl-xl protein were studied.
The analysis of the numerical calculations obtained in the course of the developed
mathematical model revealed a different behavior of the histone dimers H2B-H2A
and H3–H4, as well as the Bcl-xl(1−212)–Bcl-xl(1−212), Bcl-xl–Bcl-xl, Bcl-xl(1−212)–
Bcl-xl(213−233), Bcl-xl(213−233)–Bcl-xl(213−233) with an increase of temperature from
20 ◦C to 40 ◦C, as well as the contribution of different sections of the Bcl-xl protein
to the formation of the biological complex.

3.1 Introduction

This chapter presents a developed theoretical method that allows one to analyze the
effect of the temperature of an aqueous solution on the character of the formation
of protein dimers, as well as to determine the regions of protein molecules that
make the greatest contribution to the stabilization of dimers. The maximum protein
size was 233 a.a. (Bcl-xl). The behavior of protein complexes was studied in water at
various temperatures, without the addition of salts. Note that for the analysis of longer
proteins by the number of amino acid residues, it is necessary to cut such proteins
into domains, as was done with the Bcl-xl protein, dividing it into two sections Bcl-
xl(1−212) and Bcl-xl(213−233) in order to determine the interaction of these domains
and their role in the formation of the Bcl-xl–Bcl-xl homodimer.

Note that we have developed a mathematical model to take into account the
influence of the temperature of the aqueous solution on the nature of the binding of
protein molecules.

The physical model developed by us makes it possible to determine the stability
of protein complexes, as well as to predict the possible aggregation of proteins when
the temperature of the aqueous solution changes.

© Springer Nature Switzerland AG 2018
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Let us note that the study of protein aggregation is a topical trend in contemporary
molecular biophysics. The aggregation of proteins is one of the processes that occur
continuously in a cell. Each protein is characterized by its native conformation, which
allows it to fulfill its prescribed biological functions. However, genetic mutations
and errors in the synthesis of proteins on a ribosome may lead to the formation of
misfolded protein structures. There is always the probability of a partial distortion
in the native structure, even for native proteins, especially under stress conditions
(thermal, oxidative, or osmotic).When the native structure is distorted, proteins cease
to fulfill their biological functions, become less stable, and may exhibit a tendency
to aggregate, which may lead to a broad spectrum of pathological states in a cell and
the organism as a whole.

Hence, the approach developed in this work will make it possible to study and
explain the pathological aspects associated with the structural transformation of pro-
teins in the process of aggregation.

The chapter consists of several parts. In the first part, we describe the principal
properties of proteins and the character of their behavior at an increasing tempera-
ture. The second part shows the physical characteristics of the formation of dimers,
H2A–H2B, H3–H4 and protein complexes Bcl-xl–Bcl-xl in previously conducted in
vitro experiments. The third part gives a detailed description of the physical model
of accounting for the effect of the temperature of an aqueous solution on protein
complexes. The fourth part is devoted to numerical calculations and analysis of the
data obtained on the example of the formation of dimers H2B-H2A and H3-H4, Bcl-
xl(1−212)–Bcl-xl(1−212), Bcl-xl–Bcl-xl, Bcl-xl(1−212)–Bcl-xl(213−233), Bcl-xl(213−233)–
Bcl-xl(213−233), the major conclusions drawn in this work are given.

3.2 The Main Properties of Proteins and the Nature of
Their Behavior with Increasing Temperature

It is known that a slight increase in temperature may lead to both the aggregation of
some proteins and the dissolution of others. Let us consider the hydrophobic inter-
actions [1–3] responsible for the aggregation of proteins in more detail. It has been
hypothesized previously that interactions between hydrophobic amino-acid residues
intensify with increasing temperature and abate with decreasing temperature in a
short range of values [2]. While an amino-acid sequence acquires a native structure,
hydrophobic residues are generally located inside the globular structure of a pro-
tein far from the water environment. When the temperature is increased, the native
structure of a protein sustains distortion exhibited as a loss of protein functions.
Hydrophobic residues become exposed on the surface of a molecule and may begin
to interact with the hydrophobic residues of other proteins. There are several interac-
tions of different natures that govern the structure of a protein, such as hydrogen and
hydrophobic interactions, interactions between charged amino acids, and covalent
bonds between cysteine residues. In its native state, a protein molecule is usually
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closely packed in such a way that the side groups located in the inner part of a
molecule have restricted freedom of motion. The motion of the side groups that form
the hydrophobic core of a molecule is especially restricted.

By increasing the temperature, it is possible to create ambient conditions under
which the small-scale fluctuations of some groups of atoms become more intensive.

Since the hydrophobic residues are mainly inside the globular structure in the
native state of the molecule, away from the water environment, then the temperature
increase may lead to a violation of the native structure of protein [4], which is
expressed in the loss of protein functions. Hydrophobic residues reach the surface
of the molecule and can begin to interact with the hydrophobic residues of other
proteins.

After hydrophobic amino-acid residues become exposed on the surface and begin
to interact with other hydrophobic amino-acid residues, under certain conditions, a
protein molecule is denaturated to form aggregates, e.g., of hydrophobic molecule
parts.

Thus, the denaturation and rearrangement of the interacting amino acid residues
with increasing temperature can lead to aggregation [5].

Let us note that denaturation is the destruction of the native special structure of
a protein with the resulting loss of its bioactivity [3]. It is noteworthy that protein
molecules do not necessarily form aggregates with increasing temperature, but may
lose their native structure without forming any aggregates. The solubility of proteins
of different kind is varied within broad ranges.

The solubility of a protein depends on the ratio between its polar and non-polar
groups, their mutual arrangement, and the resulting dipole moment. A large number
of polar groups must increase both the affinity of proteins to water and their solu-
bility. However, ionic groups may have an inverse effect when they are bonded with
oppositely charged groups and form intermolecular salt-like bonds. The formation of
these intermolecular bonds always leads to dehydration and promotes the appearance
of coarse insoluble aggregates, so the denaturation of proteins is also a function of
the protein concentration in a solution. Electrostatic forces in water are reduced due
to the high dielectric permeability, and interactions occur between the polar groups
of a molecule and water. If the interaction between a protein and a solvent is stronger
than between the amino acids of this protein, the protein is dissolved. Let us note that
the capacity for water retention, as well as the solubility, simultaneously depends on
the degree of both proteinwater and proteinprotein interactions and the conformation
of a protein and its degree of denaturation. For this reason, thermal treatment has a
strong effect on these physical properties [6–8]. In many cases, thermal treatment
decreases the solubility of proteins and may increase the water-retention function
under certain conditions. However, it is difficult to distinguish any general properties
here. Each type of proteins exhibits its properties in different ways depending on
its composition, structure, and conformation. Hence, in each case, the temperature
effect on a protein requires careful study.
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3.3 The Physical Properties of the Studied Proteins H2A,
H2B, H3, H4, Bcl-xl

In this section, we consider previously published experimental studies of the physical
properties of proteins H2A, H2B, H3, H4, Bcl-xl in vitro solutions with different
physical characteristics.

In this section, we consider previously published experimental studies of the
physical properties of proteins H2A, H2B, H3, H4, Bcl-xl in vitro in solutions with
different physical characteristics. In [9] the thermal stability of the core histone dimer
H2A–H2B has been studied by high-sensitivity differential scanning calorimetry
and circular dichroism spectroscopy. The unfolding transition temperature of the
28kDa H2A–H2B dimer increases as a function of both the ionic strength of the
solvent and the total protein concentration. At neutral pH and physiological ionic
strength, the thermal denaturation is centered at about 50 ◦C. Analysis of the data
shows that at low ionic strength and pH values between 6.5 and 8.5, the H2A–H2B
dimer behaves as a highly cooperative system. The self-associative behavior of the
(H3–H4)2 in the absence of the H2A-H2B dimer, makes it very difficult to analyze
its thermodynamic properties under conditions where its interaction with H2A–H2B
dimer is particularly sensitive. The (H3–H4)2 tetramer is responsive to changes in
ionic strength. Extensive aggregation is promoted at higher protein concentrations,
especially at high levels of NaCl.

Aggregation of the (H3–H4)2 tetramer is prevented by the addition of the histone
H2A-H2B dimer which acts as a molecular cap and regulates the assembly pathway
toward the formation of octamers [10]. In [9] the H3–H4 dimer is thermally more sta-
ble than the H2A–H2B dimer. Comparison of corresponding data for the two dimeric
proteins reveals that the unfolding temperature of the H3–H4 dimer is approximately
20 ◦Chigher than that of the H2A–H2B dimer under similar experimental conditions.
In [11] reported that at temperatures greater than 32 ◦C get aggregation of tetramer
H3–H4.

Let us turn to the physical properties of the Bcl-xl protein in solutions.
In [12] reported that Bcl-xl irreversible aggregation and assembles into highly-

ordered rope-like homogeneous fibrils under elevated temperatures. In [13] provide
evidence that acidic pH promotes the assembly of Bcl-xl into a megadalton oligomer.
Bcl-xl displays the propensity to oligomeriation in solution and that such oligomer-
ization is driven by the intramolecular binding of its C–terminal TM domain to the
canonical hydrophobic groove in a domain-swapped trans-fashion, whereby the TM
domain of onemonomer occupies the canonical groovewithin the othermonomer and
vise verse [14]. Bcl-xl exists in various associative [12] and can formation at 20 ◦C,
ranging frommonomer and dimer to higher-order oligomers. At 40 ◦C, the dimer and
multimer conformers appear to shift in the direction of the polymeric conformation.
The truncation of C–terminal TM domain completely abolished oligomerization of
Bcl-xl under low temperatures 20 ◦C to 40 ◦C. A key role of TMdomain is driving the
intermolecular association of Bcl-xl into large aggregates in agreement with previous
studies.
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3.4 Description of the Physical Model

The mathematical model developed in this work is based on studies [15–17] and
describes the temperature effect on the character of linking in protein dimers in an
aqueous solution.The selected histone dimers H2A–H2B and H3–H4 as the model
system, various sections of the Bcl-xl: Bcl-xl, Bcl-xl(1−212), Bcl-xl(213−233) pro-
tein, which form the Bcl-xl–Bcl-xl, Bcl-xl(1−212)–Bcl-xl(1−212), Bcl-xl(1−212)–Bcl-
xl(223−233), Bcl-xl(213−233)–Bcl-xl(213−233).

To analyze the stability of dimers in an aqueous solution while the temperature
changes from 20 ◦C to 40 ◦C, we performed calculations of the matrix condition
number, the elements of which are the potential energies of electrostatic interaction
between pairwise taken amino acid residues. Several assumptions were made.

1. Each amino acid residue interacts with all other amino acid residues with a
specific charge. Note, that the charge of each amino acid residue was obtained using
the data from [2].

We took the data from [18], which shows changes in the volume of a protein
with known amino acid sequences and using these data and calculated the order
of magnitude δ on which the radius of each amino acid residue can vary with a
temperature change of 5 ◦C. In the attached program, δ is denoted by Rt1.

2. The radius of hydrophobic amino-acid residues (A, I, L, M, F, P, W, Y, V)
decreases by the value of δ for every 5 ◦C of temperature increase.

Let us note that different proteins demonstrate a complicated dependence of
change in their volume with increasing temperature, as the process of heating may
lead to different distortions in their three-dimensional structure and have diverse
characters for different proteins [18, 19].

3. The radius of the other amino acid residues increases by the value of δ for every
5 ◦C of temperature increase.

4. When the temperature reaches 40 ◦C, we assume that there is a violation of the
linear change in the parameters of physical quantities and the value of δ increases
two-fold. Below is the general case of calculating the radii of amino acid residues at
different temperatures of the aqueous solution.

Ra = ra · 10−9 − nδ; Rr = rr · 10−9 + nδ; Rn = rn · 10−9 + nδ; Rd = rd · 10−9 + nδ;

Rc = rc · 10−9 + nδ; Rq = rq · 10−9 + nδ; Re = re · 10−9 + nδ; Rh = rh · 10−9 + nδ;

Ri = ri · 10−9 − nδ; Rl = rl · 10−9 − nδ; Rg = rg · 10−9 + nδ; Rk = rk · 10−9 + nδ;

Rm = rm · 10−9 − nδ; Rf = rf · 10−9 − nδ; Rp = rp · 10−9 − nδ; Rs = rs · 10−9 + nδ;

Rt = rt · 10−9 + nδ; Rw = rw · 10−9 − nδ; Ry = ry · 10−9 − nδ; Rv = rv · 10−9 − nδ,

where δ = 10−4 nm, r is the initial radius of the amino acid residue, R is the finite
radius of the amino acid residue, n is an integer depending on the temperature of the
aqueous solution (see Table 3.1).
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Table 3.1 The value of the number n at different temperatures of the aqueous solution

Water temperature, ◦C 20◦ 25◦ 30◦ 35◦ 40◦

n 1 1 2 3 8

Table 3.2 Relative dielectric permeability of water at different temperatures [20]

Water temperature, ◦C 20◦ 25◦ 30◦ 35◦ 40◦

Dielectric permeability of water 80.103 78.304 76.546 74.828 73.151

5. The initial radii of amino acid residues are and the distances between the
different amino acid residues are defined in Chap.2.

Thus, every temperature corresponds to a certain set of 20 radii of amino-acid
residues.

6. The distance between differently charged amino-acid residues is 0.15 nm.
7. The distance between the hydrophobic residues was taken at 0.36 nm.
8. The distance between identically charged amino acid residues is 0.4 nm.
9. We believe that the tendency of the values of lg(cond(W)) to decrease with

a change in temperature of the aqueous solution may serve as an indicator of the
possible aggregation of protein complexes.

In this case, the distances considered increased by a multiple of δ every 5 ◦C. In
the program, this distance is represented by the sum of the distances between the
boundaries of the spheres and the sum of the two mean radii of the spheres.

Since every temperature of an aqueous solution corresponds to a certain electrical
permeability, its values for all temperatures used in our calculations were compiled
in Table 3.2.

To analyze the temperature effect on the character of linking in protein dimers
in aqueous solutions, we use the concept of the condition number (see Chap.2)
which will characterize the degree of stability in the configuration of a biocomplex
in different temperature regimes in this physical formulation.

3.5 Numerical Modelling of the Effect of Temperature on
the Character of Binding of Monomeric Proteins to
Aqueous Solutions. Conclusion

To numerically model of the temperature effect on the character of the linking of
monomeric proteins into dimers in aqueous solutions, we selected small proteins.
We took the sequences of histone proteins H2A, H2B, H3,H4, and Bcl-xl from the
database [21], where their numbers were P04911, P02293, P61830, P02309 and
Q07817, respectively. Let us point out that the thermal motion energy will grow
with increasing temperature, and this may lead to the destruction of solvate shells
and, correspondingly, the aggregation of the system.We assume that the electrostatic
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Fig. 3.1 lg(cond(W)) versus
temperature for dimers
H2A–H2B and H3–H4. The
black color line for dimer
H2A–H2B and red color line
for dimer H3–H4
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interaction between amino-acid residues in the process of aggregation is stronger,
and this must lead to an decrease in lg(cond(W)), where cond(W)is the condition
number ofmatrix of the potential energy of pairwise electrostatic interaction between
the studied proteins (see expression 2.10). To select the most stable biochemical
complex that links between proteins, we take the electrostatic potential energymatrix
with the lowest condition number.

The results of numerical simulation of the interaction of histone dimersH2A–H2B
and H3–H4 are presented in Fig. 3.1.

Numerical calculationswere carried out for thewholeBcl-xl protein, aswell as for
the shortened Bcl-xl(1−212)–Bcl-xl(1−212) protein, in which the TM domain was cut
off from the C–terminus. A numerical calculation of the interaction of the shortened
region of the protein Bcl-xl(1−212) with the TM domain of the protein Bcl-xl(213−233)

was also performed. The results of numerical calculations for different regions of the
Bcl-xl protein are shown in Fig. 3.2.

In Fig. 3.1 numerical calculations of the effect of temperature on the behavior of
histone dimers in aqueous solutions in the range from 20◦ to 40◦ are presented. The
values of lg(cond(W)) at 20◦ for the dimers H2A–H2B and H3–H4 were 20.828 and
19.560, respectively.

We also give the interaction values of the proteins H2A and H2B, H3 and H4,
obtained in Chap.2 at a temperature of 20◦. In this case, the values of lg(cond(W))
corresponding to the formation of the dimers H2A–H2B and H3–H4 were 19.749
and 18.266, respectively.

We note that the developed thermal model makes it possible to analyze the stabil-
ity of biological complexes in an aqueous solution when the temperature is changed
by analyzing the curve lg(cond(W)). The numerical results obtained using the
mathematical model from Chap.2 allow one to directly compare the lg(cond(W))
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Fig. 3.2 lg(cond(W)) versus
temperature Bcl-xl(213−233)–
Bcl-xl(213−233),
Bcl-xl–Bcl-xl, Bcl-
xl(1−212)–Bcl-xl(1−212),Bcl-
xl(1−212)–Bcl-xl(213−233).
The blue color line for
Bcl-xl(1−212)–Bcl-xl(1−212),
red color line for
Bcl-xl–Bcl-xl, black color
line for Bcl-xl(213−233)–Bcl-
xl(213−233), green color line
for Bcl-xl(1−212)–Bcl-
xl(213−233)

20 22 24 26 28 30 32 34 36 38 40
17.5

18

18.5

19

19.5

20

20.5

21

21.5

22

22.5

values with the formation of different dimers for the analysis of the behavior of
proteins.

Thus, from the obtained numerical data we see that the dimer H2A–H2B is less
stable than the dimer H3–H4. This conclusion coincides with the numerical calcu-
lations obtained according to the thermal model.

The values of lg(cond(W)) in the interaction of H3 proteins with H4 are in a lower
range of values than in the interaction of histones H2A and H2B. We assume that
the effect of temperature in aqueous solutions leads to a more stable formation of
a heterodimer involving H3 and H4 proteins than H2A and H2B, as well as to the
possible aggregation of the H3–H4 dimer.

The formation of a pronounced minimum in the region 25 ◦C of the dimer H2A–
H2B compared to the dimer H3–H4 can indicate structural changes in a given tem-
perature range.

Let us now consider the numerical results of the interaction of different sections
of the Bcl-xl protein. On the graph Fig. 3.2 are shown the results of numeri-
cal simulation of Bcl-xl(213−233)–Bcl-xl(213−233), Bcl-xl–Bcl-xl, Bcl-xl(1−212)–Bcl-
xl(1−212),Bcl-xl(1−212)–Bcl-xl(213−233).

We present the lg(cond(W)) values (see Table 3.3) obtained for these compounds
using a mathematical model of the interactions between protein molecules and study
of their propensity to form complex biological complexes (see Chap.2).

Note that wewill do the analysis of this table together with the obtained graphs for
the selected pairs of proteins. We investigated the interaction of different regions of
the Bcl-xl protein in order to determine the role of the selected sites in the formation
of the whole homodimer Bcl-xl–Bcl-xl.
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Table 3.3 Numerical results of the interaction of dimers Bcl-xl(213−233)–Bcl-xl(213−233), Bcl-xl–
Bcl-xl, Bcl-xl(1−212)–Bcl-xl(1−212),Bcl-xl(1−212)–Bcl-xl(213−233)

Dimers Bcl-xl–Bcl-xl Bcl-xl(1−212)–
–Bcl-xl(1−212)

Bcl-xl(213−233)–
–Bcl-xl(213−233)

Bcl-xl(1−212)–
–Bcl-xl(213−233)

lg(cond(w)) 20.622 20.748 19.071 17.253

lg(cond(W)) is common logarithm of condition number

The results are shown in Fig. 3.2 and are described by the red and blue curves,
respectively. As can be seen from Fig. 3.2, the homodimer (Bcl-xl)2 is more stable
than the homodimer of the cut off proteins Bcl-xl(1−212))2 as the temperature changes.

In this case, the homodimer (Bcl-xl)2 demonstrates a gradual decrease in
lg(cond(W)) values as the temperature changes from 20◦ to 40◦, in contrast to Bcl-
xl(1−212))2.

The curve of the values of lg(cond(W)) for the homodimer Bcl-xl(1−212))2
increases from 20.730 to 21.668 at a temperature from 20◦ to 40◦, and the curve
of the values of lg(cond(W)) for the homodimer Bcl-xl2 decreases from 22.328 to
21.140, respectively. A similar change in lg(cond(W)) within the framework of the
constructed model is interpreted as an indicator of a possible aggregation of the pro-
tein complex. Analysis of the numerical values of Table 3.3 obtained on the basis of
the mathematical model from Chap.2 allows us to assume that the dimer (Bcl-xl)2
is initially a more stable complex than the truncated dimer Bcl-xl(1−212))2, since the
values of lg(cond(W)) were 20.622 and 20.748, respectively.

Such differences in the behavior of protein dimers when the temperature varies
from 20◦ to 40◦ are explained by the role of the TM domain of the protein Bcl-
xl(213−233), which can take part in the formation of the dimer (Bcl-xl)2.

To test this assumption, the interaction of the truncated Bcl-xl(1−212) protein with
the TM domain of Bcl-xl(213−233) was studied. The results are shown in Fig. 3.2
and are described by a green curve. The numerical value of this interaction at a
temperature of 20◦ is given in Table 3.3 and amounted to 17.253. Since this value is
significantly smaller than the interaction of (Bcl-xl)2 and Bcl-xl(1−212))2 according
to Table 3.3, we can conclude that the formed biological complex (Bcl-xl)(1−212)-
Bcl-xl(213−233) is more stable than (Bcl-xl)2 and Bcl-xl(1−212))2. This result correlates
with the pattern of the curves in the Fig. 3.2.

Thus, the TM domain can play an essential role in the formation of the pro-
tein homodimer (Bcl-xl)2, and its absence in the dimer Bcl-xl(1−212))2 can lead to
destabilization of this truncated homodimer.

The interaction of the TM domain of Bcl-xl(213−233) with itself was investigated
separately. The results shown in the graph Fig. 3.2 are described by a black curve.
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The numerical results (see Table 3.3) demonstrate that the values of lg(cond(W))
for the formation of the complex Bcl-xl(213−233) are higher than the values of
lg(cond(W)) corresponding to the interaction (Bcl-xl)(1−212)- Bcl-xl(213−233) and are
lower than the values of lg(cond(W)) that correspond to the interactions of (Bcl-xl)2
and Bcl-xl(1−212))2. This result qualitatively coincides with the value of lg(cond(W)),
which was obtained for a mathematical model of the temperature effect on the char-
acter of linking between monomeric proteins in aqueous solutions.

As can be seen from the presented graph Fig. 3.2, the values of lg(cond(W)) of
the homodimer of Bcl-xl(213−233))2 proteins lie in a lower range than the values of
lg(cond(W)) of the protein homodimer (Bcl-xl)2.

The result obtained for Bcl-xl(213−233))2 can be interpreted as the formation of
a biological complex, but with a temperature change it behaves less unstably than
Bcl-xl(1−212)–Bcl-xl(213−233).

The curve Bcl-xl(213−233))2 tends to increase the values of lg(cond(W)) from 20◦
to 40◦, varying from the values 18.937–19.195, respectively.

Thus, we assume that the TM domain of the protein Bcl-xl(213−233) can form a
complex with the same site Bcl-xl(213−233), but the interaction with the globular part
of the protein Bcl-xl is preferable for the TM domain.

The constructed mathematical model allows to determine:
– the influence of temperature on the character of binding of monomeric proteins

in aqueous solutions
– the contribution of different sections of the examined proteins to the formation

of a stable biological complex in a given temperature range.

3.6 Matlab Script for Mathematical Modelling of the
Temperature Effect on the Character of Linking
Between Monomeric Proteins in Aqueous Solutions

Input parameters:

1. S1, S20 are amino acid sequences of biological omplexes (S1 ≥ S20)
2. epsilon1 is the dielectric constant of the medium
3. t is the temperature of the medium

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.
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Chapter 4
Mathematical Modelling of the Effect of
a Monovalent Salt Solution on the
Interaction of Protein Molecules

Abstract This chapter is devoted to the development of a mathematical model that
will allow us to describe the behavior of biological complexes in vitro on the ex-
ample of the formation of two histone dimers H2A−H2B and H3−H4 from the
corresponding monomeric proteins H2A, H2B, H3, and H4 in solutions with differ-
ent concentrations of monovalent salt. The calculations were performed taking into
account the screening of the electrostatic charge of charged amino acids at differ-
ent concentrations of monovalent salt using the Guy–Chapman theory. It should be
noted that the screening of non-polar, polar, aromatic amino acids in solutions with
different ionic strength was not taken into account in this chapter.

4.1 Introduction

In this chapter, a physical model is constructed that simulates the initial stage of the
formation of a histone octamer, namely, the formation of H2A−H2B and H3−H4
dimers, taking into account the different concentrations of the monovalent salt solu-
tion. Since in the present chapter we consider the pairwise interaction of amino acid
residues, which are represented as uniformly charged spheres, the article [1] should
be mentioned, in which various pairs of amino acid residues were investigated for
their ability to interact on the basis of physicochemical properties: size, charge, hy-
drophobic interactions. The results obtained in the study characterize the ability of
an amino acid to bind to another amino acid. However, it should be noted that in the
above work, no criterion is given for quantifying the electrostatic interaction forces
between protein units leading to the assembly or dissociation of the histone octamer
at different concentrations of monovalent salt.

Thus, the approach developed in this chapter will make it possible to quan-
tify the electrostatic interaction between histone proteins in solutions with differ-
ent concentrations of monovalent salt, taking into account the screening effect of
charged amino acid residues, and also the criteria for the stability of various protein
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compounds depending on the concentration of the salt solution. It should be noted
that the stability of most biological complexes with given amino acid sequences must
be checked experimentally method.

The chapter consists of several parts.The first part describes the structure of the
histone core previously conducted experimental work on the effect of salt solutions
on the nature of the interaction of the biological complexes. In the second part, the
electrostatic problem of interaction of protein molecules is considered taking into
account the screening effect in a salt solution of different concentrations. In the
third part, a new algorithm is proposed for determining the formation of a biochem-
ical complex from two compounds by analyzing the potential energy matrix of the
pairwise electrostatic interaction of biological reagents. In the fourth part, numer-
ical calculations of the formation of protein complexes in solutions with different
concentrations and analysis of the data obtained are presented.

4.2 General Principles for the Formation of Dimers
H2A−H2B, H3−H4 and the Behavior of These
Compounds in Solutions with Different Concentrations
of Monovalent Salt

To analyze the interaction of protein molecules, taking into account the effect of
the concentration of the monovalent salt of the solution, we chose four histones
H2A, H2B, H3, and H4, forming a histone octamer of DNA. Let us turn to a brief
examination of the structure of DNA and histones.

In [2] the central histone octamer contains two copies of each of the core histone
proteins, H2A, H2B, H3, and H4 as established 3.1 Å crystal structure of the histone
octamer.

The core histones are assembled into four histone-fold heterodimers (two each of
H2A/H2B and H3/H4). Each of the core histones contains the histone fold domain,
composed of three α-helices connected by two loops, which allow heterodimeric
interactions between core histones known as the handshake motif, more in detail
with the structure of the histone domain can read in articles [3–5].

Let’s move on to the behavior of selected protein complexes in solutions with
different concentrations of monovalent salt.

In [6] reported that at low ionic strength, H3−H4 and (H3−H4)2 crosslinked
products are favored and, as the ionic strength is raised, increased aggregation is
observed in the form of higher molecular weight products until, at 2M NaCl, the
products of the cross-linking reaction are too large to enter the gel. Association
H2A−H2B with the (H3−H4)2 tetramer indicates that the H2A−H2B dimer could
prevent small-scale aggregation ofH3 andH4by serving as amolecular “cap”, i.e., by
binding to the sites available on either side of the (H3−H4)2 tetramer, the H2A−H2B
dimer may be blocking tetramer�sticky� regions responsible for self-aggregation.
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In [7] authors examine the stability of the isolated H2A−H2B heterodimer using
urea denaturation in the presence of a variety of salts. The results presented here
show that the salt stabilization of the H2A−H2B dimer involves a combination of
enhancing the hydrophobic effect (via theHofmeister effect or preferential hydration)
and screening of electrostatic repulsion. Themost highly charged regions of the dimer
are the N-terminal tails, sites of posttranslational modifications such as acetylation
and phosphorylation. These modifications, which alter the charge density of the tails,
are involved in regulation of nucleosome dynamics.

In [8] the thermodynamic properties (H3−H4)2 can not be studied directly though,
since its thermal denaturation is completely irreversible even at the lowest salt con-
centrations.

Belowwe have considered the problem ofmodelling the processes of electrostatic
interaction of the formation of dimers from the complete amino acid sequences of
selected histone proteins.

Note that the biological objects interact in a solution that may have different ionic
strengths, i.e., that contains a variety of dissolved ions. In these biological systems,
the interactions between the ions are of great importance, which strongly depend
on the ionic strength of the solution. This value is a measure of the intensity of the
electric field created by ions in solution. To consider the effect of the magnitude of
the ionic strength in solution on the stability of the studied biological compounds,
we used the Gouy–Chapman theory to calculate the screening potential of a charged
amino acid sequence of the protein at various concentrations of monovalent salt in
solution with biological objects.

4.3 Shielding Effect in a Salt Solution

To take into account the mechanism of formation of the compensating layer of ions
in the solution (shielding effect), which is formed due to forces of electrostatic
attraction to distributed surface charge, we used the Gouy–Chapman theory [9–11].
In this theory the ions of the electrolyte are described by point charges of both signs
in a water medium with a certain dielectric permittivity. If the energy of the ions
in the field of attraction to the surface charge is of the order of kT (where k is the
Boltzmanns constant, T is the absolute temperature), then the thermal motion must
make such layer diffusive. Thus, the spatial distribution of counterions (ions that
have the opposite charge) is determined by the fact that they are in a state of thermal
motion and, at the same time, are attracted to the surface charge, which results in
the formation of a diffuse layer of a certain length. Note that the length at low
concentrations of the electrolyte can be significant. The electric field in the double
layer must monotonically decrease with distance from a charged surface because its
charge is shielded by the charge of counterions located between the given remote
point and the charged surface. At the outer boundary of the electric double layer
the electric field has to vanish. Thus, the only variable on which the function of the
potential decay depends is the distance from the charged surface. Note that the radius
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of the particle is collinear with the vector of the distance from the charged surface. In
accordance with this model, the functions of the electric potential and corresponding
average charge distribution are computed in the neighborhood of a charged surface.
The calculation of the electric double layer for the charged surface of the sphere was
performed for the five charged amino acids, i.e., aspartic acid (D), glutamic acid (E),
lysine (K), arginine (R), and histidine (H).

Let us write the Poisson equation for a flat surface

d2ϕ(x)

dx2
= − ρ

εε0
, (4.1)

where ρ is the charge density defined at a distance x from the surface and ϕ(x) is the
potential, ε is dielectric permittivity of the medium, and ε0 is the electric constant.
According to [9–11], wewrite the total charge density per unit volume for a particular
ion:

ρ =
N∑

i=1

ni zi e =
N∑

i=1

n0i zi e exp

[−zi eϕ(x)

kT

]
, (4.2)

where n0i is the concentration of the ions in solution, e is the charge of the electron,
and z is the ion charge.

Combining (4.1) and (4.2), we get the Poisson–Boltzmann equation

d2ϕ(x)

dx2
= − e

εε0

N∑

i=1

n0i zi exp

[−zi eϕ(x)

kT

]
. (4.3)

The equation must be supplemented by the boundary conditions [11]:

ϕ(0) = ϕ0, ϕ|x→∞ = 0. (4.4)

Multiplying (4.3) by dϕ

dx on the left and right, we get

1

2

d

dx

(
dϕ

dx

)2

= − e

εε0

N∑

i=1

n0i zi exp

[−zi eϕ(x)

kT

] (
dϕ

dx

)
,

1

2

d

dx

(
dϕ

dx

)2

= d

dx

kT

εε0

N∑

i=1

n0i exp

[−zi eϕ(x)

kT

]
. (4.5)

After integrating (4.5) and taking into account the conversion of the derivative of the
potential far from the surface to zero (whereby the integration constant is determined),
we have

1

2

(
dϕ

dx

)2

= kT

εε0

N∑

i=1

n0i exp

[[−zi eϕ(x)

kT

]
− 1

]
, (4.6)
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dϕ

dx
= ±

[
2kT

εε0

N∑

i=1

n0i exp

[[−zi eϕ(x)

kT

]
− 1

]]1/2

. (4.7)

Note that the obtained (4.7) can be integrated in the case of arbitrary potentials of
the surface, but only for a symmetric electrolyte as follows:

z+ = −z− = z, n0+ = n0− = n0.

We convert the expression included in the righthand side of (4.7)

N∑

i=1

n0i exp

[[−zi eϕ(x)

kT

]
− 1

]

as follows:

N∑

i=1

n0i exp

[[−zi eϕ(x)

kT

]
− 1

]
= 2n0

[
ch

[
zeϕ(x)

kT

]
− 1

]
= 4n0sh2

[
zeϕ(x)

2kT

]
.

(4.8)
Then, taking into account expressions (4.8), (4.7) takes the form

dϕ

dx
= −

√
8n0kT

εε0
sh

[
zeϕ(x)

2kT

]
. (4.9)

After integrating (4.9) taking into account the boundary conditions (4.4), we get

ϕ(x) = 4kT

ze
Arth(th(zeϕ0/4kT ) exp(−xκ)), (4.10)

where κ is the characteristic length of the Debye radius. It is defined as follows [9]:

κ−1 =
[

εε0kT∑N
i=1 n

0
i z

2e2

]1/2

, (4.11)

Note that, at this distance, the field of a charged particle is screened due to the
accumulation of the charge of opposite sign around it.We assume thatwhen a charged
amino acid residue of the protein is placed in a solution with a given ionic strength,
the shielding of a charge of its sphere occurs, i.e., its potential is reduced and its
effective radius is increased due to the characteristic length of the Debye radius.
Thus, from (4.10) we obtain the values of the potential of the sphere on the boundary
of shielding, and from the expression (4.11) we obtain the Debye radius. Using these
data, we find the new value of the charge for each sphere placed in a saline solution.
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Table 4.1 Debye length at various concentrations of a monovalent salt at 20 ◦C configuration

N 0 Ionic concentration, M Debye length

1 0.1 0.479

2 0.2 0.336

3 0.4 0.234

4 0.6 0.188

5 0.9 0.157

6 1 0.141

4.3.1 Debye Length

The Debye length (κ−1), is a measure of the electric double layer thickness, and is a
property of the electrolyte solution. It should be noted that this parameter contains
information about the dielectric permittivity of the solvent, as well as the valence,
z, and bulk concentration, n0i , of the ions. However, no information regarding the
properties of the charged surface is present in the Debye length. Although it is
normally referred to as the thickness of the electric double layer, the actual thickness
of a double layer extends well beyond κ−1. Typically, the Debye length represents a
characteristic distance from the charged surface to a point where the electric potential
decays to approximately 33% of the surface potential [12].

Now, n0i , the ionic number concentration, is given by

n0i =
[
M

mol

L

]
×

[
1000

L

m3

]
×

[
Na

1

mol

]

or n0i = 1000NaM, with the Avogadro number Na = 6.022 × 1023 mol −1 and M
being the molar concentration (mol/L) of the electrolyte. The values of the Debye
length, κ−1, for different electrolyte concentrations for the case of z = 1 are shown
in the following table. In this case, the ionic strength is equal to the molar concen-
tration of the electrolyte. It is clear from the tabulated results that κ−1 decreases as
the electrolyte concentration increases. At high molarity, the electric double-layer
thickness becomes very small. In a non-electrolyte system, however, the double-layer
thickness can be thought of as extending to infinity (i.e., a is equal to the molar con-
centration of the electrolyte. It is clear from the tabulated results that κ−1 decreases
as the electrolyte concentration increases. The Table 4.1 shows the debye length at
various concentrations of a monovalent salt at 20 ◦C.

As the concentration of the salt increases, the Debye length decreases. We calcu-
lated the charge at different distances 0.2, 0.25, 0.5, 0.75nm from the sphere boundary
at different concentrations of saline solution 0.1M, 0.2M, 0.4M, 0.6M, 0.8M, 1.0M.
The results are shown in Fig. 4.1. As can be seen in the graph, with an increase in
the salt solution concentration, the coulomb charge decreases due to a screening of
the sphere charge by salt counter-ions.
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Fig. 4.1 Graph of the Coulomb charge decay with increasing salt solution concentration 0.1 M,
0.2 M, 0.4 M, 0.6 M, 0.8 M, 1.0 M at different distances from the sphere boundary 0.2, 0.25, 0.5,
0.75nm

4.4 Description of the Physical Model

In this section, we turn to the description of the developed physical model for ac-
counting for the effect of the concentration of amonovalent salt solution on the nature
of selected histone proteins dimmers binding. In this physical model, we took into
account the screening of the charged amino acid residues arginine (R), aspartic acid
(D), phenylalanine (F), histidine (H), lysine (K) in an aqueous solution at various
concentrations of a monovalent salt from 0.1M to 0.8M at a temperature of 20 ◦C.
It was suggested that when the concentration of the monovalent salt of the aqueous
solution increases, the interaction between charged amino acid residues decreases
due to a screening of their charge by salt counter-ions in the aqueous solution.

At the same time, we suppose that:
1. the charge of charged amino acids is screened at a certain distance deltai , (i =

1, 5) from the boundary of the amino acid residue,whichwe represent as a conducting
sphere. This distance increases as the salt concentration in the solution increases and
charges amino acids decrease as the salt concentration in the solution increases (see
Table 4.2).
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Table 4.2 Themagnitude of the delta and the charges of the charged amino acid residues depending
on the concentration of the salt solution

N 0 Ionic con-
centration,
M

delta, nm QD ×
10−19

QE ×
10−19

QR ×
10−19

QH ×
10−19

QK ×
10−19

1 0.2 0.003902 1.596 1.5954 1.59489 1.5955 1.59544

2 0.4 0.00702 1.583 1.589 1.580 1.582 1.581

3 0.6 0.00741 1.567 1.565 1.564 1.565 1.565

4 0.8 0.00780 1.553 1.551 1.569 1.551 1.551

5 1.0 0.001482 1.491 1.488 1.485 1.488 1.488

(a) (c)

(b) (d)

Fig. 4.2 Schema of increasing the distance between charged amino acids, as well as between
charged amino acids and all other amino acids

2. Taking into account the increase in the concentration of the monovalent salt of
the solution, the distance between the centers of the charged amino acid residues also
increases, as well as between charged amino acids and all other amino acid residues,
as shown in Fig. 4.2.

Thus, with an increase in the salt concentration in an aqueous solution at a constant
temperature of 20 ◦C, the value of delta increases, as shown in Fig. 4.2. Between the
charged amino acids, the distance increases from each side of each amino acid. The
schema for calculating the distance between the amino acids R andN at amonovalent
salt concentration 0.1M is shown in Fig. 4.2a.

The schema for calculating distance between the amino acids R and N at a mono-
valent salt concentration of 0.2 M is shown in Fig. 4.2b.Thus, h1 < h2.
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Table 4.3 Values of the dielectric constant of themedium from the concentration of themonovalent
salt at temperatures 20 ◦C configuration

N 0 Ionic concentration, M Dielectric constant

1 0.1 79.800

2 0.2 78.602

3 0.3 77.409

4 0.4 76.223

5 0.5 75.045

6 0.6 73.878

7 0.7 72.724

8 0.8 71.584

9 0.9 70.460

10 1.0 69.354

A schema for calculating distance between two charged amino acid residues R
and R at a monovalent salt concentration of 0.1M is given in Fig. 4.2c.

In Fig. 4.2d, a schema for calculating distance between the charged amino acid
residues R and R is shown with an increase in the concentration of the monovalent
salt in the aqueous solution to 0.2 M. Thus h3 < h4.

With this, the values of l and l1 remain constant. Since each concentration of the
monovalent salt of the aqueous solution corresponds to its electrical permeability
value, the value for concentrations from 0.1M to1M, we have combined these data
in Table 4.3.

To analyze the biochemical processes we use the notion of condition number
matrix of the potential energy of the pair electrostatic interaction between peptides.
In this physical formulation of the problem, it will characterize the degree of stability
of the configuration of the biological complex. In order to choose a more stable
biochemical compound between proteins, we select the matrix of potential energy
of electrostatic interaction with the smallest value of the condition number (see
Chap.2).

4.5 Results of Numerical Simulation. Conclusion

In this section, we present the numerical simulation results of the effect of the concen-
tration of a monovalent salt solution on the nature of binding of protein complexes.
Let us consider the behavior of the histone monomeric proteins H2A, H2B, H3 and
H4when they are bound to the H2A−H2B andH3−H4 dimers and the concentration
of the monovalent salt in the aqueous solution increases.
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0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8
18

18.5

19

19.5

20

20.5

Fig. 4.3 influence of the concentration of amonovalent salt of an aqueous solution for the formation
of histone dimer H2A−H2B and dimer H3−H4

Figure4.3 shows the results of the influence of the concentration of a monovalent
salt solution for the formation of histone dimerH2A−H2Band dimerH3−H4.Dimer
H2A−H2B is described by the black curve and dimer H3−H4 is described by the
red curve.

The first value of lg(cond(W)) for the interaction of H2A and H2B proteins at
a concentration of 0.1M was 20.068. All subsequent values of lg(cond(W)) do not
rise above the first value. The curve obtained for the H3−H4 dimer is in the range
of much lower values of lg(cond(W)). Note that the first value of lg(cond(W)) for
the interaction of H3 and H4 monomers at 0.1M is 18.233. Thus, from Fig. 4.3 it
follows that when the dimer H2A−H2B is formed, an increase in the concentration
of the monovalent salt leads to an increase the stabilization of the complex. At the
same time, the analysis of the H3−H4 plot demonstrates a lower range of values
of the lg(cond(W)) value compared to the values of lg(cond(W)) obtained by the
interaction of H2A and H2B. The presence of a lower range of lg(cond(W)) values
is interpreted as a possible propensity to aggregate of this biological complex, in this
case, the H3−H4 dimer.

Thus, the mathematical modelling performed in this work on biological objects
using histone proteins H2A, H2B, H3, and H4 has demonstrated the ability to predict
the stability of the biological complex in the case of in vitro solutions with differ-
ent ion strengths. An analysis of the calculations performed showed that different
concentrations of the monovalent salt of the solutions correspond to the formation
of more stable biological complexes. The introduced criterion lg(cond(W)) allows
predicting a decrease or increase in the binding strength of histone proteins in the
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formation of histone dimers, taking into account the charge screening of charged
amino acid residues of proteins.

The effect of the concentration of a monovalent salt of an aqueous solution was
studied on the same histone proteins at 20 ◦C. A comparison was made of the results
obtained for the histone dimers H2A−H2B and H3−H4 with an increase in the
concentration of the monovalent salt at a temperature of 20 ◦C and the behavior of
the histone dimers in the salt-free aqueous solution at 20 ◦C. It should be noted that
in the previous experimental article [13] the unfolding transition temperature of the
28kDa H2A−H2B dimer increases as a function of the ionic strength of the solvent.

It should be noted that we cannot at the moment interpret a specific concentration
ofmonovalent salt on the achievement ofwhich aggregation of protein complexes and
their precipitation occurs. This requires additional experiments to study the behavior
of biological complexes in solutionswith different salt concentrations. In this chapter,
screening of charged amino acid residues was taken into account, but we did not take
into account how the other amino acid residues interact, in particular, how the charge
of amino acid residues changes with increasing salt concentration, what changes
occur with the volume of aa. and a possible change in other physical parameters of
a.a. To obtain these additional data, further theoretical and experimental studies are
required.

4.6 Matlab Script for Mathematical Modelling of the Effect
of a Monovalent Salt Solution on the Interaction of
Protein Molecules

Input parameters:

1. S1, S20 are amino acid sequences of biological complexes
(S1 ≥ S20)

2. concentration of a monovalent solution
3. epsilon is the dielectric constant of the medium

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.
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Chapter 5
Mathematical Modeling Identification
of Active Sites Interaction of Protein
Molecules

Abstract In this chapter, two algorithms are developed: Algorithm 1 and Algo-
rithm 2. Algorithm 1 was developed in order to search for the interaction of a
polypeptide chain of a full-length protein with short active region. Algorithm 2
was developed to determine the most active sites of interaction between full-length
proteins when dimers are formed in the direction from the N-terminus to C-terminus.
Numerical calculations were made using proteins Mdm2, Nap1, P53.

5.1 Introduction

For modern proteomics, research and prediction of protein interactions are very
important tasks, since they determine the function of proteins at levels from the
cell to the whole organism. For proteins whose structure is known, the search for
intermolecular interactions according to known data on the conformation of their
tertiary structure reduces to the problem of searching for geometric complementarity
of the sections of two interacting molecular surfaces and modelling their contacts,
the so-called molecular docking [1]. The task of molecular docking is the task of a
conformational search algorithm, which reduces to a search for the conformational
space of the formed biological complex due to the variation of the torsion angles of
protein molecules.

Modern conformational search algorithms in most cases find conformations that
are generally close to the experimentally found structures in a relatively short time.
However, there are factors that also have a significant impact on the success of the
docking, which are often not taken into account in standard algorithms. One such
factor is the conformational mobility of the target protein. The mobility range can
be different - beginning with a small �adjustment� of the side chains and ending
with scale domain movements [2]. These movements play an important role. At first
glance, the most logical solution to this problem is to take into account the mobility
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of the protein in a docking program. Unfortunately, modern computational tools do
not allow such modelling to be performed in an acceptable time frame since a protein
molecule is very large, and allowing for mobility over all degrees of freedom can
lead to a so-called �combinatorial explosion� (an astronomical increase in the
number of possible variants). Only in some programs is there a limited mobility of
protein binding sites (usually at the level of a small adaptation of conformations
of the side chains of the active center residues). Another approach to this problem
consists in docking the same protein in several different conformations and then
selecting the best solutions from each docking run. The third approach is to find a
universal structure of the target protein in which docking would produce fairly good
results for different classes of ligands. In this case, the number of �missed� (but
correct) solutions decreases, but the number of incorrect options [3] also increases
significantly. It should also be noted that most programs for the theoretical docking
of proteins work according to the following principle: one protein is fixed in space,
and the second is rotated around it in a variety of ways.

At the same time, for each rotation configuration, estimates are made for the
evaluation function. The evaluation function is based on surface complementarity
(the mutual correspondence of complementary structures (macromolecules, radi-
cals), determined by their chemical properties), electrostatic interactions, van der
Waals repulsion, and so on. The problem with this approach is that calculations
throughout the configuration space require a lot of time, rarely leading to a single
solution [1, 2], which in turn does not allow us to speak of the uniqueness of the
target protein and ligand interaction variant. So in the work [2], while modelling by
the methods of molecular dynamics, from 200 to 10000 possible combinations of
the formation of a protein complex with a ligand were found. Such a large number
of modifications, along with the lack of a criterion for selecting the most probable
variants of the bound structures of biological complexes (whichwould allow a radical
reduction in their number) makes it very difficult to interpret the theoretical results
obtained for practical use, namely, the finding of catalytic centers and a qualitative
assessment of the dissociation constant of interacting substances.

In contrast to the above computer simulation algorithms,mathematical algorithms
have been developed in this chapter that allow determining the detection of proteins
active regions and detecting the stability of different regions of protein complexes
(linear docking) by analyzing the potential energy matrix of pairwise electrostatic
interaction between different sites of the biological complex, such as the homodimer
of the histone chaperone Nap1–Nap1, the heterodimer of the p53–Mdm2 proteins,
and the homodimer Mdm2–Mdm2, which are responsible for the entry of a whole
protein molecule into biochemical reactions.

The chapter consists of several parts.
The first part describes the structure and function of proteins Mdm2, P53, Nap1.

The second part describes developed algorithms. The third part presents numerical
calculations and their analysis The amino acid sequences of the studied proteins
P53, Nap1, Mdm2 were taken in [4] with the numbers: P04637, P25293, Q00987,
respectively.
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5.2 The Structure and Function of the Protein P53

The P53 protein was discovered in 1979 and received its name on the molecular
weight (53KDa) [5–7].

Protein P53 is transcription factor regulating the cell cycle, and it suppresses the
formation of malignant tumors [8, 9].

The P53 protein in the activated state regulates the transcription of a large number
genes, and also interacts with a large number of other proteins, thereby affecting
many intracellular processes [10, 11].

One of the functions of protein P53 is the control of the state of cellular DNA [10,
12].

P53 is activated when it receives deviation signals from normal cellular pros-
esses, and it recognaser damage in the gemetic apparatus. This leads to either an
acceleration, or it stop the cell cycle and with strong stress stimulus-to apoptosis
[13].

The P53 protein undergoes phosphorylation during cellular stress [14] and its
level of concentration in the cell increases [15].

This activates the protein genes, which are involved in cellular apoptosis, such as
the protein Mdm2, which is involved in negative regulation of P53 protein [6].

TheMDM2protein binds to the transactivation domain of theP53protein,which is
located on theflexibleN-terminus of theP53protein,which forwards to the regulation
of the amount of P53 protein in the cell and leads to its subsequent degradation [16,
17].

As is known, the functions of proteins depend on their three-dimensional structure.
ThehumanproteinP53has 393 amino acid residues. Protein domains are independent
folding units, which usually have sizes from 40 to 200 amino acid residues [16].

Thus, the P53 protein contains several domains. In the structure of this protein are
threemain domains: the transactivation domain (1–70); a sequencewhich specifically
binds to DNA(94−293); tetramerization domain (324–355) [16]. Figure5.1 shows the
structure of protein P53. The P53 protein domains are connected by linker regions.
Proline-rich domain (71–93) binds to the transactivation domain of the domain,which
is responsible for binding to DNA. DNA binding domain is target for a large number
of mutations P53 [16].

Tad1 Tad2

Tetramerisation
Domain

C-terminal

Transactivation
Domain

P53

Fig. 5.1 The structure of the protein p53
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5.3 The Structure and Functions of the Protein Mdm2

HumanMurine doubleminute 2 (Mdm2) is a 491-amino acid (a.a.) -longphosphopro-
tein [18, 19]. Mdm2 is an oncogene with both P53-dependent and P53-independent
oncogenic activities, and often has increased expression levels in a variety of human
cancers [20].

Inhibition functions of protein P53, when it binds with the Mdm2 protein is
carried out different ways. These ways help block the transactivation domain P53
and simultaneously promote export P53 from the nucleus to proteasome degradation
systems [21].

A detailed study of the structure formed by proteins Mdm2 and P53 showed that
the amino terminal domain of Mdm2 forms a deep hydrophobic cleft into which the
transactivation domain of P53 binds, thereby concealing itself from interaction with
the transcriptional machinery [22, 23].

The direct interaction between the two proteins has been localized to a relatively
small hydrophobic pocket domain at the N-terminus of Mdm2 and 15 a.a. amphi-
pathic peptide at the N-terminus of P53. The P53 binding domain of human Mdm2
which can be identified within residues 18–101 and interact with residues 15–29 of
P53. Various signals, for example the destruction of cellular DNA leads to an abnor-
mal interaction of Mdm2 and P53, which is the cause of activation P53-dependent
cell responses [16, 22]. In the proteinMdm2 several areas were identified see Fig. 5.2
at N-tail of the main region is binding to P53.

In the central part of the protein there are many acidic regions. Moreover, the C-
tail contains a zinc-binding domain. This part of the protein interacts with a variety
of regulatory factors as well as multiple ribosomal or nucleolar proteins.

The C-terminus also contains a RING domain that has been shown to be respon-
sible for the E3 ubiquitin ligase activity, as well as the binding of the Mdmx and
Mdm2 [24].

In this chapter, we have performed simulations of the protein Mdm2 interaction
and protein P53 and the interaction between the same proteins of Mdm2 with the
formation of a homodimer Mdm2–Mdm2.

P53-binding
domain

RING
Domain

Mdm2
Zn

finger

Fig. 5.2 The structure of the protein Mdm2 [16]



5.4 The Structure and Functions of the Protein Nap1 173

5.4 The Structure and Functions of the Protein Nap1

Nucleosomeassemblyprotein 1 (Nap1) is an integral component in the establishment,
maintenance, and dynamics of eukaryotic chromatin. It shuttles histones into the
nucleus, assembles nucleosomes, and promotes chromatin fluidity [25].

The article [26, 27] presents various functions of the histone chaperone Nap1
protein,mainly its role in nucleosome assembly and disassembly, and the interactions
ofNap1with different chromatin remodelling factors; information is given on various
binding sites of Nap1 with other proteins.

Let us consider in more detail the structure of the protein of the histone chaperone
Nap1. In [25]was found that of a total of 417 a.a.well structured central sites residues,
whereas the N- and C-terminal regions were largely disordered. The central region
is defined in [25] is core region (74–365).

The structure of the proteinNap1 can be divided into several sections: unstructured
N- and C-tails, Domain I and Domain II. Consider in more detail Domain 1 which
is responsible for the dimerization of Nap1 [25].

During the dimerization prosess, an interaction occurs between the long α2-
helices of two proteins in opposite directions. The dimer is further stabilized by
the α2–α3 loop, the α3-helix, and the α3–α4 loop that wrap around the base of the
α2-helix of the dimerization partner. In Fig. 2.2 a schematic representation of the
Domain I and Domain II structures is presented. Domain I includes α1-, α2-, α3-
helices, which are in most degree responsible for dimerization of the protein Nap1.
Domain II spans residues 181–370 of Nap1. Figure5.4 shows a scheme of the for-
mation of the Nap1–Nap1 homodimer by two proteins of the histone chaperone. In
blue color which is denoted by Domain 1 of the first histone chaperone Nap1 with
indication of α2 and α3-helices, which take part in homodimerization. Orange color
represents Domain 1 of the second protein of the histone chaperone Nap1 amd also
shows the α2 and α3-helices. In monochrome, the rest of the proteins that are not
actively involved in the formation of the Nap1–Nap1 homodimer are shown.

The dimer interface is characterized mainly by hydrophobic interactions over the
entire length of the involved amino acid residues in α2-helices. A wide region of
dimerization, covering all dimer diagonally is indicated in color Fig. 5.4.

5.5 Description of the Algorithms

5.5.1 Algorithm 1

This algorithm has been developed to search for protein sites responsible for protein
interactions.

During the development of this algorithm we have made the following assump-
tions:
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Fig. 5.3 Scheme of domains
I and II of protein Nap1 [25]

Fig. 5.4 The scheme for the
formation of the Nap1–Nap1
homodimer [28]

–we know the short amino acid sequence of one protein, which takes an active part
in binding to another protein, with formation large numbers nearly located interacting
amino acid residues, for example, the formation of homodimers Mdm2−Mdm2 and
Nap1–Nap1,

– we do not know the active site of the whole protein responsible for binding to
the short polypeptide sequence.

Thus, using Algorithm 1, we find the active site on the polypeptide sequence of
the whole protein. This algorithm (see Fig. 5.5) presents two vectors:

– the one-dimensional array 1 �DTEVNKL� and one-dimensional array 2
�ADHVNRTYOIK�, which are amino acid sequences of the proteins P1 and P2,
respectively,

– the one-dimensional array of the P1 protein has a smaller number of amino acid
residues in its polypeptide sequence than the one-dimensional array of the protein
P2. As each step occurs, a shot section of the amino acid sequence of protein P2
forms, which is equal to the length of the shoter one dimernsional array of protein
P1.
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Fig. 5.5 The scheme
Algorithm 1
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The more short amino acid sequence of one-dimensional array P1 moves along
the more long amino acid sequence one-dimensional array of the protein P2 with
some step, in our example, the step is equal one amino acid.

In each step occurs the formation of a short section of the amino acid sequence
of protein P2, equal to the length of the shorter one-dimensional array of protein P1.

Each new segment of the one-dimensional array P2 corresponds to the length of
the polypeptide chainone-dimensional array P1. Five pairs of one-dimansional arrays
P1 and P2 were successfully formed when the one-dimensional array 1 shifted by
one amino acid residue along the one-dimensional array P2.

P11 = DTEVNKL P21 = ADHVNRT
P12 = DTEVNKL P22 = DHVNRTY
P13 = DTEVNKL P23 = HVNRTYO
P14 = DTEVNKL P24 = VNRTYOI
P15 = DTEVNKL P25 = NRTYOIK

Note that the vector 1 remains unchanged in all formed pairs one-dimensional
arrays, i.e. P11 = P12 = P13 = P14 = P15.

After finding all the participating pairs of vectors, we build a matrix of potential
energy electrostatic interaction between their amino acid residues. These matrices
will have a square form.

Further, from each of these matrices we calculate the value lg(cond(W)) and
construct a graph of the dependence of lg(cond(W)) on the order number of the
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Fig. 5.6 Scheme dependence of lg(cond(W)) from Amino acid sequence

amino acid residue of one-dimensional array P2, where cond(Wk) is the condition
number.

Thus, each resulting value of lg(cond(W)) will correspond to a strictly defined
segment of one-dimensional array P2. Note that on the graph it is postponed opposite
the first amino acid residue of a segments P21, P22, P23, P24 or P25 one-dimensional
array P2.

Figure 5.6 shows graph dependence of values lg(cond(W)) on the sequence num-
ber of the polypeptide chains of participating one-dimensional arrays P1 and P2. In
this example, as we see from graph the smallest value of lg(cond(W)) corresponds to
the interaction of the vectors P13 is�DTEVNKL� and P23 is�HVNRTYO�. The
dotted line indicates the amino acid sequence of one-dimensional array P2, which
participates in the formation of a biological complex with a one-dimensional array
P1. The value of the value lg(cond(W)) is placed opposite the first amino acid of the
remainder of the segment of the one-dimensional array P2. For data processing we
will choose several of the smallest values of lg(cond(W)) (see Chap. 2).

We suppose that for the most stable complex of interacting sites has the largest
number of nearby points with a minimum value of lg(cond(W)). We call this area a
cluster.

5.5.2 Algorithm 2

We developed a second algorithm for detecting interacting regions of protein
molecules. The scheme search interacting sections is shown in Fig. 5.7. In this algo-
rithm we take whole amino acid sequences of the two proteins P1 and P2. For select-
ing interacting sites, we shift the frame of a specific size along two one-dimensional
arrays of proteins P1 and P2.
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Fig. 5.7 The scheme
Algorithm 2
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According to the method, we test the interaction sites for the following pairs of
proteins: Nap1–Nap1, Mdm2–Mdm2.

Note that Algorithm 2 can be used to analyze the interaction of two proteins,
which have identical sites of interaction during the formation of a dimer.

After finding all the participating pairs of one-dimensional arrays, we build a
matrix of potential energy electrostatic interactions. Thesematriceswill have a square
form. Further, for all matrices we calculate the values lg(cond(W)) and construct
a graph of the dependence of lg(cond(W)) on the order number of the amino acid
residue of the participating one-dimensional arrays.

The sequence number will be the same for the two considered one-dimensional
arrays. In this case, the amino acid residues corresponding to the ordinal number can
be different, if the interactions of different proteins are investigated.

5.6 Numerical Simulation of the Formation
of Heterodimers and Homodimers According
to Algorithm 1

In this section, the interactions of the short amino acid sequencesMdm2(436−482)

and Nap1(81−150), which take an active part in the formation of Nap1–Nap1 and
Mdm2-Mdm2 homodimers, have been modeled. Preliminary information on the
activity of these sites ofMdm2(436−482) andNap 1(81−150) was obtained from previous
experimental studies [25, 29].

Numerical simulation was performed according to the developed Algorithm 1.
Thus, the purpose of this section is to test the developed Algorithm 1 in determining
the most active interaction regions of a full-length protein with a short polypeptide
sequence. Numerical calculations were performed with ε = 1 (air) and ε = 80 (wa-
ter). At the same time, the authors tried to choose a common scale for presenting
the obtained graphic data for all the calculations performed in order to facilitate un-
derstanding and to allow the reader to visually compare the results of the obtained
data. In addition to the graphical representation, we also gave 10 minimum values
of lg(cond(W)) with a list of the corresponding interacting amino acid sequences at
ε = 1 and ε = 80, and the data were tabulated. We assume that the more precisely
the active region of one protein is given when interacting with the whole amino acid
sequence of the second protein, the more qualitative the result of the interaction of
the two proteins is. It is assumed that a large amount of a.a. (a significant length of
polypeptide chain) from each protein corresponds to the formation of the biological
complex.
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Fig. 5.8 Results of
numerical simulation of the
interactions of
Mdm2(436−482) with Mdm2,
ε = 1. The red dots denote
the 10 minimum values of
lg(cond(W))
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5.6.1 Numerical Calculation of the Interaction of
Mdm2(436−482) Mdm2

A search was carried out for the polypeptide chain Mdm2, which is most inclined to
form a complex with the Mdm2 protein Ring domain. To achieve this goal, we took
the Mdm2 protein domain polypeptide region (436–482):

[EPCV ICQGRPK NGC IV HGKTGHLMACFTC AK K LK K RNK PCPVCRQP I ]

and numerically calculated its interaction with the Mdm2 protein according to Algo-
rithm1developed earlier. In this case, the short sequence of the proteinMdm2(436−482)

shifted along the long sequence of the protein Mdm2 at intervals of 1 a.a. As a result,
for each pair of the obtained one-dimensional arrays, a matrix of potential energy of
electrostatic interaction was formed, and the value of lg(cond(W)) was calculated.
The value of lg(cond(w)) was plotted opposite the first a.a. section of the Mdm2
protein upon interaction with Mdm2(436−482). The results are shown in Figs. 5.8 and
5.9. In this section, we present one graph that contains all the values of lg(cond(W))
obtained for the interaction of Mdm2(436−482) withMdm2.We will use scaled graphs
of the smallest values of lg(cond (W)), since we will analyze these values.

As can be seen from the Figs. 5.8 and 5.9, the set ofminimumvalues form a cluster
from the C-terminus of the Mdm2 protein. The ten minimum values of lg(cond(W))
for the interaction of Mdm2(436−482) withMdm2, as well as the corresponding amino
acid sequences at ε = 1 and ε = 80 are summarized in Tables 5.1 and 5.2.
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Fig. 5.9 Results of numerical simulation of the interactions ofMdm2(436−482) withMdm2, ε = 80.
The red dots denote the 10 minimum values of lg(cond(W))

It follows from Tables 5.1 and 5.2 that the areas with the minimum values of
lg(cond(W)) are almost identical at ε = 1 and ε = 80 and are in the previously
identified range of the polypeptide chain of theMdm2 protein responsible for binding
to Mdm2(436−482) from the C-Terminus. Thus, it can be concluded that the sequence
Mdm2(436−482) plays an active role in the dimerization of the Mdm2 protein and
is most likely to form stable biological complexes in the C-terminus region of the
Mdm2 protein. This result is in good agreement with [29–31].

Note that we gave 10 minimum values of lg(cond(W)), characterizing the inter-
actions of Mdm2(436−482) with Mdm2, but we did not exclude the presence of other
regions of interaction of Mdm2(436−482) with Mdm2 that did not fall within the given
range of the 10 minimum values of lg(cond(W)) from Table 5.1 and 5.2 for ε = 1
and ε = 80. We also did not exclude the existence of other possible sites for binding
Mdm2(436−482) to Mdm2.
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Table 5.1 The ten minimum values of lg(cond(W)) and the corresponding amino acid sequences
of the detected regions of the Mdm2 protein when interacting with Mdm2(436−482), ε = 1

Sequence
number

Amino acid sequence Mdm2(436−482) lg(cond(W))

422 KEESVESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKL 18.285

430 PLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPV 18.460

428 SLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPC 18.516

435 EPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPI 18.691

423 ESVESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKK 18.727

429 LPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCP 18.757

441 QGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLT 18.917

440 CQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVL 18.969

442 GRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLTY 19.012

432 NAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCR 19.146

lg(cond(W)) is common logarithm of condition number

Table 5.2 The ten minimum values of lg(cond(W)) and the corresponding amino acid sequences
of the detected regions of the Mdm2 protein when interacting with Mdm2(436−482), ε = 80.

Sequence
number

Amino acid sequence Mdm2(436−482) lg(cond(W))

425 VESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRN 18.408

444 PKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLTYFP 18.572

437 CVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQM 18.638

443 RPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLTYF 18.669

441 QGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLT 18.756

436 PCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQ 18.786

434 IEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQP 18.801

433 AIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQ 18.844

439 ICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIV 18.892

431 LNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVC 18.957

lg(cond(W)) is common logarithm of condition number

5.6.2 Numerical Calculations of the Interaction
Nap1(81−150)−Nap1

In this section, we consider the results of the numerical modelling of the interaction
of the protein region with the whole amino acid sequence of the histone chaperone
Nap1 protein.

We selected a region of the protein Nap1(81−150) which takes an active part in the
dimerization of the Nap1 protein and made a numerical calculation of the interaction
of this region with the polypeptide sequence of the whole protein Nap1.
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Fig. 5.10 Results of the numerical calculations of Nap1(81−150) with Nap1 interactions according
to Algorithm 1, ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

The amino acid sequenceNap1(81−150) wasmoved along the polypeptide sequence
of the protein Nap1 at intervals of 1 a.a. according to Algorithm 1. Arrays 70 a.a. long
were formed, one of which was represented as the amino acid sequence of the active
site of the protein (Nap1(81−150)), and the second array was characterized by serially
changing amino acid residues of the protein Nap1. For each pair of the obtained
arrays, a matrix of potential energy of pairwise electrostatic interaction was formed
and the value of lg(cond(W)) was calculated.

We assume that the more precisely the active site of interaction of one protein is
initially plotted, the more accurate the results will be obtained when the active site
is located on another protein as they are bound to the biological complex. Numeri-
cal calculation of Nap1 interaction with Nap1(81−150) was carried out according to
Algorithm 1 for ε = 1 (air) and ε = 80 (water). The results are shown in Figs. 5.10
and 5.11.

As can be seen from the Fig. 5.11 for ε = 80 a cluster of the smallest values of
lg(cond(W)) is observed, with the smallest value obtained at 74 a.a. Note that this 74
a.a. is the first amino acid residue of domain 1 responsible for the formation of the
Nap1–Nap1 homodimer. The results obtained during the interaction of Nap1(81−150)
with Nap1, ε = 1, shown in Fig. 5.10 do not demonstrate the existence of cluster
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Fig. 5.11 Results of the numerical calculations of Nap1(81−150) with Nap1 interactions according
to Algorithm 1, ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

formation from the minimum values. The minimum value for ε = 1 is obtained at
97 a.a., which is also a satisfactory result because 97 a.a. is located in the region of
the beginning of domain 1, while other areas of possible interaction of Nap1(81−150)
with Nap1 in the domain 2 region are observed.

The ten minimum values of lg(cond(W)) for Nap1(81−150) interaction with Nap1
at ε = 1 and ε = 80 are presented in Tables 5.3 and 5.4.

The results of Table 5.4 show the formation of a cluster from the minimum val-
ues of lg(cond(W)) in the region of domain 1 responsible for the formation of the
Nap1–Nap1 homodimer at ε = 80. The results of Table 5.3 for ε = 1 do not show the
formation of such a cluster from the minimum values of lg(cond (W)). Thus, calcu-
lations performed at ε = 80 made it possible to obtain a better result and subsequent
analysis than the numerical results obtained at ε = 1.

As can be seen from the Fig. 5.11 and Table 5.3, the polypeptide sequence of the
histone chaperone protein Nap1 has its main binding site with the short sequence
Nap1(81−150) in theDomain 1 region. The smallest value of lg(cond(W))was obtained
at 74 a.a. and amounted to 18.884. This amino acid residue (74 a.a.) in domain 1
is the first responsible a.a. for the formation of the Nap1–Nap1 homodimer and the
result is in good agreement with previous work [25].
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5.7 Numerical Simulation of the Formation of Protein
Dimers According to Algorithm 2

In this section, numerical calculations of the interaction of amino acid sequences
were performed to determine the active regions of proteins Mdm2 and Nap1 with
the formation of the homodimers Nap1–Nap1 and Mdm2−Mdm2.

We used whole amino acid sequences of identical proteins Nap1 and Mdm2 and
we shifted a frame of a given size depending on the type of protein along two one-
dimensional arrays describing the identical amino acid sequences Nap1 and Nap1,
Mdm2 and Mdm2 at intervals of 1 a.a. By the method of successively increasing
the size of the frameshift from 20 a.a. up to 70 a.a. we obtained a set of data that,
with varying degrees of approximation, allows us to obtain a qualitative result of
the interaction of the selected proteins. In this case, we assume that the closer the
size of the frameshift to the size of the interacting regions of proteins is given, the
more qualitative the result will be of the interaction of the two proteins, provided
that amino acid sequences with close order number of the participating amino acid
residues of proteins play an important role in the interaction. It is assumed that a
large amount of a.a. (a significant length of the polypeptide chain) from each protein
corresponds to the formation of the biological complex.

5.7.1 Numerical Calculation of the Interaction of Two
Polypeptide Chains of the Mdm2 Protein

In this section, we analyzed the numerical calculation of the homodimer formation
Mdm2−Mdm2 according to Algorithm 2. We used the amino acid sequences of the
proteins Mdm2 and Mdm2 and formed the corresponding one-dimensional arrays,
by shifting the frame along two polypeptide chains at intervals of 1 a.a., in order to
identify the most active regions of the interaction of the studied proteins. The ten
minimum values of lg(cond(W)) for each calculation obtained are tabulated in the
corresponding graph.

We now turn to the analysis of numerical calculations of the interaction of two
Mmd2 and Mdm2 proteins at a frameshift length equal to 20 a.a. The results of the
numerical interaction are shown in Fig. 5.12 for ε = 1 and in Fig. 5.13 for ε = 80.
Ten minimum values of lg(cond(W)) are presented in Tables 5.5 and 5.6.

We now turn to the analysis of numerical calculations of the interaction of two
Mdm2 and Mdm2 proteins at a frameshift length equal to 30 a.a. The results of the
numerical interaction are are shown in Fig. 5.14 for ε = 1 and in Fig. 5.15 for ε = 80.
Ten minimum values of lg(cond(W)) are presented in Tables 5.7 and 5.8.

We now turn to the analysis of numerical calculations of the interaction of two
Mdm2 and Mdm2 proteins at a frameshift length equal to 40 a.a. The results of the
numerical interaction are are shown in Fig. 5.16 for ε = 1 and in Fig. 5.17 for ε = 80.
Ten minimum values of lg(cond(W)) are presented in Tables 5.9 and 5.10.
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Fig. 5.12 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 20 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.13 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 20 a.a. for ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

We now turn to the analysis of numerical calculations of the interaction of two
Mdm2 and Mdm2 proteins at a frameshift length of 50 a.a. The results of the numer-
ical interaction are are shown in Fig. 5.18 for ε = 1 and in Fig. 5.19 for ε = 80. Ten
minimum values of lg(cond(W)) are presented in Tables 5.11 and 5.12.
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Fig. 5.14 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 30 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.15 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 30 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

As can be seen from Tables 5.1 and 5.8, the greatest number of minimum values
lies at the C-terminus of theMdm2 protein. It also follows from the graphs Figs. 5.12,
5.13, 5.14, 5.15, 5.16, 5.17, 5.18 and 5.19 that, as a result of numerical calculation
of the interaction of two polypeptide chains of the Mdm2 protein, according to
Algorithm 2, a cluster of the smallest values in the C-terminus regions of two Mdm2
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Fig. 5.16 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 40, ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.17 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 40 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.18 Results of numerical simulation of the interaction ofMdm2withMdm2, frame size equal
to 50, ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.19 Results of numerical simulation of the interaction of Mdm2 with Mdm2, frame size =
50 for ε = 80. The red dots denote the 10 minimum values of lg(cond(W))
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Table 5.5 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 20 a.a., ε = 1

N 0 Amino acid sequence Mdm2 lg(cond(W))

446 PKNGCIVHGKTGHLMACFTC 17.5224

444 GRPKNGCIVHGKTGHLMACF 17.585

448 NGCIVHGKTGHLMACFTCAK 17.628

438 PCVICQGRPKNGCIVHGKTG 17.669

451 IVHGKTGHLMACFTCAKKLK 17.677

452 VHGKTGHLMACFTCAKKLKK 17.688

450 CIVHGKTGHLMACFTCAKKL 17.695

445 RPKNGCIVHGKTGHLMACFT 17.801

442 CQGRPKNGCIVHGKTGHLMA 17.817

168 ETEENSDELSGERQRKRHKS 17.878

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Table 5.6 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 20 a.a., ε = 80

N 0 Amino acid sequence Mdm2 lg(cond(W))

460 MACFTCAKKLKKRNKPCPVC 17.661

452 VHGKTGHLMACFTCAKKLKK 17.738

441 ICQGRPKNGCIVHGKTGHLM 17.758

442 CQGRPKNGCIVHGKTGHLMA 17.760

472 RNKPCPVCRQPIQMIVLTYF 17.781

27 TLVRPKPLLLKLLKSVGAQK 17.814

451 IVHGKTGHLMACFTCAKKLK 17.828

307 TSCNEMNPPLPSHCNRCWAL 17.859

446 PKNGCIVHGKTGHLMACFTC 17.873

435 AIEPCVICQGRPKNGCIVHG 17.885

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

proteins is formed at ε = 1 and ε = 80. This result is in good agreement with earlier
experimental work, which indicates the oligomerization of the RING domain of the
Mdm2 protein and the important role of the C-terminus of Mdm2 in the formation
of the Mdm2−Mdm2 homodimer [29–31].

In this section, we gave 10 minimum values of lg(cond(W)) characterizing the
interactions of Mdm2 with Mdm2, but we did not exclude the presence of other
regions of interaction of Mdm2 with Mdm2 that did not fall in the above list of 10
minimum values of lg(cond(W)) for ε = 1 and ε = 80. The result of the interaction
of two Mdm2 proteins of different frameshift lengths from 20 a.a. up to 50 a.a.
identifies in all cases the site of the most stable formed complex in the region of the
C-terminus of the Mdm2 protein.
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Table 5.7 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 30 a.a., ε = 1

N 0 Amino acid sequence Mdm2 lg(cond(W))

435 AIEPCVICQGRPKNGCIVHGKTGHLMACFT 18.020

425 ESVESSLPLNAIEPCVICQGRPKNGCIVHG 18.075

441 ICQGRPKNGCIVHGKTGHLMACFTCAKKLK 18.094

434 NAIEPCVICQGRPKNGCIVHGKTGHLMAC 18.132

426 SVESSLPLNAIEPCVICQGRPKNGCIVHGK 18.154

448 NGCIVHGKTGHLMACFTCAKKLKKRNKPCP 18.206

450 CIVHGKTGHLMACFTCAKKLKKRNKPCPVC 18.220

436 IEPCVICQGRPKNGCIVHGKTGHLMACFTC 18.238

451 IVHGKTGHLMACFTCAKKLKKRNKPCPVCR 18.281

431 LPLNAIEPCVICQGRPKNGCIVHGKTGHLM 18.291

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Table 5.8 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 30 a.a., ε = 80

N 0 Amino acid sequence Mdm2 lg(cond(W))

435 LNAIEPCVICQGRPKNGCIVHGKTGHLMAC 17.994

446 PKNGCIVHGKTGHLMACFTCAKKLKKRNKP 18.069

448 NGCIVHGKTGHLMACFTCAKKLKKRNKPCP 18.094

450 CIVHGKTGHLMACFTCAKKLKKRNKPCPVC 18.098

428 ESSLPLNAIEPCVICQGRPKNGCIVHGKTG 18.117

425 ESVESSLPLNAIEPCVICQGRPKNGCIVHG 18.126

430 SLPLNAIEPCVICQGRPKNGCIVHGKTGHL 18.160

443 QGRPKNGCIVHGKTGHLMACFTCAKKLKKR 18.171

441 ICQGRPKNGCIVHGKTGHLMACFTCAKKLK 18.308

437 EPCVICQGRPKNGCIVHGKTGHLMACFTCA 18.336

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

It should also be taken into account that the Algorithm 2 developed by us allows
one to analyze the interactions of amino acid residues between two proteins with
only approximately symmetrical sequence numbers. We note that if we analyze two
identical proteins, we will obtain an analysis of the interaction between identical
amino acid sequences. In order to obtain data containing information on the inter-
action between different regions of the polypeptide chains of proteins, it is better to
use Algorithm 1, to extract each protein region of interest from one protein and to
determine the stability of each complex formed by it with different regions of the
second protein.

To obtain more reliable and qualitative data, it is recommended to take segments
of polypeptide sequences of the same size. If we analyze the interactions of sections
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Table 5.9 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 40 a.a., ε = 1

N 0 Amino acid sequence Mdm2 lg(cond(W))

442 CQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQ 18.321

427 VESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCA 18.369

437 EPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPC 18.407

453 HGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLTYFP 18.425

430 SLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKL 18.531

426 SVESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTC 18.575

440 VICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVC 18.617

434 NAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRN 18.621

450 CIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLT 18.626

144 QEEKPSSSHLVSRPSTSSRRRAISETEENSDELSGERQRK 18.664

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Table 5.10 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Mdm2 protein at a frameshift length equal to 40 a.a., ε = 80

N 0 Amino acid sequence Mdm2 lg(cond(W))

433 LNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKR 18.176

427 VESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCA 18.226

437 EPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPC 18.270

445 RPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQ 18.288

434 NAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRN 18.370

440 VICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVC 18.375

453 HGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLTYFP 18.390

440 ICQGRPKNGCIVHGKTGHLMACFTCAKKLKKRNKPCPVCR 18.436

450 CIVHGKTGHLMACFTCAKKLKKRNKPCPVCRQPIQMIVLT 18.444

428 ESSLPLNAIEPCVICQGRPKNGCIVHGKTGHLMACFTCAK 18.453

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

of different lengths, an error can be introduced in the data, since we compare the
values of lg(cond(W)) obtained for matrices of different dimensions.

5.7.2 Numerical Calculation of the Interaction of Polypeptide
Sequences of the Protein Nap1

In this section, we consider the results of a numerical calculation of the interaction
of two identical polypeptide chains of the protein Nap1 from the N-terminus to the
C-terminus according to Algorithm 2 along two polypeptide sequences of the protein
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Fig. 5.20 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 20 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

Nap1. We give a step-by-step detailed description of the numerical computations
obtained with brief conclusions for each calculation in order to give a clear idea
for further modelling of the interaction of other proteins. Note that the formation of
the Nap1 homodimer Nap1–Nap1 is due to two identical binding sites in domain
1 of each protein from 74 a.a. to 180 a.a. in opposite directions [25]. The main
dimerization site of two proteins belongs to the α2-helix from 90 a.a. to 140 a.a. of
each histone chaperone Nap1 protein.

We now turn to the analysis of numerical calculations of the interaction of two
Nap1 and Nap1 proteins at a frameshift length of 20 a.a. The results of the numerical
interaction are shown in Fig. 5.20 for ε = 1 and in Fig. 5.21 for ε = 80.

As can be seen from the graphs Figs. 5.20 and 5.21, with a frameshift equal
to 20 a.a. there are many areas of interaction between proteins Nap1 which are
characterized by a small value of lg(cond(W)). In this case, the ten minimum values
of lg(cond(W)) obtained by the interaction of Nap1–Nap1 with a frameshift equal to
20 a.a. are given in Table 5.13 for ε = 1 and in Table 5.14 for ε = 80.

As can be seen from the tables above, we were unable to obtain a qualitative
interpretation of the numerical calculations of the interaction of the twoNap1proteins
with the formation of the dimer Nap1–Nap1, since according to the available data,
the formation of this dimer is carried out with the participation of the amino acid
sequence from 74 a.a. to 180 a.a. [25]. Thus, a 20 a.a. frameshift is not suitable for
a qualitative calculation of the interaction between the two proteins Nap1.
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Fig. 5.21 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 20 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

Table 5.13 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 20 a.a., ε = 1

N 0 Amino acid sequence Nap1 lg(cond(W))

18 NAPTPHNTPASVLNPSYLKN 17.723

28 SVLNPSYLKNGNPVRAQAQE 17.806

181 EQVKGIPSFWLTALENLPIV 17.872

24 NTPASVLNPSYLKNGNPVRA 17.892

84 GYVGGLPKNVKEKLLSLKTL 18.001

178 SEEEQVKGIPSFWLTALENL 18.003

21 TPHNTPASVLNPSYLKNGNP 18.019

296 KTTKQVRTIEKITPIESFFN 18.049

25 TPASVLNPSYLKNGNPVRAQ 18.049

145 QPKPEQIAKGQEIVESLNE 18.055

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Let us turn to the numerical calculation results of the interaction of two proteins
Nap1 at a frameshift length equal to 30 a.a. The results of the numerical interaction
are shown in Fig. 5.22 for ε = 1 and in Fig. 5.23 for ε = 80.

As can be seen from the presented graphs, with a frameshift equal to 30 a.a. there
aremany areas of interaction between proteins Nap1 that are characterized by a small
value of lg(cond(w)). In this case, the ten minimum values of lg(cond(W)) obtained
by the interaction of two whole Nap1 proteins with a frameshift equal to 30 a.a. are
given in Table 5.15 for ε = 1 and in Table 5.16 for ε = 80.
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Fig. 5.22 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 30 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.23 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 30 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

As can be seen from the above results, a larger number of values of lg(cond
(W)) fell into the region of domain 1, and an additional cluster was formed from
the minimum values in the region 281 a.a. at ε = 80. Despite the fact that half of
the values obtained fall within the region of domain 1, the rest of the scattered
minimum values of lg(cond(W)) fall on different parts of the polypeptide sequence
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Table 5.14 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 20 a.a., ε = 80

N 0 Amino acid sequence Nap1 lg(cond(W))

19 APTPHNTPASVLNPSYLKNG 17.557

24 NTPASVLNPSYLKNGNPVRA 17.801

120 ELENKFLQKYKPIWEQRSRI 17.810

28 SVLNPSYLKNGNPVRAQAQE 17.819

181 EQVKGIPSFWLTALENLPIV 17.837

86 VGGLPKNVKEKLLSLKTLQS 17.845

22 PHNTPASVLNPSYLKNGNPV 17.862

84 GYVGGLPKNVKEKLLSLKTL 17.962

291 RKQRNKTTKQVRTIEKITPI 18.020

27 AEGCEISWKDNAHNVTVDLE 18.039

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Table 5.15 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 30 a.a., ε = 1

N 0 Amino acid sequence Nap1 lg(cond(W))

124 KFLQKYKPIWEQRSRIISGQEQPKPEQIAK 18.058

286 VDLEMRKQRNKTTKQVRTIEKITPIESFFN 18.334

18 NAPTPHNTPASVLNPSYLKNGNPVRAQAQE 18.345

131 PIWEQRSRIISGQEQPKPEQIAKGQEIVES 18.370

285 TVDLEMRKQRNKTTKQVRTIEKITPIESFF 18.378

114 FQVEMFELENKFLQKYKPIWEQRSRIISGQ 18.428

116 VEMFELENKFLQKYKPIWEQRSRIISGQEQ 18.434

138 RIISGQEQPKPEQIAKGQEIVESLNETELL 18.509

168 VDEEEKAQNDSEEEQVKGIPSFWLTALENL 18.513

13 SMQIDNAPTPHNTPASVLNPSYLKNGNPVR 18.513

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

Nap1, which significantly complicates the interpretation of the obtained numerical
data, namely, the search for protein sites responsible for dimerization. Numerical
calculations obtained at ε = 1 are characterized by the formation of a cluster of
values in the region of domain 1, with the smallest value of lg(cond(W)) obtained at
124 a.a. and amounting to 18.058. Analysis of the data obtained with a frameshift of
30 a.a. shows a slightly better result than with a 20 a.a. frameshift.

Let us now turn to the numerical results of the calculation of the interaction of
two proteins Nap1 at a frameshift length equal to 40 a.a. The results of the numerical
interaction are shown in Fig. 5.24 for ε = 1 and in Fig. 5.25 for ε = 80. As can be
seen from the graphs, with a frameshift equal to 40 a.a, two clusters are formed from
the minimum values at ε = 1 in the 8 a.a. and 111 a.a. regions, ten minimum are
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Table 5.16 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 30 a.a., ε = 80

N 0 Amino acid sequence Nap1 lg(cond(W))

123 NKFLQKYKPIWEQRSRIISGQEQPKPEQIA 18.275

287 DLEMRKQRNKTTKQVRTIEKITPIESFFNF 18.287

81 QDSGYVGGLPKNVKEKLLSLKTLQSELFEV 18.306

122 ENKFLQKYKPIWEQRSRIISGQEQPKPEQI 18.315

125 FLQKYKPIWEQRSRIISGQEQPKPEQIAKG 18.340

281 AHNVTVDLEMRKQRNKTTKQVRTIEKITPI 18.390

288 LEMRKQRNKTTKQVRTIEKITPIESFFNFF 18.409

11 KSSMQIDNAPTPHNTPASVLNPSYLKNGNP 18.410

286 VDLEMRKQRNKTTKQVRTIEKITPIESFFN 18.438

290 MRKQRNKTTKQVRTIEKITPIESFFNFFDP 18.487

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual
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Fig. 5.24 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 40 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

presented in Tables 5.17 and 5.18. The second cluster falls on the the domain 1 region.
Analysis of the graph of the numerical results obtained at ε = 80 demonstrates the
presence of 6 minimal values in the domain 1 region, whose minimum is obtained
116 a.a. and amounts to 18.520, as well as 3 closely lying values of the magnitude
of lg(cond(W)) in the region of the flexible N-terminus of the protein Nap1.
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Fig. 5.25 Results of
numerical simulation of the
interaction of Nap1 with
Nap1, frame size equal to 40
a.a., ε = 80. The red dots
denote the 10 minimum
values of lg(cond(W))
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Table 5.17 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 40 a.a., ε = 1

N 0 Amino acid sequence Nap1 lg(cond(W))

7 RTKPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVRAQAQ 18.540

8 TKPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVRAQAQE 18.645

4 DPIRTKPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVRA 18.670

121 LENKFLQKYKPIWEQRSRIISGQEQPKPEQIAKGQEIVES 18.684

111 EKEFQVEMFELENKFLQKYKPIWEQRSRIISGQEQPKPEQ 18.693

286 VDLEMRKQRNKTTKQVRTIEKITPIESFFNFFDPPKIQNE 18.710

115 QVEMFELENKFLQKYKPIWEQRSRIISGQEQPKPEQIAKG 18.737

119 FELENKFLQKYKPIWEQRSRIISGQEQPKPEQIAKGQEIV 18.743

210 EVLEYLQDIGLEYLTDGRPGFKLLFRFDSSANPFFTNDI 18.797

74 RLGSLVGQDSGYVGGLPKNVKEKLLSLKTLQSELFEVEKE 18.805

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

The results of the numerical calculations presented in Fig. 5.25 and Table 5.18
demonstrate the large number of minimum values of lg(cond(W)) attributable to the
domain 1 of the Nap1 protein responsible for the formation of the Nap1–Nap1 dimer
at ε = 80.

Let us now turn to the numerical results of the calculation of the interaction of
two proteins Nap1 at a frameshift length equal to 50 a.a. The results of the numerical
interaction are shown in Fig. 5.26 for ε = 1 and in Fig. 5.27 for ε = 80.

As can be seen from the graphs, with a frameshift equal to 50 a.a. the presence of
a cluster of minimum values is observed for ε = 1 in the 75 a.a. and 137 a.a. regions,
the minimum of which is obtained at 75 a.a. and amounts to 18.853. Analysis of
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Table 5.18 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions of the Nap1 protein at a frameshift length equal to 40 a.a., ε = 80

N 0 Amino acid sequence Nap1 lg(cond(W))

116 VEMFELENKFLQKYKPIWEQRSRIISGQEQPKPEQIAKGQ 18.520

114 FQVEMFELENKFLQKYKPIWEQRSRIISGQEQPKPEQIAK 18.637

9 KPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVRAQAQEQ 18.700

282 HNVTVDLEMRKQRNKTTKQVRTIEKITPIESFFNFFDPPK 18.700

123 NKFLQKYKPIWEQRSRIISGQEQPKPEQIAKGQEIVESLN 18.8737

129 YKPIWEQRSRIISGQEQPKPEQIAKGQEIVESLNETELLV 18.755

70 SIQDRLGSLVGQDSGYVGGLPKNVKEKLLSLKTLQSELFE 18.787

3 SDPIRTKPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVR 18.789

91 KNVKEKLLSLKTLQSELFEVEKEFQVEMFELENKFLQKYK 18.818

6 IRTKPKSSMQIDNAPTPHNTPASVLNPSYLKNGNPVRAQA 18.824

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual
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Fig. 5.26 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 50 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

the graph of the numerical results obtained at ε = 80 demonstrates the formation
of a cluster from the minimum values in the region from 80 a.a. to 146 a.a., whose
minimum is obtained at 116 a.a. and amounts to 18.807, as well as 3 closely lying
values of lg(cond(W)) in the region of the flexible N-terminus of the protein Nap1.

The results presented in Figs. 5.26 and 5.27, and in Tables 5.19 and 5.20 show
good qualitative agreement with the previous experiment in which domain 1 was
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Fig. 5.27 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 50 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

detected, which in turns plays a decisive role in the dimerization of the two proteins
Nap1–Nap1 [25].

Let us now turn to the numerical results of the calculation of the interaction of
two proteins Nap1 with a frameshift equal to 60 a.a. The results of the numerical
interaction are shown in are shown in Fig. 5.28 for ε = 1 and in Fig. 5.29 for ε = 80.
As can be seen from the Figs. 5.28 and 5.29, with a frameshift equal to 60 a.a.
the presence of a cluster of minimum values is observed for ε = 1 in the region of
82 a.a. and 137 a.a., the minimum of which is obtained at 94 a.a. and amounts to
18.906. Analysis of the graph of numerical results obtained at ε = 80 demonstrates
the formation of a cluster from the minimum values in the region from 68 a.a. to 133
a.a., whose minimum is obtained at 85 a.a. and amounts to 18.855.

The results presented in Figs. 5.28 and 5.29 and in Tables 5.21, and 5.22 demon-
strate good qualitative agreement with a previous experiment in which domain 1
has been identified, which in turn plays a decisive role in the dimerization of two
Nap1–Nap1 proteins [25].

Let us now turn to the numerical results of the calculation of the interaction of
two proteins Nap1 at a frameshift length equal to 70 a.a. The results of the numerical
interaction are shown in Fig. 5.30 for ε = 1 and in Fig. 5.31 for ε = 80. As can be
seen from the Figs. 5.30 and 5.31, with a frameshift equal to 70 a.a., the formation
of a cluster from the minimum values is observed for ε = 1 in the region of 70
a.a.−83 a.a., whose minimum is obtained at 83 a.a. and amounts to 18.963. Analysis
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Fig. 5.28 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 60 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.29 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 60 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))
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Fig. 5.30 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 70 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

of the graph of the numerical results obtained at ε = 80 demonstrates the formation
of a cluster from the minimum values in the region from 74 a.a. to 132 a.a., whose
minimum is obtained at 74 a.a. and amounts to 19.012.

Analysis of the numerical results of the numerical experiments carried out with
the participation of two identical Nap1 proteins using Algorithm 2, during which
frameshifts of different lengths from 20 a.a. up to 70 a.a. determined that when
the size of the frame was increased, the results obtained correlated more with the
experimental data inwhich the structure of theNap1–Nap1homodimerwas analyzed.
So with a frameshift length of 20 a.a. there were a large number of possible segments
of the polypeptide chain of the protein Nap1 which could form biological complexes
with the same amino acid sequences of the second identical protein. However, we
cannot say how accurate the data obtained are, because we need to have experimental
data on the interaction of different sites between the Nap1 proteins. Also note that
the Nap1 protein has a complex three-dimensional native structure, many parts of
which are inside the protein and cannot interact with other proteins. With an increase
in the length of the frameshift to 30 a.a. we see cluster formation from the minimum
values of lg(cond(W)) in several regions of the polypeptide chain of theNap1 protein,
including in the domain 1 region responsible for the homodimerization of the Nap1
protein.With a further increase in the length of the frameshift to 40 a.a., half of the 10
minimum values of lg(cond(W)) fall in domain 1. Analysis of numerical calculations
for frameshift dimensions of 50 a.a., 60 a.a., 70 a.a. demonstrated almost identical
to the found amino acid sequences of the interacting proteins Nap1 in the domain 1
region. Thus, in finding the interacting regions of proteins Nap1 and Nap1, the best
results are those in which a larger-size frameshift was taken: from 50 a.a. to 70 a.a.
We explain this by the fact that the interaction between proteins Nap1 is due to an
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Fig. 5.31 Results of numerical simulation of the interaction of Nap1 with Nap1, frame size equal
to 70 a.a., ε = 80. The red dots denote the 10 minimum values of lg(cond(W))

extended site between two proteins, domain 1 is located in the region from 74 a.a. to
180 a.a. [25] .

Thus, the larger size of the frameshift, the closer it allowed us to approach real
interactions between proteins. It should be noted that, as an additional criterion
determining the binding sites, it is possible to obtain identical binding sites in the
form of cluster formation consisting of minimal amino acid residues lg(cond(W))
with a change in the length of the frameshift (Tables5.21–5.24).

5.7.3 Numerical Calculation of the Interaction of P53 with
Mdm2

We calculated the interaction between the proteins P53 and Mdm2 according to
Algorithm 1 and Algorithm 2.

In this case, we calculated the interaction of the two proteins P53 and Mdm2
separately from the proteins Nap1 and Mdm2, since the nature of the formation of
the P53−Mdm2 dimer does not correspond to the characteristics given above, for
which the calculation can be applied according to Algorithm 1 or Algorithm 2, since
the formation of the biological complex P53−Mdm2 is due to the short amino acid
sequence of the P53 protein, which binds to the hydrophobic groove of Mdm2. From



5.7 Numerical Simulation of the Formation … 211

Ta
bl
e
5.
23

T
he

te
n
m
in
im

um
va
lu
es

of
lg
(c
on
d(
W
))
an
d
th
e
am

in
o
ac
id

se
qu
en
ce
s
of

th
e
de
te
ct
ed

re
gi
on
s
of

th
e
N
ap
1
pr
ot
ei
n
at
a
fr
am

es
hi
ft
le
ng
th

eq
ua
lt
o

70
a.
a.
,ε

=
1

N
0

A
m
in
o
ac
id

se
qu
en
ce

N
ap
1

lg
(c
on
d(
W

))

83
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

18
.9
63

75
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
F

E
L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E

19
.0
31

45
E
Q
D
D
K
IG

T
IN

E
E
D
IL
A
N
Q
PL

L
L
Q
SI
Q
D
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V

K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
19
.0
99

70
SI
Q
D
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K

E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

I
19
.1
55

72
Q
D
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
S

19
.2
34

95
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
S

R
II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T

19
.2
59

73
D
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E

M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

19
.2
61

79
V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N

K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

P
19
.2
64

64
Q
PL

L
L
Q
SI
Q
D
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E

K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W

19
.3
05

27
8

K
D
N
A
H
N
V
T
V
D
L
E
M
R
K
Q
R
N
K
T
T
K
Q
V
R
T
IE
K
IT
PI
E
SF

FN
FF

D
PP

K
I

Q
N
E
D
Q
D
E
E
L
E
E
D
L
E
E
R
L
A
L
D
Y
SI
G
E

19
.3
31

lg
(c
on
d(
W

))
is
co
m
m
on

lo
ga
ri
th
m

of
co
nd
iti
on

nu
m
be
r

N
0
is
nu

m
be
r
of

am
in
o
ac
id

re
si
du

al



212 5 Mathematical Modeling Identification …

Ta
bl
e
5.
24

T
he

te
n
m
in
im

um
va
lu
es

of
lg
(c
on
d(
W
))
an
d
th
e
am

in
o
ac
id

se
qu
en
ce
s
of

th
e
de
te
ct
ed

re
gi
on
s
of

th
e
N
ap
1
pr
ot
ei
n
at
a
fr
am

es
hi
ft
le
ng
th

eq
ua
lt
o

70
a.
a.
,ε

=
80

N
0

A
m
in
o
ac
id

se
qu
en
ce

N
ap
1

lg
(c
on
d(
W

))

74
R
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
19
.0
12

12
8

K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T
E
L
LV

D
E
E
E
K
A
Q
N
D
SE

E
E
Q
V
K
G
IP
SF

W
LT

A
L
E
N
L

19
.1
68

13
2

IW
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T
E
L
LV

D
E

E
E
K
A
Q
N
D
SE

E
E
Q
V
K
G
IP
SF

W
LT

A
L
E
N
L
PI
V
C

19
.1
84

89
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

19
.2
29

10
0

L
K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T
E
L
LV

D
19
.2
36

76
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E

M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q

19
.2
41

75
L
G
SL

V
G
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E

M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E

19
.2
59

81
Q
D
SG

Y
V
G
G
L
PK

N
V
K
E
K
L
L
SL

K
T
L
Q
SE

L
FE

V
E
K
E
FQ

V
E
M
FE

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q

19
.2
66

12
3

N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T
E
L
LV

D
E
E
E
K
A
Q
N
D
SE

E
E
Q
V
K
G
IP
SF

W
LT

19
.2
90

12
1

L
E
N
K
FL

Q
K
Y
K
PI
W
E
Q
R
SR

II
SG

Q
E
Q
PK

PE
Q
IA

K
G
Q
E
IV

E
SL

N
E
T
E
L
L

V
D
E
E
E
K
A
Q
N
D
SE

E
E
Q
V
K
G
IP
SF

W
19
.3
31

lg
(c
on
d(
W

))
is
co
m
m
on

lo
ga
ri
th
m

of
co
nd
iti
on

nu
m
be
r

N
0
is
nu

m
be
r
of

am
in
o
ac
id

re
si
du

al



5.7 Numerical Simulation of the Formation … 213

50 100 150 200 250 300 350
16

16.5

17

17.5

18

18.5

19

19.5

20

Fig. 5.32 Results of numerical simulation of the interaction of Mdm2 with P53, frame size equal
to 10 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

the side of the P53 protein, amino acid residues from about 15 a.a. to 30 a.a., arranged
consecutively one after the other, and from the side of the protein Mdm2 L54, L57,
G58, I61, M62, Y67, Q72, V75, F91, V93, H96, I99, Y100 [23].

In the formation of the dimer P53−Mdm2, the N-termini of the two proteins are
involved, but the interacting amino acid residues are not symmetric with respect to
the N-terminus of the proteins. However, for example, we calculated the interaction
of two given P53 and Mdm2 proteins according to Algorithm 2 and Algorithm 1.
Let us now turn to the numerical results of the interaction of the proteins p53 and
Mdm2 according to Algorithm 2 with a 10 a.a. frameshift and ε = 1. The results
of the numerical calculation are shown in Fig. 5.32. As we can see from the above
Fig. 5.32, the four minimum values of lg(cond(W)) fall on theMdm2 protein domain
of the P53-binding domain. The ten minimum values of lg(cond(W)) are given in
the Table 5.25. for ε = 1.

As can be seen from the Table 5.25, the first two minimum values of lg(cond(W))
are 21 a.a. and 20 a.a., which are located in the P53-binding domain of the protein
Mdm2 [32, 33].

However, it is difficult to accurately identify the binding site of the P53 andMdm2
protein, and a better experimental or theoretical approach will be required.

Results of numerical calculations of the interaction between proteins P53 and
Mdm2 according to Algorithm 2 with a 15 a.a. frameshift at ε = 1 was completed.
The numerical results are shown in Fig. 5.33. In Fig. 5.33, we see three clusters,
the largest accumulation of minimum values fall in the P53-binding domain of the
Mdm2 protein, the second cluster of the 2nd minimum values lies in the regions of
125 a.a. and 126 a.a., the third cluster of third minimum values lies in the region of
300 a.a.
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Fig. 5.33 Results of numerical simulation of the interaction of Mdm2 with P53, frame size equal
to 15 a.a., ε = 1. The red dots denote the 10 minimum values of lg(cond(W))

Table 5.25 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions regions of the protein P53 in interaction with Mdm2 at a frameshift length equal to 10 a.a.,
ε = 1

N 0 Amino acid sequence
Mdm2

Amino acid sequence P53 lg(cond(W))

21 ASEQETLVRP DLWKLLPENN 16.367

20 PASEQETLVR SDLWKLLPEN 16.622

326 RENWLPEDKG EYFTLQIRGR 16.627

301 DYWKCTSCNE PGSTKRALPN 16.741

59 QYIMTKRLYD GPDEAPRMPE 16.755

299 LADYWKCTSC LPPGSTKRAL 16.793

128 HLEGGSDQKD PALNKMFCQL 16.874

57 LGQYIMTKRL DPGPDEAPRM 16.877

145 EKPSSSHLVS LWVDSTPPPG 16.914

126 RCHLEGGSDQ YSPALNKMFC 16.917

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

As can be seen from Table 5.26, five values of lg(cond(W)) fall on the P53-
binding domain of the Mdm2 protein and the N-terminus of the P53 protein, which
is in satisfactory agreement with the previously identified binding sites [32, 33].

Analysis of data demonstrates theminimumvalues of lg(cond(W)) at the site of the
P53-binding domain and the N-terminus of the P53 protein, which is in satisfactory
agreement with the previously identified binding sites of Mdm2 and P53 proteins.
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Table 5.26 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions regions of the protein P53 in interaction with Mdm2 at a frameshift length equal to 15 a.a.,
ε = 1

N 0 Amino acid sequence
Mdm2

Amino acid sequence P53 lg(cond(W))

299 LADYWKCTSCNEMNP LPPGSTKRALPNNTS 17.292

126 RCHLEGGSDQKDLVQ YSPALNKMFCQLAKT 17.295

52 EVLFYLGQYIMTKRL QWFTEDPGPDEAPRM 17.324

293 EDPEISLADYWKCTS GEPHHELPPGSTKRA 17.350

20 PASEQETLVRPKPLL SDLWKLLPENNVLSP 17.394

300 ADYWKCTSCNEMNPP PPGSTKRALPNNTSS 17.411

53 VLFYLGQYIMTKRLY WFTEDPGPDEAPRMP 17.426

187 DSISLSFDESLALCV GLAPPQHLIRVEGNL 17.435

125 NRCHLEGGSDQKDLV TYSPALNKMFCQLAK 17.446

44 QKDTYTMKEVLFYLG MLSPDDIEQWFTEDP 17.450

lg(cond(W)) is common logarithm of condition number
N 0 is number of amino acid residual

However, the presence of the remaining minimum values, which are not located
on the N-terminus of the two proteins, makes it difficult to accurately identify the
binding site, nor can we say anything about the structure of the complex formed upon
the formation of the dimer Mdm2−P53.

Let us turn to the analysis of the data obtained characterizing the interactions
of P53 and Mdm2 proteins according to Algorithm 1. Numerical calculation of the
interaction of the P53(11−30) andMdm2proteins according toAlgorithm1 for ε = 80.

We selected a short sequence of protein P53(11−30), which is directly involved in
the formation of the biological complex with the protein Mdm2. The results of the
numerical calculation are shown in Fig. 5.34.

As can be seen fromFig. 5.34, the greatest number of lowest values of lg(cond(W))
fall on the P53-binding domain of the Mdm2 protein, which is in satisfactory agree-
ment with the previously identified binding sites [32, 33].

As can be seen from the Table 5.27 and graph Fig. 5.34 above, the cluster of
the smallest values falls on the P53-binding domain of the Mdm2 protein in the
interaction of P53(11−30), and the smallest value is obtained at 25 a.a. This result is
in satisfactory agreement with earlier experiments, in which a complex part of the
interaction of P53 and Mdm2 proteins [32, 33].

In this section, a numerical simulation of the interaction of proteins P53 andMdm2
was performed without taking into account the phosphorylation of the N-terminus
of the P53 protein and the subsequent influence of phosphorylation processes on the
stability of the formed complex P53−Mdm2. In the next chapter, we will present a
model for the phosphorylation of the amino acid residues of a single protein and the
effect of phosphorylation on the stability of the formed biological complex on the
example of the dimer Mdm2−P53.
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Fig. 5.34 Results of numerical simulation of the interaction of Mdm2 with P53(11−30), ε = 80.
The red dots denote the 10 minimum values of lg(cond(W))

Table 5.27 The ten minimum values of lg(cond(W)) and the amino acid sequences of the detected
regions regions of the protein P53(11−30) in interaction with Mdm2, ε = 80

N 0 Amino acid sequence MdM2 lg(cond(W))

25 TLVRPKPLLLKLLKSVGAQ 17.817

87 VPSFSVKEHRKIYTMIYRN 17.861

139 QELQEEKPSSSHLVSRPST 18.073

23 QETLVRPKPLLLKLLKSVG 18.100

137 LVQELQEEKPSSSHLVSRP 18.133

11 GAVTTSQIPASEQETLVRP 18.188

92 VKEHRKIYTMIYRNLVVVN 18.194

149 SHLVSRPSTSSRRRAISET 18.231

89 SFSVKEHRKIYTMIYRNLV 18.232

144 EKPSSSHLVSRPSTSSRRR 18.233

lg(cond(W)) is common logarithm of condition number
N 0 is number
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5.8 Matlab Script Algorithm 1 for Mathematical Modeling
Identification of Active Sites Interaction of Protein
Molecules

Input parameters:

1. S100, S20 are amino acid sequences of biological complexes (S100 ≥ S20)
2. sh is step shift
3. epsilon is the dielectric constant of the medium.

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.
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5.9 Matlab Script Algorithm 2 for Mathematical Modeling
Identification of Active Sites Interaction of Protein
Molecules

Input parameters:

1. S100, S20 are amino acid sequences of biological complexes (S100≥S20).
2. sh0 is the initial shift
3. sh1 is the length of the frame
4. sh2 is the frame step
5. epsilon is the dielectric constant of the medium

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W)) is the common logarithm of the condition number of the matrix W,
which will allow a prediction the reactivity of the studied biological complexes.
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Chapter 6
Mathematical Modelling of the Effect
of Phosphorylation on the Stability
of the Formation of Biological Complexes
P53–Mdm2 and P53–P300

Abstract This chapter presents a physical model of phosphorylation the amino
acid residues of the polypeptide chain of a protein on the formation of biological
complexes with other proteins.

6.1 Introduction

In this chapter, we develop a physical model of the effect of phosphorylation of
the amino acid residues of the polypeptide chain of a protein on the formation of
biological complexes with other proteins, for example, the phosphorylation of the
flexibleN-terminus of the p53 protein by two amino acid residues 18a.a. and 20a.a., as
well as an analysis of the stability of the biological complexes P53–Mdm2 and P53–
P300 formed before and after phosphorylation. We took short sites of P53, Mdm2,
and P300 proteins in the calculations and analyzed the stability of the heterodimers
formed by them.

The authors suggest that a developed model of phosphorylation of the main(key)
amino acid residues of the protein will allow us to predict an increase or decrease
in the stability of the formed protein complexes before and after phosphorylation
with the participation of other non-phosphorylated proteins. The test is supposed
to be performed using small sequences of proteins that are directly involved in the
formation of the protein complex.

So, in ourwork,we took sites of the proteins P53(1−22), P53(10−51), P300(1726−1806),
Mdm2(25−104), Mdm2(51−104), since according to previous studies [1–4], the N-
terminus of the P53 protein is directly involved in complexation with the P300 and
Mdm proteins, the Mdm2 protein forms a protein complex with the P53 protein also
in the N-terminal region, and the protein region P300 is actively involved in the
formation of the dimer with the protein P53 stored in the domain region Taz2 from
1726a.a. to 1806a.a.
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Thus, we selected P53, P300 and Mdm2 protein sites in the region responsible
for the formation of the heterodimers P53–P300 and P53–Mdm2.

In this chapter, we investigate the interaction of the flexible weakly ordered N-
terminus of the P53 protein with the N-terminus of the Mdm2 protein and the Taz2
domain of the P300 protein, taking into account the phosphorylation effect. The
presence of the flexible N-terminus of the P53 protein leads to the fact that it can
take various conformations when forming a biological complex with proteins such
as Mdm2 or P300.

The phosphorylation of some amino acid residues of the N-terminus of the P53
protein leads to a marked change in the affinity of the interaction of the P53 protein
with the P300 and Mdm2 proteins.

This affinity change in the phosphorylation of selected amino acid residues at the
flexible N-terminus of the P53 protein is of great importance in the fate of the cell,
leading to the stabilization of the P53 protein, the arrest of the cell cycle or apoptosis
[5].

6.2 Protein Phosphorylation

Protein phosphorylation is the most common form of their regulatory post-
translational modification.

Phosphorylation can stimulate or inhibit the catalytic activity of enzymes, the
affinity with which the protein binds to other molecules, its intracellular localization
and its ability for further covalent modifications. It can also alter its stability.

Most eukaryotic cells are phosphorylatedwith the participation of protein kinases;
their dephosphorylation is catalyzed by phosphoprotein phosphatases.

Protein kinases transfer a phosphate group with ATP to the residues of Ser, Thr,
Tyr in protein substrates [6].

Let us consider in more detail some earlier work describing the mechanisms of
phosphorylation and the effects of the phosphorylation of the N-terminus of the P53
protein on the interaction with the proteins Mdm2 and P300.

In [5], it was reported that the p53 TAD is phosphorylated by a number of ac-
tivated kinases and is critical for the many protein-protein interactions that either
modulate the stability and subcellular localization of p53 or affect its function as
a transcription factor. When unbound, the TAD is unstructured [7], but it adopts a
helical conformation upon complex formation. The minimal Mdm2-binding region
resides fully within TAD1, which forms a helix encompassing residues 19−25. In
cells, complex formation results in ubiquitination of the P53 REG domain by the
C-terminal E3 ligase domain of Mdm2, leading to nuclear export and degradation of
p53. SinceMdm2 is a transcriptional target of P53, these two proteins form anegative
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feedback loop that controls P53 levels in the absence of stress and during the return
to homeostasis following stress. The importance of TAD phosphorylation in the reg-
ulation of P53 function has led to numerous in vitro studies examining the effects of
P53 phosphorylations on interactions with its binding partners. For the interaction
with Mdm2, which is primarily stabilized by the hydrophobic effect, phosphoryla-
tion prevents complex formation. In contrast, TAD phosphorylation enhances bind-
ing to CBP/P300. Thus, phosphorylation couples relief of negative regulation with
enhancement of transcriptional activation.

In the absence of cellular stress, most of the serines and threonines of the p53 TAD
are unphosphorylated. In particular, the absence of phosphorylation of Thr18 allows
tight binding of Mdm2 to suppress P53 activity by enhancing nuclear export and
proteasomal degradation. Once a cell experiences a stress, the concentration of p53
rapidly rises to stimulate the appropriate response: e.g. cell cycle arrest or apoptosis.

As in vitro experiments have shown, the binding affinity of the P53 TAD−Mdm2
complex can be reduced 5–25-fold solely by phosphorylation of Thr18 [8–10].

In contrast, the interactions of p53 with its positive cofactors generally start out
weak and increase in proportion with increasing phosphorylation. This allows for
a nuanced response in which the interactions of p53 with different subgroups of
cofactors change over time. The strength of the effect depends on the location of the
phosphorylation within the TAD sequence and varies for the different domains of
CBP/p300. Single phosphorylation of Ser15, Thr18, Ser20, Ser33, Ser37 or Ser46
generally increases the binding affinities to the Taz1, Taz2 and KIX domains by 2-
to 7-fold [11, 12].

The structure of the NMR of the Taz2 complex of the p300 protein and the N-
terminal transactivation domain of P53 was reported in [3].

In the complex, p53 forms a short alpha helix and interacts with the Taz2 re-
gion through the expanded surface. Mutational analyses demonstrate the importance
of hydrophobic residues for complex stabilization. In addition, they suggest that
the increased affinity is partly due to electrostatic interactions of phosphate with a
neighboring arginine residue in the Taz2 domain of the p53 protein. Thermodynamic
experiments have shown the importance of hydrophobic interactions in the complex
of Taz2 with p53 in the phosphorylation of Ser (15) and Thr (18).

In [3, 13], Ser20phosphorylation reduces the bindingbetweenp53 andMdm2, and
hence p53 is activated and stabilized. Thus, onemechanism bywhich p53 is protected
against Mdm2 in response to DNA damage involves Ser20 phosphorylation.

The functions and role of checkpoint kinase 2 (Chk2), which is a key mediator of
various cellular responses to genotoxic stress protecting the integrity of the eukaryotic
genome were reviewed in [14].

In particular, Chk2 takes part in the phosphorylation of the tumor suppressor p53,
which results in the stabilization of p53 and transactivation of the p53 target genes.
Specific ubiquitin ligase Mdm2 can also be a substrate for the Chk2 kinase.
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6.3 Description of the Physical Model

To account for the phosphorylation effect, we made the following assumptions:

• the selected amino acid residues of serine20 and threonine 18 of the P53 protein
were replaced by negatively charged phosphoric acid residues OPO3H2, which we
represented in the form of spheres with a radius equal to 0.3×10−9 m;

• residues of phosphoric acid interact with five charged amino acids (aspartic acid,
glutamic acid, arginine, histidine, lysine) with a charge of 0.9−19 C;

• residues of phosphoric acid interact with selected hydrophobic amino acids (me-
thionine, asparagine, leucine, tyrosine, valine) with a charge of 0.1−19 C;

• the distance between the centers of the phosphoric acid residue and the amino acid
residue is 1.76−9 m.

To analyze the biochemical processes we use the notion of condition number
matrix of the potential energy of the pair electrostatic interaction between peptides.
In this physical formulation of the problem, it will characterize the degree of stability
of the configuration of the biological complex. In order to choose a more stable
biochemical compound between proteins, we select the matrix of potential energy
of electrostatic interaction with the smallest value of the condition number (see
Chap.2).

6.4 Results of a Numerical Calculation of the Formation
of Biological Complexes by Different Sites of the P53,
Mdm2 and P300 Proteins, Taking into Account the
Effect of Phosphorylation of the Flexible N-Terminus
of the P53 Protein

We selected next sites of the proteins P53(1−22), P53(10−51), Mdm2(25−104),
Mdm2(50−14), P300(1726−1806).

The list of involved amino acid sequences is shown below.
P53(1−22)

MEEPQSDPSVEPPLSQEXFXDL

P53(10−51)

EPPLSQETFSDLWKLLPENNVLSPLPSQAMDDLMLSPDDIE
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Table 6.1 Results of mathematical modelling of the effects of phosphorylation and de-
phosphorylation on the stability of complexes formed by different sites of P53, Mdm2 and P300
proteins

N 0 Proteins Phosphorylation,
lg(cond(W))

Dephosphorylation,
lg(cond(W))

1 P53(1−22)–Mdm2(25−104) 18.298 17.831

2 P53(1−22)–Mdm2(51−104) 18.689 18.155

3 P53(10−51)–Mdm2(51−104) 19.012 18.647

4 P53(1−22)–P300(1726−1806) 18.314 18.370

5 P53(10−51)–P300(1726−1806) 18.632 18.771

lg(cond(W)) is common logarithm of condition number

P300 TAZ2(1726−1806)

SPGDSRRLSIQRCIQSLVHACQCRNANCSLPSCQKMKRVVQHTKGC
KRKTNGGCPICKQLIALCCYHAKHCQENKCPVPFC

Mdm2(25−104)

ETLVRPKPLLLKLLKSVGAQKDTYTMKEVLFYLGQYIMTKRLYDEKQ
QHIVYCSNDLLGDLFGVPSFSVKEHRKIYTMIY

Mdm2(51−104)

KEVLFYLGQYIMTKRLYDEKQQHIVYCSNDLLGDLFGVPSFSVKEHR
KIYTMIY

We performed a numerical calculation of the potential energy matrix of electro-
static interaction of different pairs of protein sequences: P53(1−22)−Mdm2(25−104),
P53(10−51)−Mdm2(51−104), P53(1−22)−Mdm2(50−14), P53(1−22)−P300(1726−1806),
P53(10−51)−P300(1726−1806) before and after phosphorylation of 18 aa. and 20 a.a.
protein P53.

The results of the numerical calculation are shown in Table 6.1.
As can be seen from the table, upon interaction of the phosphorylated flex-

ible N-terminus of the P53 protein with the Mdm2 protein, an increase in the
lg(cond (W)) value is observed for the P53(1−22)–Mdm2(25−104) dimers, P53(1−22)–
Mdm2(51−104), and P53(10−51)–Mdm2(51−104), compared with the interaction of the
non-phosphorylated region of the P53 protein, which suggests a decrease in the
stability of protein complexes formed by different regions of the P53 and Mdm2
proteins and phosphorylation of two amino acid residues from the N-terminus of the
P53 protein.
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Table 6.2 Results of numerical calculations before and after the phosphorylation of two amino
acid residues of the protein P53

N 0 Proteins Phosphorylation,
lg(condW)

Dephosphorylation,
lg(condW)

1 Mdm2(54−100)–P53(17−30) 20.139 17.870

lg(cond(W)) is common logarithm of condition number

Analysis of the data in the table indicates a decrease in the values of lg(cond(W))
during the interaction of the phosphorylated sites of P53(1−22) and P53(10−51) with
the protein region P300(1726−1806) as compared to the interaction of P300(1726−1806)

with the non-phosphorylated N-termini of the P53(1−22) and P53(10−51) proteins.
Thus, we come to the conclusion that the phosphorylation of the flexible N-region

of the protein P53(1−22) and P53(10−51) positively affects the interaction with the Taz2
domain of the protein P300.

If researchers know the exact areas of interaction of two proteins, then numerical
calculations should be performed of the effect of phosphorylation of the amino acid
residues of one of the proteins, taking into account the precisely defined regions of
the two interacting proteins. According to previous experiments [15], active parts of
the interaction between proteins P53 and Mdm2 were identified. Active amino acid
residues of protein P53 are from 18 a.a. to 27 a.a., arranged consecutively one after
another, and active amino acids ofMdm2: L54, L57, G58, I61, M62, Y67, Q72, V75,
F91, V93, H96, I99, Y100 [15].

Our next numerical calculation will be performed between the interacting regions
of the two proteins before and after phosphorylation of the two amino acid residues
of the protein P53.

P53(17−30):17-ETF SDLWKLLPENN-30
Mdm2(54−100): L54, L57, G58, I61, M62, Y67, Q72, I74, V75, F91, V93, H96, I99,
Y100.

Two amino acid residues of the protein P53 are phosphorylated, while in the
program complex phosphorylation is performed by changing the letter designations
of the amino acid residues to the letter designation �X�, which in this formulation
of the problem denotes a negatively charged phosphoric acid residue. Then, taking
into account the amino acid substitutions performed for the phosphoric acid residue,
the studding amino acid sequence of the P53 protein will look like this:

P53(17−30):17-EXF XDLWKLLPENN-30
The results of the numerical calculation are shown in Table 6.2.
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As we can see from the table above, the phosphorylation processes of two amino
acid residues of the protein P53 leads to destabilization of the protein complex
Mdm2(54−100)–P53(17−30), which may affect the stability of the protein complex
formed by whole protein sequences of Mdm2 and P53. Analysis of the numerical
calculations is in good agreement with articles [8–10], which pointed to the signif-
icant influence of phosphorylation processes on the interaction of proteins Mdm2
and P53.

In this section, we developed a mathematical model of the phosphorylation of the
amino acid residues of the polypeptide chain using the protein P53 as an example.We
performed a numerical calculation of the potential energymatrixes of the electrostatic
interaction of various amino acid sequences of the P53, P300, and Mdm2 proteins,
taking into account the phosphorylation of the polypeptide sequence of the P53B
protein.

We found that the phosphorylation of two amino acid residues of Thr18 and
Ser20 from the N-terminus of the P53 protein leads to an increase in the stability
of the biological complexes formed by different regions of the proteins: P53(1−22)–
P300(1726−1806), P53(10−51)–P300(1726−1806), and as well as to a decrease in the sta-
bility of biological complexes formed by protein sites:
P53(1−22)–Mdm2(25−104), P53(1−22)–Mdm2(51−104), P53(10−51)–Mdm2(51−104).

The authors suggest that such amodel of accounting for phosphorylation of amino
a acid residues in the interaction of small regions of proteins will help in future to
determine the effect of phosphorylation processes on the stability of whole protein
complexes.

6.5 Matlab Script for Mathematical Modelling of the Effect
of Phosphorylation on the Stability of the Formation of
Biological Complexes P53–Mdm2 and P53–P300

Input parameters:

1. S1, S20 are amino acid sequences of biological complexes (S1≥S20)
2. epsilon is the dielectric constant of the medium.

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W)) is the common logarithm of the condition number of the matrix W,
which will allow a prediction the reactivity of the studied biological complexes.
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Chapter 7
Mathematical Modelling of the
Interaction of BH3-Peptides with
Full-Length Proteins, and Account of the
Influence of Point Mutations on the
Stability of the Formed Biological
Complex on the Example of the Bcl-2
Family Proteins

Abstract This chapter presents a new method that allows one to qualitatively deter-
mine the effect of point mutations in peptides on the stability of the formed complex
with full-length proteins. On the basis of the developed approach, a qualitative cor-
relation of the obtained results with the dissociation constant was revealed using the
example of the formation of the BH3 peptide biological complex of Bmf, Puma, Bad,
Hrk, Bax, Bik, Noxa, Bid, Bim, and Bak proteins with the Bcl-xl protein and the BH3
peptides protein Bax with the Bcl-2 protein, taking into account the replacement of
amino acid residues.

7.1 Introduction

This chapter is devoted to the investigation of the interaction of BH3-peptides with
anti-apoptotic proteins of the Bcl-2 family, which are regulators of mitochondrial
apoptosis pathways. Note that disturbances in the process of apoptosis are a sign of
a large number of diseases, such as cancer, sarcomas, carcinomas, lymphomas, and
leukemias.

Studies results [1–3] indicate that peptides have a pronounced protective effect
in various diseases and have a modulating effect on various body systems. Unlike
chemotherapy drugs, peptides are selective and effective signaling molecules that
bind to certain receptors or ion channels, where they cause intracellular effects.
Because peptides are highly selective and effective and at the same time relatively
safe and well tolerated, they represent an excellent starting point for the develop-
ment of new therapeutic agents, and their specificity demonstrates excellent safety,
tolerability, and efficacy profiles in people with various pathologies.

We believe that the further development of peptide drugs will be based on the
use of computer and mathematical design to find the optimal peptides, taking into
account the affinity for their targets, and also to improve their chemical and physical
properties.

© Springer Nature Switzerland AG 2018
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In this chapter, the effect of point mutations in BH3 peptides on the stability of
the biological complexes with Bcl-2 will be determined, as well as the qualitative
determination of the dissociation constant for binding different BH3 peptides to
Bcl-xl proteins.

Let us examine someof theworks devoted to the family ofBcl-2 proteins, aswell as
the study of the affinity ofBH3peptides forBcl-2 family proteins. In [4] review recent
advances in understanding howBCL2 family proteins controlMOMP (mitochondrial
outer membrane permeabilization) as well as new nonapoptotic functions for these
proteins.

In [5] it was found that the Bcl-2 protein binds to the Bax protein through two
interdependent interfaces, which leads to the inhibition of the proapoptotic oligomer-
ization of Bax. Studies of various interfaces with a large number of involved amino
acid residues bring additional clarity to the nature of the interaction of proteins of
the Bcl-2 family.

In [6] the molecular basis of the binding specificity of proapoptotic BH3 peptides,
which contain different motifs, with a pro-apoptotic Bcl-xl protein, was investigated.
Various motifs were identified in the BH3 domains of proteins which influenced the
binding affinity of the Bcl-xl protein.

In this chapter, in contrast to the above, we propose a mathematical model for
determining the affinity of different BH3 peptides for Bcl-2 family proteins, as well
as taking into account the effect of point mutations in peptides on the stability of
the biological complex formed by them in dependence at amino acid sequence of
protein.

The first part of the chapter contains information about the structure and functions
of the studied proteins of theBcl-2 family. The second part is devoted to the numerical
calculation of the interaction of peptides of the Bcl-2 family proteins containing the
BH3 region with the Bcl-xl protein. In this part, the numerical calculations of the
interaction of protein peptides Bmf, Puma, Bad, Hrk, Bax, Bik, Noxa, Bid, Bim,
and Bak with the Bcl-xl protein were analyzed and compared with the dissociation
constant (Kd ). The effect of point mutations in BH3 peptides of the Bax protein on
the stability of the biological complexes formed with the Bcl-2 protein was studied.
A qualitative comparison of lg(cond(W)) and logarithmic constants of dissociation
of Kd is carried out on the example of the interplay of BH3 peptides of Puma, Bad,
Hrk, Bax, Bik, Noxa proteins with the Bcl-xl protein.

To analyze the biochemical processes we use the notion of condition number
matrix of the potential energy of the pair electrostatic interaction between peptides.
In this physical formulation of the problem, it will characterize the degree of stability
of the configuration of the biological complex. In order to choose a more stable
biochemical compound between proteins, we select the matrix of potential energy
of electrostatic interaction with the smallest value of the condition number (see
Chap.2).
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7.2 Structure and Functions of Bcl-2 Family Proteins

Proteins of the B-cell lymphoma-2 family (Bcl-2) control their own apoptotic path,
regulating the process of permeabilization of the outermembrane of themitochondria
through protein-protein interactions.

Structural and biochemical studies have shown the dual role of anti-apoptotic
proteins of the Bcl-2 family in inhibiting BH3-only proteins and the activated pro-
teins Bax and Bak. Details of the interactions between the Bcl-2 family proteins are
presented in [4].

The proteins of the Bcl-2 family can be divided into 3 groups based on their
structure and intracellular functions:

(1) One group includes Bcl-2 antogonist/killer (Bak) and Bcl-2 associated X
protein (Bax), which are known as apoptosis effectors. Also called multidomain
pro-apoptotic BCL2 family proteins, BAX and BAK contain BCL2 homology (BH)
domains 1–3 and can directly permeabilize MOM when activated. Whether Bcl-2-
related ovarian killer (Bok) belongs to this same subfamily is not clear. Structurally
it is similar to Bak and Bax [7]; however, functionally it does not have the ability to
permeabilize the MOM by itself but instead induces apoptosis only in the presence
of Bak or Bax [8].

Structural studies have demonstrated that Bak and Bax monomers are globular
structures consisting of a central hydrophobic core helix(alfa5) surrounded by eight
alpha helices [9–11].

In the Bak monomer, four of these helices(α1, α3, α4, and α6) are long helices
that form a circle around the central helix α5 while the others (α2, α7, and α8) are
shorter and link either the longer helices or the main structure to the transmembrane
(TM) domain which consists of helix α9 [9].

Themajor structural difference betweenmonomericBak andBax is the orientation
of helix α9. In Bax, this helix is buried in a hydrophobic groove formed by helices
α3, α4, and α5 [11].

In contrast, the hydrophobic groove of Bak is empty; and the α9 helix of Bak
extends away from the remainder of the globular protein.

(2) The second group, called anti-apoptotic or pro-survival Bcl-2 familymembers,
includes Bcl-2, Bcl-x large(Bcl-xl), Bcl-2-like protein 2(Bcl-W), Bcl-2-like protein
10(Bcl-B), myeloid cell leukemia 1(Mcl1), and Bcl-2-related protein A1(Bfl-1) (A1
in mouse). These proteins, which contain four BH domains (BH1-BH4), inhibit
apoptosis by binding and sequestering their pro-apoptotic counterparts.

The anti-apoptotic Bcl-2 proteins possess a remarkably similar globular structure
containing a so-called �Bcl-2 core� [12].

This core consists of a bundle of eight alfa-helices that form a hydrophobic groove
flanked by the BH1 and BH3 domains. In Bcl-W, the core also includes a short C-
terminal helix α-8 attached to the BH2 domain. The hydrophobic groove made by
α3−α5 is termed the�BC groove� [12] because it binds the BH3 region of binding
partners [15] (Scheme of structure Bcl-2, see Fig. 7.1).
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Fig. 7.1 Schema of a Bcl-2 protein. The amino acid sequence Q071817 [13]. Specifying BH
domains [14]

The BC groove is crucial for the biology of anti-apoptotic BCL2 family proteins,
as it provides an interface for the interaction with the BH3 domain of BH3-only
proteins and the apoptotic effectors BAK and BAX. Based on the structure of the BC
groove, several BH3 mimics that can occupy this groove and thus inactivate these
proteins anti-apoptotic function have been developed and are currently being tested
in the clinic [16–18].

(3) The final group, termed BH3-only proteins, includes Bim, Puma, Bid, Bad,
Noxa, Bik, Bmf, and Hrk. These polypeptides share only a 15–25 residue BH3
domain in common with other Bcl-2 family proteins. This BH3 domain, however,
is critical for the interactions of these proteins with other BCL2 family proteins to
regulate MOMP.

The most important role of BH3-only proteins such as Bim, Puma, Bid, and Noxa
is to act as integrators of various signals to initiate MOMP. The BH3-only proteins
are activated by distinct cytotoxic stimuli in various ways, including enhanced tran-
scription and posttranslational modifications [19].

BH3-only proteins can be divided into direct activators and sensitizers [20, 21].
As pro-apoptotic signals are received, for example,DNAdamage or cellular stress,

proteins such as Bid or Bad stimulate and compete with effectors for binding to
repressors, and not only neutralize the antiapoptical actions of repressors, but also
lead to a pro-apoptotic effect of the effectors.
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The effectors subsequently initiate apoptotic cell death by their ability to integrate
into the outer membrane of the mitochondria, which causes the formation of pores in
themembranes. This results in the release of apoptogenic factors, such as cytochrome
c and Smac/Diablo from the mitochondria into the cytosol [22].

Thus, the concerted action of different Bcl-2 proteins allows one to keep apoptosis
under control in a healthy cell, while a disorder in the regulation leads to serious
pathological consequences.

The formation of heterodimers between different proteins of the Bcl-2 family
determines whether the cell survives or not [6]. The Bcl-2 family is an important
therapeutic target due to over-expression in some cancer cells where these proteins
contribute to oncogenesis and resistance to chemotherapy.

In particular, overexpression of the Bcl-xl and Bcl-2 proteins of apoptosis repres-
sors is associated with the development of various oncological diseases. The Bcl-xl
and Bcl-2 proteins are the most suitable targets for anticancer therapy.

Thus, in this paper, interactions of various BH3 peptides with the anti-apoptotic
proteins Bcl-xl and Bcl-2 will be investigated.

To analyze the biochemical processes we use the notion of condition number
matrix of the potential energy of the pair electrostatic interaction between peptides.
In this physical formulation of the problem, it will characterize the degree of stability
of the configuration of the biological complex. In order to choose a more stable
biochemical compound between proteins, we select the matrix of potential energy
of electrostatic interaction with the smallest value of the condition number (see
Chap.2).

7.3 Numerical Calculation Results. Conclusion

This part of the chapter presents the results of the numerical calculations of the
interaction of BH3 peptides with Bcl-xl and Bcl-2 proteins, as well as an analysis of
the effect of point mutations in BH3 peptides on their ability to form stable biological
complexes with the pro-apoptotic Bcl-xl protein.

7.3.1 Results of Numerical Simulation of the Interaction of
BH3-Peptides of Bmf, Puma, Bad, Hrk, Bax, Bik,
Noxa, Bid, Bim, and Bak Proteins with the Bcl-xl(1−200)
Protein

In this section, the interaction of short BH3-peptide proteins: Bmf, Puma, Bad, Hrk,
Bax, Bik, Noxa, Bid, Bim, and Bak with the protein Bcl-xl(1−200) is investigated.

Each of these peptides has its own affinity for the Bcl-xl protein since each peptide
has its own unique amino acid sequence.
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In this section, we compared the affinity involved in the study of BH3-peptides
Bmf, Puma, Bad, Hrk, Bax, Bik, Noxa, Bid, Bim, and Bak during their successive
interactions with the protein Bcl-xl(1−200) according to the previously developed
algorithm 1.

Note that BH3-peptides take the conformation of a α-helix and are associated
with the α2−α5 helixes protein Bcl-xl. This interaction is stabilized through a large
number of intramolecular contacts.

According to previous studies [6], the above short peptides related to the full-size
Bcl-xl protein can be divided into 2 groups.

The first group (I) includes BH3 peptides (Hrk, Bax, Bik, Noxa) with a higher
dissociation constant for Bcl-xl, and the second group (II) (Bmf, Puma, Bad, Bid,
Bim, Bak) includes BH3-peptides characterized by a lower Kd value for the Bcl-xl
protein. The list of amino acid sequences is given in Table 7.1.

Dissociation constants (Kd ) for each peptide group interaction with Bcl-xl(1−200)

are given in Table 7.2 according to [6].
As we see from Table7.2, group I consists of BH3 peptides with a lower affinity

for Bcl-xl, theKd ofwhich varies from 4.69µmol to 26.01µmol. Group II comprised
BH3peptideswith a higher affinity level; theirKd varied from0.2µmol to 0.65µmol.

Algorithm 1 (see Chap.5) was used in the implementation of the numerical cal-
culations of the interaction of each BH3 peptide with Bcl-xl(1−200). As the short BH3
peptide moves along the Bcl-xl(1−200) protein, we get the value of lg(cond(W)) for
each step of the shift along the long Bcl-xl protein.

Table 7.1 Amino acid sequences of BH3 peptides [6]

N 0 Protein name Amino acid sequences

1 Bmf QAEVQIARKLQCIADQFHRL

2 Puma QWAREIGAQLRRMADDLNAQ

3 Bad WAAQRYGRELRRMSDEFVDS

4 Hrk SAAQLTAARLKALGDELHQR

5 Bax ASTKKLSESLKRIGDELDSN

6 Bik EGSDALALRLACIGDEMDVS

7 Noxa ELEVECATQLRRFGDKLNFR

8 Bid DIIRNIARHLAQVGDSMDRS

9 Bim RPEIWIAQELRRIGDEFNAY

10 Bak STMGQVGRQLAIIGDDINRR

Table 7.2 Groups of BH3-peptides according to the degree of affinity for the protein Bcl-xl(1−200)

Groups 3-peptides Kd, μmol

I Hrk,Bax,Bik,Noxa 4.69−26.01

II Bmf,Puma,Bad,Bid,Bim,Bak 0.2−0.65
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Fig. 7.2 Results of the numerical calculation of the interaction of the BH3-peptides of Bmf, Puma,
Bad, Hrk, Bax, Bik, Noxa, Bid, Bim, and Bak proteins with the Bcl-xl(1−200) protein. The colored
figures indicate the results obtained during the interaction of BH3 peptides of group II with Bcl-
xl(1−200); uncolored figures indicate the results obtained by the interaction of BH3 peptides of group
I with Bcl-xl(1−200), ε = 1

InFig. 7.2 is a graphof the numerical calculations obtained for all tenBH3peptides
upon interaction with the protein Bcl-xl(1−200). We note that the Bcl-xl protein region
was involved in the calculation from 1 a.a. to 200 a.a., in a way similar to the
experimental article [6].

To analyze the obtained data, we divided the region of the smallest values of
lg(cond(W)) in several gradations, starting with the value of 17.65. In this case, we
believe that the most stable biological complex is characterized by the smallest value
of lg(cond(W)).

In Fig. 7.3 are represented the regions of the smallest values of lg(cond(W))
obtained by the interaction of 10 short peptides with the protein Bcl-xl(1−200). The
least-significant part is represented by four areas: I, II, III, and IV, with each suc-
cessive region including the previous one. Thus, region I is in the range of values
of lg(cond(W)) 17.65–17.9; region II−17.65–18.0; region III−17.65–18.1; region
IV−17.65–18.2. For 100%, we take the total number of points that fall into each
particular area under consideration: I, II, III, IV. The percentage of values for each
group of peptides for different regions is summarized in Table 7.3.

As we see from Table 7.3, the regions with the lowest values of lg(cond(W))
(regions I–IV) are represented by the majority of values obtained for peptides of
group II, which are characterized by a high affinity for the Bcl-xl(1−200). Thus, region
I contains 100% of the values obtained when the BH3 peptides of group II interact
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Fig. 7.3 Results of the numerical calculation of the interaction of the BH3-peptides of Bmf, Puma,
Bad, Hrk, Bax, Bik, Noxa, Bid, Bim, and Bak proteins with the Bcl-xl(1−200) protein in the region
of the smallest values of lg(cond(W)). The colored figures indicate the results obtained during the
interaction of BH3 peptides of group II with Bcl-xl(1−200); uncolored figures indicate the results
obtained by the interaction of BH3 peptides of group I with Bcl-xl(1−200), ε = 1

Table 7.3 Values of lg(cond(W)) for each group of BH3-peptides

Region Range of values
lg(cond(W))

Hrk, Bax, Bik, Noxa Bmf, Puma, Bad, Bid,
Bim, Bak

I 17.65–17.9 0.0 100.0

II 17.65–18 18.18 81.82

III 17.65–18.1 16 84

IV 17.65–18.2 28.81 71.19

V 17.65–18.3 23.1 76.9

with the proteinBcl-xl(1−200). Region II contains 18.18%of the values of lg(cond(W))
obtained from the interaction of BH3 peptides of the group I with the protein Bcl-
xl(1−200) and 81.82% of the values of lg(cond(W)), obtained during the interaction
of BH3 peptides of group II with the protein Bcl-xl(1−200). The regions containing
higher values of lg(cond(W)) (regions III and IV) contain 16 and 28.81% of the
values of lg(cond(W)) obtained from the interaction of group I peptides with the
Bcl-xl(1−200) and 84 and 71.19% of the values of lg(cond(W)) for the interaction of
BH3 peptides of group II with the protein Bcl-xl(1−200), respectively.

As we see from the presented table, as the values of lg(cond(W)) increase, a
gradual uneven decrease in the values of lg(cond(W)) in the range of values of
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Fig. 7.4 The value of X obtained at interaction of each BH3-peptide protein Bmf, Puma, Bad, Hrk,
Bax, Bik, Noxa, Bid, Bim, Bak with the Bcl-xl(1−200), ε = 1

lg(cond(W)) occurs for the second group of proteins and an increase in the values of
lg(cond(W)) occurs for the first group of proteins.

Thus, the minimum values of lg(cond(W)) are in higher values for group I BH3-
peptides, and in lower values for BH3-peptides of group II, which indicates a higher
affinity ofBH3 -peptides of group II for the proteinBcl-xl(1−200) thanofBH3-peptides
of group I for the protein Bcl-xl(1−200).

To verify this assumption, we calculated the mean value of the 100 minimum
values, which we will mark as X, for each BH3 peptide in interaction with the Bcl-
xl protein. Next, we presented graphically the values obtained for each interacting
BH3 peptide with the Bcl-xl(1−200)protein (see Fig. 7.4). On this histogram, a red
baseline was drawn, which conditionally separates the BH3 peptides of the first and
second groups. Above the baseline lie the values of the 100 minimum average values
of lg(cond(W)) obtained during the interaction of the BH3 peptides of the group I
proteins with the Bcl-xl(1−200) protein. Below the baseline lie the values obtained in
the interaction BH3 peptides of group II proteins with the protein Bcl-xl(1−200).

As can be seen from the histogram, six values of X corresponding to the interac-
tions of BH3 peptides of the protein group II with Bcl-xl(1−200) (Bmf, Puma, Bad,
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Bid, Bim, Bak ) are in the range of values below the baseline. Their values amounted
to: 18.61, 18.405, 18.674, 18.54, 18.396, and 18.607. Three values of X correspond-
ing to the interactions of group I BH3 peptides (Hrk, Bik, Noxa) with Bcl-xl(1−200)

are in the range of higher values of X and are located above the baseline. However,
one value of X corresponding to the interaction of the BH3 peptide of group I of
the Bax protein with Bcl-xl(1−200) is below the baseline and its value amounted to
18.597. Thus, an analysis of the given criterion (X) demonstrated that 9 out of 10
BH3 peptides satisfy the given criterion.

Note that in this calculation and subsequent analysis, the 100 minimum values
of lg(cond(W)) were chosen for the interaction of each BH3 peptide with the whole
amino acid sequence of the Bcl-xl protein.

To achieve more accurate results in the future, it is proposed to take into account
the folding of proteins, the structure of the formed dimeric complex, and to analyze
the minimum values of lg(cond(W)) with the participation of exclusively interacting
regions of whole proteins.

Thus, in the presented section, a qualitative analysis of the determination of the
affinity of short BH3 peptides of Bmf, Puma, Bad, Hrk, Bax, Bik, Noxa, Bid, Bim,
Bak proteinswith theBcl-xl(1−200) proteinwas performed and a qualitative agreement
with [6] was revealed.

7.3.2 Interaction of Modified BH3-Peptides of Bax Protein
with Bcl-2 Protein Taking into Account the
Replacement of Amino Acid Residues

In this section, the binding of BH3 peptides of the Bax protein was numerically
simulated, taking into account various changes in amino acid residues with the Bcl-2
protein. Theobtained resultwill allowus to determine the influenceof pointmutations
in the BH3 peptides of the Bax protein on the stability of the complexes formed with
the Bcl-2 protein.

In [23], the binding structure of the Bcl-2 protein to the Bax protein region was
determined. The Bax protein peptide forms an amphiphilic α−helix and binds to the
BH3-binding hydrophobic groove of the Bcl-2 protein. The intramolecular interac-
tion between the Bcl-2 protein and the Bax protein peptide is mediated by hydropho-
bic and ionic interactions. Some of the main amino acid residues from the protein
Bcl-2 are the amino acid residues in the region from 107a.a. to 146 a.a. as well as
the amino acid residue in the 200 a.a. region. The amino acid sequences of the BH3-
peptide of the Bax protein with the performed amino acid residue substitutions, as
well as the dissociation constants for binding each peptide to the Bcl-2 protein are
shown in Table 7.4.

Interaction of the BH3 peptide of the Bax(wt) protein with the Bcl-2 protein was
taken as the main interaction of the BH3 peptide with the Bcl-2 protein. When
point exchanges of amino acid residues in the BH3 peptide of the Bax protein are
performed, we assume that the main interactions of these modified BH3 peptides
fall on the same sections of the Bcl-2 protein as the Bax(wt) BH3-peptide of the
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Table 7.4 List of amino acid sequences of BH3 peptides of the Bax protein with amino acid
substitutions and dissociation constant for each peptide when interacting with the Bcl-2 protein
[23]

Location of point
mutations in the region
Bax(49−84)

Amino acid sequence Kd , nmol

Bax(49−84)(wt) QPPQDASTKKLSECLRRIGDELDSNMELQRMIADVD 15.1

mBax(61A,R64A,R78A) QPPQDASTKKLSACLARIGDELDSNMELQAMIADVD 787

mBax(E61A) QPPQDASTKKLSACLRRIGDELDSNMELQRMIADVD 95.2

mBax(R64A) QPPQDASTKKLSECLARIGDELDSNMELQRMIADVD 129

mBax(D68A) QPPQDASTKKLSECLRRIGAELDSNMELQRMIADVD 1040

mBax(E69A) QPPQDASTKKLSECLRRIGDALDSNMELQRMIADVD 476

mBax(R78A) QPPQDASTKKLSECLRRIGDELDSNMELQAMIADVD 57.1

wild type when interacting with the Bcl- 2 and the point replacements of the amino
acid residues do not essentially change the binding site with the Bcl-2 protein, but
have a significant effect on the affinity of complex formation. When analyzing the
interaction of modified BH3 peptides with Bcl-2, the sites identified as the main sites
in the interaction of the wild-type BH3 peptide with Bcl-2 will be analyzed.

Figure7.5 shows the numerical results obtained for the interaction of all Bax(wt)

andmodifiedBH3peptides of theBaxproteinwithBcl-2 at lowvalues of lg(cond(w)).
The results of numerical simulation of the interaction of the BH3-peptide Bax(wt)

with Bcl-2 on the graph are presented by a black square, while the results of the
interaction of all other modified BH3 peptides of the Bax protein with Bcl-2 are
represented by empty figures.

For further analysis of the data, we identified three significant areaswith the lowest
values of lg(cond(W)) in the interaction of the BH3 peptide Bax(wt) with the Bcl-2
protein in the range of lg(cond(w)) from 18.75 to 19.15. Recall that each point on
the graph represents the first a.a. when binding two amino acid sequences.

The first area lies in the interval from 60 a.a. to 70 a.a., the second region lies in
the region from 105 a.a. to 130 a.a., and the third area from 160 a.a. to 180 a.a.

For each of these areas, we calculated the number of hits for each interaction of
the BH3 peptide with Bcl-2 and plotted the result in the form of a histogram, see
Fig. 7.6.

As can be seen from the histogram, the greatest number of hits-8, is typical for
the interaction of the BH3-peptide Bax(wt) with Bcl-2. The number of all other
hits for modified BH3 peptides Bax c Bcl-2 corresponds to a smaller number of
hits of the minimum values of lg(cond(W)) in these regions. Also, from the given
histogram 7.6, the interaction of the BH3-peptide Bax(49−85) with the Bcl-2 protein
is characterized by the most frequent hit of the lg(cond(W)) values in the selected
regions in comparison with the other modified BH3 peptides of the Bax protein, in
which the amino acid residues were substituted.

Thus, six modified BH3-peptides of the protein Bax(49−85) in which the amino
acid residue substitutions were performed bind to the Bcl-2 protein worse than the



302 7 Mathematical Modelling of the Interaction of BH3-Peptides …

Fig. 7.5 Results of the numerical calculation of the interaction of the Bax3 peptides of the Bax
protein with the Bcl-2 protein (fill figures) and the Bax3 peptides of the Bax protein, in which
the amino acid residue substitutions (empty figures) were performed, with the Bcl-2 protein in the
region of the smallest values of lg(cond(W)), ε = 1

BH3-peptide Bax(wt), while the site Bax(49−85) is prone to form the most stable
biological complexeswith theBcl-2 protein compared to all other Bax(49−85) peptides
in which one or more amino acid residues were replaced by the amino acid residue
of alanine (A).

This result is in good agreement with the previously performed experimental arti-
cle, which indicates that the dissociation constant of mutant peptides upon binding to
the Bcl-2 protein is higher than when bounding to the natural site of Bax(49−85)) [23].

7.3.3 Qualitative Definition of the Logarithm of the
Dissociation Constant Kd in the Interaction of BH3
Peptides with the Bcl-2 Protein

The task was to find the correspondence and correlation between lg(cond(W)) and
the logarithm of the dissociation constant Kd for the interaction of proteinmolecules.
To do this, we compared the available data of the value of lg(Kd) with the calculated
value of lg(cond(W)) for binding of the BH3 peptides with Bcl-xl [23] protein.
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Fig. 7.6 Frequency of BH3 peptides Bax in the three designated regions of the Bcl-2 protein, ε = 1

We performed the calculation of the interaction of the BH3 peptides of proteins
Puma(127−162), Hrk(23−58), Bad(137−172), Bik(41−76), Bax(48−85), Noxa(65−100) with the
entire amino acid sequence Bcl-xl, as well as with the truncated amino acid sequence
of the protein Bcl-xl(86−233), assuming that not the entire amino acid sequence of the
Bcl-xl protein participates in the direct formation of the biological complexwithBH3
peptides, in order to determine the correspondence between the theoretical values of
lg(cond(W)) and to compare with the experimental values of Kd .

The list of amino acid sequences of BH3-peptides is given in the Table 7.5, as
well as their numbers from [13].
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Table 7.5 List of amino acid sequences of BH3-peptides [13]

Protein Amino acid sequence Number
in uniprot

Puma(127−162) RVEEEEWAREIGAQLRRMADDLNAQYERRRQEEQHR Q99ML1

Bad(137−172) APPNLWAAQRYGRELRRMSDEFEGSFKGLPRPKSAG Q61337

Hrk(23−58) PGLRWAAAQVTALRLQALGDELHRRAMRRRARPRDP P62817

Bik(41−76) LMECVEGRNQVALRLACIGDEMDLCLRSPRLVQLPG O70337

Bax(49−84) QPPQDASTKKLSECLRRIGDELDSNMELQRMIADVD Q07813

Noxa(65−100) TRVPADLKDECAQLRRIGDKVNLRQKLLNLISKLFN Q9JM54

The mean values for the 100 minimal values of lg(cond(W)) were calculated for
each interacting BH3 peptide of the proteins Puma(127−162), Hrk(23−58), Bad(137−172),
Bik(41−76), Bax(48−85), Noxa(65−100) with the Bcl-xl protein. The results obtained are
shown in the Fig. 7.7. The graphs Fig. 7.8 show the mean values for 100 minimal
values of lg(cond(W)) obtained by the interaction of BH3 peptides with the truncated
protein Bcl-xl(86−233).

The specific values of Kd corresponding to the interactions of each BH3-peptide
with the Bcl-xl protein are given below [23].

BH3-peptide PUMA 4.65

BH3-peptide BAD 18.4

BH3-peptide H RK 17.9

BH3-peptide B I K 23.6

BH3-peptide Bax > 100

BH3-peptide Noxa > 1000

The values of Kd corresponding to the interaction of Bax(48−85), Noxa(65−100) with
the Bcl-xl protein are expressed as lg(Kd).

In the presented graphs Figs. 7.7 and 7.8, BH3 peptides are listed in order with
increasing lg(Kd) when interacting with the Bcl-xl protein. The interaction of BH3
peptides of the proteins Bax(48−85) and Noxa(65−100) with Bcl-xl is characterized
by the greatest Kd . Thus, the graphs should show an increase in the values of the
lg(cond(W)) value, starting from theBH3peptide of Puma(127−162) to theBH3peptide
of Noxa(65−100).

Let us now analyze the results presented in each graphs.
In Fig. 7.7, a baselinewasmade separating the last twoBH3 peptides of Bax(48−85)

and Noxa(65−100) from the remaining BH3 peptides of Puma(127−162), Hrk(23−58),
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Fig. 7.7 Average value of the one hundred minimum values of lg(cond(W)) for each BH3 peptide
upon interaction with the Bcl-xl, ε = 1

Bad(137−172), Bik(41−76) with the Bcl-2 protein depending on Kd interacting proteins,
since the Kd of the last two BH3 peptides is significantly larger compared to the Kd

of previous BH3-peptides.
As seen from the graph, the interaction of the BH3 peptide Bax(48−85) with Bcl-xl

is characterized by a higher Kd and value of lg(cond(W)) compared to the interac-
tion of BH3 peptides Puma(127−162), Hrk(23−58), Bad(137−172), Bik(41−76) with Bcl-xl.
However, the calculated value of lg(cond(W)) in the interaction of the BN3 peptide
of Noxa(65−100) with Bcl-xl lies in a lower range of lg(cond(W)) than the results of
the interaction of BH3-peptides, Bik(41−76) and Bax(48−85) with Bcl-xl.

One of the reasons that the latter value lies below the baseline is that not all the
polypeptide chain of the Bcl-xl protein takes a direct part in the formation of the
biological complex with BH3-peptides.

We assume that the main participation in the formation of a biological complex
involving Bcl-2 and BH3-peptide proteins occurs in the B1–BH3 domains of the
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Fig. 7.8 Mean value of the fifty minimum values of lg(cond(W)) for each BH3 peptide when
interacting with the truncated Bcl-xl(86−233), ε = 80

Bcl-xl protein. Therefore, an additional calculation of the interaction between BH3-
peptides and Bcl-xl(86−233) was carried out.

In Fig. 7.8, a baseline was also made that separates the interactions of BH3 pep-
tides Puma(127−162), Hrk(23−58), Bad(137−172), Bik(41−76) with Bcl-xl(100−233) from the
interaction of BH3-peptides Bax, Noxa with Bcl-xl(100−233).

As can be seen from the figure, the values of lg(cond(w)) of the BH3-peptide
interaction of Bax(48−85) and Noxa(65−100) with Bcl-xl are above the baseline, as Kd

is found for interactions of Bax(48−85)–Bcl-xl and Noxa(65−100)–Bcl-xl [23] are at
higher values than Kd , characterizing the interactions of Puma(127−162), Hrk(23−58),
Bad(137−172), and Bik(41−76) with Bcl-xl. We believe that in order to obtain better
data, it is necessary to perform a calculation between the contacting regions of the
polypeptide chains of the interacting proteins.

Thus in this chapter, a new method has been developed that allows us:

• to qualitatively determine the lg(Kd ) of peptides for full-length proteins;
• to determine the effect of point mutations in peptides on the stability of the formed
complex with whole proteins.
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A qualitative agreement of the results with Kd on the example of the formation of
the biological complex of BH3 peptides of Bmf, Puma, Bad, Hrk, Bax, Bik, Noxa,
Bid, Bim, and Bak proteins with Bcl-xl(1−200) protein was determined.

The influence of point mutations on the stability of the formed biological com-
plexes was also studied on the example of the interaction of the BH3 peptides of
the Bax protein in which point replacements of amino acid residues were made with
the whole Bcl-2 protein. The formation of the biological complex of BH3-peptide of
the protein Bax(49−85) with Bcl-2 was taken as the main interaction. The numerical
results of the interaction of the protein Bax(49−85) with Bcl-2 were compared with
the remaining results of the interaction of BH3 peptides Bax with the Bcl-2 protein
taking into account the substitution of amino acid residues. As a result, the Bcl-2
protein regions with the largest number of minimum values of lg(cond(W)) were
found in the interaction with Bax(49−85). The subsequent analysis of these regions
revealed that the other modified BH3 peptides contain much less than the minimum
values of lg(cond(W)) in the previously designated regions.

Thus, it is possible to use the obtained result to determine the binding site of the
peptide with the whole protein in order to determine the stability of the formation
of the biological complex by any modified BH3 peptide of the Bax protein in which
the amino acid residues have been replaced with the Bcl-2 protein.

The third stage of the theoretical studies of the interaction of BH3 peptides with
proteins of the Bcl-2 family was devoted to finding a qualitative correlation between
the values of lg(cond(W)) and lg(Kd ). To perform this comparison, we used the
results of the values of lg(Kd ) [23] obtained by the interaction of BH3 peptides
Puma, Hrk, Bad, Bik, Bax, Noxa with the whole Bcl-xl protein. The result was a
qualitative determination of the value of lg(Kd ) by analyzing lg(cond(W)).

Application of the developed mathematical algorithms will allow us to find the
optimal peptides taking into account the affinity for their target proteins and todevelop
inhibitors or activators of proteins in the future.
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Chapter 8
Mathematical Algorithms for Finding the
Optimal Composition of the Amino Acid
Composition of Peptides Used as a
Therapy

Abstract In this chapter, two algorithms have been developed, one of which (Algo-
rithm 3) was developed specifically for the selection of amino acid residues in pep-
tides to improve their affinity in the interaction of peptides with full-length proteins,
and Algorithm 4 was developed to search for “scattered” active region of the protein
when bound to the peptide.

8.1 Introduction

In this part of the chapter, we will discuss how to improved peptide vaccines by
developed algorithms.

Global concern is the rise in the incidence of cancer, recent data released revealed
12.7 million new cases and 7.6 million deaths, just in 2008 [1], in Europe alone, 3.45
million new cases were diagnosed and 1.75 million deaths occurred during 2012 [2].

Nowadays, cancer is the second most common cause of death worldwide [3],
caused by an abnormal cellular growth, in a uncontrolled manner, with the ability to
invade other tissues, leading to the formation of tumor masses, neo-vascularization
(angiogenesis), and metastasis [4] . Lung, colorectal, prostate, and breast cancer are
the most diagnosed forms of this disease [5].

Considering the numbers revealed, it is urgent to find new anticancer drugs able
to control tumor growth with minimal side effects [6–8].

Potential clinical approaches using ACPs (Anti Cancer peptides).
Although awide variety of drugs are commercially available, treatments for cancer

have one thing in common: the emergence of resistance against multiple drugs [9].
Another associated problem is the lack of selectivity of the available drugs, and

their consequent undesirable side effects for the patients [10].
Thus, there is a need for the development of new antineoplastic, with higher

selectivity, leading to fewer side effects than current ones. It is desirable that these new
compounds present different mechanisms of action, without dependence on activity
toward a single specific molecule in the target cells. The main goal is resistance
prevention, overcoming the existing mechanisms that cancer cells use, being active
and diminishing the side effects [11–13].
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Peptide-based cancer vaccines represent themost specific approach to polarize the
immune system against malignant cells, since they are preparations made of single
epitopes, the minimal immunogenic region of an antigen [14].

In addition, peptides also play an important role in cancer, including early diagno-
sis, prognostic predictors, and the treatment of cancer patients.Unlike other therapies,
peptides show superiority due to their specificity. Recently, peptide-based therapy
against cancer, such as peptide vaccines, has attracted increased attention [15, 16].

Here are some results of vaccine trials in Phase II clinical trials.
The complex effect of peptides derived from cancerous tissue of proteins such as

LY6K, CDCA1, IMP3, whose peptides were tested in head and neck squamous cell
cancer (HNSCC) immunotherapy, was studied [17].

In clinical trials of Phase II, vaccines were used based on the following peptides
LY6K(177−186) RYCNLEGPPI
CDCA(156−164) VYGIRLEHF
IMP3(508−518) KTVNELQNL
HIV is specific peptide ILKEPVHGV
CMV is specific peptide RYLRDQQLL
Phase II clinical trials demonstrate that antigenic vaccination, based on the five

above-mentioned peptides, induces an immune response. Positive CTL responses
(cytotoxic T-lymphocytes) specific for LY6Kpeptide after vaccinationwere observed
in 85.7% of patients.

Patientswith a positiveCTL response showed significantly longer survival periods
(overall survival OC) than those who did not have a CTL immune response.

Also, theMST (Median survival time)was 8.1months for patientswith an immune
response and 1.4 months for patients who did not have an induced immune response
to the vaccination.Also, in some patients, therewas a stable remission and an increase
in the duration of the period without progression of the disease.

It should also be noted that the result of phase II clinical trials is the complete
recovery of the patient from the fourth stage of the disease. After 16 cycles of vac-
cination, recurrent and metastatic tumors disappeared. Thus, such a combinatorial
vaccine with multi-epitope peptides, as monotherapy, can help circumvent the het-
erogeneity of cancer cells and avoid a peptide-specific immune response due to loss
of antigen expression.

This chapter proposes the search for optimal solutions for future improvement
and strategies in immunotherapy for various types of tumors.

Vaccines will be developed by improving existing ways of creating peptide vac-
cines based on the created therapeutic molecular approaches:

1. Increased affinity of existing ligand-receptor interactions
2. Regulation of protein functions by synthesizing new highly selective peptides

that will bind to the active site of the target protein
3. Development of highly selective peptides for target proteins, whichwill activate

or inhibit cascade pathways of chemical reactions in cells.
So, based on themethodwe developed, existing peptide vaccines can be improved

by increasing the affinity for the target protein or increasing the affinity of the ligand
for the receptor by selecting the amino acid composition of the peptide vaccines. We
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Fig. 8.1 Peptide
Bcl2(185−200) with the amino
acid residues to be replaced

propose an algorithm developed by us that will allow the automatic setting of point
replacements of amino acid residues in peptides and obtain numerical results.

To analyze the biochemical processes we use the notion of condition number
matrix of the potential energy of the pair electrostatic interaction between peptides.
In this physical formulation of the problem, it will characterize the degree of stability
of the configuration of the biological complex. In order to choose a more stable
biochemical compound between proteins, we select the matrix of potential energy
of electrostatic interaction with the smallest value of the condition number (see
Chap.2).

8.2 Description of the Algorithm 3

Let the Bcl2 protein peptide be given from 185 a.a. to 200 a.a., in which it is necessary
to determine the effects of amino acid substitutions with order numbers 4, 6, 8, 10,
12 on the stability of the formation of the biological complex of each such modified
peptide with the Bax protein. In this case, it is necessary to evaluate the binding of
each modified peptide to a specific region of the Bax protein, say, from 100 a.a. to
140 a.a. For example, let us analyze the interaction of the peptide Bcl-2(185−200) with
the protein Bax. Red color indicates the variable parameters that the researcher can
set independently, depending on the task. In the program, a short array is specified as:

The amino acid sequence of the whole protein Bax is given by the sequence:

In Fig. 8.1 such a peptide is represented. The red numbers denote the serial num-
bers of the amino acid residues that will be changed. In the algorithm, it is possible
to specify up to 5 replacements of the amino acid residues in one peptide. When one
runs the program, one can specify the number of required changes:

After the number of substitutions of a.a. from 1 to 5 is chosen, you should specify
the sequence numbers for each a.a. substitution:
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In the body of the program, one-dimensional arrays consisting of a list of amino
acid residues for rotation with point replacements a.a. are preset manually:

The red color denotes a.a., which the researcher sets himself. In this case, such
one-dimensional arrays is 5. Next, the program asks you to specify the boundaries
of protein 2 (in this case, the full-length protein Bax):

The steps and the number of minimum values are set in the program body manu-
ally:

All data will be written to the Excel file at the end of the program.
In Fig. 8.2 the average values (X ) of the 10 minimal values of lg(cond(W))

obtained from the interaction of each modified peptide with a region of the whole
protein are presented. The minimum average value of the 10 minimal lg(cond(W)) in
this case was 17.647. On the graph, this value is seen opposite the sequence number
of the fifth amino acid substitution. Such modified peptide, the mean value of 10
minimal lg(cond(W)) of which was the minimum value, is the peptide WIQDNG-
GKDAFVELYG. In this methodological example, a modified Bcl-2 protein peptide
was identified which, when interacting with the protein region Bax(100−140), showed
the lowest average value of 10 minimal values of lg(cond(W)). Red color indicates
the changed amino acid residues. Recall that the researcher can put any number of the
smallest values of lg(cond (W)), which correspond to the interaction of the modified
peptide with a protein. Thus, to obtain modified peptides with the lowest dissociation
constant, it is proposed to analyze peptides that fall within the lower range of the
minimum mean values of lg(cond(W)) and not be limited to one modified peptide.
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Fig. 8.2 Results of numerical calculation according to Algorithm 3

8.3 Description of the Algorithm 4

Algorithm 4 was developed for cases where the catalytic center of a protein, when
bound to a peptide, is formed by different sections of a polypeptide chain located
close to three-dimensional space by folding the protein into a native conformation,
for example, the Bcl-2 family proteins.

So if BH3-only proteins form complexes due to the participation of the BH3
domain with proteins containing BH1-BH3 domains, such as Bcl-2, Bcl-xl, Bcl-w,
then one assumes that the formation of the protein complex is due to the involvement
of different sites of a polypeptide chain of a protein containing BH1-BH4 domains.
Algorithm 4 allows providing such partial �scattered� of amino acid residues
involved in the formation of a biological complex with another protein. A part of
the peptide is supposed to be permanently installed in one of the active regions of
the protein polypeptide sequence, the rest of the peptide begins its progress along
the amino acid sequence of the protein, and when the second part of the peptide
enters the second part of the �scattered� catalytic center, it is assumed that the
value of lg(cond(W)) will decrease. Thus, we assume that it is possible to �feel�
the regions of the �scattered� catalytic center along the polypeptide chain of the
whole protein.

Input data:
The segment protein Bax(59−74)
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Fig. 8.3 The scheme of Algorithm 4

Table 8.1 The four lowest values of lg(cond(w)) and their corresponding amino acid sequences

N 0 Amino acid sequence of Bcl-2 Amino acid sequence Bax(59−74) lg(cond(W))

7 NREIVMKYIHYEWDAG LSECLKRIGDELDSNM 17.471

3 NREIVMKYIHSQRGYE LSECLKRIGDELDSNM 17.479

1 NREIVMKYIHKLSQRG LSECLKRIGDELDSNM 17.539

8 NREIVMKYIHEWDAGD LSECLKRIGDELDSNM 17.549

The segment protein Bcl-2:

Thus, the first matrix will be formed when calculating the interactions between
a.a. of the following two one-dimensional arrays Fig. 8.3:

Bold characters denotes an invariable part of the formed one-dimensional array
(Table8.1). The result is shown in Fig. 8.4.

8.4 Schematic Representation of the Increased Affinity
of Peptides to Proteins Targets

The above algorithms for analyzing the interaction of short peptides with full-length
proteins will allow the selection of higher affinity peptides for receptors or for protein
targets. Let us consider several options for the application of mathematical modeling
to improve existing peptides and the development of newbiologically active peptides.
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Fig. 8.4 Results of numerical calculation according to Algorithm 4

8.4.1 Increase of the Affinity of the Existing Peptides
to the Active Center of the Target Protein

In Figs. 8.5 and 8.6 a model for improving the existing L1 ligand by the method of
selecting amino acid residues in the peptide using Algorithm 3 is presented. After
the mathematical calculation of the substitution of one amino acid residue for other
amino-acid residues, the L1 ligand is converted to the ligand L2, which has an
increased affinity for the receptor, compared to the L1 ligand.

The dissociation constants K1 and K2 characterize the affinity of the original
ligand L1 to the receptor. The constants K3 and K4 are new constants characterizing
the affinity of the new L2 ligand to the same receptor. Ligand L2 as a result of our
mathematical algorithm has an increased affinity for the receptor.

Thus, the association constant K1 is smaller than the newK3 association constant.
In turn, the dissociation constant K2 is greater than the new dissociation constant K4.

8.4.2 Creation of a New Peptide that Binds to a Given Active
Protein Center

One can also synthesize special peptides that will bind to a given site on the receptor
(as shown in the Fig. 8.7). Thus, in addition to improving existing ligands, it will
be possible to develop new peptides that will selectively bind to a selected region of
other proteins.
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Fig. 8.5 The previously existing peptide ligand L1

Fig. 8.6 Modified peptide ligand L2

Fig. 8.7 Schema of joining the synthesized peptide (Ligand 3) to a given active site of the target
protein (Receptor)

8.4.3 Creation of Peptides That Will Interfere with the
Formation of Homo- and Heterodimers

The developed mathematical algorithms will also allow calculating amino acid
sequences of peptides that will interfere with the formation of homo and het-
erodimers, as shown in Fig. 8.8.
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Fig. 8.8 Schema of inhibiting the active site of the protein (P1) by the synthesized peptide (L3)

Thus, the Algorithms 3–4 and methods presented in this chapter will allow to
determine of point changes in amino acid residues in peptides. The second pro-
posed algorithm makes it possible to determine the active region of a protein that is
�scattered� along the entire length of the amino acid sequence of the protein when
bound to the peptide.

8.5 Matlab Script Algorithm 3 for Finding the Optimal
Composition of the Amino Acid Composition of
Peptides Used as a Therapy

Input parameters:

1. S100, S20 are amino acid sequences of biological complexes (S100 ≥ S20)
2. epsilon is the dielectric constant of the medium
3. sb is the number of replacements
4. a is left boundary of the vector S100
5. b is right boundary of the vector S100
6. sh is step shift

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.



318 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 319



320 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 321



322 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 323



324 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 325



326 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 327



328 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 329



330 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 331



332 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 333



334 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 335



336 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 337



338 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 339



340 8 Mathematical Algorithms for Finding the Optimal Composition …



8.5 Matlab Script Algorithm 3 for Finding the Optimal Composition … 341



342 8 Mathematical Algorithms for Finding the Optimal Composition …

8.6 Matlab Script Algorithm 4 for Finding the Optimal
Composition of the Amino Acid Composition of
Peptides Used as a Therapy

Input parameters:

1. S1, S20 are amino acid sequences of biological complexes (S1≥S20)
2. epsilon is the dielectric constant of the medium
3. sh1 is step shift
4. sh2 is is the length of the frame

Output parameters:

lg(cond(W) is the common logarithm of the condition number of thematrixW,where
its elements are composed of the electrostatic potential energy which is created based
on the interaction between pair of amino acid residues of biological complexes.

Compute:

lg(cond(W) is the common logarithm of the condition number of thematrixW,which
will allow a prediction the reactivity of the studied biological complexes.
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