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Preface to the Third Edition

Since the second edition of “Lock-in Thermography” appeared in 2010, another 8
years have passed. With its good print sales and downloads, the second edition has
been at least as successful as the first edition of 2003. This book has become
established as the standard textbook on lock-in thermography application to elec-
tronic devices and materials. Also in the present third edition, the basic concept of
this book remains unchanged. We again concentrate on the basic principles of
lock-in thermography and its realization and restrict the presented applications to
the evaluation of electronic devices and materials. Hence, we do not cover non-
destructive testing and evaluation of constructional materials (NDT&E) in this
book, which was the classical application field of lock-in thermography in the past.
Though these two application fields have very much in common, it has turned out in
the last 15 years that the NDT and electronic device testing (EDT) scientific
communities have remained quite separate, not only in terms of personnel. They
usually visit different conferences, publish in different journals, and in some cases
they use different abbreviations for one and the same technique, for example “LT”
in NDT community (the alternative to “PT” for “pulse thermography,” which is
rarely used for electronic devices) compared to “LIT” in EDT community, both
standing for “lock-in thermography.” We hope that this book will contribute to a
closer cooperation between these two scientific communities.

For this third edition, all chapters of the second edition were carefully revised,
corrected, and completed, and outdated details are removed. This edition describes
a number of new application fields of lock-in thermography. These are 3D analysis
of integrated circuits (ICs), novel applications of dark lock-in thermography (DLIT)
on solar cells (DLIT-based Jsc imaging, local I–V evaluation, and 3D analysis),
novel applications of illuminated lock-in thermography (ILIT) to solar cells (dif-
ferential ILIT techniques, new variants of ILIT-based efficiency imaging,
ILIT-based Jsc imaging, and Suns-ILIT), new developments for the analysis of solar
modules, the application of lock-in thermography in the field of spin caloritronics,
and new findings for ILIT-based carrier density imaging/infrared lifetime mapping
(CDI/ILM) on wafers. In particular, the section on commercial lock-in thermog-
raphy systems has been updated and a separate chapter on the exciting solar cell
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analysis options offered by combining LIT and luminescence imaging was added.
Altogether, the third edition contains 12 new sections, 36 new figures, 132 new
references, and 67 additional printed pages. With this, we are convinced that this
third edition of “Lock-in Thermography” contains an attractive amount of new
material and will become as useful for experienced and potential users of lock-in
thermography as the first and second editions have been.

Halle, Germany Otwin Breitenstein
November 2018 Wilhelm Warta

Martin C. Schubert
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Preface to the Second Edition

In the last 7 years, the first edition of “Lock-in Thermography” has established as a
reference book for all users of this technique for investigating electronic devices,
especially solar cells. At this time, a vital further development of lock-in ther-
mography could be observed. Not only the experimental technique was improved
by applying new and better infrared cameras, solid immersion lenses, and novel
timing strategies, but also completely new application fields of lock-in thermog-
raphy were established by implying irradiation of light during the measurements.
The two groups of new techniques are different kinds of illuminated lock-in ther-
mography (ILIT) and carrier density imaging, also termed infrared lifetime imaging
(CDI/ILM). While ILIT is performed on solar cells, CDI/ILM is performed on bare
wafers for imaging the local minority carrier lifetime and the local concentration of
trapping centers. The new edition of this book implements these new developments.

One new section entitled “Timing strategies” is added. In this, new ways are
introduced to overcome previous limitations of the choice of the lock-in frequency
in comparison with the frame rate of the camera. The previous diffraction limit
of the spatial resolution can be overcome by a factor of up to 4 by applying
so-called solid immersion lenses. This technique is introduced, and its application
for failure analysis of ICs, where highest possible spatial resolution is desired, is
shown in another new section. The new section “Heat Dissipation and Transport
Mechanisms in Solar Cells” provides the physical background of several newly
introduced lock-in thermography techniques. Here and in the section “Influence
of the Peltier Effect,” new findings about the relevance of the Peltier effect for the
interpretation of lock-in thermography results are presented. The new section
“Carrier Density Imaging” introduces the basic concepts of lifetime imaging using
CDI/ILM. Different variants of its practical realization and typical applications of
this technique are shown in two other new sections. The section on the application
of dark lock-in thermography to solar cells was extended by introducing several
new techniques for measuring local series resistances, also implying electrolumi-
nescence imaging, and for measuring physical parameters of breakdown sites.
Finally, the new section “Illuminated Lock-in Thermography (ILIT)” describes
different new techniques on solar cells, which differ by their kind of illumination
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(pulsed or continuous) and their biasing conditions of the cell. These techniques not
only allow to investigate shunts without contacting the cell but also to display the
inhomogeneity of the series resistance, the lifetime in the base material, and the
avalanche multiplication factor under reverse bias. Altogether, the new edition
contains more than 50 new figures, 100 new references, and 50 additional printed
pages. Known misprints of the old edition were corrected, and sections on Dynamic
Precision Contact Thermography, which is not used anymore, and some less
prominent application fields, such as bonded wafers and gate oxide integrity
defects, were skipped for saving space. We hope that this considerably extended
new edition will become as useful as the first edition was.

Halle Otwin Breitenstein
May 2010 Wilhelm Warta

Martin Langenkamp
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Preface to the First Edition

Although the first publication on lock-in thermography with online data evaluation
appeared in 1988 concerning electronic device testing, this technique only became
popular in the 1990s in connection with the nondestructive testing of materials
(NDT, especially photothermal and thermoelastic investigations). In the early
1990s, our group at the Max Planck Institute of Microstructure Physics in Halle had
the task to image small leakage currents in silicon solar cells. We soon realized that
neither conventional (steady-state) thermography nor the only available lock-in
thermography system of that time was sensitive enough to image the tiny tem-
perature differences caused by these leakage currents. Therefore, we developed the
“Dynamic Precision Contact Thermography” (DPCT) technique, which was the
first lock-in thermography system having a detection limit below 100 lK. However,
this system turned out to be too impracticable for general use, since it worked in a
mechanical contacting mode, and its measurement time was necessarily many
hours. With the availability of highly sensitive focal plane array thermocameras at
the end of the 1990s, the way was opened to construct highly sensitive IR-based
lock-in thermography systems. This was done independently by groups working in
NDT and by us working in electronic device testing, whereby the different demands
in the different fields lead to partly different approaches in the realization. For
photothermal investigations, a low lock-in frequency is usually used in order to see
subsurface details, and for thermoelastic investigations, the thermocamera cannot
usually be synchronized to the temperature modulation. In electronic device testing,
on the other hand, the main challenge was to achieve a noise level as low as
possible and to work at high frequencies in order to detect weak heat sources at the
surface with a good spatial resolution. For NDT, the heat introduction is usually
harmonic and is realized externally, e.g., by light irradiation, ultrasonic incoupling,
or mechanical vibration. In electronic device testing, the heat introduction has to be
rectangular and is realized internally by applying bias pulses, which can easily be
synchronized to the thermocamera. It emerged that our highly sensitive lock-in
thermography system is very useful not only for investigating solar cells, but also
for many other kinds of electronic device testing such as integrated circuit
(IC) testing, characterizing bonded semiconductor wafers, and mapping gate oxide
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integrity (GOI) defects in MOS devices. Our developments led to the construction
of the TDL 384 M “Lock-in” system at Thermosensorik GmbH Erlangen
(Germany), which has been available since 2000 and is specialized for the func-
tional testing of electronic components. For the above-mentioned reasons, this
system differs considerably from those constructed for NDT purposes.

This book addresses, in particular, the application of lock-in thermography for
the functional testing of electronic devices. Deliberately, we have not treated here
the issue of theory and practice of infrared technology for NDT, since this topic is
thoroughly covered, e.g., in the recently reedited book of X.P.V. Maldague.
However, the technique of lock-in thermography is only briefly considered in that
book, without even mentioning that it can also be used for electronic device testing.
Since we are convinced that lock-in thermography will play a considerable role in
electronic device testing in future, and since many of the physical and technical
details of this technique are so far only described in the original literature, we
believe that this book will be useful to everybody wishing to use lock-in ther-
mography, especially in electronic device testing and failure analysis. There is some
original material first published here, such as the technique for correcting temper-
ature drifts and some new aspects for deconvoluting thermograms, which may also
become interesting in the field of NDT. We have tried to restrict the mathematical
treatment to the extent necessary for understanding the basic principles of the
technique. Thus, this book will be useful not only for physicists but also for
technicians, engineers, and students who wish to become acquainted with the
technique of lock-in thermography. Readers are encouraged to inform the authors
about any errors found in this book or to propose further topics which could be
included in a later edition.

Halle/Saale Otwin Breitenstein
January 2003 Martin Langenkamp
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VD Diffusion voltage of pn junction
Vd Local diode voltage
Vloc Local voltage
Voc Open-circuit voltage of a solar cell
Vth;VT Thermal voltage
x; y Summation indices
x; y; z Coordinates
X; Y Image size in pixels
X Line distance
a Absorption coefficient
aðkÞ Absorbance
eðkÞ; eðx; yÞ Emissivity (spectral; local)
K Thermal diffusion length
k Wavelength
k Heat conductivity
q Reflectance

xx Symbols



. Density of mass
rcam Standard deviation of the camera noise
rsys System standard deviation
s Transmittance
s Thermal relaxation time constant
s Excess carrier lifetime
si Integration time of a single frame
P Peltier coefficient
/ Angle of cylindrical coordinates
u Phase shift of detected signal
u Circumferential angle
U Phase of the detected signal
U Luminescence photon flux
h Polar angle
t Photon frequency
g Conversion efficiency
gic In-circuit conversion efficiency
x 2pflock-in

Symbols xxi



Chapter 1
Introduction

With the greater availability and effectively falling prices of thermocameras, in the
last years thermography has developed from a rarely used technique towards an
increasingly popular investigation method. The technical development of thermo-
cameras to a great extent had been triggered by military research, where night vision
means are providing tactic advantages. With the end of the cold war, highly sensi-
tive infrared (IR) technology is increasingly less restricted, now also entering the
civil market. Apart from night vision applications, the dominant applications of ther-
mography are the imaging of temperature differences in daily life (e.g., heat losses in
buildings), in technique (e.g., monitoring of power stations), and in biology/medicine
(e.g., skin temperature mapping). In the following we will call these applications
“classical” or steady-state thermography, since here steady-state temperature con-
trasts are imaged. This book, however, will not deal with classical thermography,
since there are a number of books on general thermography available (e.g., [1–3]).

On the other hand, there are a number of techniques evaluating the time depen-
dence of temperature distributions. While steady-state thermography is often called
“passive thermography”, the techniques evaluating dynamic temperature changes
are also called “active thermography”, since here the sample temperature is actively
influenced by certain means. The most prominent examples of this class of non-
steady-state or dynamic thermography are pulse thermography and lock-in ther-
mography (e.g., [4, 5]). Pulse thermography had been developed for the purpose
of non-destructive testing (NDT) of materials and components, hence for “looking
below the surface” of solid bodies. Note that one of the basic properties of heat is its
ability to penetrate all bodies more or less instantly, depending on the heat capacity
and the heat resistance of the material. In pulse thermography, a pulsed heat flux is
generated at the surface, usually by the pulsed irradiation of light (e.g., by a flash
lamp), and the time evaluation of the surface temperature is monitored. Whenever
an inhomogeneity like a crack, a hole, or a buried body of different heat parameters
is lying below the surface of the test object, this inhomogeneity will influence the
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dynamic local heat flux through the sample crossing this inhomogeneity. The time
evaluation of the surface temperature reflects this inhomogeneity, and an appropriate
display of the results allows one to “look below the surface”.

Since the temperature wave needs some time to penetrate to the depth of the mate-
rial, the imaging time after the pulse corresponds to the information depth [6]). The
advantage of pulse thermography is that information about different depths is gained
from a number of thermograms, which can be taken within seconds after a single
excitation pulse. The disadvantage is that the induced temperature modulations have
to exceed the noise level of the camera. Hence, pulse thermography is not appropriate
to measure very weak temperature signals. Commercial pulse thermography systems
for NDT are available (e.g. [7]).

The alternative technique is lock-in thermography, which is also known as thermal
wave imaging, since it can be described by the theory of oscillating thermal waves
(see Chap.4). Here, the heat introduction occurs periodically with a certain lock-in
frequency, and the local surface temperature modulation is evaluated and averaged
over a number of periods. Thereby the lock-in period has a similar physical meaning
as the time after the pulse in pulse thermography has. Hence, the lower the lock-
in frequency is, the larger is the information depth of lock-in thermography. The
advantage of lock-in thermography is that due to its averaging nature its sensitivity
may improve considerably compared to the nominal sensitivity of the camera used.
Its disadvantage compared to pulse thermography is that it needs a longer measure
time, since it usually averages over a number of lock-in periods. Moreover, for
gaining information about different depths, one has to make several measurements
using different lock-in frequencies in sequence. Hence, lock-in thermography needs
considerably more time than pulse thermography.

In spite of the similarities between both techniques, in this book we will focus our
attention only to lock-in thermography, since we are primarily interested in detecting
weak heat sources in electronic devices caused by inhomogeneous current flows
under applied bias.Note that the signal level in pulse thermography and anyother kind
of non-destructive testing can always be increased by increasing the light excitation
intensity, since all processes underlying this technique are linear in nature. Contrary
to that, the heat sources in electronic devices often depend highly non-linearly on
the applied bias. Hence, electronic devices have to be operated at a well defined
working point, and the amount of generated heat is usually strictly limited. Since the
development of electronic components (except power devices) tends towards a lower
power consumption, the heat sources in these devices are naturally weak. Therefore,
achieving an ultimate detection sensitivity is much more important for investigating
electronic components than for non-destructive testing.

Another common field of application of lock-in thermography, which is often
regarded to belong to NDT, are thermo-elastic investigations. Here mechanical com-
ponents are cyclically loaded and unloaded, with the resulting cyclical surface tem-
perature modulation being detected. This technique allows one to measure local
mechanical strain fields and to image the regions of plastic deformation [8]. Another
type of thermo-mechanical investigations is to expose the sample to amplitude-
modulated ultrasonic energy [2]. Here, the acoustic energy causes heat dissipation
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at cracks, delaminations, or other mechanical damages of the material, which may
be detected by lock-in thermography. Both theses thermo-mechanical techniques are
sometimes called “vibrothermography” [2]. Also these techniques are beyond the
scope of this book, since they are described elsewhere [2, 8]. We only will refer to
the lock-in thermography systemswhich have been developed for thermo-mechanical
investigations as well as for NDT, since they also can be used for investigating elec-
tronic components.

The main topic of this book will be the imaging of local heat sources within
electronic components by lock-in thermography. The second topic is thermocamera-
based imaging of the excess minority carrier density and thus the minority carrier
lifetime in semiconductor wafers, since for these investigations the same lock-in
thermography equipment can be used for investigating electronic devices. Electronic
components are devices made from semiconductors and other materials whose func-
tion rely on internal current flows. These current flows inevitably lead to an internal
heat generation within these components owing to the path resistances (Joule heat-
ing) and owing to other internal electronic energy dissipationmechanisms like carrier
recombination, carrier thermalization, or Peltier effect. Moreover, certain types of
defects in electronic devices like leakage currents, latch ups, or shorts, give rise to
additional heat sources in these positions. Thus, thermography is a natural candidate
to test the function of any electronic devices. Indeed, classical (steady-state) ther-
mography has proven to be very useful to test electronic components, provided that
the temperature contrast at the surface of these components exceeds the detection
limit of the IR camera [9–11]. Note that the nominal sensitivity of even most recent
thermocameras is of the order of 20–25mK [12]. In order to detect a temperature
contrast using a single thermographic image, the lateral temperature contrast at the
sample surface has to exceed this value in order to be detectable. This condition sets
a serious limitation to the application of classical IR thermography for device testing,
since the temperature contrasts generated by many electronic components are below
this limit. In most cases, it is not possible to increase the dissipated power since most
devices under investigation do not behave linearly, they may even be destroyed at
higher voltages. If the sensitivity of thermographic investigations could be increased
by, say, two orders of magnitude to about 100µK, this would dramatically enhance
the range of application of thermography in electronic device testing. Another lim-
itation of steady-state thermography is due to the large heat conductivity especially
of silicon-based devices. The low thermal resistivity of silicon material is one of its
advantages for electronic power devices, since it enables an instant dissipation of
the generated heat into some heat sinks. On the other hand, this heat conductivity
also leads to an instant lateral dissipation of locally generated heat. Hence, even if
there are inhomogeneously distributed internal heat sources in silicon devices, their
temperature contrasts maywidely get “smeared out” under steady-state imaging con-
ditions. Finally, the different IR emissivity of different materials greatly obscures the
thermograms of inhomogeneous surfaces like that of integrated circuits.

Using lock-in thermography instead of the steady-state one enables a new quality
of investigating local heat sources in electronic devices. Both the detection limit and
the effective spatial resolution of thermographic investigations of electronic devices
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may improve by several orders ofmagnitude compared to steady-state thermography.
Moreover, lock-in thermography is much easier to apply than precision steady-state
thermography, since thermal drifts are no longer disturbing the measurement (or
may easily be compensated, see Sect. 4.2), and even stray light from the surrounding
does not disturb in most cases. Also the influence of the IR emissivity can easily
be compensated without any surface treatment by displaying the phase signal or the
“emissivity-corrected 0◦ signal”, as proposed in Sect. 4.5.2 and discussed in more
detail in Sects. 5.1 and 5.3. Finally, the quantitative evaluation of lock-in thermog-
raphy results is much more straightforward than that of steady-state thermography
results, since the sample usually can be regarded as adiabatic so that heat conduction
to the surrounding does no longer influence the result (see Sect. 4.1).

Therefore, lock-in thermography is already now a very advantageous tool in elec-
tronic device testing and failure analysis. This bookwaswritten to further facilitate the
introduction of lock-in thermography, which is already established in non-destructive
testing (NDT), into the field of electronic device testing. In this field, the technical
demands on the system are considerably different from that of NDT applications.
While for NDT an external sin-modulated heat source is used, lock-in thermography
on electronic devices uses the square-wave modulated internal heat generation of
the components due to their internal current flow. The aim of NDT is the detection
of inhomogeneities of the thermal parameters of the test objects or, in the case of
vibrothermography, the detection of load-induced stress or of ultrasonic-induced heat
sources. Lock-in thermography of electronic devices, on the other hand, is looking
for local internal heat sources within these devices. This internal heat generation
can be pulsed most easily by pulsing the supply voltage of the components, but
also more sophisticated triggering modes are possible (see Sects. 2.3 and 6.1). This
sophisticated triggering allows detailed functional investigations to be carried out,
which would be impossible by steady-state thermography. In general, the sensitivity
demands are much more striking for investigating electronic components than for
NDT.

In 2000 a new application of IR-thermography to solar wafers called Infrared
Lifetime Imaging (ILM, [13]) was published by Bail et al. This technique implies
homogeneous irradiation of near-infrared light for generating minority carriers in the
wafer. The local concentration of excess carriers is detected by the IR camera due to
their free carrier absorption/emission and utilized for displaying the local minority
carrier lifetime. The sensitivity of this technique was later considerably increased
by the implementation of lock-in techniques. The first publication of this imple-
mentation was called Carrier Density Imaging (CDI, [14]). Since both the versions
refer essentially to the same principle, we will in this book refer to this technique as
CDI/ILM. In the CDI/ILM technique the measured effect does not rely on tempera-
ture changes but rather on the changes of the free carrier concentration, this technique
may thus be called a “non-thermal” application of lock-in thermography. Later on
lock-in thermography implying near-infrared light irradiation was also applied to
solar cells [15, 16]. This technique is now referred to as “Illuminated Lock-In Ther-
mography” (ILIT, [17]). Both ILIT and CDI/ILM may be performed with one and
the same experimental setup and are described in this book.
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This book is intended to present todays state of the art of highly sensitive lock-in
thermography on electronic devices and materials. Meanwhile, a number of com-
mercial lock-in thermography systems are available [12, 18–28]. This book should
be useful for beginners and advanced users of these and similar systems, if electronic
devices or materials have to be tested. Since many of the topics dealt with in this
book are also interesting for NDT, like the newly introduced technique for temper-
ature drift compensation or a new approach to solve the inverse problem of lock-in
thermography, also the NDT community should benefit from this book. Especially,
however, it is intended for researchers and engineers involved in IC and other elec-
tronic component testing and in solar cell development, where lock-in thermography
is already now one of the standard test tools. Since the design philosophy of the
introduced systems is described in more detail, this book may also be helpful to
develop novel lock-in thermography systems.

In the following Chap.2, the basics of conventional (steady-state) infrared ther-
mography are reviewed, as well as the physical and technical basics for the lock-in
technique itself and for its application in lock-in thermography. Different strategies
to organize the timing of these measurements are introduced. It is discussed how
non-harmonic heating, which is usually applied for the diagnostics of electronic
components, affects the accuracy of the obtained results. A noise analysis of lock-in
thermography is presented, relating the noise properties of the infrared camera to
the noise level of the lock-in thermograms. Then, a simple calibration procedure for
lock-in thermography is proposed. Since until now amain application of lock-in ther-
mography is the investigation of solar cells, a special section describes the different
heat generation and consumption mechanisms, which are underlying the measured
temperature modulation in solar cells. In addition, the physical basics of lifetime
mapping in wafers by CDI/ILM are introduced. Chapter3 describes the experimen-
tal technique of thermographic methods. It starts with a general overview of the most
important steady-state and non-steady-state thermography techniques cited in the
literature. Then some presently existing commercial lock-in thermography systems
are briefly described and their features are compared. Different realizations of illu-
mination systems, which are necessary for both CDI/ILM and ILIT, are reported,
and the application of solid immersion lenses for improving the spatial resolution
of lock-in thermography down to 1µm is described. A special section deals with
the realization of CDI/ILM for lifetime mapping in solar wafers. Chapter4 presents
an overview of the theory of lock-in thermography on electronic devices. First, the
terms “thermally thin and thick samples” and “quasi-adiabatic measurement con-
ditions” are introduced, which are important for the quantitative interpretation of
lock-in thermography results. Then, a simple procedure is described which allows
one to compensate any lock-in thermography result for temperature drifts. Finally,
the propagation of thermal waves is theoretically evaluated, followed by instructions
how to interpret lock-in thermography results quantitatively. Based on these theoret-
ical findings and on general considerations, Chap. 5 gives some practical advice how
to find optimum imaging parameters for lock-in thermography and how to regard
the local emissivity of the devices. Here, a novel kind of presenting lock-in results
is discussed, which is especially advantageous for microscopic IC investigations.
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Moreover, the physics of the Peltier effect, which acts both at metal–semiconductor
contacts and at the p–n junction, is described and it is described how Joule-type
heating can be distinguished from the Peltier effect. Finally, a number of application
examples of lock-in thermography investigations of electronic devices and materials
is introduced in Chap.6. These examples demonstrate the great number of differ-
ent problems that can be addressed by different types of lock-in thermography in
failure analysis of ICs, in the characterization of solar cells and modules, and in
the evaluation of wafers for producing solar cells. In Sect. 6.2.4 lock-in thermogra-
phy is compared with luminescence imaging on solar cells, which is an alternative
and meanwhile very popular solar cell characterization method. As a most recent
application of lock-in thermography to electronic device characterization, Sect. 6.4
introduces results of spin-caloritronics investigations. Finally, in Chap. 7 a summary
and an outlook for possible future developments of this technique are given.



Chapter 2
Physical and Technical Basics

First, in Sect. 2.1 the general basics of infrared (IR) thermography are briefly
reviewed, which are also applicable to IR camera based lock-in thermography. In
Sect. 2.2, the principles of the lock-in technique itself and of its digital realization
are described. In Sect. 2.3, the two principal variants of lock-in thermography, which
are serially measuring systems and camera-based systems, are introduced and com-
pared. Different strategies to organize the timing of the lock-in correlation in relation
to the frame rate of the IR camera are described in Sect. 2.4. Section 2.5 discusses
the influence of non-harmonic (square wave) heat introduction, which is standard in
electronic device testing, in contrast to the harmonic (sin-shaped) heat introduction
mostly used in NDT. A detailed noise analysis is presented in Sect. 2.6, which relates
the noise properties of the temperature measurement system to the noise level of
the lock-in thermography result. Here, the “pixel related system noise density” is
introduced as a universal parameter describing the figure of merit of different lock-in
thermography systems. Section 2.7 deals with the problem of an easy and reliable
calibration of lock-in thermography measurement systems by using a resistively
heated test structure. In Sect. 2.8 the elementary processes in a solar cell with their
heat generation and transport properties are described, which is the physical base for
understanding lock-in thermography on solar cells. The detection of free carriers in
semiconductors by IR lock-in thermography is introduced in Sect. 2.9.

2.1 IR Thermography Basics

Section 3.1 will show that infrared (IR) thermography is by far not the only way
to measure surface temperature distributions. Nevertheless, it is maybe the most
elegant one, since it can be applied even to rough surfaces, and it can image the
sample from a certain distance without contacting the surface at all. It even may
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investigate structures at the backside of a silicon wafer by looking through the wafer
material, which is essentially transparent to the IR radiation. Most importantly, with
the availability of modern focal plane array IR cameras combining high sensitivity
with high frame rates, IR camera-based lock-in thermography systems have proven
to provide today’s best possible performances with respect to the detection sensitivity
within a limited measure time, which will be shown in Sect. 3.1. Thus, IR camera
based lock-in thermography systems have already shown to be very useful to test
electronic components. Therefore, in the following section the basic principles of
IR thermography will briefly be reviewed, which also hold good for IR lock-in
thermography.

If electromagnetic radiation (light) falls onto the surface of a specimen, three and
only three things possibly may happen with the irradiated light: It may be reflected
from the surface, it may be absorbed by the specimen, or it may be transmitted if the
specimen is totally or partly transparent to the light. The relative fractions of these
three processes to happen are described by the reflection coefficient or reflectance
ρ, the absorption coefficient or absorbance α, and the transmission coefficient or
transmittance τ . These three coefficients are usually wavelength-dependent and may
depend on the directional distribution of the irradiation. They are dimensionless, and
their sum is always unity. For an ideally reflecting specimen, ρ is unity, and α and
τ are zero, for a non-reflecting totally transparent specimen, τ is unity and α and
ρ are zero, and for a black body, α is unity, and ρ and τ are zero. Each body at
a finite temperature spontaneously emits electromagnetic radiation, which is called
thermal radiation. The magnitude Mλ (in units of Wm−2µm−1) is called the spectral
specific irradiation. It describes the electromagnetic power, which is irradiatedwithin
a differential wavelength range by a plane unit area into one half-space. The specific
irradiation of a black body as a function of the wavelength λ is given by Planck’s
law:

Mλ(T ) = 2π hc2

λ5

(
e

hc
λkT − 1

)−1
(2.1)

(h = Planck constant, c = velocity of light, k = Boltzmann constant, T = absolute
temperature in Kelvin). Figure 2.1 shows the spectral distribution of the specific irra-
diation of a black body for two temperatures near room temperature. The noticeable
room temperature radiation starts at 3µm, the maximum appears around 10µm, and
the radiation spreads to above 30 µm. For a real (not black) specimen, the thermal
emission also depends on optical properties of the specimen. Let us imagine a closed
volume with homogeneous optical properties of the walls at a certain temperature in
thermal equilibrium. Then the inner surface loses energy by thermal radiation, and it
absorbs energy by radiation absorption. Thus at anywavelength, each part of the inner
surface has to emit the same amount of radiation as it absorbs, otherwise the system
would not be in thermal equilibrium. This means that the probability of a surface to
emit radiation (the so-called emissivity ε) has to be equal to the absorption probabil-
ity α at this wavelength. This identity is known as Kirchhoff’s law. For an ideal black
body, α = ε = 1 holds, for real bodies ε is more or less smaller than 1. If within a
certain wavelength range the emissivity ε is < 1 but wavelength-independent, this
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Fig. 2.1 Black body radiation for room temperature (25 ◦C) and for 50 ◦C

specimen is called a “grey emitter”. If ε strongly depends on the wavelength, this
specimen is called a “selective emitter”. In order to obtain the specific irradiation of
a real body, (2.1) has to be multiplied by the wavelength-dependent emissivity ε(λ).

The dominant uncertainty in quantitative thermography is due to the fact that
the IR emissivity ε of the investigated object is often unknown and may even be
position-dependent. In order to determine the temperature of an object from the
thermal radiation, the emissivity in the detection range has to be known or measured
(see Sect. 5.3). Thus, though thermograms are usually scaled in ◦C, this scaling is
based on the assumption of a certain emissivity, which does not need to be correct.
Especially, reflecting objects like metallic surfaces usually show a low emissivity
due to their high reflectivity, and the radiation coming from these objects contains a
high amount of reflected light from the surrounding. This makes thermography on
highly reflecting objects especially difficult. A proven way to overcome this problem
is to cover the surface of these objects with a thin layer (e.g. a black paint), which
has a high emissivity within the sensitivity range of the camera.

Thermography was invented for imaging temperature distributions from certain
distances through the air. If there is any absorption of thermal radiation by the air, this
causes errors in thermographic T-measurements. In order to keep these errors small,
the wavelength range of a thermocamera has to be chosen so to avoid the dominant
absorption regions. Figure 2.2 shows the transmission of a typical wet atmosphere
as a function of the wavelength. The absorption is mostly due to water vapor and
CO2. In the interesting IR range between 3 and 30µm there are two wavelength
“windows” where the atmosphere is essentially transparent. The so-called “mid-
range” window is between 3 and 5µm, and the “long-range” window is above 8µm.
Thermocameras are usually supplied to work within one of these windows. The
residual absorption within these windows may be regarded in the software-based
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Fig. 2.2 Transmission of the atmosphere in the wavelength range between 0.2 and 14µm. This
measurement was done over a distance of 6000 ft (1250m) at 20 ◦C and 100% relative humidity [1]

scaling of modern IR cameras as a function of the distance, the temperature, and the
humidity. Note, however, that for Fig. 2.2 a large distance of 6000 ft (1250m) was
chosen. If lock-in thermography has to be performed on single electronic devices, the
typical imaging distances are well below 1m. Even in the range between 5 and 8µm
the transmission of wet air over a distance of 30cm is still above 80%. Hence, for
this special application the sensitivity range of IR cameras might also reach into this
range, which would be advantageous in achieving a higher sensitivity. Unfortunately,
today’s highly sensitive IR cameras generally are still working in only one of these
windows and do not use the spectral range between 5 and 8µm. The spectral range of
mid-range and long-range thermocameras is often artificially cut below 3 and 8µm,
respectively, using an optical filter.

The major inaccuracy of radiometric temperature measurements arises from the
uncertainty in knowing ε and from the influence of reflected light. Fortunately,
reflected light disturbs lock-in thermography only slightly, since this is an AC mea-
surement. Though, in principle, also the reflection coefficient may be temperature-
dependent, it can be assumed to be constant within the small temperature fluctuations
appearing in lock-in thermography. Thus, reflected light contributes a constant addi-
tive component to the thermographic images, which is effectively cancelled by the
lock-in process if it does not include frequency components near the lock-in fre-
quency (see Sects. 2.2 and 2.3). Therefore lock-in thermography usually does not
require any shading of the imaging scene, and persons may move around the mea-
surement set-up, which may be disturbing in standard thermography. Only for low
lock-in frequencies around or below 1Hz, the light reflected from a laboratory sur-
rounding contains frequency components near the lock-in frequency, which may
affect also a lock-in thermography measurement.

Some remarks should follow as to the different types of thermocameras. The clas-
sical thermocameras, which are no more available, were actually serially working.
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Hence, they contained only one highly sensitive IR detector and a mechanical mirror
scanner system, which successively leads the light pixel by pixel from the imaged
scene to the detector. The actual IR detector was a quantum detector (photodiode
type), usually liquid nitrogen cooled and made from InSb (indium-antimonide) or
HgCdTe (mercury-cadmium-telluride, MCT). InSb detectors are only sensitive in
the mid-range spectrum (3–5µm), whereas MCT detectors may be designed to work
either in the mid-range or in the long-range one (8–10µm).

All modern thermocameras are so-called “staring” or focal plane array (FPA)
cameras [12], usually having quartz-stabilized frame rates. Just like the well-known
silicon-based CCD cameras working in the visible range, these FPA cameras employ
a 2-dimensional array of IR-detectors, which is positioned in the focal plane of the
IR optics. However, this focal plane array has to be made from a material like InSb
or MCT, which is sensitive in the infrared range. Each photodiode of this detector
array has to be electrically connected with one readout channel of a separate silicon
readout-chip attached to the detector chip, which is technologically very demanding.
These detectors have to be cooled to about liquid nitrogen temperature (<80K),
which is done today mostly by using Stirling coolers. Also thermocameras based
on a Quantum Well Infrared Photodetectors (QWIP) on a GaAs wafer are available,
which are not quantum detectors but rather photoconductors [29]. Their sensitivity
is slightly below that of InSb or MCT detectors, and their frame rate is lower. In the
past also, detectors based on platinum-silicide Schottky diodes on a silicon wafer
were used, but they also have disappeared from the market. A good overview on new
concepts in infrared photodetector designs is given in [30].

Today’s most popular thermocameras are uncooled cameras, which are based on
an array of thin film thermoresistors on free-lying membranes on an Si-chip. These
so-called microbolometer cameras are sensitive in the long IR range. They are about
a factor of 2–4 less sensitive than cooled quantum detector cameras and operate at a
frame rate between 30 and 60Hz, but they are much cheaper than any cooled detector
camera. In cases where an ultimate detection sensitivity is not needed, they can also
be used for lock-in thermography [25].

Another important aspect is the frame rate of the camera. As the noise analysis
in Sect. 2.6 will show, a high frame rate is desirable for attaining a high detection
sensitivity. In this respect, the long range MCT FPAs are optimum of all, since they
reach their sensitivity of about 20–30mK at a frame integration time of only about
200µs. The frame integration time is the time where “the shutter of the camera is
opened”. Of course, modern FPA cameras do not have a mechanical shutter anymore
but an electronic one, which governs the exposure time when photons are captured.
Depending on the object temperature and on the properties of the objective, there
is an optimum integration time for each measurement. The signal-to-noise ratio of
the camera increases with the square root of the integration time. Hence, if the inte-
gration time is chosen too low, the camera noise increases. On the other hand, if
the integration time is chosen too large, the storage capacitors of the readout circuit
get saturated, hence the pixel readout values do not depend on the object tempera-
ture anymore. This has to be avoided, of course. In older FPA cameras the moment
of exposure was dependent on the image position, hence different pixels were not
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only read-out sequentially but also exposed to the light sequentially. This operation
mode was called “rolling frame mode”. Modern FPA cameras are working mostly
in “snapshot mode”, hence all pixels are exposed to the light at the same time. This,
however, does only hold for cooled quantum detector cameras but not for the popular
uncooled microbolometer cameras, which usually still work in rolling frame mode.
In the past, only one capacitor per image pixel was used in the read-out circuit to store
the collected charges of this pixel. Here the readout process started after the exposure
period (“integrate-then-read”, ITR-mode), hence the minimum frame period was the
sum of the frame integration time and the readout time. Newer IR-cameras contain
two storage capacitors per pixel and may charge-up one of them while the other is
read-out (“integrate-while-read”, IWR-mode). In these cameras the maximum pos-
sible frame rate may be close to the inverse of the frame integration time. Thus, long
range cameras, needing an integration time of only 200µs for achieving optimum
signal-to-noise ratio at room temperature, could reach a frame rate of about 5kHz.
In practice, however, the readout circuit still limits the maximum full frame rate to
values between 100 and 800Hz. The readout speed is given in units of megapixel per
second. Hence, the larger the array, the harder is it to reach high frame rates. However,
if only some part of the detector is used (sub-frame modus), depending on the size of
the sub-frame, the attainable frame rates may reach several kilohertz. It can be hoped
that the speed of readout circuits will further increase in future. The InSb and MCT
mid range FPAs need a frame integration time of about 1–2ms to reach their best sen-
sitivity at room temperature of 20–25mK. Thus, they can be used up to a frame rate of
about 500Hz, which is within the possibilities of modern readout circuits. Uncooled
IR cameras show a frame rate of only 30–60Hz, hence also for this reason they are
less appropriate to achieve highest detection sensitivity (see Sect. 2.6). Regarding
the spectral distribution of the thermal radiation given in Fig. 2.1, one could assume
that the sensitivity of cameras in the long-range should generally exceed that in the
mid-range. However, the practically obtained signal-to-noise ratio depends not only
on the flow rate of received photons but also on the noise properties, on the quantum
yield, and on the sensitive area of one pixel (pitch size) of the detector elements as
well as on the noise parameters of the readout electronics. Also, the relative change
of the photon flux with temperature plays a role, which is larger in the mid-range
than in the long-range. Altogether, mid-range cameras usually show an even some-
what higher nominal sensitivity at room temperature than long-range ones [12]. If
microscopic investigations have to be made, like failure analysis on ICs, mid-range
cameras are preferred, since they provide a better diffraction-limited spatial reso-
lution, see Sect. 3.4. Thus, the choice of the optimum thermocamera for a certain
application depends on many factors, which here could be discussed only briefly.

It should be mentioned that compared to the old scanner cameras the highly sen-
sitive Focal Plane Array cameras may have special problems: As a rule, not all pixels
of an array are operative. Some of them show strongly outrunning properties, some
of them are totally insensitive, and some of them are “flickering”. Usually, also the
scatter of the light conversion parameters (gain and offset) of the nominally operative
pixels is so large that the raw image from such a camera looks very poor. Note that
monocrystals of the III–V compounds InSb and HgCdTe (MCT), which the most
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sensitive FPAs are made from, cannot be grown as perfectly as monocrystalline sil-
icon crystals can be made. Fortunately, these problems can be solved using digital
technology. All modern FPA cameras are digital ones, hence their originally analog
video signal is digitized and further processed as a stream of data within the camera
via digital signal processors (DSPs). In the so-called two-point calibration procedure,
both the gain and the offset of each pixel are software corrected on-line to yield the
correct temperature values. In some systems the user can gain the data necessary
for the two-point calibration procedure by imaging a homogeneous black body at
two different temperatures in the interesting temperature range. Independently, he
can easily make an offset correction procedure by imaging any homogeneous object
at any temperature. Instead of using a black body, the simplest way to perform the
calibration procedure is the following: First cover the objective with a homogeneous
object at room temperature, like the plastic lens cap or a sheet of paper, for creating a
homogeneous room temperature image and make the first image, which corresponds
to room temperature (typically 25 ◦C). Then cover the objective with the heel of your
hand (without touching the lens!) and make the second image, which corresponds
to the temperature of your hand (approximately 35 ◦C). If not high accuracy mea-
surements have to be performed, the accuracy of this procedure is sufficient. Note
that the IR emissivity of the human skin is close to 1, and objects directly in front of
the lens, lying far outside of the lens focus, appear very blurred. Hence, even if your
hand shows a somewhat inhomogeneous temperature distribution, this will average
out across the whole area. If even after this calibration procedure the image quality
is not good enough, this is often an indication that the frame integration time was
chosen too large, so that the storage capacitors were already saturated at the higher
temperature. Note that the data for the image correction depend on both frame rate
and frame integration time of the camera. The DSP of the camera can also replace
missing pixels by the content of one or several neighboring pixels on-line, so that
the final image looks defect-free. The data necessary for a bad-pixel correction are
usually given by the manufacturer of the camera. More sophisticated digital cameras
used for standard thermography also allow one to correct the image on-line for dif-
ferent emissivities, atmospheric absorption (depending on distance, humidity, and
temperature), and reflected apparent temperature, as well as to regard the non-linear
dependence of the IR irradiation of the temperature according to Planck’s law (2.1).
Uncooled thermocameras are usually equipped with a thermostatted internal black
body to provide automatic temperature calibration. Note that this calibration proce-
dure, which is automatically performed every few 60 s, may disturb the capturing of
a LIT measurement. All these corrections can usually only be made for the whole
image field. For lock-in thermography on electronic devices, however, only the emis-
sivity correction might be interesting, since the absolute temperature reading does
not influence the result, the temperature modulations hardly exceed some K, and
the objects are usually imaged from a short distance. Details of the local emissivity
correction procedure will be described in Sect. 5.3.

Let us finally mention the so-called “Narcissus effect”, which is well known to
every experienced thermographer. Narcissus was the man in Greek mythology who
fell in lovewith his ownmirror image. In thermography theNarcissus effect describes
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the black spot which is visible whenever a cooled thermocamera is directed to a flat
reflective surface where it “sees itself”. Since the interior of the camera is cooled and
the objective is transparent to the detected IR radiation, the image of the objective
of an IR camera in operation detects a cool object. The farer away the mirror is the
smaller becomes the dark spot and vice versa. In a microscope objective where the
object is very close, the dark spot usually occupies the whole image field. Then the
influence of reflected light from the surrounding is very small, which simplifies the
emissivity correction of microscopic IR images (see Sect. 5.3). Since the Narcissus
effect is a steady-state phenomenon, it only affects the topography image but not any
lock-in thermography result. It can be avoided by slightly inclining a plane object
from the normal orientation. Then the dark spot is lying outside of the image field,
but this may go at the expense of the image sharpness in the edge regions.

2.2 The Lock-in Principle and Its Digital Realization

The lock-in principle is the technique of choice, if signals have to be extracted from
statistical noise. Prerequisite to using this technique is that the primary signal (before
the detection and the first amplification stage!), can be periodically pulsed or anyhow
else amplitude-modulatedwith a certain frequency called “lock-in frequency” flock-in.
In some cases, this modulation is part of the experiment, e.g. in cyclical mechanical
loading experiments. If any kind of light causes the primary signal as, e.g., in light
absorption experiments, mechanical chopping of the light beam or simply switching
the light on and off are convenient means to produce an amplitude-modulated signal.
The most elegant method to produce an amplitude-modulated signal is given if the
signal generation itself can be controlled electronically. This usually occurs in the
functional diagnostics of electronic components if the generated heat is our primary
signal. In the simplest case, the heat generation can be modulated by simply pulsing
the supply voltage of the tested component. Other more sophisticated triggering
modes will be discussed at the end of Sect. 2.3.

The aim of the lock-in principle is to evaluate only the oscillating “alternating
current” (AC) part of the detected signal. The classical way of converting an AC
signal into a “direct current” (DC) one is to rectify it via some diodes. In a full-
wave rectifier, the negative part of a signal is converted into a positive one and then
passed by some diodes. The positive part is directly passed by other diodes. Hence,
the momentary sign of the AC signal itself controls whether the signal is passed by
directly, or inverted. If this procedure is performed with a noisy signal, also the noise
is rectified, therefore the noise share contributes to the output signal. In order to
suppress the noise, the signal before rectification can be fed through an appropriate
small-band amplifier, with its center frequency matched to the signal frequency. This
measure already improves the signal-to-noise ratio at the output. Nevertheless, also
the small-band noise at the modulation frequency makes a positive contribution after
conventional rectification, if its intensity is strong enough.
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Fig. 2.3 Schematic of an analog wide-band lock-in correlation procedure

In the lock-in process, the condition whether the signal is passed by directly or
inverted, is not controlled by the sign of the AC signal itself but rather by a noise-free
reference AC signal, which is derived from the signal generation process. Figure 2.3
illustrates this procedure. Here, the signal generation process is symbolized by a
black box delivering the (noisy) signal of interest and a (noise-free) reference signal.
It is irrelevant whether a free-running oscillator controls both the primary signal
and the reference signal, or whether the periodic signal generation process is free-
running and the reference signal comes from the signal generation process. The
dashed circles symbolize different typical signal shapes in different positions of
the circuit. The actual rectification is performed here via an electronically controlled
switch, which connects alternatively the inverted or not inverted signals to the output.
Thus, if the reference signal is symmetric (positive period equals the negative one),
any DC component of the signal is perfectly suppressed by the lock-in process. If
the phase of the detected (beneficial) signal coincides with the reference phase, the
lock-in procedure behaves to the beneficial signal like an ordinary signal rectification
process. Hence, the beneficial AC signal is correctly rectified by the lock-in process,
leading to a positive DC signal at the output. If the phase of the beneficial signal
does not coincide with that of the reference signal, both phase positions have to be
matched by inserting a phase shifter in the reference path to get the correct signal
retrieval. This phase shifter provides a controlled time delay of the reference signal.

The crucial point of the lock-in process is that statistical noise remains statistical
even after the rectification process, since it is not correlated with the reference signal.
If there are noise components near the reference frequency, after the lock-in proce-
dure they produce another noise signal which, however, has the average value of zero.
Therefore, at the final integration stage, which averages the output signal over a cer-
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tain integration time, this noise averages out and only the beneficial signal passes as a
DC signal. The longer the integration time, themore efficient is the noise suppression
effect, but the longer is the response time for the beneficial signal. In this way it is
possible to separate periodic signals, which are embedded in noise being orders of
magnitude above the signal level, from the noise. Effectively, the lock-in procedure
presents a frequency conversion of the noisy measured signal with the noise-free
reference signal towards DC, where the integration time is inversely proportional to
the output bandwidth and thus to the effective detection bandwidth. If the integration
stage is a simple RC element, which shows an exponential response characteristic,
one speaks of exponential averaging. Averaging the output over a well-defined inte-
gration time tint is called linear averaging. Linear averaging, which can be performed
most easily in digital lock-in correlation (see below), has the advantage that there
is no cross talk between successive measurements. Choosing the integration time
always represents a compromise between the degree of noise suppression and the
bandwidth of the output signal.

Mathematically, the lock-in signal treatment (usually called lock-in correlation
procedure) can be described as a multiplication of the detected signal F(t) by a
correlation function K (t), which is a symmetric square wave function for the case
shown in Fig. 2.3. Here, for linear averaging over a certain integration time tint, the
output signal S can be written as

S = 1

tint

tint∫

0

F(t)K (t) dt with K (t) =
{+1 (first half period)
−1 (second half period)

(2.2)

If K (t) is symmetric and if a complete number of periods falls into the integration
time, the averaged value of K (t) itself is exactly zero, hence (2.2) provides a perfect
suppression of any DC part of the signal F(t).

Digital lock-in correlation uses anAnalog-Digital-Converter (ADC) to digitize the
input signal F(t) leading to a set of numbers Fk . Then the whole lock-in correlation
procedure is performed numerically. Hence, also the correlation function K (t) has
to be replaced by a set of numbers Kk , and (2.2) has to be replaced by a sum. These
numbers are also called “weighting factors”. They may be positive and negative,
and for obtaining an efficient DC-suppression their total sum has to be zero. In most
lock-in thermography applications the weighting factors follow not a square function
as shown in Fig. 2.3 but rather a harmonic function (see below). The digital lock-in
correlation procedure consists in averaging the product of the measured values Fk
and a set of weighting factors Kk up to the total number of measured values M :

S = 1

M

M∑
k=1

FkKk (2.3)

There are two strategies of performing a digital lock-in correlation: on-line corre-
lation (evaluating the data during the measurement) and off-line correlation (all data
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are stored and correlated after the measurement). The weighted sum in (2.3) can be
summed up during the measurement, but this “standard lock-in correlation” is not
the only possible digital correlation technique. Krapez [31] has reviewed different
digital signal correlation techniques. Of these the Least Squares Method and also
the Fast Fourier Method used e.g. by Kaminski et al. [32] have to be performed
off-line, since for them all data have to be available prior to the calculation. It is
without question that for long integration times and high sampling rates, the storing
of all data needs a lot of storage capacity, and the off-line evaluation may become
a serious time factor of the whole measurement procedure. This is especially true
for lock-in thermography, where whole images have to be stored. Since within the
scope of this book we are most interested in highly sensitive measurements requiring
a large amount of averaging, in the following we will consider only standard lock-in
correlation, which may be performed on-line.

Note that the (usually equidistant) digitizing or sampling events and the periodic
lock-in correlation do not necessarily have to be synchronized. In some cases, a syn-
chronization of the digitizationwith the experiment is complicated or even impossible
tomanage. This may hold, e.g., for thermo-elastic investigations, where the sample is
treated by a free-running machine independently of the digitizing events. In the fol-
lowing, we will speak of “asynchronous correlation” whenever the lock-in frequency
and the sampling rate are not synchronized to each other. It is even possible that the
sampling rate is lower than the lock-in frequency. This so-called “undersampling”
technique as well as different strategies to organize the timing of lock-in thermogra-
phy systems will be discussed in detail in Sect. 2.4. Krapez [31] has evaluated some
problems connected with a non-synchronized lock-in frequency. For example, in the
case of undersampling, there are some “forbidden” lock-in frequencies, which would
interfere with the sampling frequency. Under non-synchronous conditions, due to the
usually incomplete number of lock-in periods in one measurement, the DC rejec-
tion of the lock-in process may not be perfect. Moreover, any frequency drift and
phase jitter of both experiment and camera may cause additional noise. Generally,
synchronizing the digitizing rate and the lock-in frequency avoids these problems.
Synchronous correlation should therefore be preferred, if technically possible. For
the functional diagnostics of electronic components this should always be possible,
as electronic components can be triggered via an external signal deduced from the
frame trigger of the camera. The main results of Krapez [31] were that more sophis-
ticated correlation methods are advantageous over the standard lock-in method only
for a small number of lock-in periods, and if the noise level is below the resolution
of the ADC.

In this section, we always assume synchronization of the lock-in frequency and the
digitizing events. Hence, we assume a fixed number of digitizing events n (samples)
per lock-in period (which has to be n ≥ 4, see below), and the weighting factors Kk

in (2.3) are the same in each lock-in period. If the measurement is averaged over N
lock-in periods, the digital lock-in correlation for a synchronous correlation is given
by the sum:
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S = 1

nN

N∑
i=1

n∑
j=1

K j Fi, j (2.4)

For function-theoretical reasons, the correlation function optimum to achieve the
best signal-to-noise ratio would be the shape of the expected signal. For square wave
powermodulation thiswould be the symmetric square function of (2.2).An especially
advantageous correlation function, however, is the harmonic (sine or cosine) function.
This kind of lock-in correlation is called sin/cos or narrow-band correlation, whereas
the square-wave correlation shown in Fig. 2.3 is calledwide-band correlation. Typical
of the narrow-band correlation is that it evaluates only to the basic harmonic of the
signal, which usually carries the dominant information, whereas higher harmonics
are suppressed. Electronically, the narrow-band correlation can be realized either by
narrowing the bandwidth of the detected signal prior to the correlation, or by using
a sine signal as the reference and an analog multiplier instead of the switches in
Fig. 2.3. For the digital lock-in correlation, narrow-band correlation can be realized
also either by narrowing the bandwidth of the detected signal or by using the values of
a harmonic function for K j in (2.4). The decisive advantage of the sin/cos correlation
is that it allows one to exactly consider the phase of the signal after the measurement
(off-line), if the two-channel correlation is used. Two-channel correlation means that
there are two sets of weighting factors K j , one approximating the sine function and
the other one approximating the cosine one. The correlation is performed twice in
parallel with these two sets of weighting factors. Then the first channel measures
the component of the signal in-phase with the sin-function, and the other channel
measures the component in-phase with the cos-function, which is 90◦ phase-shifted
to the sin-function. Let us assume that the amplitude of the detected signal is A and
its phase (referring to the sin-function) is Φ. Using the addition theorem for the
sin-function we get:

F(t) = A sin(2π flock-in t + Φ) (2.5)

= A sin(2π flock-in t) cosΦ + A cos(2π flock-int) sinΦ

If this is inserted into (2.2) with K 0◦
(t) = 2 sin(2π flock-int) and K 90◦

(t) =
2 cos(2π flock-int) (the factor 2 has to be added to get the correct amplitude), the
result of the two correlations over a complete number of periods is:

S0
◦ = A cos(Φ) S90

◦ = A sin(Φ) (2.6)

Exactly the same result is obtained for any even n ≥ 4, if instead of the integral
representation (2.2) the sum representation (2.4) is used for the correlation with K j

being the (doubled) values of the sin and the cos-functions.

K 0◦
j = 2 sin

(
2π( j − 1)

n

)
K 90◦

j = 2 cos

(
2π( j − 1)

n

)
(2.7)
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Since the summation in (2.4) goes from 1 to n, j has been lowered by 1 in (2.7)
to ensure that the first weighting factor corresponds exactly to a phase position of 0◦.
S0

◦
and S90

◦
are usually called the in-phase signal and the quadrature signal. Both

signals may be either positive or negative. A negative 0◦-signal points to the presence
of a signal component 180◦ phase shifted to the reference, and a negative 90◦-signal
indicates a 270◦ or −90◦ signal component. The phase-independent amplitude A
(which is always positive) and the signal phase Φ can easily be retrieved from the
two results S0

◦
and S90

◦
:

A =
√

(S0◦
)
2 + (S90◦

)2 (2.8)

Φ = arctan

(
S90

◦

S0◦

) (−180◦ if S0
◦
is negative

)

The second term in formula (2.8) for Φ means that an amount of 180◦ has to
be subtracted only if S0

◦
is negative. This measure makes the procedure “quadrant

correct”, since the arctan-function repeats twice within a whole period of 360◦.
Knowing A and Φ allows one not only to retrieve the in-phase and the quadrature
component using (2.6) but also to construct the component of the signal modulation
in any phase position Φ ′:

SΦ ′ = A cos(Φ ′ − Φ) (2.9)

This situation is illustrated in the complex vector representation of the phase
relations occurring in the lock-in process shown in Fig. 2.4. Here, the phase of the
reference signal (0◦) is the X-axis representing the real part Re.

Note that the phase of the cos-function is in advance to that of the sin-function by
90◦. In lock-in thermography, however, the surface temperature signals are at best
in phase with the periodic power modulation, usually they are more or less delayed.
This means that the 90◦-signal S90◦

will be essentially negative. In order to have both
the in-phase and the quadrature signal essentially positive, the−cos-function should
be used instead of the +cos one in the quadrature channel.

Fig. 2.4 Complex vector
representation of the phase
relations in the two-channel
lock-in process and in
retrieving an arbitrary phase
component SΦ ′
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K 0◦
j = 2 sin

(
2π( j − 1)

n

)
K−90◦

j = − 2 cos

(
2π( j − 1)

n

)
(2.10)

Then, the amplitude and the phase are:

A =
√

(S0◦
)
2 + (S−90◦

)2 (2.11)

Φ = arctan

(−S−90◦

S0◦

) (−180◦ if S0
◦
is negative

)

Throughout this book we will use this definition for the quadrature signal. It will
be shown in Sect. 4.5.2 that in some cases, the −45◦ phase component of the signal
is needed. Applying the addition theorem to (2.9) using Φ ′ = −45◦ and regarding
(2.6) leads to the following expression for the −45◦ phase component:

S−45◦ = 1√
2

(
S0

◦ + S−90◦)
(2.12)

For a fixed sampling rate fs the lock-in frequency is given by the number of
samples per lock-in period n:

flock-in = fs
n

(2.13)

Synchronization of lock-in and sampling frequency means that the number of
samples per lock-in period n is an integer. According to the sampling theorem we
need at least two samples per period, andwe have to do this twice each period in order
to get the in-phase and the quadrature signal. Thus, the minimum possible number of
samples per period n is 4, if the two-phase lock-in correlation should be applied. For
a fixed maximum sampling rate fs, this sets an upper limit to the lock-in frequency:

flock-in ≤ fs
4

(2.14)

If only 4 signal values are measured within each lock-in period, we will speak of
“4-point” correlation. In this case, according to (2.10) the values of the weighting
factors K j are the doubled values of both the sin-function and the −cos-function
of 0◦, 90◦, 180◦, and 270◦, respectively. Hence, for the 4-point correlation the two
correlation vectors are K 0◦

j = (0, 2, 0,−2) and K−90◦
j = (−2, 0, 2, 0). For a larger

number of samples per period the correlation vectors have to be calculated according
to (2.10) and the lock-in frequency becomes (2.13).

The higher the number of samples per lock-in period, the more exactly does the
sum (2.4) approximate the integral (2.2). Of course, for only 4 samples per period
(4-point correlation, maximum possible lock-in frequency) the sine- and cosine-
functions are only poorly approximated. Hence, for this case also (2.6–2.11), which
are based on continuous signals, only approximately hold. Thus, in order to preserve
the small-band lock-in correlation, the heat signal should actually be harmonic in
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this case. In serially measuring systems (see Sect. 2.3) this can be managed easily
by introducing a band pass filter in the signal path before the ADC. In camera-
based systems, however, it is not possible to introduce a filter. Here, the small band
correlation may be guaranteed by ensuring that the heat introduction itself is har-
monic. This is the reason why harmonic heat introduction is commonly used in
NDT [2]. Note that in the early days of NDT in the mid-1990s the computation
power was still limited. At that time, for reducing the numeric expense of the cor-
relation procedure, for low lock-in frequencies the digitizing results were averaged
over four equidistant periods within each lock-in period. These four averaged values
were correlated according to the 4-point correlation procedure described above. In
this so-called “4-bucket method” [31] the correlation function also contains higher
harmonics, leading to the demand for harmonic heat introduction in NDT. However,
for testing electronic devices, the harmonic introduction of heat is seldom manage-
able, since in most cases a component has to be tested under well-defined biasing
conditions. Hence, usually a certain supply voltage simply has to be switched on and
off, leading to a square-wave function of the heat introduction. Possible errors caused
by this non-harmonic heat introduction are estimated and discussed in Sect. 2.5. It
has been tried by several authors to perform lock-in thermography by applying only
a weak modulation to an essentially constant sample bias. In this case the lock-in
thermography signal is proportional to the derivative of the locally dissipated power
to the bias, see e.g. [15]. However, it has been found that this measure only degrades
the signal-to-noise ratio without providing significant advantages. In the case of IC
failure analysis it may be necessary, for preserving a certain logical condition of
the device, to modulate the bias between two values, see Sect. 6.1. In Sect. 6.2.2.5.
another application of this differential modulation technique to solar cells and mod-
ules is described.

The procedure (2.4) using the weighting factors (2.10) is mathematically called a
discrete Fourier transformation [33, 34]. It calculates the complex Fourier component
at one single frequency flock-in = fs/n of the measured function Fi, j . Alternatively,
for all measured data Fm also the so-called fast Fourier transform (FFT) procedure
can be applied. In simplest form this procedure requires a total number of measure-
ments of M = 2i , i being an integer, but also variants working with arbitrary data
format are available [33]. It calculates all Fourier components of this data vector,
which belong to the frequencies f1 = fs/M ; f2 = 2 fs/M, etc. up to the Nyquist
frequency fs/2 (see Sect. 2.4). So FFT provides a complete harmonic analysis of a
signal. The result of this analysis is a vector of complex numbers of length M/2
plus the average value. If the data values are real numbers, the imaginary part of the
last element belonging to the frequency fs/2 is always zero. This is due to the fact
that, with only two samples per period, no two-phase correlation can be performed,
see (2.14). Thus, the total number of meaningful values (including the mean value)
is M , as can be expected from a mathematical transformation. Of course, this anal-
ysis is mathematically more demanding than the discrete Fourier transformation,
but the special FFT algorithm is much less demanding than performing all discrete
transformations separately. For M = 2i values per data vector the expense increases
only proportional to M ∗ i and not to M2, as for the discrete Fourier transformation.
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Hence, the larger the data files the more advantageous is the FFT method. If the
measured signal contains only white noise, all Fourier components, which may be
positive or negative, should appear with the same average magnitude. However, if
it contains harmonic signal components, at the frequencies of these signals peaks
appear which represent the magnitudes of the corresponding harmonic components.
Just as for the discrete Fourier transformation result in (2.11), the two complex com-
ponents can be combined to an amplitude, which is always positive, and a phase
signal of the corresponding frequency. If the lock-in frequency does not exactly
match one of the Fourier frequencies fm, the amplitude values of both neighboring
Fourier frequencies have to be evaluated. In this case, the procedure is equivalent
to the asynchronous discrete Fourier transformation (asynchronous correlation, see
Sect. 2.4). Also the FFT procedure is very popular to extract harmonic signals from
statistical noise. If it is used in ameasurement setup, this procedure has the advantage
to the discrete Fourier transform that it does not need any synchronization between
the data sampling and the modulation of the signal. Hence, for a series of measure-
ments the harmonic analysis can be made by FFT after the measurement. The basic
limitation of this procedure for lock-in thermography is that it cannot be evaluated
on-line (parallel to the measurement, see Sect. 2.3) since all data must be present
at once to be evaluated. Thus, in a lock-in thermography measurement all images
would have to be stored, which is impractical for long lastingmeasurements. Another
limitation is that the phase signal, which is very important in electronic device test-
ing, is only meaningful if the excitation pulses are synchronized to the measurement
events. This condition cancels the above-mentioned main advantage of no needed
synchronization procedure. For these reasons, though FFT-based signal correlation
is widely used in non-destructive testing, it is not further considered in this book
concentrating on electronic device testing.

Another possibility which is not considered here is lock-in detection of higher
harmonics. It will be demonstrated in Sect. 2.5 that, even if square-pulse excitation is
applied, the basic information of lock-in thermography is lying in the basic harmonic.
Higher harmonic detectionwith harmonic excitation is often used for detecting a non-
linear response to an excitation action. In non-destructive testing, for example, second
harmonic detection has been used for detecting plastic deformation by vibrothermog-
raphy [8, 35]. Second harmonic detection has been used also by Grauby and Forget
[36] for distinguishing resistive from Peltier effects in microelectronic devices under
harmonic load. In this case a symmetric sin-signal was applied to the resistive object,
which is not useful for most electronic devices. We will show in Sect. 5.4 that these
two components can also easily be distinguished with asymmetric square-pulse exci-
tation and basic harmonic detection. AlsoAltes et al. [37] have used second harmonic
detection under harmonic load in resistive probe-based scanning thermal microscopy
for measuring temperature modulation, and third harmonic detection for the deter-
mination of thermal conductivity. Also here, if asymmetric square-pulsed excitation
would have been used, basic harmonic detection would have been optimum for tem-
perature modulation measurement, and IR-based lock-in thermography is anyway
not feasible for performing thermal conductivity measurements. Therefore, higher
harmonic detection will not be considered anymore in the following.
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2.3 Lock-in Thermography

All considerations made up to now apply to any lock-in detection system. Lock-in
thermography means that the heat in an extended sample is generated periodically
and the lock-in correlation process described in the previous section is applied to the
temperature signal of each pixel of an image of the surface of the sample under inves-
tigation. So lock-in thermography is a kind of active thermography since the sample
is actively influenced during the observation [2]. Since the phase of the detected
surface temperature modulation may depend on the lateral position, as a rule lock-in
thermography uses the two-channel (in-phase and quadrature) lock-in correlation.
Following to the previous considerations, the result of a lock-in thermography inves-
tigation may be displayed in different ways. The results of the in-phase correlation of
all image positions yield the in-phase image (or 0◦ image), and that of the quadrature
correlation yield the quadrature image (or −90◦ image). These two images, as well
as images of other phase components, are called “single phase images” or “complex
images” since they represent a certain direction in the complex data plane, see Fig.
2.4. Alternatively, these two images can be used to calculate the phase-independent
amplitude image and the phase one if (2.11) is applied to all image positions. With
these two images, the image of any phase component of the temperature modulation
can be calculated, using (2.9) for all image positions, or systematic phase errors of
the detection system can be corrected. Moreover, it is always useful to have a topog-
raphy or live image in order to enable some orientation on the surface of the sample.
In Chap.5 (Measurement Strategies) we will discuss and demonstrate which of the
different possible images is most appropriate to visualize different signal features.

In principle, performing lock-in thermography would require the parallel oper-
ation of one two-phase lock-in detection system for each pixel of an image. Of
course, this can no longer be managed physically using analog electronics as shown
in Fig. 2.3. This procedure, however, may be converted into a serial procedure. There
are two essentially different approaches to perform lock-in thermography: 1. seri-
ally probing systems and 2. camera-based systems. In serially probing systems, a
T-detector is successively scanned across the sample surface, and in each position a
number of lock-in periods are measured and evaluated by a computer. In this proce-
dure only one lock-in correlator is used, hence here either digital correlation or even
classical analog correlation can be used. Figure 2.5 shows the general scheme of a
serially measuring lock-in thermography system for investigating electronic compo-
nents. The box called “signal conditioning” represents any kind of converting the
temperature signal into a voltage including optional signal filtering. It is obvious that
the time efficiency of serial systems is generally very poor, since always only one of
many pixels can be probed at any time. For the classical digital lock-in correlation the
maximum possible lock-in frequency is given by (2.14). Since the measurement time
in each image position has to be at least one lock-in period (undersampling does not
imply any advantage for serially probing systems), theminimum possible acquisition
time for an image of X × Y pixel is tmin

acq = XY/ flock-in. As the following chapters
will show, from a technical point of view, in many cases the highest possible lock-in
frequency cannot be applied in practice because of sensitivity limitations, hence a
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Fig. 2.5 Schematic of a serially probing lock-in thermography system for investigating electronic
components. The temperature probing may be either contacting or non-contacting (see Sect. 3.1).
Either the sample or the T-probe may be mechanically scanned. The frequency generator and the
lock-in correlator may or may not be part of the computer system

lower lock-in frequency has to be used. For the same reason, it is mostly necessary to
average over a number of lock-in periods. Thus, since at least 100 × 100 pixels are
needed to form a meaningful image, serially measuring lock-in thermography sys-
tems often require measurement times of several hours to tens of hours (see Chap. 3).
The major advantage of serially probing systems is that they are simpler to realize
and therefore cheaper than camera-based systems. Moreover, in some cases (e.g.
AFM probing) they provide a better spatial resolution than camera-based system do.

In camera-based systems, a camera is running with a certain frame rate ffr, con-
verting the whole 2-dimensional surface temperature distribution into an image con-
taining the temperature information. This frame rate corresponds to the sampling
rate fs discussed in the previous section, except that the result of each camera mea-
surement is a 2-dimensional array of T -data for the whole image at once. Thus,
the lock-in correlation according to (2.4) has to be performed with all image data,
which can be managed only digitally using a frame grabber and sufficiently high
computation power.

As any lock-in measurement, lock-in thermography may be performed either
with single phase correlation or with two-phase correlation. Single phase correla-
tion means that the procedure (2.3) is performed only once with the phase of the
correlation function selected to match the phase of the detected signal. As it is shown
in Chap.4, this is not optimum for lock-in thermography since, depending on the
shape of the heat source and on the distance from the heat source, the phase position
of the surface temperature modulation varies. This does not hold in cases where any
delays of the signal are short compared to the modulation period, as this is the case
e.g. if luminescence imaging is performed in lock-in mode at low frequencies. In
this case single phase correlation with symmetric square wave correlation function
after (2.2) is optimum. If one is only interested to see point-like heat sources, it may
be advantageous to display only the in-phase (0◦) image, since this provides the best
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Fig. 2.6 Principle of the sin/−cos lock-in correlation procedure for camera-based systems, here
shown for n = 16 frames per lock-in period. The images shown result from a real solar cell inves-
tigation

possible spatial resolution (see Sects. 4.3 and 5.1). However, performing only single
phase correlation does not allow one to display the phase image or the 0◦/−90◦ image
(see Sects. 4.5.2 and 5.1), which are both inherently emissivity-corrected.

It should be mentioned that, if single phase correlation (e.g. 0◦) is used, the image
shows a 1.4 times better signal-to-noise ratio than the amplitude signal of a two-
phase correlation system, since the latter signal contains noise components of both
channels. However, also a two-phase system allows to display each single phase
component separately, which is equivalent to single phase correlation. Therefore,
there is no inherent advantage of single phase systems. In the following we will only
consider two-phase correlation as it was described in Sect. 2.2.

As Fig. 2.6 shows, the 2-channel image correlation procedure consists of multi-
plying all incoming image information by the two sets of weighting factors Kj and
adding the results to two frame storages, which had been zeroed before the mea-
surement. Then after the measurement one image storage contains the in-phase (0◦),
and the other one the quadrature (−90◦) image. Of course, also here the data are
transferred and treated serially one after the other at a certain pixel rate of the frame
grabber of the computer. The basic difference between serially probing lock-in ther-
mography systems and those camera-based is that in serially probing systems the
sample is scanned slowly only once during one measurement. In each position, many
T -measurements for one or several lock-in periods are performed. In camera-based
systems, on the other hand, the image scan is performed “quickly” by the camera
many times during one measurement, and each data point of each image belongs to
one temperature value for a certain position at a certain time. Without using under-
sampling (see Sect. 2.4), the maximum possible lock-in frequency of camera-based
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systems is ffr/4 (see (2.14)). For lower lock-in frequencies, a larger number of frames
has to be used in one lock-in period. Hence, in principle, a complete camera-based
two-phase lock-in measurement could be performed using only 4 frames within one
lock-in period requiring some 10 ms, which is orders of magnitude faster than any
serial system can do. Indeed, it had been shown that, if the detected signal is strong
enough, a lock-in thermography image can be obtained within 10 ms [38].

Note that performing lock-in thermography with only one lock-in period is phys-
ically related to step heating thermography, which is a common method for active
thermography in non-destructive testing [39]. This is a variant of photothermal inves-
tigations, where continuous illumination of the sample surface is switched on at time
zero and the local surface temperature change is recorded as a function of time. If
there are any faults (e.g. delaminations) below the surface, they become visible in the
temperature-time diagram, where the depth of the faults correlates with the time. A
special variant of step heating thermography has been called synchronized thermog-
raphy (ST) [40]. Also here the heating (in this case electric heating) is switched on at t
= 0, but only one IR image is recorded after a certain delay time t. The local difference
between the recorded temperature and the before measured equilibrium temperature
is the measurement ST signal. If the equilibrium temperature is measured immedi-
ately before t = 0, this sequence is the same as that for single-phase (−90◦) lock-in
thermography with flock-in = 2/t and evaluating only one lock-in period. Note that
also for synchronized thermography lateral heat conduction is suppressed, depending
on the delay time t . This is in contrast to steady-state thermography, which is per-
formed at t → ∞. This ST method has been used (without calling it “synchronized
thermography”) already before [41] and also later [42] for imaging breakdown sites
(hot-spots) in solar cells.

As a rule camera-based lock-in thermography systems have to average over many
lock-in periods just in order to improve their detection sensitivity. While in serial
systems the T measurement may be both contacting and non-contacting, camera-
based systems are, of course, always non-contacting. The noise properties of different
serial and camera-based lock-in thermography systemswill be compared in Sect. 3.1.

Themain advantages of lock-in thermography compared to standard (steady-state)
thermography are a significantly improved signal-to-noise ratio and an improved
effective spatial resolution. The reduced noise is due to the averaging nature of this
method. As it will be shown in Sect. 2.6, the noise level reduces with the inverse
of the square root of the acquisition time, independent of the lock-in frequency if
the noise is white noise. This is demonstrated in Fig. 2.7 showing measured noise
amplitudes of the InfraTec PV-LIT system [12] as a function of acquisition time for
various camera settings. For obtaining these data the camera objective was closed by
a cap, hence the camera was exposed to constant room temperature radiation, and
LITmeasurements have beenmade at various acquisition times. As will be described
in Sect. 2.6, the averaged amplitude of these results equals the average amplitude
noise level. The InSb-type camera (type ImageIR 8300) having a pixel pitch of
15 µm was running at 100 and 300 Hz frame rate and with a frame integration time
of ti = 1.3 and 2.56 ms. The higher the frame integration time ti, the higher is the
sensitivity, but the lower is the maximum object temperature which can be imaged
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Fig. 2.7 Results of noise
measurements of the of the
InfraTec PV-LIT system for
different frame rates and
frame integration times of
the camera
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without overloading the pixel storage capacitors of the detector. For ti = 1.3 and 2.56
ms these maximum temperatures are for this camera type 60 and 30 ◦C, respectively.
Note that these noise measurements are only meaningful if the camera is correctly
calibrated for the used frame integration times. We see in Fig. 2.7 that the noise level
reduces with increasing frame integration time, with increasing frame rate and with
increasing acquisition time, as will be predicted by (2.30) in Sect. 2.6. For f frame =
300 Hz and ti = 2.56 ms, the noise level is after tacq = 1000 s (about 17 min) already
68 µK and after 10000 s (2 h 47 min) it is below 25 µK. This corresponds after
(2.31) in Sect. 2.6 for this camera to a record-breaking pixel-related system noise
density of N sys = 3.76 µK

√
s.

The improved spatial resolution of lock-in thermography images, compared to
steady-state thermography, is due to the dynamic nature of this method. Lateral
heat conduction in a solid takes time, depending on the thermal properties of the
investigated sample. Ifwe switchon a local heat source, the local temperature increase
slowly spreads laterally. In steady-state the temperature profile around a local heat
source is governed by the equilibrium between lateral heat conduction and heat
losses to the surrounding, e.g. to the air or the chuck where the sample is sucked on,
see Sect. 4.1. Therefore thermal blurring is strongly pronounced in massive silicon
samples like ICs and solar cells, which show a relatively high heat conductivity, but
it is less pronounced e.g. for thin film solar cells on glass or plastic substrates. It will
be shown in Chap. 4 that the lateral heat spreading in solids can be described by the
theory of thermal waves. Lock-in thermography does not prevent thermal blurring,
but it significantly reduces this effect, depending on the lock-in frequency chosen,
see Chap. 4 and Sect. 5.1. The improvement of spatial resolution of LIT compared
to steady-state thermography is demonstrated in Fig. 2.8. Here a solar cell under
reverse bias of −14 V showing pre-breakdown sites is imaged. Such a comparison
could hardly be made under forward bias, since then, due to the significantly lower
voltage of 0.7 V maximum, the steady-state temperature increase would be close to
the noise level of the camera. As it will be explained in Sect. 2.8, all pre-breakdown
currents are strongly localized by nature. In steady-state imaging (Fig. 2.8a) the point-
like nature of the heat sources can only be guessed for the strongest breakdown sites.
In lock-in mode in (b), however, literally hundreds of pre-breakdown sites can be
distinguished. This demonstrates the enormous gain of information when using LIT
instead of steady-state thermography for investigating solar cells.
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Fig. 2.8 a Steady-state thermogram and b LIT amplitude image of a crystalline silicon solar cell
under reverse bias

Here, a special remark should follow regarding the triggering mode of the sample
under investigation.Asmentioned above the simplest way of generating an amplitude
modulated (AC) heat signal in electronic components is to pulse the supply voltage
of the component. This measure reveals all heat sources present in this component.
However, more complicated components like integrated circuits (ICs) may have a lot
of other control inputs, which cause some complex electronic actions within these
components. If these control inputs are used for sophisticated triggering, special
modes of device testing of ICs become possible. In the simplest case, the supply
voltage is permanently applied and the reference trigger is applied to a certain con-
trol input of an IC. Then some current paths (e.g. gates) may become active if the
trigger is in “high” position, and passive, if it is in “low” position. Some other gates
may behave inversely. If the image in an appropriately selected phase position is dis-
played, the first class of gates will appear bright (positive contrast), and the second
class will appear dark (negative contrast) with respect to the surrounding. Thus, the
phase of the signal indicates whether a heat source is switched on or off by the trigger.
The signal value of all regions not affected by this trigger will be zero, irrespectively
whether continuous heat is generated there, or not. In this way, the action of different
control signals on the operation of the circuit can be independently checked. One
example of Sect. 6.1 demonstrates an application of this type of control input trig-
gering. Even complex control signals can be applied to one or several inputs, if the
circuit under test is connected with an intelligent circuit tester. Whenever these con-
trols are leading to internal circuit actions, which are phase-related to the detecting
lock-in reference, these actions and only these can be visualized by lock-in thermog-
raphy. This sophisticated triggering mode and phase detection greatly enhance the
analytical possibilities of lock-in thermography in device testing of electronic com-
ponents compared to the general imaging of all possible heat sources via simply
pulsing the supply voltage.
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2.4 Timing Strategies

Beginning with (2.4), only conventional synchronous lock-in correlation had been
considered in Sect. 2.2. Hence it had been assumed that the lock-in trigger is derived
from the frame trigger of the camera by using a frequency divider, or that the camera
is controlled by the same timer as the trigger. Then each lock-in period contains a
number of measurement events (frames, samples) of n ≥ 4. This condition defines
an upper limit of possible lock-in frequencies as flock-in ≤ fframe/4. It has been sus-
pected that n must be an even number, but it is also allowed to be odd. If the frame
rate of the camera is fixed, at least close to the limit flock-in = fframe/4 the lock-in fre-
quency can only be varied in certain steps ( fframe/4, fframe/5, fframe/6, etc.).Working
exactly at a well-defined lock-in frequency is seldom necessary, but the condition
flock-in ≤ fframe/4 often represents a serious experimental limitation. It will be shown
in Chap.4 that the spatial resolution of lock-in thermography improves with increas-
ing lock-in frequency. Today special high-speed IR cameras are available, and for a
given camera the frame rate can be further increased by working in sub-frame mode,
hence by reducing the used image field. Nevertheless, especially for microscopic
investigations, lock-in frequencies in the order of or even higher than the frame rate
of the camera are often desirable. It will be shown below that this can be realized by
using the so-called undersampling technique. For certain investigations, e.g. for ther-
momechanical stress investigations, where a sample is deformed by a free-running
machine, it is generally not easy to synchronize the lock-in frequency to the lock-in
correlation. Another possible case where it is hard to synchronize the lock-in periods
to a free-running camera is sophisticated triggering in circuit tester-based IC failure
analysis, which had been mentioned at the end of Sect. 2.3. Here the circuit tester
may easily deliver a trigger signal, which is synchronous to the heat dissipation due
to certain local circuit activities, but it may be harder to trigger the tester externally
from the lock-in thermography system. In this case FFT-based correlation may be
used as described at the end of Sect. 2.2. However, as also described there, this kind
of correlation has the disadvantage that it cannot be performed on-line. Hence, it
is only useful for evaluating a limited number of lock-in periods. In the following,
different strategies for organizing the lock-in timing in relation to the timing of the
IR camera will be described, leading to different solutions for the lock-in correlation
procedure also.

Again, the following considerations hold for any kind of digital on-line lock-in
correlation. Let us first consider the simplest case of conventional synchronous lock-
in correlation, where the lock-in trigger is derived from the trigger of the free-running
digitizing events (camera frames in the case of lock-in thermography) by a frequency
divider. Figure 2.9a shows this correlation for the typical case that the sampling rate
fs is considerably larger than the lock-in frequency flock-in. Here a sine-shaped signal
with an amplitude of 2 is assumed to be digitized at certain equidistant measurement
(sampling) events. In (a) the signal period is exactly 12 measurement periods long.
The dark squares are symbolizing the measurement events, and the vertical dashed
line marks the beginning of the second lock-in period. An alternative interpretation
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of this and the following figure is that the y-values of the dark squares represent the
values of theweighting factors K 0◦

of the correlation for the 0◦ (in-phase) correlation.
Note that, according to (2.7) in Sect. 2.2, these factors are the doubled values of
the sine function in the sampling moments. The values of K−90◦

belonging to the
corresponding cosine function are not shown here. We always assume that the first
measurement starts at t = 0, where the signal is at phase position Φ = 0◦. We see
that in (a) after 12 samples there is the next (13th) sample again exactly at phase
position Φ = 0◦ of the next period. Here, due to the synchronization of the lock-in
trigger to the measurement events, the values of the weighting factors Kk are the
same in each lock-in period, as it had been assumed for (2.4). This “synchronous
correlation” is definitely the simplest way to perform lock-in thermography. Another
advantage is that, if only a complete number of periods is evaluated, the sum of all
weighting factors is always exactly zero. This ensures a perfect suppression of the
DC part of the signal, which is called “topography image” or “live image” in lock-in
thermography.

Alternatively, the measurement events and the lock-in periods may also be not
synchronized, which will be called in the following “asynchronous correlation”.
Note that our denomination “synchronous correlation” should not be confused with
the terms “synchronous detection” or “synchronous demodulation”, which are often
generally used for any kind of lock-in detection and also imply asynchronous cor-
relation. In Fig. 2.9b one lock-in period is somewhat larger than 12 measurement
periods, hence there is no measurement event at the starting point of the follow-
ing sine period. If K (t) is the continuous correlation function in (2.2), which is
phase-coupled to the signal to be measured, in (b) the discrete values of the weight-
ing factors Kk in (2.3) have to belong to individual phase positions in each period.
Therefore in this asynchronous correlation procedure (b), the weighting factors Kk

have to change from period to period. This is practically realized by feeding a digital
or an analog signal, which is synchronous to the signal generation process, to the
computer which organizes the digitizing (sampling, imaging) events. The computer
recognizes the frequency of this signal and also its phase, hence it recognizes and
may predict the moments when each signal period starts. From these data and the
knowledge of the moments of the internal digitizing events, the computer may cal-
culate on-line in which phase position every sampling event is lying. Then the values
Kk of the correlation function in (2.3) can either be taken from a look-up table or
be calculated on-line for each period separately. In fact, this operation is analog to
the operation of a conventional lock-in amplifier (see Fig. 2.3 in Sect. 2.2), where
a reference signal of the measurement process is also fed to the lock-in amplifier.
It is even possible to digitize an analog waveform, which follows the expected sig-
nal shape, and use these data as the weighting factors for the correlation in (2.3).
This also enables non-harmonic or even non-periodic signals to be correlated on-
line. This option is provided for some FLIR thermocameras which allow to feed-in
an analog ‘lock-in input’ signal. This is digitized synchronous to the image frames
and the result is stored together with the corresponding images. Then, by using an
appropriate software (e.g. IrNDT by Automation Technology [22]) a single-phase
asynchronous correlation can be performed. If the use of forbidden frequencies is
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Fig. 2.9 aTiming diagrams of conventional synchronous correlation, b conventional asynchronous
correlation, c asynchronous undersampling, d undersampling at a “forbidden frequency”, e syn-
chronous undersampling

avoided and a frame integration time below half the modulation period is used, in
this way also asynchronous undersampling can be realized, see below. One problem
of digital asynchronous correlation is that, as a rule, the sum of all weighting factors
is not exactly zero. This diminishes the degree of DC suppression of the procedure,
which is disturbing especially for low acquisition times implying only a limited num-
ber of lock-in periods. Therefore, in systems using asynchronous correlation, the DC
part is usually subtracted from the image data before correlation [31].

The beauty of asynchronous correlation is that, with some restrictions (see below),
the lock-in frequency may be arbitrary in relation to the sampling frequency fs and
may be even larger than fs. For explaining the following terminology, let us make
a short excursion to sampling theory. According to the Nyquist-Shannon sampling
theorem, at least two samples per period are necessary for detecting a certain fre-
quency. For example, a CD containing frequencies up to 22kHz uses a sampling
rate of 44kHz. The maximum possible detected frequency being half the sampling
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frequency is called “Nyquist frequency”. Since in lock-in thermography we have
to detect two phase components of a signal shape independently, we need at least
four samples per lock-in period, as it had been mentioned already several times.
It had been demonstrated in Sect. 2.2 in the discussion of (2.14) that 4-point cor-
relation actually consists of two independent 2-point correlations, each using half
of the total sampling rate, since here always two of the four weighting factors are
zero. Using more than two samples for sampling (or more than 4 for two-phase cor-
relation; e.g. 12 in Fig. 2.9a) is called “oversampling”. This measure is also often
used in audio technique for improving the signal quality and accuracy. Also in lock-
in thermography oversampling improves the accuracy of the harmonic correlation
procedure, see Sect. 2.5. If less than two samples per lock-in period are taken (four
samples for two-phase correlation), hence if the signal frequency is above theNyquist
frequency, different waveforms may become indistinguishable or “aliases” of each
other, as the dashed curve in Fig. 2.9c shows. This curve represents the so-called sub-
Nyquist frequency of a waveform having a frequency above the Nyquist frequency.
Hence, in this case the frequency analysis of the digitizing procedure is not unique,
and in the reconstruction of the signal certain “aliasing frequencies” appear, which
have not been present in the original signal. For avoiding these distortions, frequen-
cies higher than the Nyquist frequency have to be filtered out before digitizing by
applying so-called anti-aliasing filters. However, if we already know the frequency
of interest, we are allowed to sample also a signal with a frequency higher than the
Nyquist frequency! FollowingKrapez [31] this procedure is called “undersampling”.
In Fig. 2.9c the signal frequency is slightly above the sampling frequency. As this
figure shows, the magnitude of a signal with a frequency higher than the sampling
frequency may be detected reliably. Here the measurement events occur also suc-
cessively in 12 different phase positions of the signal period, but the measurements
occur in subsequent periods of the signal. The correlation procedure is exactly the
same as for asynchronous oversampling with about 12 samples per period, see Fig.
2.9b. However, some restrictions for choosing the signal (lock-in) frequency have to
be considered. First, any multiples of the Nyquist frequency are “forbidden frequen-
cies” for undersampling. As an example, Fig. 2.9d shows sampling of a waveform
at flock-in = fs = 2 fNyq. We see that this is a typical interference, hence the samples
contain no information as to the amplitude of the periodic signal. For two-phase cor-
relation this first interference occurs already at f lock-in = fs/2 = fNyq/4, since the
sampling of each phase component occurs at fs/2 (see Sect. 2.2). Another restric-
tion may hold if the signal contains higher harmonics. Also these harmonics may
generate spurious signals if they generate a common sub-Nyquist frequency as the
basic harmonic. Frequencies where this may happen are called “aliasing collision
frequencies” [43, 44]. In principle, also these frequencies should be avoided for
undersampling. Note, however, that for square-pulse heat introduction the basic har-
monic has the highest intensity anyway, and higher harmonics of the temperature
modulation are naturally strongly damped (see Sect. 2.5). In fact, as long as only the
location of local heat sources has to be imaged by lock-in thermography, it does not
matter whether the basic harmonic or any higher harmonic is detected. So for elec-
tronic device testing aliasing collisions should not be harmful. For strictly harmonic
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heat introduction there are no aliasing collision frequencies at all, of course. Also
therefore harmonic heat introduction is usually preferred in non-destructive testing
(NDT), where undersampling is sometimes also used. Finally, it has to be mentioned
that for undersampling a sufficiently low frame integration time of the IR camera
has to be chosen. Note that for modern high-speed IR cameras the frame integration
time may be close to the frame period, hence the camera is detecting photons for
nearly the whole time between two images. This operation mode may be optimum
for achieving a high signal-to-noise ratio, but in the case of undersampling the mea-
sured temperature modulation averages out during image integration over more than
half a signal period. Therefore a frame integration time below half the period of the
signal to be detected has to be chosen for reliably detecting the T signal in the case
of undersampling.

Undersampling can also be performed synchronously as Fig. 2.9e shows. Syn-
chronous undersampling has the advantage that, if only a complete number of cor-
relation periods is evaluated, the sum over all weighting factors is exactly zero and
the DC suppression of the correlation procedure is optimum. In addition, it can be
realized relatively easy since the weighting factors are pre-defined and do not have
to be calculated on-line. In Fig. 2.9e exactly after 12 sampling periods (at the 13th
sample, which already belongs to the next period) the signal is at a phase position of
0◦ again, see the vertical dashed line. Also here the correlation occurs according to
(2.4) and (2.10) with n = 12, hence the weighting factors are the same in all corre-
lation periods. The condition that this happens is flock-in = fs(1 + 1/12), which can
be realized phase-synchronously only by deriving both the lock-in frequency and
the camera trigger from one and the same clock signal by using different frequency
dividers. Hence, here the camera is not freely running at its own repetition frequency
but is externally triggered by the computer, which also generates the lock-in trigger
and thus organizes the synchronous undersampling procedure. If the camera cannot
be triggered externally, the realization of synchronous undersampling is more com-
plicated but can also be realized by using a special hardware using PLL (phase-locked
loop) techniques [45].

External triggering of the camera opens a number of further timing options. Gen-
erally, synchronous undersampling with n samples per correlation period is realized
by choosing:

flock-in = fs

(
m + 1

n

)
. (2.15)

Here m is an integer, which is sometimes called the order of undersampling
[44], and n is the number of frames per correlation period, which has to be n ≥ 4
for performing two-phase correlation. Undersampling of zeroth order (m = 0) is
the conventional synchronous correlation procedure with flock-in = fs/n. For under-
sampling of first order, subsequent samples are taken in subsequent periods of the
signal, whereas for second order, samples are taken in every third period, and so
on. Figure 2.10 shows the timing diagrams of synchronous undersampling of first
and second order (m = 1 and 2) for n = 4 (4-point correlation). Again, the vertical
lines mark the beginning of the next correlation period at the fifth sampling event.
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Fig. 2.10 Timing diagrams of 4-point undersampling (a) of first order, (b) of second order, and of
synchronous multi-period correlation with (c) u/n = 3/4 and (d) u/n = 5/8

Synchronous timing with flock-in = fs(1 − 1/n) is also possible, but then the phase
of the signal appears inverted if the evaluation according to Sect. 2.2 is applied (see
below).

If the camera is triggered externally, small gaps in the desired frequency (e.g.
between fs/4 and fs/6 for m = 0) can be closed by reducing the sampling rate,
hence the frame rate of the camera, below the maximum possible one. It will be
shown in Sect. 2.6 that the signal-to-noise ratio (SNR) increases with the square
root of the frame rate. Hence, reducing the frame rate by 33% leads only to 18%
degradation of the SNR,which usually can be tolerated. However, according to (2.15)
there is a larger frequency gap by a factor of four between fs/4 (the highest possible
frequency for m = 0) and fs (the lowest possible frequency for m = 1). Hence, if
e.g. a frequency slightly above 1/4 of the maximum frame rate of the camera should
be applied, according to (2.15) only undersampling of first order can be applied with
the frame rate of the camera reduced by a factor of 4. This would degrade the SNR
already by a factor of 2, which is not negligible anymore.

Fortunately, for filling this frequency gap a special variant of synchronous cor-
relation can be applied, which may be called “synchronous multi-period undersam-
pling”. In conventional correlation four or more (generally n) samples are distributed
over one signal period. For undersampling according to (2.15), one sample occurs
in every one or more (generally m) signal periods. For synchronous multi-period
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undersampling, four or more (generally n) samples are distributed over two or
more (here u) sample periods. Any lock-in frequency exactly fulfilling the con-
dition flock-in = (u/n) fframe with u and n being integers with n ≥ 4 and u ≥ 2 can
be used to fill the frequency gap between fframe/4 and fframe. The case u = 1 is the
case of conventional correlation. Figure 2.10c shows the application of this technique
for u = 3 and n = 4 ( flock-in = 0.75 fs). In this synchronous multi-period correlation
procedure, after u periods of the lock-in frequency have passed, exactly n samplings
have passed, and the phase relation between both is the same as at the beginning
(next sampling atΦ = 0◦, see vertical dashed lines). The integers u and n should not
be divisible by each other, otherwise the multi-period decays into several equivalent
multi-periods, where n < 4 may appear. As for synchronous undersampling accord-
ing to (2.15), also synchronous multi-period correlation has the advantage that the
DC suppression is optimum if a complete number of correlation periods is evalu-
ated, and that the weighting factors are pre-defined. Assuming again that at t = 0,
where the first sampling occurs, the signal is at phase position Φ = 0, the sampling
moments for multi-period undersampling are in the following phase positions of the
signal:

Φ j = 2π( j − 1)
u

n
. (2.16)

As in (2.4), j is the index of the samples in each period. Correspondingly, the
following weighting factors have to be used in (2.4) for synchronous multi-period
correlation instead of (2.10):

K 0◦
j = 2 sin

(
2πu( j − 1)

n

)
K−90◦

j = −2 cos

(
2πu( j − 1)

n

)
. (2.17)

In fact, the case of flock-in = 0.75 fs (u = 3, n = 4), which is shown in Fig. 2.10c,
corresponds to the above-mentioned case of flock-in = fs(1 − 1/4), which is equiva-
lent to conventional 4-point correlation with inverted phase. Here the weighting fac-
tors according to (2.17) are K 0◦ = (0,−2, 0, 2) and K−90◦ = (2, 0,−2, 0), which
are the inverse of the double sin- and the cos-function. Figure 2.10d shows another
case with u = 5 and n = 8 ( flock-in = 0.625 fs). Here the values of the weighting
factors for the 0◦ correlation do not follow anymore a simple sine function. For
sufficiently filling the frequency gap between 1.1 fs (undersampling with m = 1 and
n = 10) and 0.25 fs (the highest conventional lock-in frequency), synchronousmulti-
period undersampling with u/n = 9/10 (0.9), 3/4 (0.75), 5/8 (0.625), 4/10 (0.4), 3/8
(0.375), and 3/10 (0.3) can be used. Also the frequency gap between flock-in = 1.25 fs
(m = 1, n = 4) and flock-in = 2.25 fs (m = 2, n = 4) can be filled by choosing
flock-in = 1.75 fs, where the same weighting factors as for flock-in = 0.75 fs are used,
see above. For even higher frequencies, undersampling with n = 4 is generally most
appropriate. By using these possibilities, together with conventional correlation and
appropriate reduction of the externally controlled frame rate of the camera, any nec-
essary lock-in frequency should be able to be realized by preserving the advantages
of synchronous correlation (pre-defined weighting factors and optimum DC rejec-
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tion) without compromising the signal-to-noise ratio. Remember that in any case of
undersampling the frame integration time has to be smaller than half the signal period
for avoiding signal averaging effects. This reduces the sensitivity for oversampling
of high order and, together with the accuracy of the timing, finally limits the usefully
attainable upper limit of the lock-in frequency.

2.5 Influence of Non-harmonic Heating

In the field of non-destructive testing (NDT) nearly all lock-in thermography publi-
cations have been based on the assumption that the introduction of heat into the inves-
tigated object has to be harmonic. Indeed, the whole theory of thermal waves, which
the equations in Sect. 2.2 refer to, is based on the assumption of a harmonic introduc-
tion of heat. Therefore, enormous efforts have been made to ensure a most possible
harmonic introduction of heat for lock-in thermography used in non-destructive test-
ing. However, as mentioned in Chap.1, in electronic device testing, as a rule, it is
not useful to aspire a harmonic introduction of heat, because of the highly non-linear
dependence of the properties of these devices on the supply voltage. Instead, a well-
defined bias has to be switched on and off, leading to a square wave shape of the
heat introduction. Here the question arises: Does this deviation from the harmonic
introduction of heat possibly lead to erroneous results, if the evaluation formulas are
based on the assumption of an harmonic heat-introduction? It had been mentioned
in Sect. 2.4 that, in the case of oversampling, higher harmonics may lead to aliasing
collisions [44], which are not really harmful at least for qualitative electronic device
testing. The question remains, how large these errors are for conventional lock-in
correlation, if really quantitative results should be obtained.

In this section we will analyze the influence of a non-harmonic (square wave)
introduction of heat on the lock-in thermography results for different lock-in cor-
relation conditions. First of all, it has to be emphasized that heat dissipation is an
essentially linear process, as long as the thermal parameters of the material can be
assumed to be temperature-independent. Hence, since the heat diffusion equation
is of first order (see Chap.4), its solutions for different boundary conditions (heat
sources) superimpose linearly. This also holds for the different spectral components
of a square wave heat introduction, which for a basic frequency of f = ω/2π and
a power of P0 during the pulse can be described by a DC part and the sum of its
Fourier components [34]:

P(t) = P0
2

+ P0

(
2

π
sinωt + 2

3π
sin 3ωt + 2

5π
sin 5ωt + · · ·

)
(2.18)

The influence of the time-independent member P0/2 will be treated in Sects. 4.1
and 4.2, discussing the initial heating phase of a lock-in thermography measure-
ment. It will not be considered here. All harmonic members in (2.18) can be treated
independently by the thermal wave formalism (see Chap. 4). Hence, for any heat
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source geometry the temperature field of the square wave heat-introduction is the
superposition of different harmonic temperature fields for this geometry, belonging
to the different harmonic frequencies f , 3 f , 5 f , etc. Since the square wave signal
is symmetric in time, only odd harmonics have to be regarded.

It will emerge that possible errors introduced by a non-harmonic introduction of
heat strongly depend on the parameters of the lock-in correlation. In any case, we
will consider only standard sin/−cos lock-in correlations based on (2.4) and (2.10) in
Sect. 2.2. If the lock-in frequency is small compared to the frame rate of the camera,
theweighting factors (2.10) precisely approximate harmonic functions. Then the sum
(2.4) is equivalent to the integral representation of the lock-in process. In this case,
the sin/−cos correlation really works in the frequency-selective mode with respect
to the basic harmonic, hence all higher harmonics are effectively suppressed, since
they are leading to members of the kind

2π∫

0

sinωt sin(nωt + ϕ)dt =
2π∫

0

cosωt sin(nωt + ϕ)dt = 0 (n = 3, 5, 7, . . .)

(2.19)

which holds for any value of the phase shift ϕ of the T -response. Hence, as long as
the number of frames per lock-in period is large and sin/−cos correlation is used, it
is absolutely not necessary to manage a harmonic heat-introduction. This statement
also holds for any kind of non-destructive testing.

The situation changes if the lock-in frequency reaches the order of the frame rate
of the camera, or if the 4-bucket correlation is used. The possible errors caused by
a non-harmonic heat-introduction also depend on the geometry of the heat source.
The least critical case is a spatially extended heat source, leading to an essentially
homogeneous heating of the whole sample. It will be shown in Sect. 2.7 (Calibration)
that in this case, the thermal response drops with 1/ f . According to (2.18), the first
higher harmonic of a squarewave signal is the 3rd one,which itself has only 1/3 of the
intensity of the basic harmonic. Since even for the same power, its thermal response
would be only 1/3 of that of the basic harmonic, in sum the 3rd harmonic of a square
wave signal then has a T-response of only 1/9 of the basic one. Higher harmonics
are quenched even more strongly. In fact, as it will be discussed in Sect. 2.7, the
T-response then will be of triangular shape, which is close to the sinusoidal one.

The most critical case is, for instance, a point-like heat source at the surface
of a 3-dimensional sample, because according to Chap.4 its T-response in source
position is independent of the frequency. Therefore, here the T-modulation in source
position is really rectangular. The errors will turn out to additionally depend on the
frame integration time of the camera (see Sect. 2.1) and on the phase of the frame
integration, referring to the phase of the heating pulse. Hence, it is decisive whether
the “electronic shutter” of the camera is open only for a small fraction of each frame
period or during the whole frame period, and when the shutter opens, referring to the
edge of the heating pulse. The origin of this error is sketched in Fig. 2.11, showing
a rectangular T-modulation trace and the frame integration periods for a low frame
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Fig. 2.11 Rectangular temperature trace, as it is measured e.g. in the position of a surface point heat
source with a rectangular heat introduction, measured using the 4-point correlation at two different
phases between frame integration and heating

integration time for a 4-point correlation, depicted for two different phase positions of
the frame integration with respect to the pulse edge. It is obvious that the measured
data are exactly the same in both cases, in spite of the different phase positions.
Hence, the readings in the 0◦- and in the quadrature channel are exactly the same.
They are no longer linearly independent. This means that, in principle, they do not
allow one to calculate amplitude and phase values independently. If the correlation
factors are chosen according to (2.10), in both cases, the detected phase will be−45◦.
This is clearly wrong, since in the left image it is close to 0◦, and in the right one it
is close to −90◦. Hence, in this special case the phase reading is independent on the
real phase. For a longer frame integration time, if the integration periods will overlap
with the pulse edges, the results will start to react on the real phase position, hence
the results will become more realistic.

Now imagine that in the left part of Fig. 2.11 all the frame integration periods are
starting even earlier, whereby periods 1 and 3 are crossing the rising and falling edges
of the rectangular temperature track. Then the measured values will very sensitively
depend on the exact starting position of the integration period with respect to the
edges of the signal. In other words: If the edges of the signal are lying within a
short integration period tint of the camera, the sensitivity of the phase reading is
increased by an order of T/4tint , with T = 1/ flock-in being the lock-in period. This
effect has been intentionally used by Ramspeck et al. [46] for performing dynamic
carrier lifetime imaging of silicon wafers using an infrared-camera-based approach.
This technique will be described in more detail in Sect. 3.5.3.

With increasing distance from the source position, the different spectral compo-
nents are more strongly damped, the higher their frequency is (see Sect. 4.3), leading
to a smoothing of the shape of the trace. This is demonstrated in Fig. 2.12, showing
the simulation of the AC component of one period of the T-modulation at different
distances from the considered point heat source. These data have been calculated up
to the 99th harmonic. For a better comparison, all traces are independently scaled
to the same amplitude of their basic harmonic. The distances r refer to the thermal
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Fig. 2.12 Temperature
traces in different distances r
from a point source (referred
to the thermal diffusion
length Λ). All traces are
separately scaled to the same
amplitude of their basic
harmonic

Λ
Λ
Λ

Λ
Λ

diffusion length Λ, which in silicon is about 1mm for a lock-in frequency of 30Hz
(see Sect. 4.1). The smoothing effect and also the expected phase delay with increas-
ing distance are clearly shown. At a distance twice the thermal diffusion length the
signal shape is already nearly sinusoidal.

In order to quantify possible errors in the amplitude and phase reading caused
by a square-shaped heat introduction, the data of the temperature traces in Fig. 2.12
have been used to simulate different kinds of lock-in correlation. Amplitude and
phase values for 4 and 8 frames per lock-in period have been calculated. In all
cases, simulations followed for a short frame integration time of <10% of the frame
period, similar to that shown in Fig. 2.11, and for a long frame integration time,
filling 100% of the frame period. Note that the 4-point correlation with 100% frame
integration time is equivalent to the 4-bucket correlation [31]. Figure 2.13 shows all
data referred to the “exact” result, which holds for both a sinusoidal heat introduction
and for a square-wave heat introduction and a large number of frames per lock-in
period, since in both cases the results were exactly the same. As expected, the 4-point
correlation with <10% frame integration time produces the strongest errors (±20%
in amplitude, −35 . . . + 5◦ in phase), followed by the 4-point correlation with 100%
frame integration time (+20 . . . − 7% in amplitude, −15 . . . + 4◦ in phase), and the
8-point correlation with <10% frame integration time (−5 . . . + 6% in amplitude,
−1 . . . + 3.5◦ in phase). The results were best with the 8-point correlation with
100% frame integration time (−1 . . . + 3% in amplitude, ±1◦ in phase). With a
larger number of frames per period, all these errors are approaching zero.

Note that the amplitude errors found here are always related to the amplitude
values measured under the same conditions with a sinusoidal heat introduction. It
will be shown in Sect. 4.3 that within the considered distance range the amplitude
may vary by two orders of magnitude, depending on the spatial resolution of the
system. Hence, the qualitative appearance of amplitude images hardly depends on
the fact whether the heat introduction is sinusoidal or square-shaped. Only if results
have to be evaluated quantitatively (see Sects. 4.5 and 5.3), or if phase positions have
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Fig. 2.13 Amplitude error (left) and phase error (right) of square-wave heat introduction referring
to sinusoidal one, calculated for 4-point- and 8-point correlations with different percentages of the
frame integration time relative to the frame period. The distance from the point source is given in
units of the thermal diffusion length Λ

to be determined precisely, or if a signal of a well-defined phase has to be extracted
from themeasured data, for applying the square-wave heat introduction it is advisable
to use >10 frames per lock-in period in order to keep the errors sufficiently small.
The following conclusions may be drawn from these simulations:

1. If instead of a sinusoidal heating power a square-wave one is generated in the
sample, this may cause quantitative errors in both the amplitude and phase read-
ing.

2. For conventional synchronous correlation (no undersampling) these errors are
largest for the 4-point correlation and quickly reduce with increasing number of
frames per lock-in period. Above 10 frames/period they become negligible.

3. Therefore, for low lock-in frequencies, the sin/−cos correlation is clearly superior
to the 4-bucket correlation procedure, if square-wave heating is used.

4. The errors are largest in the vicinity of local heat sources, where the T-modulation
still has the largest amount of higher harmonics.

5. The errors become lower, if the frame integration time covers the largest possible
amount of the frame period. This measure is also advantageous for obtaining a
good signal-to-noise ratio (see next section).

6. As long as the results are evaluated only qualitatively, the application of square
pulses is equivalent to the sinusoidal heat introduction. Only if the results are to
be evaluated quantitatively and a high accuracy is expected, or if a well-defined
phase signal has to be displayed, it is advisable to work with ≥10 frames per
lock-in period.

7. If undersampling is used, higher harmonics may be more disturbing, since they
may lead to so-called aliasing collisions. These, however, are also only disturbing
for quantitative evaluations.
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2.6 Noise Analysis

The noise level of an IR-camera based temperature mapping system as well as of
any other one is usually expressed by a “noise equivalent temperature difference”
(NETD). The definition of NETD is given by the mean square of the deviation of
different values measured of one pixel Fi (measured in digits) from its mean value
F̄ obtained in k successive measurements (k 
 1):

NETD = c

k

√√√√ k∑
i=1

(Fi − F̄)
2 = c

k

√√√√ k∑
i=1

(FN
i )

2 = c σcam (2.20)

(c = scaling factor of the camera, given e.g. in mK/digit; FN
i = noise signal in digits

of the i th measured value, related to its mean value F̄ ; σcam = standard deviation of
the camera noise, measured in digits). If the camera signal is given not in digits but in
(m)K, as usual for modern thermocameras, c has to be set to 1 in the following. Acc-
ording to (2.20), NETD is typically given in units of mK. If all pixels of the detector
array, in general, have the same noise properties, it does not matter whether (2.20)
is calculated from successive measurements of one pixel or from evaluating n pixels
of one image nominally showing a homogeneous constant temperature T̄ = cF̄ .

According to Sect. 2.3 ((2.4) and (2.10)), for a synchronous sin/−cos correlation,
the 0◦- and the −90◦ images are calculated from the measured values Fi; j (x, y) as:

S0
◦
(x, y) = 2c

nN

N∑
i=1

n∑
j=1

sin

(
2π( j − 1)

n

)
Fi; j (x, y) (2.21)

S−90◦
(x, y) = −2c

nN

N∑
i=1

n∑
j=1

cos

(
2π( j − 1)

n

)
Fi; j (x, y)

(n = number of frames per lock-in period; N = number of averaged lock-in periods).
In a typical set of images used for a lock-inmeasurement, each image Fi; j (x, y) is the
sum of three components: 1. a steady-state (“topography”) part F topo(x, y), which is
assumed to be noise-free here and should be the same for all images, 2. the actually
interesting local temperature modulation signal Fj (x, y), which is phase-coupled
to the periodic heat introduction. This is also assumed to be noise-free here and
repeated in each lock-in period, and 3. a statistical noise contribution FN

i; j (x, y),
which is related to the NETD of the camera via (2.20):

Fi; j (x, y) = F topo(x, y) + Fj (x, y) + FN
i; j (x, y) (2.22)

Here, we have neglected the non-steady-state initial heating period at the begin-
ning of each lock-in thermography measurement, which will be justified in detail in
Sects. 4.1 and 4.2. Inserting (2.22) into (2.21) yields:
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S0
◦
(x, y) = 0 + cF0◦

(x, y) + cN 0◦
(x, y) (2.23)

S−90◦
(x, y) = 0 + cF−90◦

(x, y) + cN−90◦
(x, y)

The first term containing the topography signal becomes zero due to the fact that,
at least for the synchronous correlation, the sum of all weighting factors is exactly
zero. This property is responsible for the perfect topography rejection of the syn-
chronously working lock-in thermography technique.F0◦

(x, y) andF−90◦
(x, y)

are the local amplitude values of the local temperature modulation signals in-phase
and out of phase measured in digits, which we want to measure. N 0◦

(x, y) and
N−90◦

(x, y) are the noise values of the 0◦- and−90◦-signals (measured in digits) for
this measurement:

N 0◦
(x, y) = 2

nN

N∑
i=1

n∑
j=1

sin

(
2π( j − 1)

n

)
FN
i; j (x, y) (2.24)

N−90◦
(x, y) = −2

nN

N∑
i=1

n∑
j=1

cos

(
2π( j − 1)

n

)
FN
i; j (x, y)

Since the values of FN
i; j (x, y) are statistically distributed, also N 0◦

(x, y) and
N−90◦

(x, y) are statistical, hence we cannot calculate these noise values. However,
since we know the standard deviation of FN

i; j from (2.20), we may calculate the stan-
dard deviations of N 0◦

and N−90◦
, with respect to a number of k different positions.

We will call the standard deviations of N 0◦
and N−90◦

the system standard deviations
σ 0◦
sys and σ−90◦

sys . We know that the quantity of FN
i; j is normally distributed with the

average value of 0. It has the standard deviation σcam (see 2.20). According to the laws
of statistics [34] the variance (being the square of the standard deviation) of a sum
of statistical quantities equals the sum of the variances of the elements of this sum:

1

k

k∑
l=1

(
N 0◦
l

)2 =
(
σ 0◦
sys

)2 =
N∑
i=1

n∑
j=1

(
2

nN
sin

(
2π( j − 1)

n

)
σcam

)2

= 2σ 2
cam

nN
(2.25)

1

k

k∑
l=1

(
N−90◦
l

)2 =
(
σ−90◦
sys

)2 =
N∑
i=1

n∑
j=1

( −2

nN
cos

(
2π( j − 1)

n

)
σcam

)2

= 2σ 2
cam

nN

The latter identities hold because of the identity

n∑
j=1

sin

(
2π( j − 1)

n

)2

=
n∑
j=1

cos

(
2π( j − 1)

n

)2

= n

2
(2.26)
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which holds for each n ≥ 4 because the average value of both the sin2 and the cos2

function is 1/2. Hence, according to (2.20) and (2.25), the system standard deviations
of both the 0◦ and the −90◦ signals after lock-in correlation are:

σ 0◦;−90◦
sys = σsys =

√
2 NETD

c
√
nN

(2.27)

For steady-state imaging techniques (e.g. fluorescentmicrothermal imaging [47]),
the standard deviation between two or more successively measured frames is often
used to give ameasure of the noise level. For lock-in thermography, however, we have
an even more convenient quantity in the phase-independent temperature modulation
amplitude given by (2.11) in Sect. 2.3, which is usually measured in every lock-in
thermography experiment. Thus, in order to measure the system noise level of a
lock-in thermography system, only a steady-state scene has to be imaged (e.g. a
black body at room temperature or the non-transparent cap in front of the objective)
in the lock-in mode. Then the image is dominated by the system noise. The phase-
independent amplitude signal, averaged over a certain representative region implying
X × Y pixel, is very similar to the definition of the standard deviation of the noise
component of each lock-in signal component:

〈Anoise〉 = c

XY

X∑
x=1

Y∑
y=1

√(
N 0◦

(x, y)
)2 + (

N−90◦
(x, y)

)2

= √
2 c σsys = 2√

nN
NETD (2.28)

The total number of frames involved in the correlation process n × N is given by
the frame rate fframe and the total acquisition time tacq as

nN = fframe tacq, (2.29)

leading to the final result:

〈Anoise〉 = 2√
fframe tacq

NETD (2.30)

Thus, knowingNETD allows us to predict the averaged amplitude noise level after
a certain acquisition time according to (2.30). For example, a thermocamera running
at fframe = 60Hz with an NETD of 20mK, after 30 s acquisition time in a lock-
in system, should show an averaged amplitude noise level of 〈Anoise〉 = 0.93mK.
Note that the noise level depends on the frame rate of the camera and on the data
acquisition time, but not on the lock-in frequency. This prediction, however, is based
on the presence of white noise, which needs not be true.
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In Chap.3 a number of different lock-in thermography systems will be compared.
This is a non-trivial task, since different measurements have been made using differ-
ent data acquisition times and different spatial resolutions. For an averaging lock-in
experiment, the signal-to-noise ratio improves with the square root of the lock-in
integration time tint. This integration time should not be confused with the frame
integration time mentioned in Sect. 2.1, which is the time where the electronic shut-
ter is opened to measure one image. In a camera based experiment tint equals the
total data acquisition time of the experiment tacq, whereas tacq = XY tint holds for an
image having Y lines and X rows in a serially measuring experiment. The number
of pixels per image X Y also determines the noise level to be achieved within a
certain data acquisition time. This becomes most obvious in serial experiments with
tint = tacq/XY . But also in camera-based experiments, for a given detector chip size,
the number of detected photons for each pixel is proportional to the pixel area. Hence,
a larger pixel area is equivalent to a larger integration time. Thus, for comparing
different lock-in thermography systems, for each system a universal “pixel-related
system noise density” can be defined, which independently of the acquisition time
and of the number of pixels describes the noise properties of a certain system:

Nsys = Anoise

√
tacq
XY

(2.31)

Here, Anoise is the temperature noise amplitude averaged over a representative
image region, and X × Y is the number of pixels of the resulting image. If the noise
is measured in mK, this system noise density has the unit mK

√
s. This pixel-related

system noise density Nsys will be used in Chap.3 as an objective measure to compare
the different lock-in thermography systems.

2.7 Calibration

If the temperature measurement system or the thermocamera used in a lock-in ther-
mography system is correctly calibrated, and if there is no cross-talk between suc-
cessive measurements, the results of the lock-in correlation according to (2.21) are
also amplitude values correctly calibrated in units of K or mK. However, in order
to check the function of the correlation procedure and to test lock-in thermography
systems in general, a simple test device is required, which allows one to perform
a functional testing and a quantitative calibration of lock-in thermography systems.
Ideally, this test device should provide a homogeneous area, the surface temperature
of which can be modulated sinusoidally with a well-defined amplitude. The simplest
possible test device is a resistively heated metal stripe. It will be explained in detail
in Sect. 4.1 that it is useful to connect this stripe to a heat sink via an insulation layer,
providing a well-defined heat resistance between the metal stripe and the heat sink.
This insulation layer also provides the necessary electrical insulation between metal
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Fig. 2.14 Cross section through a resistively heated IR lock-in thermography test device. The heat
resistance layer may be a sheet of paper, glued between the metal stripe and the heat sink

stripe and heat sink. Owing to this insulation layer the heat generated by the electrical
current in the metal stripe is only slowly fed away to the heat sink. Alternatively, the
test device may also be free hanging in air. Then the heat is dissipated to the envi-
ronment. After an initial heating phase the average temperature of the test device is
stabilized. If the thermal time constant for this thermal relaxation process is below
the inverse of the lock-in frequency, this test device can be regarded to be adiabatic
with respect to the lock-in frequency, hence the surface temperature modulation is
only governed by the heat capacity of the stripe and the amount of the introduced
heat. It is independent of the heat resistance of the insulation layer (for details see
Sect. 4.1). If this test device should be used for IR thermography, its surface has to be
covered with a thin layer of high IR emissivity (e.g. graphite spray), since any metal
is a poor IR emitter. The thickness of this black layer should be so small as to make its
heat capacity negligible at the lock-in frequency. Hence its surface should immedi-
ately follow the surface temperature modulation of the test device itself. Figure 2.14
shows the cross section through such a resistively heated test device for IR lock-in
thermography. The current in the metal stripe is flowing perpendicular to the image
plane. If the test device is made not frommetal but from graphite, no additional black
layer is needed and the device can be used up to high lock-in frequencies.

The heat may be introduced into such a resistively heated test device sinusoidally
by exposing it to a sinusoidally alternating current. However, here the frequency of
the temperature modulation would be double that of the heating current, since both
the negative and the positive half-waves are generating heat. Therefore, it is more
convenient to expose this test device to a pulsed DC current, hence to realize a square
wave introduction of heat as it was discussed in Sects. 2.2 and 2.3. Then, after the
initial heating phase, the device is linearly heated up within the first half-period,
and in the second half-period, across the heat resistance it cools down linearly to
the heat sink. Hence, for a square-shaped heat introduction, the surface tempera-
ture modulation in steady-state state has a triangle shape. Cooling begins owing to
the steady-state temperature difference, which shows after the initial heating phase
between the sample and the heat sink below the device. Therefore, as it will be
described in Sect. 4.1 in more detail, the cooling rate is operative over the whole
lock-in period and superimposes on the (higher) heating rate within the first half-
period, resulting in a lower effective heating rate in the first half-period. Since in the
steady-state the amount of heat generated in the first half-period has to be dissipated
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by the cooling rate operative over the whole period, the effective heating rate in the
first half-period is exactly half the “adiabatic” heating rate (see Figs. 4.1 and 4.2 in
Chap.4). Hence, for a constantly dissipated electrical power P during the heating
phase, in steady-state the expected real heating rate within the first half-period is
exactly half the heating rate to be expected without the continuous cooling effect
(m = mass of the metal stripe, cp = specific heat):

∂T

∂t
= 1

2

P

mcp
(2.32)

Since this heating rate acts within one half of the lock-in period, the peak-to-
peak temperature difference of the triangle-shaped temperature modulation of the
sample is:

T pk−pk
triang = P

4mcp flock-in
(2.33)

For a triangle-shaped signal having a pk-pk amplitude of 1, its basic harmonic
has a pk-pk amplitude of 8/π2 = 0.81 [34], yielding an amplitude according to the
definition in (2.5) of 4/π2 = 0.405. Thus, the basic harmonic of the temperature
modulation amplitude of this calibration test device, if exposed to a pulsed current
of I , is expected to be:

Atest = 0.405
I 2R

4mcp flock-in
= 0.101

I 2R

mcp flock-in
(2.34)

The correct dimensioning of both the heat resistance layer between themetal stripe
and the heat sink, and the thickness of the black coating can easily be checked by
measuring the dependence of themeasured amplitude signal on the lock-in frequency:
Only if both layers are correctly dimensioned the amplitude signal falls with 1/ flock-in
as predicted by (2.34). If the heat resistance is too low, the surface temperature tends
to stabilize even within each single heating pulse, leading to a sublinear decay of
Atest with flock-in, and finally for low flock-in, to its independence of flock-in. On the
other hand, if the heat resistance is too large, the duration of the initial heating phase
increases, and the average stabilized temperature of the test device in operationwould
increase, too. This would not affect the result of the test measurement, since here it
is assumed that the measurement time of the calibration measurement is generally
large compared to the initial heating phase, or that this temperature drift is correctly
compensated, as will be described in Sect. 4.2. If the thickness of the black coating
is too large, the heat diffusion resistance from the surface of the test device to the
surface of the coatingwill lead to an additional frequency-dependent quenching of the
measured amplitude value with increasing frequency. Hence, instead of the 1/ flock-in
dependence expected from (2.34) an even stronger decay of Atest with flock-in would
follow at high frequencies.
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2.8 Heat Dissipation and Transport Mechanisms
in Solar Cells

Thermal investigations on solar cells andmodules are an important applicationfieldof
lock-in thermography, see Sects. 6.2 and 6.3. The success of this technique in this field
relies on the fact that all elementary processes occurring in solar cells are connected
with the local heat generation or heat consumption (local cooling). Understanding
these processes in detail is the key for understanding the different special lock-
in thermography techniques, which have been developed in recent years for the
detailed physical investigation of solar cells and modules. Therefore in this section,
the elementary electronic processes, which may occur in a dark and illuminated solar
cell, are described and related to their heat generation or consumption potential [48].
Reading this section requires basic knowledge in semiconductor physics [49] but
is necessary for understanding especially Sects. 5.4, 6.2.2 and 6.3 in detail. Non-
thermal processes in such devices, which nevertheless may also be investigated by
lock-in thermography, will be described in Sect. 2.9. The basics of spin caloritronics
will be given in the corresponding application Sect. 6.4.

The most obvious local heat source is Joule heat, which is generated if any current
flows through a material with a finite specific resistance. In the volume the generated
local Joule-type power density due to a local current density J (x, y, z) is:

pvJ (x, y, z) = ρ J 2(x, y, z). (2.35)

Here ρ is the specific resistance (resistivity) of the material. If the current flows in a
thin layer with a specific sheet resistance (sheet resistivity) of ρs, which happens for
example if the current flows in a solar cell horizontally in the thin emitter layer or in
a contact grid line on top, the area-related generated Joule-type power density is:

psJ(x, y) = ρs J
2
s (x, y). (2.36)

Here Js(x, y) is the sheet current density in units of A/m. Typical resistivities of
the bulk material of silicon solar cells are in the range of 1� cm and a typical value
of the generated current density under non-concentrated solar illumination (having a
power density of 100mW/cm2) is about 35mA/cm2. Regarding a typical thickness
of a cell of 0.18mm, this corresponds to an area-related dissipated power density due
to the current flowing vertically in the bulk material of about 0.022mW/cm2. This
is a really negligible value compared to the illumination power density. Thus, the
contribution of the volume current in the bulk of solar cells to the generated heat can
be neglected for standard solar cells. For more recent silicon cells showing point- or
line-shaped back contacts the effective bulk resistance becomes higher, but also there
its influence in lock-in thermography remains negligible. This does not hold anymore
for the horizontal current in the emitter or in the grid lines. Their contribution has
to be regarded in any electro-thermal simulation of solar cells according to (2.36)
[48]. Note that ohmic shunts, which may be responsible for very dominant local
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Fig. 2.15 Simplified band diagram of an illuminated p-n junction under forward bias (solar cell in
operation) with heat dissipation mechanisms indicated (reproduced with permission of American
Institute of Physics)

heat sources (see Sect. 6.2.1), also have to be described by (2.35) or, in the case of
extended edge shunts, by (2.36).

Solar cells are constructed to feed away typical currents of 35mA/cm2 with negli-
gible Joule-type power losses. If the cell does not have any series resistance problems,
even the losses according to (2.36) areweak compared to other heat generationmech-
anisms. Then the dominant heat exchange occurs as a result of the light irradiation
and of the vertical current flow across the horizontal p-n junction, which can be illus-
trated in an energy band diagram. Figure 2.15 shows a simplified band diagram of a
p-n junction under forward bias condition, which is exposed to monochromatic illu-
mination with a photon energy of hν (h = Planck constant, ν = frequency of light).
All important elementary heat generation or consumption mechanisms are indicated
in this figure by arrows. Since these arrows symbolize themovement of electronswith
the y-axis being their energy, arrows pointing downwards are processes of energy
loss, which is generation of heat, and arrows pointing up are processes of energy
gain, which is heat consumption, also called Peltier cooling. For holes in the valence
band the energy axis is inverted, hence for them an upward arrow means heat gen-
eration and a downward arrow means heat consumption. The dashed lines indicate
the majority carrier Fermi levels in the n+- and the p-side (emitter and base region),
respectively, the difference of both being the bias energy eV (e = elementary charge).
In the emitter the Fermi level is lying within the conduction band, hence the emitter
is degenerately doped. The energy differences between the n- and p-side Fermi levels
and the conduction and the valence band edge in these regions are the two Fermi ener-
gies ξn and ξp, respectively. Since the emitter is degenerately doped, ξn is negative.
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The two contacts are symbolized here as vertical lines at the left and right, separating
the semiconductor emitter and base from the contact metals. In the following, it will
not be considered at which depth in the device (which is the x-axis in Fig. 2.15) an
amount of heat is generated or consumed. Hence, the actual solar cell is assumed to
be thermally thin, see Sect. 4.1, so all heat generation or consumption mechanisms
are assumed to appear at the same lateral position. Exceptions from this assumption
will be discussed at the end of this section and especially in Sect. 5.4. Of course, if a
thin film solar cell on glass is considered, the whole device may be thermally thick.
Nevertheless, also then the active region has a negligible thermal thickness.

In a metal the mean energy of the carriers contributing to charge transport is the
Fermi energy. If charge is transported in semiconductors by carriers, the electrons
in the conduction band and holes in the valence band contributing to this transport
have a certain mean energy of εe and εh plus their kinetic energy. These values
depend on temperature T , on the form of the density of states in the two bands, on
the doping concentration, and on the nature of the scattering mechanism relevant in
the transport process. For a box-shaped density of states, non-degeneracy, and an
energy-independent scattering process, the average kinetic energy would be 3/2 kT,
which is 1/2 kT for each degree of freedom. A further, purely thermoelectric effect
contributes significantly to the kinetic energy term. It is due to the carrier-phonon
interaction and is called “phonon drag”. The magnitudes of these energies will be
discussed in more detail in Sect. 5.4. In the case of non-degeneracy (base region)
these are mean kinetic energies, but in the case of degeneracy (emitter region) they
also have a potential energy contribution. Here we only will use the quantities εne , ε

n
h ,

ε
p
e , and ε

p
h as additional energies for thermalized free electrons and holes in the emitter

and in the base, respectively. These kinetic energies were not yet considered in [48]
but will be taken into account in the following.

Itwas assumed in Fig. 2.15 that only in the p-type base excess electrons asminority
carriers are generated by irradiation with light with an energy of hν being larger than
the gap energy (Eg = 1.1 eV for silicon). This excitation event leaves behind a “hot”
free hole and a “hot” free electron. By generating phonons, within less than 1 ps after
the absorption event these carriers loose their excess kinetic energy and thermalize
to close to the edge of the bands, where they only have the mean kinetic energy ε

p
h

and ε
p
e . Hence, the thermal energy dissipated by this absorption process to the lattice

is (hν – Eg − ε
p
h − ε

p
e ). This thermalization energy is indicated in Fig. 2.15 by two

arrows, both labelled pth (note that the energy counting for holes is inverse, hence
both arrows indicate heat generation). If an electron were excited exactly from the
edge of the valence band deeper into the conduction band, this process would leave
behind a “cold” hole of zero kinetic energy. Thereby the number of holes increases
by 1 but the kinetic energy of the whole hole ensemble does not increase. Thereby the
hole temperature, which is ameasure of their mean kinetic energy, slightly decreases.
This is equivalent to cooling the hole ensemble by an amount of ε

p
h, which instantly

couples to the lattice. In the same way generating a “cold” electron cools the electron
ensemble by ε

p
e . Even if hν = Eg holds, the two generated “cold” carriers consume

a heat energy of ε
p
h + ε

p
e . Thus, if we assume that all absorbed photons lead to a

photocurrent density Jph (i.e. the internal quantum efficiency equals 1), the thermal
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power per unit area, which is generated by thermalization of absorbed photons in the
bulk, is:

pth = Jph
e

(
hν − Eg − ε

p
h − εpe

)
. (2.37)

The assumption that all absorbed photons contribute to the photocurrent needs not be
true. In reality, a certain fraction of the photo-generated minority carriers recombines
before reaching the p-n junction. Since this fraction is independent of the bias, it only
leads to another constant heat contribution, which is exactly hν for each absorbed
photon not leading to a photocurrent. This contribution will be neglected in the
following, but it can easily be regarded at the end of the calculation. We also will
neglect the influence of photons absorbed in the emitter, since this emitter is usually
very thin (about 300 nm) and shows a very low minority carrier lifetime. Moreover,
we will neglect hole injection into the emitter, which is only a minor effect but could
be regarded in the same way as electron injection into the base.

If the electrons photo-generated in the bulk reach the p-n junction, they inevitably
“fall down” the barrier, i.e. they are attracted by the electric field in the junction and
move to the emitter region. Note that the photocurrent is a reverse current for the p-n
junction. By acceleration in the electric field, the electrons gain kinetic energy, which
they suddenly loose by emitting phonons. This process, which will be discussed in
more detail in Sect. 5.4, is another kind of thermalization and actually a Peltier heating
process, which occurs at the pn-junction. The amount of heat per unit area generated
by this process is:

p+
pn = Jph

e

(
Eg − ξn − ξp − eV + εpe − εne

)
. (2.38)

Here (Eg − ξn − ξp – eV ) is the value of the energy barrier between emitter and base
at a forward bias of V , the other terms in the bracket are a possible difference of the
mean kinetic energy of the electrons before and after crossing the p-n junction. Note
that the Peltier effect is a pure heat transport mechanism. Hence, a certain Peltier
heating is always balanced by a certain Peltier cooling at another position. It will
be discussed in Sect. 5.4 where the cooling belonging to the heating in (2.38) comes
from. Note also that the two heat sources pth and p+

pn are dissipated at the same
lateral location where the light is absorbed. This holds exactly for pth and at least
approximately for p+

pn since, even for a large diffusion length, the electrons may
diffuse laterally in the bulk only over a distance in the order of the cell thickness
before they flow through the p-n junction. Therefore, these two heat dissipation
mechanisms, together with recombination of photo-generatedminority carriers, have
been called “local power dissipation” mechanisms [16]. For all other mechanisms
involvingmajority carriers the carriers are free tomove laterally between themoment
of their generation and that of heat dissipation, which will be discussed later on.

Since this p-n junction is under forward bias, also the electron current opposite to
Jph flows from the emitter across the barrier into the base, which is traditionally called
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the “diffusion current” Jdiff [50]. This current is symbolized in Fig. 2.15 as an upward
arrow named p−

pn, hence here electrons gain energy. This current would also flow at
this bias without any illumination, hence this is a so-called “dark current”. According
to the detailed balance principle, these opposite current flows (Jph and Jdiff) can be
described independently from each other. Another contribution to the dark forward
current is the so-called “depletion region current” Jdr, which is traditionally called
“recombination current” [50]. It is due to the recombination of electrons and holes
in the depletion region between emitter and base region. Since this recombination
occurs predominantly in themiddle of the p-n junction, both electrons and holes have
to gain an energy of approximately half the barrier height. Hence for the diffusion
current the electrons have to gain an amount of energy of the barrier height per
charge, minus the difference of the mean kinetic energies in both regions. Also for
the depletion region current the electrons and holes together have to gain an amount of
energy of the barrier height per charge. We will assume that up to the recombination
event their kinetic energy is preserved. Since this energy gain consumes thermal
energy, this process is a Peltier cooling effect (for details see Sect. 5.4). The amount
of Peltier cooling at the p-n junction per unit area is:

p−
pn = − Jdiff

e

(
Eg − ξn − ξp − eV + εpe − εne

) − Jdr
e

(
Eg − ξn − ξp − eV

)
.

(2.39)
If thermalized electron-hole pairs recombine non-radiatively in the depletion

region, they generate a heating power per unit area of (Eg + εne + ε
p
h) per electron:

pdr = Jdr
e

(
Eg + εne + ε

p
h

)
. (2.40)

In the same way, if due to the diffusion current electrons reach the base region,
they inevitably recombine there or at the base contact, leading to a generated heating
power per unit area of:

pbase = Jdiff
e

(
Eg + εpe + ε

p
h

)
. (2.41)

Even if an electron-hole pair recombines directly from the band edges, it generates
only an energy amount of Eg . However, this process consumes carriers having zero
kinetic energy. Then, in the same way as discussed above for the absorption of light
with hν = Eg , the electron–hole ensemble cools down by an amount of (εpe + ε

p
h).

Here we consider only non-radiative recombination where the whole recombination
energy is converted to heat. The case of radiative recombination will be discussed in
Sect. 5.4.

The average absolute energy of the electrons (and holes!) in the contact metals,
which contribute to current transport, is close to the position of the Fermi level in
these metals. If electrons or holes enter the semiconductor from a contact metal,
their energy increases by a potential energy contribution, which is the corresponding
Fermi energy ξ n or ξ p, respectively, and by a kinetic energy contribution, which for
holes entering the base is ε

p
h and for electrons entering the emitter is εne . If holes or
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electrons leave the base or the emitter, the same amount of Peltier heat is released.
So also at these barriers Peltier cooling or Peltier heating may occur, depending
on the current direction. Only if the current flows homogeneously in a cell and the
contacts cover the whole area, at each position the net current density between metal
and emitter JME and between base and metal JBM both equal the difference between
photocurrent and dark current (Jdiff + Jdr − Jph). However, whenever lateral currents
are flowing in the device, the local current densities at the contacts may be different.
Therefore, the general expressions for Peltier heating or cooling for a current density
at the emitter contact of JME and at the base contact of JBM (both counted positively
for a dark forward current and negatively for a reverse current) are [51]:

pME = −JME

e
(ξn + εne ), (2.42)

pBM = −JBM
e

(ξp + ε
p
h). (2.43)

This whole set of equations (2.37)–(2.43) describes the heat dissipation and heat
transport of the most important mechanisms in a p-base silicon solar cell. In an n-
base cell the complementary processes occur. Let us apply these equations to the
special case of a current flowing in the dark under forward bias. We will assume
here a homogeneous device without any lateral current flow. Joule heating will be
neglected. Then only the two dark current contributions Jdiff and Jdr are flowing. The
bias dependence of these two currents is described by the following equations [52]:

Jdiff = J01

(
exp

(
eV

kT

)
− 1

)
, (2.44)

Jdr = J02

(
exp

(
eV

2kT

)
− 1

)
.

The magnitudes J01 and J02 are called the “saturation current densities” of the diffu-
sion and the depletion region (recombination) current, respectively. Note that, due the
different slopes of these two current contributions, Jdiff dominates for high forward
bias and Jdr dominates formediumand low forward bias. Jdiff is a localmeasure of the
minority carrier lifetime in the bulk.Generally, Jdiff is an areal current. Regions of low
lifetime show a locally increased value of Jdiff [52]. Local sites of strongly increased
Jdr are the origin of so-called “non-linear shunts” in solar cells, see Sect. 6.2.1.

For describing the dissipated power density in a homogeneous thermally thin solar
cell in the dark, the sum of (2.39)–(2.43) has to be considered with JME = JBM =
Jdiff + Jdr, yielding a total dissipated power per unit area of:

pdark = p−
pn + pdr + pbase + pME + pBM = V (Jdiff + Jdr) . (2.45)
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As can be expected already from the energy conservation law, the total dissipated
power density just equals the product of current density and voltage. All terms con-
taining Fermi energies and kinetic energies, which are related to the Peltier effects,
cancel. If the cell contains any kind of inhomogeneity, this holds not anymore locally
in any position but only for the whole cell, see below.

If a homogeneous cell is illuminated and a photocurrent Jph flows, also (2.37) and
(2.38) have to be added to (2.45), and Jph has to be regarded in (2.42) and (2.43) as
a negative current contribution. The result is:

pill = pdark + Jph
e

(hν − eV ) . (2.46)

Figure 2.16 shows the result of (2.46) using (2.44)–(2.45) for assumed typical
values of J01 = 1.5 × 10−12 A/cm2, J02 = 2 × 10−6 A/cm2, Jph = 30 mA/cm2,
and hν = 1.4 eV (λ = 880 nm) [48]. It has been assumed here that all absorbed
photons are leading to a photocurrent. We see that both under short circuit condition
(V = 0, J = −Jph) and under open circuit condition (V = 0.6 V, J = 0) the com-
plete amount of irradiated power (hν per irradiated photon) is dissipated into heat.
In between, there is a minimum of the dissipated power at the so-called maximum
power point at about V = 0.52 V, which is due to the fact that here the maximum
amount of electrical power is generated by the solar cell and fed out to the electric
load.

Equations (2.35)–(2.43) describing the different elementary heat dissipation and
transport mechanisms hold generally, but (2.45) and (2.46) only hold for strictly ver-
tical current flow. If any lateral current flows, e.g. due to local contacts or due to any
kind of inhomogeneity in the cell, the elementary mechanisms can be observed sep-
arately. For example, the observation of Peltier effects will be presented in Sects. 5.4
and 6.3. The fact that different heat sources may be acting at different sites is the
base of lock-in thermography on solar cells. This will be demonstrated in Sects. 6.2
and 6.3.

Fig. 2.16 Dissipated
thermal power density under
monochromatic illumination
as a function of the cell bias
V (with permission of
American Institute of
Physics)
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All previous considerations referred to forward bias of a solar cell. This is themost
interesting case, since in normal operation a solar cell is forward biased. However,
a solar cell may also be reverse biased. In particular, if one cell in a solar module in
operation becomes shaded, it may become reverse biased [53]. The dominant heat
dissipation mechanism under reverse bias and illumination is the Peltier heating pro-
cess, see Fig. 2.15. Under reverse bias ohmic shunts dissipate heat, and there are a
number of pre-breakdown phenomena, which dominate the reverse bias character-
istic of solar cells [54, 55]. The heat generation mechanism of ohmic shunts is just
Joule heat, but for pre-breakdown mechanisms it is basically thermalization of hot
carriers. Note that the dominant pre-breakdown mechanisms in silicon solar cells are
thermionic field emission and avalanche breakdown [55]. In both cases hot carriers
are injected into the material, which within less than 1 ps thermalize and submit
their energy as heat to the lattice. Some minor part of the hot carrier energy is also
converted into near-IR up to visible radiation, therefore pre-breakdown sites are also
visible in luminescence imaging [55]. The light generation mechanism is this case is
inter-band scattering [56], which is also very different to the radiative recombination
dominating under forward current. Examples of reverse-bias DLIT will be intro-
duced in Sects. 6.2.1.6 and 6.2.1.7. Note that all pre-breakdown phenomena in solar
cells are local phenomena since there is no homogeneous pre-breakdown mecha-
nism. Hence all these pre-breakdown sites appear in reverse-bias DLIT as point-like
shunts. Special characterization methods working with ILIT under reverse bias will
be discussed in Sects. 6.2.2.3, 6.2.2.4, and 6.2.2.7.

2.9 Carrier Density Imaging

Until now, only thermal measurements have been considered for lock-in thermog-
raphy measurements. It had been mentioned in Sect. 2.1 that, according to Kirch-
hoff’s law, the probability of a surface to emit radiation (i.e. its emissivity ε) equals
the absorption probability α at this wavelength. Since mid-range radiation in the
wavelength range 3–5µm typically used for lock-in thermography corresponds to a
photon energy of 0.25–0.41eV, which is much smaller than the energy gap of silicon
of 1.1eV, silicon and also most other semiconductors are nominally transparent to
infrared light. Hence, in principle, thermography on thesematerials should be impos-
sible. Fortunately, in doped semiconductors there is another source of IR absorption,
which is free carrier absorption. Whenever electromagnetic radiation penetrates a
semiconductor having a free carrier concentration of n or p, respectively, the electric
andmagnetic fields accelerate the free carriers in this body, which is connected with a
certain heat generation by absorption of electromagnetic energy. For n-type material
having a free carrier concentration of n, the corresponding absorption coefficient can
be described by:

αfc = Knλ
2n. (2.47)
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Here Kn is a material constant, discussed in more detail below, and λ is the wave-
length of the radiation. An equivalent equation holds for p-type material. For n-Si,
Kn ≈ 10−18 cm2/µm2, and for p-Si Kp ≈ (2 – 2.7) × 10−18 cm2/µm2 holds [57].
Hence, free carrier absorption/emission becomes stronger with increasing wave-
length and is directly proportional to the free carrier concentration. If both electrons
and holes are present in a semiconductor (e.g. under optical excitation), their absorp-
tion coefficients simply add up. Only by this free carrier absorption of optically
excited or highly doped semiconductor regions, which corresponds to an equivalent
free carrier IR-emission, thermal IR-investigations on bare semiconductor devices
become possible.

On the other hand, the measurement of free carrier absorption or emission in the
IR-range also enables the measurement of the free carrier concentration of semi-
conductor materials via (2.47). If this measurement is performed by using a thermal
camera, images of free carrier concentrations can be obtained. In contrast to actual
temperature measurements, this type of measurements may be called “non-thermal”
IR-camera based measurements. Note that “thermal” lock-in thermography is per-
formed on complete electronic devices, whereas “non-thermal” measurements are
typically performed onwafers. This section will introduce the physical basics of such
measurements; their practical realisation will be described in Sect. 3.5, and typical
applications will be introduced in Sect. 6.5.

If we generate excess electrons and holes of density n, p, respectively in a
silicon wafer, by irradiation with light of an energy hν greater than the band gap,
they thermalise within picoseconds to a thermal equilibrium with the crystal lattice
occupying electronic states above/below their respective band edge. We assume in
the following excitation levels which lead to excess carrier densities much smaller
than typical doping concentrations of wafers used for solar cells (1016 cm−3). Then
the quasi-Fermi-levels are distant from the band edges (non-degenerate case) and the
excess free carriers are distributed over the electronic states given by their respective
density of states following a Boltzmann distribution with the temperature Tw of the
wafer. If the light irradiation is performedperiodically, theweak additional absorption
and emission of this excess free carrier distribution can be detected by a thermal
camera using the lock-in principle as outlined in Sects. 2.2–2.6. This may be done
in a distinct absorption or emission mode, if we select the experimental conditions
such that either the absorption or the emission of free carriers dominates. Such a
measurement may then be converted to a distribution of the excess carrier lifetime.

As already mentioned, this kind of “non-thermal” investigation is typically per-
formed on wafers, in contrast to the “thermal” lock-in thermography performed on
complete electronic devices. Note, however, that in these “non-thermal” investiga-
tions also the wafer temperature is modulated (any light absorption also leads to a
temperature increase), which leads to amodulation of the thermal IR-radiation even if
the free carrier concentration would remain constant. Hence, in reality the IR-camera
measures both the “thermal” (temperature-induced) and the “non-thermal” (free
carrier-induced) modulation of the device radiation in parallel. It will be described
in Sect. 3.5 how these two contributions can be separated from each other.
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Historically, single spot infrared absorption of free excess carriers had been used
in quasi steady-state to determine their density and according to

τ = n

G
(2.48)

the minority carrier lifetime, where G denotes the generation rate in cm−3 s−1. The
concept of free carrier absorption has also been used bymethodsmeasuring the decay
of carrier concentrations via IR-absorption [58–60] or modulated excitation (Mod-
ulated Free Carrier Absorption, MFCA) [61]. This technique was further developed
to a setup allowing 2D lifetime mappings [62]. The IR-absorption by free carri-
ers excited in a small spot was measured in this case using a 1,550nm laser beam
transmitting the sample within the generation area. Depending on lateral resolution
requirements and wafer size, MFCA maps often took several hours of measurement
time per sample. With the introduction of highly sensitive, fast focal plane array
cameras, operating in the infrared, the idea to overcome the necessity of scanning
the sample was first suggested by Bail et al. [13], developed in parallel by Riepe et al.
by implementing lock-in techniques and published in [14].

In this section, we introduce the basic concepts and the two principal measure-
ment modes, absorption and emission of IR-radiation, by free carriers. Calibration
and noise considerations will be outlined together with the description of specific
measurement setups in Sect. 3.5.

An excess free electron gas in a wafer with temperature Tw interacts with a ther-
mal radiation field by absorption and by emission of photons. If we want to detect
excess carriers with a thermal camera, we can in principle make use of both interac-
tions. First, we have to keep in mind that within the detection ranges where suitably
sensitive cameras are available, namely the 3–5 (mid-wave) and the 8–10µm (long-
wave) wavelength bands (see Sect. 2.1), there are no pronounced absorption bands
of the silicon crystal lattice itself. As mentioned above, a wafer of usual thickness
of a few hundred micrometers and low to medium doping concentration is basically
transparent to radiation coming from the background. Thus, a big part of the radia-
tion leaving the wafer will be background radiation. If the doping concentration of
a wafer is only at about 1016 cm−3, as for typical solar cell material, the free carrier
absorption according to (2.47) only weakly influences the background radiation pen-
etrating the wafer. The thermal radiation, which the camera images if focused on a
wafer surface, is thus dependent on three factors: (1) the radiation coming from the
background, which is influenced by the absorption in the wafer, (2) the free carrier
emission in the wafer, and (3) the relation of the temperature of the wafer Tw to that
of the background, Tb, which strongly influences the ratio between (1) and (2).

Let us first consider absorption and emission of radiation by free carriers in silicon
in some more detail. The radiation transmitted through the sample is proportional to
the radiation of the background and the absorption spectrum of the free carriers. In
more detail than (2.47), the absorption coefficient of free carriers with density N is
given by [63]:
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αfc (λ) = e3N

4π2ε0c3n m∗2μ
λ2, (2.49)

where λ is the wavelength, e the elementary charge, ε0 the real part of the dielectric
constant, c the speed of light, n the refractive index,m∗ the effectivemass andμ is the
mobility. If by periodic irradiation of light the free carrier density N is modulated by
an amount N being small compared to N , the steady-state free carrier absorption
due to the net doping concentration ismodulatedby a small amount. If thismodulation
is detected by lock-in techniques, the steady-state contribution of αfc(λ) cancels and
only the modulated part due to N is measured. Replacing N

m∗2 = n
m∗2

e
+ p

m∗2
h
, with

n = p andm∗
e andm

∗
h being the effectivemasses of electrons and holes, yields the

dependence of the free carrier absorption on the modulated excess minority carrier
density n. Schroder et al. [57] found experimentally a fair agreement of (2.49)
and the absorption coefficients for silicon at room temperature. From (2.49) we note
that, in principle, a camera detecting at longer wavelength is of advantage. Whether
this advantage can be utilized for CDI/ILM (see below) depends on the actual state
of the development of IR-cameras for the different wavelength ranges concerning
sensitivity and NETD (for an overview of the status in 2017 see Sect. 3.1). Since for
thermal lock-in thermographymeasurements on electronic devices usuallymid-wave
cameras are preferred owing to their better spatial resolution capability (see Sect. 3.1),
these cameras are also often used for non-thermal (carrier density) measurements.

In thermal equilibrium, these free carriers also emit infrared radiation. According
to the law of detailed balance they have to emit the same amount of power as they
absorb at any energy interval to stay at the same temperature. Therefore the absorption
coefficient has to equate the emission coefficient (Kirchhoff’s law)

αfc(λ) = εfc(λ). (2.50)

If the background with temperature Tb can be assumed to emit black body radi-
ation, the number of photons absorbed by free carriers Sabs is proportional to the
integral of Planck’s law (see (2.1)), written for the photon flux density, over the con-
sidered range of wavelength which is defined by the spectral range of the camera:

Sabs ∝
∫ λmax

λmin

αfc(λ,n)

λ4
(
ehc/kλTb − 1

)dλ. (2.51)

The emission by the free carriers depends on their temperature, which is equal to
the temperature of the wafer Tw, and the emission coefficient of the free carriers is:

Semi ∝
∫ λmax

λmin

εfc(λ,n)

λ4
(
ehc/kλTw − 1

)dλ. (2.52)

The signal which can be detected by a thermal camera is in general composed of
both contributions:
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SCDI = Semi − Sabs = d(Aw) ·
∫ λmax

λmin

εfc(λ,n)

λ4
(
ehc/kλTw − 1

)dλ

−d(Ab) ·
∫ λmax

λmin

αfc(λ,n)

λ4
(
ehc/kλTb − 1

)dλ, (2.53)

where Aw is the surface area on the wafer which corresponds to one camera-pixel
and Ab is the corresponding surface area on the background. Here d is a positive
factor which accounts for the surface dependence of the emission and absorption
signal and contains pre-factors of Planck’s formula. In a practical setup Aw ≈ Ab.

With the linear dependence of αfc on n and the quadratic dependence on λ

from (2.49) and with (2.50), this results in an approximate expression for the camera
signal:

SCDI ∝ n ·
λmax∫

λmin

(
1

λ2(ehc/kλTw − 1)
− 1

λ2(ehc/kλTb − 1)

)
dλ. (2.54)

In principle, if Tw equals Tb, the absolute value of the absorption signal and the
emission signal are equal and a vanishing net signal results. If the background is at a
higher temperature than the wafer, an absorption signal can be detected (absorption
mode). A cooled background causes a signal which is dominated by the emission of
the free carriers, which corresponds to the emission mode. The theoretical depen-
dence of the detected signal on background temperature Tb and wafer temperature
Tw is plotted in Fig. 2.17, for an experimental confirmation see Sect. 3.5.

Emission mode 

Absorption mode

Fig. 2.17 Theoretical dependence of the camera signal on background temperature Tb and wafer
temperature Tw according to (2.54)
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From Fig. 2.17 it is apparent that, in the emission mode, an increase of the wafer
temperature Tw results in a strong signal increase, while for lower background tem-
perature Tb the signal increase is asymptotically limited. The signal in the absorption
mode, on the other hand, rises stronglywith background temperature, while the effect
of lowering the wafer temperature is limited.

For the detection of carrier densities the lock-in principle is realised by a chopped
optical generation. The thermal radiation coming from the wafer is measured in
two different states, first with irradiation of the sample by a light source with hν >

Eg, generating excess free carriers, and second without any irradiation. If the two
images obtained are subtracted from each other, the difference is proportional to the
signal related to free carriers, since all other parameters determining the absolute IR-
radiation coming from the sample remain unchanged when switching the generation
illumination on/off. This procedure is preferably done with a fast enough sequence of
irradiated and unirradiated periods to suppress possible temperature drifts and other
changes in the IR background radiation.

Historically, the first realisation of a carrier imaging technique has been to have
a black body with emissivity close to 1 and a temperature Tb > Tw behind the wafer
[13]. The dominating effect is then that the excess carriers of temperature Tw absorb
radiation emitted from the background, the resulting image shows areas with high
excess carrier density dark; in areas with low excess carrier density more of the
bright background radiation is visible. Figure 2.18, left, shows such an example
for a multicrystalline silicon wafer. The sample has been damage etched and SiN-
passivated. The displayed area is 100 × 100mm2. The measurement time was 30s.
Compared to the strong background radiation the emission by the colder excess
carriers themselves can be neglected.

Absorption mode Emission modeSignal

low

high

Fig. 2.18 Measured camera image for a surface-passivated multicrystalline wafer in absorption
(left) and emission mode (right). Note that the the measurement in absorption mode is negative,
the measurement in emission mode is positive. Higher values in absorption mode relate to smaller
carrier lifetime
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This “absorption mode” was developed in parallel by two groups, first published
in [13] without using the lock-in principle and named “Infrared lifetime Imaging”
(ILM). In a subsequent publication a setup implementing lock-in technique was
reported [14, 64] and this variant called “Carrier Density Imaging” (CDI). At first,
both terms were used in parallel in literature. Since, however, ILM had included the
option to apply the lock-in principle as well and was subsequently developed to this
state, later a combined abbreviation was introduced, to clarify, that both terms refer
to the same technique. In the following, we will mostly give examples measured with
the original “CDI” setup and thus call the technique CDI/ILM.

To use the infrared emission of free carriers instead of their infrared absorption
had already been proposed by White et al. [65]. They introduced a scanning method
to detect the infrared emission by optically generated free carriers in heated samples.
Later Bail et al. [13] used an infrared camera to detect the emission of free carriers.
A high-lifetime FZ wafer was heated with a hot air fan to 350 ◦C to increase the
emission of the free carriers and to enable the detection of IR-radiation. Experimen-
tal setups which allowed measurements at moderately elevated temperature were
introduced in [66] and [67]. In Sect. 3.5 we explain experimental realisations of the
different measurement modes in some more detail. For the example of Fig. 2.18,
the signal measured in the emission mode is compared to the one measured in the
absorptionmode (Fig. 2.18, right). As expected, intensities are reversed.Using appro-
priate calibration (see Sect. 3.5) the excess carrier lifetimes calculated from emission
images are in good agreement with the ones calculated from the absorption images.
This has been demonstrated e.g. in [66]: The mean lifetime over the total area calcu-
lated for two example images was 61µs for the emission and 65µs for the absorption
measurement. The difference between the absolute lifetime values derived from both
techniques was thus only about 6% for this example.

The advantage of emission CDI/ILM is the possibility to increase signal strength
by using higher wafer temperatures. As increasing background temperature for
absorption CDI/ILM fails because of saturation of the detector chip of the cam-
era, the wafer temperature can be raised to moderate temperatures without saturation
problems in emission mode since it shows a low emissivity. This allows to retrieve
carrier lifetime images with higher signal-to-noise ratio or in a shorter time. If fast
measurements are necessary, e.g. for in-line application, the emission mode is an
interesting option. Figure 2.19 (courtesy of [68]) shows a comparison of emission
CDImeasurements realised at differentwafer temperatures (40, 59 and 100 ◦C)with a
measurement time of only 1 s. The 100 × 100mm2 wafer had been etched to remove
saw-damage and SiNx -passivated. The mean lifetime averaged over the whole wafer
was about 18µs. Noise dominates the measurement at low temperature (40 ◦C),
whereas a high signal to noise ratio can be achieved at wafer temperatures of 59 and
100 ◦C.

For a quantitative evaluation of the increase of resolution achieved by an increase
of the sample temperature, the variation of the signal from an area of good lifetime
was observed for different temperatures (Table 2.1, courtesy of [68]). Compared to
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Fig. 2.19 Emission image
of a multicrystalline sample
with SiNx -passivation at
different wafer temperatures.
From left to right: 40, 59,
100 ◦C. Measurement time
was 1s only

Table 2.1 Quantitative
evaluation of the resolution
improvement at enhanced
temperatures. Over the same
homogeneous lifetime area
the standard deviation of the
signal strength was calculated

Wafer temperature Standard deviation

Tw (◦C) σ/σ26 ◦C

26 1

40 0.298

59 0.188

100 0.097

Fig. 2.20 Temperature
dependence of minority
carrier lifetime limited by
Shockley-Read-Hall-
recombination for different
defect levels. Capture cross
sections for electrons and
holes are assumed to be
equal. τ 300Kn0 is the low
injection lifetime for
electrons at 300K. The insert
magnifies the most relevant
part (bold square)
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the measurement at room temperature the standard deviation at 100 ◦C reduces to
approximately 1/10, already at 60 ◦C a reduction of more than 1/5 is achieved.

For measurements in the emission mode we have to take into account that the
temperature the wafer is heated to may at the same time influence the excess carrier
lifetime, which we wish to determine. In Fig. 2.20 (courtesy of [68]) we exemplify
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the changes in carrier lifetime over the relevant temperature range for recombination
limiting defects with defect energy level at various distanceE from the conduction
or valance band edge calculated according to the Shockley-Read-Hall-recombination
mechanism. For shallow defect levels the lifetime varies significantly, whereas the
temperature dependence for deep defect levels is weak in the temperature range
under consideration (20–80 ◦C). Detrimental defects are mostly deep defects, so
especially the lifetimes in low performance areas, which are of special interest for
material qualification, may be determined at temperatures up to 80 ◦C and compared
with some caution with lifetimes at ambient temperature. Please note in addition,
that the temperature of solar cells in operating conditions are mostly above ambient
temperature. The measurement of lifetime at these enhanced temperatures allows
therefore a reasonable assessment of the expected solar cell performance.



Chapter 3
Experimental Technique

In Sect. 3.1, a number of thermography and lock-in thermography approaches from
literature are described and discussed, both steady-state and non-steady-state, show-
ing the large variety of thermography measurement possibilities. Many of these
systems are not called thermography but rather thermo-AFM, or photothermal or
thermo-elastic investigations. But, in principle, they are all designed to measure
lateral surface temperature distributions, and can be used to investigate also elec-
tronic components. At the end of this chapter, the figures of merit of different lock-
in thermography systems are compared in terms of the pixel-related system noise
density, defined in Sect. 2.6. In Sect. 3.2 the design philosophies of different com-
mercial lock-in thermography systems are compared. Since many novel techniques
for investigating solar cells are working with homogeneous irradiation of light, in
Sect. 3.3 different systems for illuminating the sample are compared. In Sect. 3.4
the application of solid immersion lenses for improving the spatial resolution of
lock-in thermography investigations is described. Finally, Sect. 3.5 introduces the
special demands of the realization of different non-thermal carrier density imaging
techniques, which also make use of the illumination systems described in Sect. 3.3.

3.1 Different (Lock-in) Thermography Realizations

In the following, we will consider only thermographic techniques which are at least
potentially able to produce an image of electrically generated internal heat sources
in electronic components. This rules out any photoacoustic and photothermal tech-
niques which are solely based on measuring the local surface heating produced by
a pulsed laser spot. Before infrared (IR) imaging techniques will be discussed, a
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number of alternative thermography techniques will be reviewed. The most straight-
forward way of measuring the temperature of a device is to attach a temperature
sensor to the surface in contact mode. Therefore, contact thermography is one of
the most popular serial thermography approaches. Of course, contact thermography
can only be a serially measuring technique, since a large parallel working array of
contact sensors is impracticable. Most of the contact thermography approaches in
the literature are microscopic techniques aiming at a spatial resolution of 1µm or
below. Therefore they belong to the category of thermal atomic force microscopy
(Thermo-AFM) techniques. The two dominant basic principles of electronic tem-
perature measurements, the thermocouple and the resistance thermometer, have both
been used on a microscopic scale. So Williams and Wickramasinghe [69] produced
a special AFM tip by separating a metallic coating from the conducting conical tip
via an insulating layer. Only at the tip apex these two conductors were in contact
producing a thermocouple of about 100nm in size. This tip actually worked in the
non-contact modewith a constant temperature difference between tip and sample. By
piezo-modulating the height at around 1kHz, the thermosignal showed a distance-
dependent AC signal component, which was used to stabilize the height position.
The aim of this development was to establish a non-contacting AFM technique for
insulating and soft materials rather than to map surface temperature distributions.
Majumdar et al. [70] produced a larger thermocouple between two dissimilar wires
by a capacitive discharging and subsequent electrochemical thinning. In a contact-
ing AFM arrangement, they imaged steady-state surface temperature profiles of a
GaAs MESFET with a temperature resolution of <100mK and a spatial resolution
of a few microns. Also Foster and Gmelin [71] have used a concentric thermocou-
ple tip similar to that in [69] in a variable temperature AFM set-up to investigate
the thermal properties of thin films in contact mode. This setup, too, was not used
to investigate electronic components. One general problem of thermocouple tips is
that they produce a very small DC signal. As mentioned above, using lock-in ther-
mography greatly improves not only the sensitivity but also the spatial resolution
in thermal investigations. If the tip is in close contact to an electronic device in a
lock-in measurement, it is very hard to suppress capacitive coupling between the
device driving voltage and the thermal tip signal. This may be one major reason why
thermocouple-based AFM systems have rarely been used for investigating electronic
components until now.

Resistive thermometers may be loaded and read out with a sufficiently high fre-
quency AC current, leading to several advantages in comparison to thermocouples:
First, if the resistor read-out frequency and the lock-in one are sufficiently wide
apart, a capacitive coupling of the driving voltage into the temperature reading can
be avoided. Second, theAC principle ofmeasuring the resistance avoids the influence
of the so-called 1/ f noise, which is the dominating noise source in all DC ampli-
fiers. Therefore AC driven resistors may be read out considerably more sensitively
than DC driven ones. Finally, at least semiconductor-based NTC (negative temper-
ature coefficient) thermistors show a temperature coefficient ten times higher than
metal resistors do, which also favours a higher temperature resolution. Hammiche
et al. [72] formed an STM tip from a loop of so-called Wollaston wire. This is a
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5µm diameter platin/rhodium wire embedded in a 75µm diameter silver wire. At
the loop tip, the silver is etched away leaving the Pt/Rh core of 150µm in length,
which may be used both as a micro resistivity temperature probe and as a micro
heater. This tip was made commercially available by ThermoMicroscopes and was
a part of the Micro-Thermal Analyzer of TA Instruments. After these companies
have become part of Veeco scanning probe microscopes are not produced there any-
more. However, Scanning Thermal Microscopy (SThM) using the Wollaston wire
probe is now available by Park Systems [73]. These set-ups are actually intended
more for micro-thermal analysis such as differential scanning calorimetry or ther-
mal conductivitymapping on polymers than for investigating electronic components.
Nevertheless, a scanning thermal microscope of the Wollaston type has also been
used for imaging current-induced heating in microelectronic structures with sub-
micron resolution [74, 75]. Since the Wollaston wire does not show a sharp tip, the
spatial resolution of this SThM system is limited to a few 100nm. SThM with sub-
100nm spatial resolution and <0.1 ◦C thermal resolution can be obtained by using
a special microfabricated thermal probe, which was developed by Anasys Instru-
ments [76]. Rangelow et al. [77] have published a thermal nano-probe based on a
nanometer-sized filament, which was made by combining focused ion beam etching
and a local electron beam deposition technique. The resistivity of this probe was
read out in a 10kHz AC bridge, realizing a thermal resolution of 1mK. Similar to the
system of Williams and Wickramasinghe [69], this system works in the non-contact
mode with a constant temperature difference between sample and tip. It was used to
measure the steady-state surface temperature distribution at the top of an implanted
resistor with a spatial resolution below one micron. Although this tip is very fragile,
and no details about necessary measurement times have been given up to now, this
system also seems to be a promising thermo-AFM solutions for investigating elec-
tronic components. Its capabilities can even be improved considerably by using it in
the lock-in thermography mode. Note, however, that all piezo-based thermo-AFM
solutions imply one decisive problem: They hardly allow one to scan an image field
much larger than 100 × 100µm2. Thus, they usually do not allow one to scan a
whole chip or even a larger component such as a solar cell.

In 1994 amacroscopic variant of this technique called Dynamic Precision Contact
Thermography (DPCT [78]) was developed. Here a stepper-motor driven x-y-z table
was used to scan a spring-loadedminiature thermistor point-by-point in contactmode
across amacroscopic device like a solar cell. The spatial resolution of this systemwas
only about 30µm. The thermistor was read out very sensitively by a self-balancing
AC bridge, and the two-phase correlation was performed by the computer after
digitizing the temperature signal in four equidistant times per lock-in period. With
this system, for the first time highly sensitive lock-in thermography investigations
were performed at a lock-in frequency of 3Hz. The thermal noise level, referred
to the sample surface, was below 100µK T-modulation amplitude at an integration
time of 1 s per pixel, which was record-breaking at that time [79]. Thus, this system
also allowed for the first time to investigate weak shunts in solar cells under forward
bias. However, due to the serially measuring principle, the measurement time could
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Fig. 3.1 Thermoreflectance measurement set-up for detecting internal heat sources

not be reduced below several hours per image. Therefore this system has not gained
wider popularity and was later replayed by an IR camera based system.

Besides the use of thermocouples and resistance thermometers there are a num-
ber of non-contacting techniques to measure surface temperature distributions. One
popular approach is the photothermal or thermoreflectance principle. It is based
on the fact that the optical reflection coefficient of a reflecting surface is usually
temperature-dependent. Typical temperature coefficients of the reflectivity of metals
and semiconductors in the visible range are of the order of 10−5 − 10−4/K. For a
well-defined reflecting surface, the intensity of a reflected laser beam is a measure of
the surface temperature. As Fig. 3.1 shows, a typical thermoreflectance experiment
on an electronic device comprises a DC laser producing a linearly polarized beam, a
microscope objective, a beam splitter (usually combined with a λ/4 plate) for sep-
arating the incident and the reflected beam, and a mechanical scanning system. For
example, Ju et al. [80] have measured temperature transients with an accuracy of
0.1K and a spatial resolution of 0.6µm in different positions of MOS transistors
after pulsed biasing. Using a computer-controlled sample scanning system, Voigt
et al. [81] performed lock-in thermoreflectance imaging at a modulation frequency
of up to 30kHz on electrically heated microconductors. Sensitivity limits have not
been given here explicitly, but the power these structures dissipated was as high as
2W.

The thermoreflectance principle sketched in Fig. 3.1 can also be realized camera-
based and in lock-in mode. In these systems the sample surface is illuminated by
powerLEDsor lasers of differentwavelengths and aCCDcamera detects the reflected
light [82]. Several types of camera-based microscopic thermoreflectance thermal
imaging (TTI) systems are commercially available e.g. by Microsanj LLC [83] and
Quantum Focus Instruments Corp. [84]. In the Microsanj systems, depending on
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the pulsing strategies of the light and the sample bias, either low frequency lock-in
thermography imaging is possible or thermal transients can be measured with a time
resolution down to 50ns (with laser illumination below 1ns). The system NT220B
is specified with a spatial resolution down to 290nm, 2048 × 2048 active thermal
pixels, and a thermal resolution of 0.25 ◦C for 2min averaging [85]. This corresponds
after (2.31) to a pixel-related system noise density of 1.34Ksqrt(s). Compared to IR-
based lock-in thermography, TTI shows a significantly better spatial and temporal
resolution but poorer thermal resolution. In particular for metallized surfaces with a
low IR emissivity and for high power devices, the use of TTI can be advantageous
for thermal imaging compared to IR-LIT.

A very interesting “stroboscopic” camera-based photothermal imaging system for
investigating high-frequency phenomena has been introduced by Grauby et al. [36].
They imaged the local reflectance of the sample surface by using a standard CCD
camera operating at a frame rate of 40Hz.Contrary toFig. 3.1, however, not aDC light
source was used for the illumination but an LED, which was amplitude-modulated
at a frequency of (2MHz+10Hz). The sample structures were electrically loaded to
produce a surface temperaturemodulation of 2MHz. Then the reflected optical signal
is amplitude-modulated with the difference frequency of 10Hz due to the heterodyne
principle. With the given frame rate of 40Hz, two-channel lock-in thermography
with 4-point correlation has been performed, yielding amplitude and phase images
as described in Chap.2. Note that this heterodyne technique uses a principle for
expanding the time resolution over that given by the frame rate, which is similar
to that of the undersampling technique described in Sect. 2.4. Resistive and Peltier
heating could clearly be distinguished from each other by their different modulation
frequency and their different signal dependence on the driving voltage amplitude
(resistive: square dependence; Peltier: linear dependence). The spatial resolution of
this system was below 1µm, but the temperature resolution was obviously only of
the order of 0.1–1K. The spatial resolution of thermoreflectance investigations has
been improved to below 50nm by Goodson and Asheghi [86] by illuminating the
sample with a scanning near-field optical microscope (SNOM). However, in this
SNOM technique the illuminating light power was limited to some nW, and only a
very small fraction of the reflected light could be detected. Therefore typical detected
temperaturemodulation amplitudes were of the order of 50K, hence the sensitivity of
this techniquewas obviously only of the order of a fewKelvin. The general advantage
of photoreflectancemethods over the IR detection is its lower price and the possibility
to attain a sub-micron spatial resolution. However, photoreflectance needs a well-
reflecting plane surface. It can hardly be used e.g. for investigating textured solar cells
or 3-D structures. Moreover, the temperature resolution of typically 0.1K restricts
its use for device testing to medium and high-power devices. There are some other
techniques related to thermoreflectance such as off-axis thermoelastic deformation
measurements (Opsal et al. [87]), optical beam deflection with striking incidence
using the mirage effect (Murphy and Aamodt [88]), or photothermal displacement
interferometry (Suemune et al. [89]). According to the knowledge of the authors,
however, these techniques have been developed and used primarily for investigating
thermal diffusion phenomena on layered structures rather than for imaging heat
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sources in electronic devices. Some of these techniques are only practicable for flat
surfaces and cannot be used, e.g., for texturized solar cells or ICs with a surface
topography.

Besides IR thermography and photothermal techniques, there are three other
camera-based thermography techniques based on visible light microscopy and two
based on near IR microscopy, which are widely used in electronic device testing and
failure analysis. These are thermal mapping using nematic or thermochromic liquid
crystals, fluorescent microthermal imaging (FMI), and Moiré imaging. Nematic liq-
uid crystals show a phase transition between liquid and liquid crystalline, which may
be as sharp as 0.1K. If a sample, coveredwith a thin liquid crystal layer, is illuminated
with polarized light and imaged through a crossed polarizer, it appears dark above the
phase transition temperature and bright below that temperature. By carefully adjust-
ing the sample temperature just below the transition temperature, only the regions
around local heat sources may appear dark. Within a certain temperature range of
thermochromic liquid crystals their spectral reflectivity depends on the temperature.
Thus, when illuminated with white light, their colour depends on the temperature.
The sensitivity limit of nematic liquid crystal investigations is about 0.1K, but that
of thermochromic ones is even worse. Both techniques are commercially available
[90]. Note that working with liquid crystals is somewhat tricky and requires a lot of
experience. Especially for investigating ICs it is hard to guarantee a complete and
homogeneous wetting of the surface. This holds especially near wire bonds, since
owing to capillary forces, the liquid tends to crawl up the bond wires. Recently, an
interesting new technique has been introduced where micron-sized cholesteric (ther-
mochromic) liquid crystals droplet are dispersed in a polymer foil, which is loosely
attached to the sample [91]. This technique has the advantage that it does not pollute
the sample. However, due to the thickness of the polymer films of several 100µm
this method is only applicable to large plane samples such as solar cells, but not to
ICs. Based on this principle, a “Shuntometer” for imaging strong shunts in solar cells
under reverse bias with a spatial resolution of some millimeters has been available
[92].

Fluorescent Microthermal Imaging (FMI) investigations are based on the strong
temperature dependence of certain organic dyes. A thin dye layer is applied to the
surface under investigation and homogeneously illuminated by UV light. Near local
heat sources, the luminescence is quenched. Hot spots are revealed by subtracting or
dividing two luminescence images, with the heat sources switched on and off. Using
a slow-scan CCD camera with 40s total exposure time and an image of effectively
50 × 50 points, Kolodner and Tyson achieved a thermal resolution of 10mK at a
spatial resolution of 15µm [47]. These data allow one to calculate the pixel-related
system noise density, defined in (2.31) of Sect. 2.6 to be Nsys = 1.26mK

√
s for

this measurement. FMI can easily be realized with a fluorescence microscope and
a sensitive CCD camera (usually cooled slow-scan CCD cameras are used) and is
widely used in semiconductor research. Although especially FMI has established
itself as a standard technique in IC testing, also its thermal resolution is not yet
sufficient for imaging weak heat sources in the µW range, which may produce
temperature contrasts well below 1mK in silicon components (see Sect. 6.1). This
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has recently been improved by performing FMI in lock-in mode also [93, 94]. By
this measure both the spatial resolution and the detection limit of FMI considerably
improve. However, according to the experience of the authors, the detection limit
of lock-in FMI is still about an order of magnitude worse than that of lock-in IR-
thermography under comparable conditions. In [94] the name “Stabilized FMI” has
been used for single phase (0◦) lock-in FMI.

Another relatively simple thermography technique isMoiré thermal imaging. This
technique is performed for backside imaging of integrated circuits (ICs) under non-
coherent laser light illumination at about 1064 or 1400nm. At this wavelength the
silicon substrate is essentially transparent. Since the polished backside of the IC is
never exactly parallel to the front plane (it may be prepared even deliberately at a
certain angle to the front plane), the monochromatic illumination generates a pattern
of interference fringes (so-called Moiré pattern) at the surface. If a local heat source
is present, the dimensions of the sample slightly vary, leading to a lateral movement
of the Moiré pattern. If the heat source is modulated and the Moiré pattern is lock-in
correlated, the local amplitude signal is a measure of the locally dissipated power
density. This technique was called “Moiré Stabilized Thermal Imaging” [94]. The
sensitivity of this technique is about a factor of 5 worse than that of lock-in FMI and
the spatial resolution is only in the order of the sample thickness. Nevertheless, it
allows the localization of stronger local heat sources and the identification of entire
array blocks with low power consumption [94].

It should be noted that two other very successful optical imaging technique for IC
testing are photon emission microscopy in the visible and near IR range and thermal
laser stimulation techniques. Light emission microscopy is also commercially avail-
able e.g. fromHamamatsu [20].With this technique it is possible to visualize internal
breakdowns in the semiconductor components due to electrostatic discharge (ESD)
failure, leakage, hot carrier generation, and latch-up effects.However, purely resistive
heat sources such as short circuits in metallizations usually cannot be imaged. Also
defects below metallization layers remain invisible in emission microscopy, unless it
is performed upside down by looking “through the chip”. Moreover, the light emis-
sion dramatically drops with decreasing supply voltage of the components, since this
emission is based onhighfield phenomena.Hence, highly sensitivemicroscopic lock-
in thermography may reveals more phenomena than emission microscopy does, but
it does not have the spatial and temporal resolution of emission microscopy. There-
fore, microscopic lock-in thermography may be at least a valuable supplement to
photon emission microscopy. For investigating components having low supply volt-
ages, where emission microscopy more and more fails, lock-in thermography may
be substituted for emission microscopy for IC testing.

Thermal laser stimulation techniques likeOBIRCH (Optical Beam InducedResis-
tance Change [95]) and TIVA (Thermally Induced Voltage Analysis [96]) are based
on the temperature coefficient of any kind of leakage current in an IC. Hence, the
supply current or the supply voltage (at constant current) of an IC is monitored, and
the active region is scanned by a focused laser beam of up to 100mW power. In
order to avoid optical absorption, a wavelength of about 1360nm is used, which also
allows to perform this investigation from the back side of the sample. As soon as
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the laser beam hits a leakage site, the detected current or voltage signal changes,
which allows one to image these leakage sites. OBIRCH and TIVA can also be used
in lock-in mode, which improves their detection sensitivity [97, 98].

Note that (lock-in) thermography and thermal laser stimulation techniques are
imaging the same type of defects. In both the cases a resistance-limited current of
a certain magnitude, which also generates a certain local heating power, can be
imaged. If a current flows through a low-ohmic line, it can be imaged neither by
lock-in thermography nor by laser stimulation techniques. Systematic differences of
the detectability of different defects by lock-in thermography and laser stimulation
techniques will be discussed at the end of Sect. 6.1.

Infrared (IR) thermography can be applied as a serially scanningmeasurement and
using an IR camera. The first commercial system for thermo-elastic imaging (vibroth-
ermography) was a serially measuring system, where a slowmirror scanner was used
to scan the image point by point during the whole investigation (SPATE 8000/9000
[8]). The minimum spatial resolution was about 0.5mm. The IR light was detected
by a sensitive IR detector, and a commercial two-channel analog lock-in amplifier
(SPATE 9000) was used to perform the lock-in correlation. The output of the lock-in
amplifier was digitized and processed to obtain both the amplitude and phase images.
The minimum necessary measurement time for imaging a 100 × 100 pixel field was
1000s (17min) assuming the use of only one 10Hz-period per image point, resulting
in a thermal resolution of the order of 0.1K. In a real thermomechanical measure-
ment, however, averaging over many periods is necessary to obtain a satisfactory
signal-to-noise ratio, hence real measurement times of this system are many hours.
Thus, for the SPATE technique, a pixel-related system noise density of the order of
10mK

√
s according to (2.31) can be estimated. Breitenstein et al. [99] also performed

serial lock-in thermography on leakage currents of solar cells, using a mechanical
x-y drive with a spatial resolution of 0.1mm and a single liquid-nitrogen cooled
MCT detector equipped with germanium optics. With a lock-in frequency of 3Hz
and averaging over 5 periods per position, the measurement time of 100 × 100 pixel
per image was 5.5h and the noise level was about 2mK. This corresponds to a system
noise density of about 2.8mK

√
s. The improved sensitivity compared to the SPATE

systemwas essentially due to the larger numerical aperture provided by the IR optics
used in the latter investigation. Fletcher et al. [100, 101] have introduced a SNOM-
type serially scanning IRmicroscope, which also might be used for electronic device
testing. Using a microfabricated solid immersion lens with a numerical aperture of
2.5, they attained a focused spot size of �/5 for � = 9.3µm IR light. However, no
data as to the thermal resolution have been cited.

The classical technique of the thermographic inspection of electronic devices
is to use an infrared (IR) camera as described in Sect. 2.1. Standard (steady-state)
IR thermography is the method of choice to detect, for instance, critical hot com-
ponents within extended electronic equipments (ICs, line regulators, etc.), which
may limit the long-term reliability of these equipments [102]. But also within sin-
gle components thermography can be used to detect “hot spots”, which mark the
location of leakage currents. Thus, Simo and Martinuzzi [103] have imaged hot
spots in heavily dislocated regions of multicrystalline silicon solar cells. Although
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their pixel resolution was well below 1mm, their real spatial resolution was only in
the range of several mm due to the large lateral heat conductivity of silicon. Also
their sensitivity of about 0.1K did not suffice to detect hot spots under forward bias
conditions. Only after applying >10V reverse bias, leakage sites were detected.
Kaminski et al. [32] have averaged 1000 images of silicon solar cells under forward
bias and have subtracted the average over 1000 images without applied bias, thereby
reducing the statistical noise and subtracting the topography contrast in the ther-
mograms. Using this static averaging and topography subtraction technique, they
improved their thermal sensitivity to below 10mK, which was sufficient to image
strong shunts under forward bias conditions. However, also their images showed a
strong degradation of the effective spatial resolution due to lateral heat spreading. The
same holds for the very low frequency (0.05Hz) lock-in thermography approach of
Rappich et al. [104]. Gross et al. [10] thermographically imaged shunts at intercon-
nects of thin-film solar cells also under forward bias conditions using a PtSi FPA
camera with a spatial resolution well below 100µm. Note, however, that these solar
cells are made on glass substrates, which show a weak heat conductivity. Thus, here
the thermal contrasts are considerably stronger and better localized than in silicon
components. For investigating integrated circuits (ICs) commercial IR microscopes
are available, for instance at Hamamatsu [20] and Quantumfocus Instruments [105].
The latter system also provides local emissivity correction (see Sect. 5.3) as well as
time resolved measurements for a bandwidth of 250kHz. However, the temperature
resolution of both systems is only 0.1K, since both do not yet use any signal aver-
aging techniques. Hence, the application of these systems is restricted to medium
and high-power devices, which produce surface temperature contrasts well above
0.1K. Recently, Hamamatsu has launched the new “THEMOS mini” system, which
also provides real two-phase lock-in thermography (see Sect. 3.2). Note that, for
investigating microscopic heat sources in ICs, usually 3-dimensional heat diffusion
has to be considered since these heat sources have small sizes. Therefore, even if a
low lock-in frequency or even steady-state imaging is used, the spatial resolution for
investigating ICs may be significantly better than for investigating solar cells (see
Chap.4).

Lock-in thermography in the sense described in Sect. 2.2 was proposed already
by Carlomagno et al. [106], but it could not be realized yet at that time. The first
camera-based lock-in thermography realization was described by Beaudoin et al.
[107]. Here the lock-in correlation occurred off-line, hence after the measurement,
on saved images of only 4 measured lock-in periods. According to the knowledge of
the authors, Kuo et al. [5] have published first details of an IR-camera based lock-in
thermography systemwith on-line image correlation. In this system, two commercial
digital graphics processors in a VME bus workstation are used for digitizing and
processing the output of a mirror scanner IR camera. The camera was running in
interlaced mode at a full frame rate of 30Hz. A fixed lock-in frequency of 15Hz
was chosen, always two successive frames were subtracted from each other, and
the difference was summed up in the video processor boards. This procedure was
performed separately with the two half-frames in the two image processors. Since
the two half-frames are time separated from each other by 1/60 s, corresponding to
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a phase difference of 90◦ for flock−in = 15Hz, the processed results of the two half-
frames correspond to the in-phase (0◦) and the quadrature (90◦) signal. Hence, this
procedure is equivalent to the 4-point correlation procedure described in Sect. 2.2.
In fact, this was the first IR camera-based lock-in thermography system employing
the two-phase on-line image correlation. This system was used for imaging current-
induced heating in thin copper films evaporated on a Kapton foil forming a resistive
microbridge. Hence, this was also the first application of lock-in thermography to
electronic device testing. No sensitivity values have explicitly been cited, but the
expected 1/

√
tacq dependence of the noise voltage has been demonstrated.

The first commercial IR-camera based lock-in thermography system was a lock-
in option to the AGEMA Thermovision 900 mirror scanner thermocamera, which
was developed on the basis of the work by Busse et al. [108, 109]. This camera
worked in the long-range with a frame rate of 15Hz at a resolution of 272 × 136
pixels. The lock-in correlation occurred off-line in this system, hence all frames of
a measurement were captured and stored in the computer. After the measurement
the correlation was performed with the “4-bucket” method (see Sect. 2.2). The max-
imum possible number of stored frames was 1000, corresponding to a maximum
possible data acquisition time of roughly one minute. After this time, the amplitude
noise level of this system was of the order of 15mK [99]. According to (2.31) this
corresponds to a system noise density of Nsys = 0.63mK

√
s. Note, however, that

this noise density does not yet take into account the off-line data evaluation time,
which was even longer than the actual measurement time for this system. This sys-
tem, which was a synchronously working system in the sense discussed in Fig. 2.7,
was used primarily for non-destructive testing purposes, but also electronic devices
have been tested [110]. It is no longer available. Meanwhile, AGEMA have moved
to FLIR systems [21]. Lock-in thermography systems using modern FLIR thermo-
cameras are available at Automation Technology [22]. These systems provide both
off-line and on-line correlation (see Sect. 3.2).

The first commercial lock-in thermography system based on a highly sensitive
focal plane array camera and on the on-line sin/cos correlation was the ALTAIR LI
system developed by CEDIP. This originally French company is now also part of
FLIR systems [21]. The frame capturing and lock-in correlation are performed by a
special frame grabber board and a DSP (digital signal processor) board, which were
both developed by CEDIP. This system was designed for the asynchronous correla-
tion, since it was developed for thermomechanic (vibrothermography) investigations.
As has been discussed in Sect. 2.4, the asynchronous correlation has the advantage
that without any modifications the lock-in frequency may be higher than the frame
rate (asynchronous undersampling). However, it has the disadvantage that phase jit-
ter and an incomplete number of acquired lock-in periods may induce additional
noise. Therefore, the DSP software of the CEDIP system was designed to subtract
themean level of the signal before the correlation procedure, which reduces this addi-
tional noise. On the other hand, this subtraction introduces another numerical step
in the on-line correlation procedure, which limits the processing speed of the DSP.
The first system of this type worked with a 128 × 128 pixel resolution, but later on
systems offering 320 × 256 pixels were available both for the long range and for the
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mid range. For the latter system, a noise level of 1mK peak-peak was reported after
an acquisition time of 200s (previous CEDIP website, not active anymore). Accord-
ing to (2.31), these data correspond to a pixel-related system noise density of about
51µK

√
s, which is an improvement by a factor of 12 compared to the Agema900

system. A similar system with a similar technical concept for different resolutions is
also available from Stress Photonics [18]. Their presently highest resolution version
DeltaTherm1550 has also got a spatial resolution of 320 × 256 pixels, reaching a
full-field thermal resolution of 1mK after 30 s of acquisition time, corresponding to
a noise density of 19µK

√
s.

Since 1992 shunting phenomena in solar cells have been investigated at the Max
Planck Institute ofMicrostructure Physics in Halle (Germany). Right from the begin-
ning, thermal methods have been considered to detect local shunts, but the temper-
ature sensitivity of conventional IR cameras turned out to be clearly insufficient for
this purpose. Note that a solar cell in operation is forward-biased to about 0.5V (see
Sect. 6.2). In order to detect local sites of increased forward current, which are usu-
ally called “shunts” even if they are no real short circuits, a bias of only 0.5V has to
be applied to simulate real operation conditions. Shunt currents below 1mA, already
interesting to investigate, produce a local heating in the 100µW range, which cause
a local heating in the range of 100µK (see Sect. 4.3). The first system allowing to
image temperature modulations below 100µK was the Dynamic Precision Contact
Thermography (DPCT), which was a serially measuring system [78]. Hence, for
attaining this thermal resolution, for 100 × 100 pixels a measurement time above
5h was necessary, corresponding to a system noise density of 0.082mK

√
s. Since

1997, an IR camera based lock-in thermography system was being developed at MPI
Halle, which was straightforwardly designed to reach an ultimate thermal sensitiv-
ity. With a 128 × 128 pixel resolution, its noise level of 0.03mK after an acquisition
time of 1000s corresponded to a system noise density of 7µK

√
s. This was also

the first system to demonstrate the advantages of microscopic lock-in thermogra-
phy for integrated circuit testing down to a spatial resolution of 5µm [111]. Based
on this development, Thermosensorik GmbH Erlangen has developed the commer-
cial system TDL 384 M ‘Lock-in’ [93]. With a resolution of 384 × 288 pixel and
a noise level of 0.072mK after an acquisition time of 1000s (corresponding to a
system noise density of 7µK

√
s), this system was the highest sensitive commercial

lock-in thermography system with the highest resolution at that time. This system
was especially designed to meet the demands of diagnostics and failure analysis of
electronic components. In the same time InfraTec GmbH [12] has developed the
“PV-LIT” system, based on the developments of University of Konstanz [15]. Ther-
mosensorik GmbH was later on bought by DCG Systems, which was then bought
by FEI [19], which is now part of Thermo Fisher Scientific [112]. Their “Enhanced
lock-in thermal emission” (ELITE) system is specialized to the microscopic investi-
gation of integrated circuits, whereas the “PV-LIT” system of InfraTec GmbH [12]
can be used both for the macroscopic investigation of solar cells and modules and
for microscopic investigations. In the following section, the design philosophy of
some of these systems will be compared. Table 3.1 summarizes the major techni-
cal data of several lock-in thermography systems, of which the pixel-related system
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Table 3.1 Technical data of different lock-in thermography systems in comparison with FMI

System Resolution
(Pixel)

Noise level
(mK)

Acquisition
time (s)

Noise density
(mK

√
s)

References

SPATE 9000 100 × 100 100 1000 31 [8]

Agema 900 272 × 137 15 66 0.63 [99]

CEDIP 320 × 240 1 200 0.051 CEDIP

DeltaTherm
1550

320 × 256 1 30 0.019 [18]

DPCT 100 × 100 0.058 20,000 0.092 [79]

MPI Halle 128 × 128 0.03 1000 0.007 [111]

TDL 384 M 384 × 288 0.072 1000 0.007 [93]

PV-LIT 640 × 512 0.068 1000 0.00376 This book

FMI(steady-
state)

50 × 50 10 40 1.26 [47]

noise densities are known. For comparison, also the corresponding data of steady-
state Fluorescent Microthermal Imaging (FMI) from [47] are given, which before
the advent of IR-based lock-in thermography systems was the most sensitive thermal
technique of investigating electronic devices. It is obvious that the sensitivity of the
most sensitive IR-camera based lock-in thermography systems compared to FMI is
improved by a factor of 340! This demonstrates the enormous gain in information
that can be expected if FMI is replaced by IR lock-in thermography.

3.2 Commercial Lock-in Thermography Systems

In this section the design philosophies and outstanding features of different commer-
cial lock-in thermography systems will be compared and related to their different
application fields. It was already mentioned in the earlier section that the first com-
mercial lock-in thermography systemswere introduced byAGEMA and CEDIP. The
AGEMA system was designed for performing photothermal investigations, hence to
investigate the temperature modulation of a surface under the influence of modulated
irradiation of light. If there are sub-surface defects in the material, the surface tem-
perature modulation is locally disturbed, which allows to detect such defects [2]. The
system allowed to generate a programmable analog waveform synchronous to the
lock-in correlation, which enabled the user to generate a sin-shaped light intensity
modulation. As mentioned before, the system was operating synchronously, hence
the lock-in trigger was derived from the frame trigger of the free-running IR camera,
and 4-bucket correlation was performed off-line after all images were stored. This
has limited the maximum number of evaluated frames to 1000. This system is not
available anymore, but several other lock-in thermography systems being special-
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ized to NDT have followed the tradition of this development, like that of Automation
Technology [22] and e/de/vis [23]. They are all now based on modern FPA thermo-
cameras, they can be used both for lock-in and pulse thermography, and they can
apply different stimulation means like halogen lamps, flash lamps, laser, ultrasonic,
eddy current, or mechanical excitation. The correlation type may be synchroneous
or asynchronous at choice, and the correlation may be performed on-line or off-line.
However, these systems are not primarily designed for the investigation of electronic
components. Of course, here also it is no problem to use an externally controlled
power supply as a stimulation mean for applying a pulsed bias to an electronic
device. However, e.g. reading back the flowing current, which is a decisive parame-
ter to be measured in electronic device testing, is generally not implemented in the
software. Generally, NDT systems are meant for macroscopic investigations, hence
microscope objectives are usually not provided. The use of solid immersion lenses
for improving the spatial resolution (see Sect. 3.4) is not even meaningful if other
excitation means than internal electric heating are applied. The systems of Automa-
tion Technology are now also offered in the “Solar-Check” system by moviTHERM
[28]. This company also offers the “Semi-Check” table-top system for performing
lock-in thermography on integrated circuits. Another vendor for table-top thermog-
raphy systems for failure analysis on ICs is Optotherm, Inc. [113]. This system
was originally designed for standard (DC) thermal microscopy on electronic devices
with local emissivity correction, but the “Thermalize” software now also contains
the option to perform lock-in thermography.

The first commercial lock-in thermography system, which was consequently spe-
cialized to functional diagnostics of electronic components, was the TDL 384 M
‘Lock-in’ system by Thermosensorik GmbH (Erlangen, Germany) introduced in
2000. Here TDL stands for “Thermosensoric Defect Localization”, 384 is the x-
resolution in pixels (later on higher resolutions were available), and M means “mid-
wave”. This system was developed using the experiences made at the construction
of the DSP-based lock-in thermography system at Max Planck Institute in Halle,
Germany [111]. In its standard configuration, the camera was mounted on a stable
vertical pillar, looking down with variable distance to the sample, without using a
closed box for avoiding disturbations by reflected light from the surrounding. This
system is not available anymore.

Based on the experiences made with the Thermosensorik TDL systems, the
“Enhanced lock-in thermal emission” (ELITE) system was developed by DCG Sys-
tems, who have bought Thermosensorik GmbH (now FEI [19], being now part of
Thermo Fisher Scientific [112]). This system is consequently optimized for failure
analysis in integrated circuits (ICs). It implies a high-speed 640 × 512 pixel InSb
camera in a shielded housing, temperature-controlled chuck for front- and backside
observation, and a choice of various motor-driven macro- and microscope objectives
including solid immersion lens (see Sect. 3.4). The system implies, in addition to the
usual measurement and display features, a professional probe station, built-in I–V
curve trace capability, and an optical microscope for positioning contact probes. As
an option a near-IR laser scanning microscope can be added, which is helpful for ori-
entation at backside observation in the presence of free carrier absorption of the bulk.
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The ELITE software implies means for measuring the depth of a heat source below
the surface by evaluating the frequency-dependent phase as described in Sect. 6.1.1.
This system also has an external tester function (ETF) to have the camera synchro-
nized with an IC tester rather than with its own built-in power supply. This allows
to apply the sophisticated triggering mode mentioned at the end of Sect. 2.3. Also a
low-budget version called “ELITE lite” is available, which contains only the essential
components for performing microscopic LIT investigations.

On the other hand, the “PV-LIT” system of InfraTec GmbH [12] was developed
for the investigation of solar cells. Originally it was based on the development of Uni-
versity of Konstanz [15], but meanwhile many improvements have been made. The
system also implies a high-speed 640 × 512 pixel InSb camera (other cameras can
be used) in a shielded housing containing a temperature-controlled chuck including
cooling. It may be equipped with high-power LED floodlights for realizing ILIT and
CDI/ILM measurements, see Sects. 3.3, 6.2, and 6.5. Four-point probing enables a
correct device voltage reading up to currents in the 10 Ampere range. The “IRBIS�

3 active online” software enables local emissivity correction (see Sect. 5.3) and the
automatic detection of shunt positions including the measurement of their individual
dissipated power values. It uses a proprietary method for on-line temperature drift
correction, which enables the correction of temperature drifts already during the
measurement. The system also allows the application of synchroneous undersam-
pling according to Sect. 2.4 for realizing lock-in frequencies in the kHz range. Batch
measurements e.g. at different biases and with different acquisition times can be
performed for realizing the non-destructive Local I–V evaluation of solar cells after
Sect. 6.2.1.9. By using microscope objectives up to 8× magnification this system
can also be used for failure analysis of integrated circuits.

The AescuSoft lock-in thermography system [24] is based on developments of
Fraunhofer Institute of Solar EnergySystems (ISE) in Freiburg,Germany [14, 16, 64]
andwas originally based on theCEDIP developer kit, which is not available anymore.
Meanwhile it is replaced by a FLIROEMcamera integrated in a customized software.
In this system asynchroneous correlation is used, and undersampling is possible.
The specialty of this system is the use of an infrared semiconductor power laser
for illuminating the sample. By using a special beam expansion optics, an optical
power of up to 110W can be distributed homogeneously over an area of up to 220 ×
220mm2 (see Sect. 3.3). This system is preferentially intended for illuminated lock-
in thermography (ILIT) on solar cells and for free carrier detection in solar materials
(CDI/ILM, see Sect. 2.9). This system also allows to use auto-calibration of lifetime
imaging by Dynamic ILM, see Sect. 3.5.3. Lock-in thermography with electrical
excitation is possible as well by using an external power supply. The really measured
voltage and current values are brought to the user surface. The basic construction of
this system is made for macroscopic investigations of solar cells and solar materials.
Hence, this system cannot be used for IC failure analysis, where homogeneous light
irradiation is not helpful anyway.

Since 2004 FA Instruments, San Jose, CA, USA [26] is offering systems called
“Moire Stabilized Thermal Imaging” and “Stabilized FMI” (fluorescent microther-
mal imaging) for IC failure analysis [94]. Also “Stabilized” infrared thermal imaging
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is available in the near IR, midwave and in the longwave range. The name “Stabi-
lized” is another name for single-phase (e.g. 0◦) lock-in square-wave image corre-
lation. It means that here the thermal image establishes already after one lock-in
period, whereas for steady-state thermal measurements it may take seconds to min-
utes until a temperature distribution is stable. Taking the absolute value of the result
displays both phases but at the expense of the polarity of the signal. Since the FMI
film fades under UV illumination, this time saving is important for sensitivity with
up to a factor of 2 improvement in sensitivity per unit time, since the phase informa-
tion is foregone with single-phase lock-in. The Moire effect relies on interference
fringes, which appear under monochromatic illumination at the backside inspection
of ICs in the near infrared region, where the silicon material is transparent. If there
are local modulated heat sources in the active region, these fringes move laterally as
a result of local strain, which can be made visible by lock-in correlation of the IR
images. Since Moiré does not fade with time, long acquisition times are possible. It
had been already mentioned in Sect. 3.1 that performing fluorescence microthermal
imaging (FMI) in lock-in or stabilized modes clearly improves the sensitivity and the
effective spatial resolution over traditional background subtract techniques. Since,
at least until now, the “Stabilized” thermal methods of FA Instruments comprise
only single phase correlation, a phase image cannot be displayed yet However, the
timing relationship between the bias and the frame capture is manually adjustable to
optimize this method (Fixed phase adjustment).

In 2005, part of the staff of Thermosensorik has founded a new company called
“IRCAM” [27]. Besides manufacturing infrared cameras and systems, IRCAM also
offers a software package “IRCAM Works” for scientific and industrial applica-
tions, which also contains a functional extension “Lock-in for Works”. Similar to
the CEDIP system, this system is especially appropriate for thermal stress analysis
(TSA) applications. By using the proprietary MIO-interface of IRCAM, both syn-
chroneous and asynchroneous correlation can be applied at any frequency and very
compact lock-in thermography systems can be built, e.g. by using a laptop computer.

Since 2007 also Hamamatsu [20] is offering lock-in thermography as an option
to their “THEMOS mini” system implying a 640 × 512 pixel midwave InSb camera
camera (3.7 µm to 5.2 µm). This system is primarily optimized for microscopic
IC analysis (largest object size, which can be imaged in microscopic configuration,
is 3×4 cm); however, also macro-optics can be adapted to image large areas. The
complete system is mounted vibration-isolated and shielded from external radiation.
By applying local emissivity correction, this system may display real temperatures.
As a special feature, this system allows the users to display an “Animation,” which
is a time-resolved movie of the local heating over one lock-in period. The lock-in
timing control is similar to that of most other LIT systems, hence the camera is free
running, the lock-in trigger is derived from the camera trigger, and the maximum
lock-in frequency is fframe/4. Sample biasing up to +/− 45V/100mA is integrated,
also enabling a well-defined modulation depth, and internal I-V characteristic mea-
surement and voltage/current reading are provided. This system performs two-phase
correlation; hence, it allows the users to display the amplitude or the phase image.
Single - phase component image like the 0◦-image as well as the 0◦/− 90◦-image
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can be displayed (see Sect. 5.1). The application of a solid immersion lens (SIL, see
Sect. 3.4) for improving the spatial resolution is also supported.Meanwhile the “The-
mos mini” system is replaced by the “Thermal f1” emission microscope C14229-01,
which also contains an automatic image stitching function.

3.3 Illumination Systems

In this section different systems for homogeneously illuminating amacroscopic sam-
ple like a solar cell or a wafer of solar material by near-IR light, which are necessary
for performing different types of illuminated lock-in thermography (ILIT) and free
carrier detection will be described (see Sects. 2.9, 3.5, 6.2.2 and 6.5). We will not
discuss here any focused laser stimulation techniques, which are used in IC failure
analysis e.g. for OBIRCH (Optical Beam Induced Resistance Change [95]) or TIVA
(Thermally Induced Voltage Analysis [96]). The optimum wavelength for exciting
minority carriers in silicon is the near-IR between 840 and 960nm, corresponding
to a penetration depth in silicon between 20 and 60µm. If the wavelength is consid-
erably shorter than 840nm, the increasing photon energy, compared to the energy
gap of silicon, leads to a stronger thermalization heat, which is an unwanted homo-
geneous heat source in the different ILIT experiments, see Sect. 4.6. Moreover, for
shorter wavelengths the minority carrier generation occurs very surface-near, which
increases the sensitivity of these techniques to surface phenomena. If solar cells are
illuminated, too short wavelengths are leading to absorption already in the emitter,
what is usually not intended. If, on the other hand, the wavelength is considerably
larger than 940nm, the penetration depth may become larger than the sample thick-
ness. This would improve the depth-homogeneity of the excitation, but then not
all irradiated photons would lead to the generation of minority carriers. If larger
bandgap materials like amorphous Si, CdTe, or CuInSe should be investigated, a
shorter wavelength of, e.g., 700nm has to be used.

The solar irradiation constant in middle Europe after passing the atmosphere is
about 1000W per square meter (100mW/cm2). This is basically white light with
a colour temperature of about 6000K, which is slightly modified by atmospheric
absorption and scattering. For irradiating solar cells monochromatically under real-
istic conditions, the photon flux should be so, that the short circuit current density
Jsc of the cell equals that under solar irradiation. Since the quantum efficiency of
silicon solar cells is close to 1 in the wavelength range between 840 and 960nm
and the maximum possible Jsc is about 40mA/cm2, this corresponds to a photon
flux of about 2.5 × 1020 photons/cm2s. At a wavelength of 850nm (1.46eV/photon)
this corresponds to an optical irradiation power of 59mW/cm2, which is consider-
ably less than the solar irradiation power. Nevertheless, even this is a considerable
illumination intensity, which is not trivial to generate over a typical area of a solar
cell, which presently is 156 × 156mm2. For having also the possibility to work with
an increased excitation intensity, many monochromatic light irradiation means are
designed to illuminate at an intensity of up to 100mW/cm2. For these experiments,
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the irradiation is always assumed to be homogeneous across the whole area. Since
a certain inhomogeneity of, e.g., +/− 10% can hardly be avoided without wasting
too much of optical energy, in some experiments the local inhomogeneity of the
irradiation field is mapped before and the measured results are corrected for this
inhomogeneity after the measurement [64].

The first illumination system published for carrier density imaging (CDI) and
later on also for ILIT was using a semiconductor laser delivering about 20W opti-
cally at 917nm from a glass-fiber output [14, 16, 64], see Fig. 3.2. An illumination
system of this type with an output power of now up to 110W is a part of the lock-in
thermography systems of AescuSoft [24]. The laser is pulsed on/off by the lock-in
system and its radiation is expanded and homogenized over the sample area by a
special optics implying a microlens array. The main advantage of this solution is that
here the irradiation is performed from a larger distance (≈1m) without wasting too
much optical power. However, due to the high power density of the laser, special
laser safety requirements have to be fulfilled in these systems.

The “PV-LIT” systems of InfraTec [12] use four LED-arrays for illumination,
see Fig. 3.3. For this LED-illumination no special safety requirements have to be ful-
filled. The twomain problems for using LEDs for generating such a high illumination
power are (1) to dissipate the heat from the LEDs and (2) to screen the sample from
thermal radiation of the LEDs. Note that the LEDs are getting warm during opera-
tion. If they are operated in pulsed mode, their temperature also oscillates, leading in
addition to the LED light oscillation to an oscillating thermal radiation in the wave-
length range above 3µm. The sample has to be screened from this radiation because
otherwise this thermal radiation, reflected by the sample to the IR camera, would
be misinterpreted as a temperature modulation of the sample. Here this screening is
provided by two acrylic enclosures, which contain two LED-arrays each, irradiating
downwards. Acrylic is transparent to the LED light but blocks thermal radiation. The
SMD-type LEDs are mounted on heat sinks for dissipating the generated heat. By
forced cooling through special ventilation slits the heat is transported to outside the
enclosures.

A certain limitation of the illumination system in Fig. 3.3 is that, due to the rel-
atively wide irradiation angle of the LEDs of +/− 30◦ and the big distance to the
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Fig. 3.3 The LED-array
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sample, an essential part of the radiation does not reach the sample area but is irra-
diated outside it. This loss is essentially avoided in the backside LED illumination
scheme for solar cells sketched in Fig. 3.4, which was developed atMax Planck Insti-
tute (Halle). Here the “legs” of the LEDs are used in their full original length for
dissipating the generated heat. The LEDs are mounted between two printed circuit
boards (PCBs). In the room between these boards, where the LED legs are, an air
stream flows for cooling, which is generated by a row of fans on one side of the
construction. Here the solar cell is facing towards the LED array (downwards) and
its back contact is directed to the IR camera (upwards). This is no serious limitation
for thermal investigations since a silicon solar cell can be considered as “thermally
thin”, hence the temperature at its front side is essentially the same as that at its back-
side (see Sect. 4.1). Thermal waves easily penetrate the back contact of conventional
solar cells, which is made by sintered Al-paste and even exhibits a relatively good
and homogeneous IR-emissivity. Since the back contact of a solar cell is opaque
to thermal radiation, an acrylic window is not necessary here. Instead, the cell is
lying here on a thin transparent plastic foil (not shown in Fig. 3.4). Thin film solar
cells made on a glass substrate, cannot be investigated by this setup of illumination,
since this substrate is “thermally thick”, hence the thermal waves generated at the
active region at the bottom do not easily penetrate the glass substrate facing to the
camera. Note that glass is essentially opaque to thermal radiation. On the other hand,
superstrate-type thin film cells on glass like CdTe-modules (based on cadmium tel-
luride, [114]), where the light passes the glass substrate and the IR camera may look
at the active layer, can be investigated. Here the metallized surface has to be covered
by an IR emitter foil, see Sect. 6.2. This setup is also less appropriate for free carrier
detection (see Sect. 2.9), since these experiments require illumination from the same
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side where also the IR camera views. The decisive advantage of the arrangement in
Fig. 3.4 is that the LEDs are positioned very close to the sample here. Thus the loss in
optical power due to the divergence of the LED radiation is low here. This system is
able to illuminate with an intensity equivalent to more than 200mW/cm2 (two suns).

A common problem of all LED-based illumination systems is that LEDs are tra-
ditionally low power devices. The maximum optical output power of a conventional
“high power” IR-LED is about 70mW at a current of 100mA (SFH 4550, [115]).
Hence, for generating tens of watts optical power, many hundreds of such LEDs
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have to be used, which may become quite cumbersome to fabricate. Illuminating
even larger devices like solar modules by small LEDs becomes too expensive. How-
ever, in the last years, decisive advantages in developing high power LED modules
have been made. Thus, the SFH 4740 “Ultra High Power Infrared Emitter” by Osram
Opto Semiconductors generates 4.3W optical power at 850nm at a current of 1A
at 17V [115]. Figure 3.5 shows an illumination system using such devices, which
was also developed at Max Planck Institute (Halle). Here the IR emitter devices,
which contain their own cooling plate, are mounted on a metal plate, which, on its
opposite side, carries several CPU-coolers. These coolers are actually designed for
cooling the central processing unit (CPU) of PCs and are working very efficiently
and quietly. In the middle of the metal plate a hole for the wide-angle objective of
the IR camera exists, and the IR emitters are distributed evenly around this objec-
tive. In front of the IR emitters there is an acrylic plate for filtering out the thermal
radiation of the IR emitters. Since these emitters are radiating at a wide angle of
+/− 60◦, a reflecting box is used to guide the light to the sample and to minimize
optical losses. An illumination system employing 16 SFH 4740 devices and four
CPU coolers was found appropriate to illuminate an area of 210 × 210mm2 homo-
geneously well above 60mW/cm2 optical power at 850nm, which is equivalent to
sun light above 100mW/cm2. The major advantages of this solution are that it is easy
to assemble, that there are minimum light losses, that the illumination occurs at the
same side as the IR camera views (which enables e.g. free carrier detection in emis-
sion mode, see Sect. 2.9), and that this system can easily be expanded to illuminate
arbitrarily large areas. A still higher light power per board space can be obtained
by using the surface-mounted LEDs SFH 4715AS [115]. The company Intelligent
LED Solutions [116] have combined 16 of these power LEDs in one LED floodlight
device ’ILR-IO16-85SL-SC211-WIR200’ (Oslon 16 PowerCluster IR) providing
21 W optical power at 850 nm. This device should be very useful for ILIT and
CDI/ILM applications, as well as for PL imaging, e.g. in an arrangement similar to
that shown in Fig. 3.5.

3.4 Solid Immersion Lenses

If lock-in thermography is applied for failure analysis of integrated circuits, a decisive
limitation is its limited spatial resolution. Note that the decisive point is not the
resolution of the lock-in images, which anyway may appear more or less blurred due
to lateral heat spreading or because the actual heat source may lay at a certain depth
below the surface. Even in such a case, if a heat source is point-like, the position of
its center can often be estimated up to an accuracy of 1 pixel by finding the center
of gravity of the blurred spot. The main problem with spatial resolution is that the
operator still needs to be able to navigate on the surface of the IC! Today the layout
pattern may be so small that no details can be resolved anymore with a conventional
microscope objective in the mid-IR range. Therefore the challenge for improving
the spatial resolution is to get a meaningful topography image, which enables an
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orientation on the surface. Only then local peaks in the lock-in images can be related
reliably to the layout of the IC.

The resolution�x of any optical system is physically limited by diffraction,which
is governed by the wavelength λ of the radiation used for imaging. According to the
so-called Sparrow Criterion [117], the optical resolution is limited to:

�x = 0.5λ

n sin(θ)
. (3.1)

Here θ is the half-angle of the light-cone to the objective and n is the refractive
index of the medium surrounding the sample. The product n × sin(θ) is also called
“numerical aperture” (NA). For a given magnification factor of the objective, the
brightness of an image increases with the square of sin(θ), since the number of
photons reaching the detector increases with an increasing solid angle used by the
objective. Even for high brilliance microscope objectives, θ can hardly be larger than
30–45◦ for technical reasons, therefore sin(θ) is at best between 0.5 and 0.7. Hence,
in air (n = 1) the optical resolution can be only slightly better than the wavelength
λ used for imaging. Therefore midwave IR cameras working in the 3–5µm range
may show a better spatial resolution than longwave cameras working at 8–12µm.
Unfortunately, for samples being close to room temperature, in the mid range the
light intensity exponentially increases with wavelength, as can be seen in Fig. 2.1.
So the dominant part of the light is concentrated close to 5µm and only a negligible
part appears at 3µm. Therefore, for a good microscope objective with NA = 0.7
(+/− 45◦ light acceptance angle), according to (3.1) the diffraction-limited spatial
resolution for λ = 5µm is �x = 3.6µm, independent of the magnification factor
of the objective and the pitch size (pixel distance) of the detector. On the other hand,
the so-called pixel resolution is the pitch size divided by the magnification factor of
the objective. It may be well below this diffraction-limited optical resolution, if the
magnification factor of the objective is chosen large enough. In this case all images
appear naturally blurred, therefore thismagnification is sometimes called an “empty”
(useless) magnification.

Here some remarks to the definition of the spatial resolution should follow. Note
that the term “diffraction-limited spatial resolution” refers to the minimum distance
of two neighboring small spots or lines (i.e., a “line pair”), which can be separated
from each other. If more than two parallel lines are used, the right line of the left line
pair coincides with the left line of the right pair, hence, e.g., “288 line pairs/mm”
actually means 288 lines/mm, corresponding to a line distance (center-to-center) of
X =1/288mm=3.47µm. If such a periodic arrangement is imagedwith an objective
close to its resolution limit, the brightness is sine-modulated with a spatial frequency
of f =1/X , which is the basic spatial harmonic, see Fig. 3.6a. All higher spatial
frequencies are suppressed since we have assumed that these details are below the
diffraction-limited spatial resolution. The decisive point is that the spatial frequency
f is only dependent on the center-to-center distance of the lines X but not on the line
width w or the line distance X−w. Only the intensity of the basic spatial harmonic
compared to higher harmonics depends on w. It is highest if w = X/2 holds, hence
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Fig. 3.6 a Line object and
its image close to the
resolution limit; b USAF
pattern showing the spatial
resolution X
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if the lines have a distance equal to their width. This is realized, e.g., in the elements
of the well-known USAF resolution target, one of them sketched in Fig. 3.6b. Here
three lines with a center-to-center distance X are displayed with a distance of X/2
in between. For 288 line pairs/mm, this distance is about 1.74µm. If these lines
can be observed separately, the thereby proven spatial resolution is not X/2, but it
is the center-to-center line distance X ! Some authors consider the “line and space
distance” X/2 as a measure of the resolution [118], but this overestimates the spatial
resolution by a factor of 2.

Another interesting question is which magnification factor M of the lens must be
used for making use of the diffraction-limited spatial resolution. One might think
that a lens leading to an object pixel distance of �x according to (3.1) should be
sufficient (M > 4:2× for a pitch size of 15µm and �x = 3:6µm), but this is wrong.
According to Shannon’s sampling theorem, at least two samples are necessary per
spatial wavelength in order to have at least one pixel at the maximum and one at the
minimum of the contrast, see Fig. 3.6a. Thus, for a pitch size of 15µm and �x =
3:6 µm, the lens must have a magnification of at least M = 8 : 4× for reaching the
diffraction-limited spatial resolution. An even higher magnification factor may still
improve the visual image quality, but for lock-in thermography, it also degrades the
signal-to-noise ratio, which reduces with 1/M2 [117].

It is common in light microscopy to use high-NA objectives only for high-
magnification factors m, where this NA is necessary for obtaining the desired
diffraction-limited spatial resolution. For low-magnification factors, objectives of
low NA are generally used. This has the advantage of a larger depth of field for low
m, moreover low-NAobjectives are cheaper than highNAones, and the image bright-
ness (which is proportional to the square of NA/m) may become independent on the
magnification factorm. However, for thermal imaging of plane samples, this philoso-
phy is clearly wrong. Here one is always interested in creating images withmaximum
possible brightness, and the depth of the field is not so important. For objectives, as
well as for IR cameras, often instead of the NA the so-called f -number called f/#
is given, which is the ratio of the distance to the diameter of the entrance pupil of
the camera. This number governs the amount of light which can be fed through the
objective to a camera. Values between f/2 = 0.5 and f/1.5 = 0.666 are typical for
IR cameras. Ideally, the objective and the camera should have the same f -number. If
the objective has a smaller f -number than the camera, the camera entrance angle is
not fully exploited. Then, the thermal radiation that is not coming from the objective
may enter the detector, which leads to an increased noise level. For a microscope



3.4 Solid Immersion Lenses 85

sample

SIL

sample

SIL

(b)(a)

Fig. 3.7 a Hemispherical SIL and b “Super”-SIL with path of rays of a central point source (left)
and an off-center one (right). Dotted lines: original bowl-shape before cone-grinding. Dashed lines:
virtual path of rays (not to scale)

objective having a magnification factor of m and a numerical aperture NA, the f -
number is approximatively f/# = 2

mNA. Since the NA of an objective can hardly be
larger than 0.7, for a magnification factor ofm > 2, the lens anyway has a smaller f -
number than the camera, hence it cannot fully exploit the sensitivity potential of the
camera. Therefore, for any microscope objective with a magnification factor down to
m = 1, the objective of a thermal imager should show an NA as large as possible for
obtaining an f -number and thus a thermal sensitivity as good as possible. Thismeans
that, for magnification factors larger than 2, the diameter of the entrance lens of a
microscope objective should at best have a diameter double of its working distance
for obtaining NA = 0.7! If the magnification factor is small against 1 (conventional
demagnifying objective), the f -number of the objective can and should always be
chosen to match that of the camera.

One could ask now, why the refractive index n of the medium surrounding the
sample stands in the denominator of (3.1). The reason is that the wavelength in a
medium is proportional to 1/n. Hence, immersing the object in a medium with high
n is equivalent to imaging it in air with a lower wavelength. This is the reason why
special immersion objectives, where the sample is embedded e.g. in an immersion
oil having n = 1.5, are leading to a considerably improved spatial resolution in light
microscopy. In principle, the same could be done for thermal microscopy. Unfortu-
nately, water and also immersion oil is transparent neither in the mid nor in the long
IR range. However, for samples with a plane surface (as ICs usually are) so-called
solid immersion lenses (SIL) can be applied [119]. These are truncated bowls made
from a transparent high-refractive index material, which are directly placed on top
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of a flat surface containing the structure to be imaged (see Fig. 3.7). Since only the
innermost part of the truncated bottom face is optically used, the originally hemi-
spherical SILs are often cone-shaped towards the bottom. This allows e.g. to place
the SIL closer to bond wires. In the infrared region, silicon (n = 3.5) is an especially
appropriate material for SILs, but also GaAs (n = 3.4) is often used. Gemanium
(n = 4) would be even better, but since it absorbs radiation with a wavelength below
1.6µm it can be used only for thermal imaging and not for near-IR investigations.
If the gap between the sample surface and the plane bottom face of the SIL is neg-
ligibly small, the surface can be assumed to be “immersed” in the material of the
lens. The SIL works as a magnifying glass for the following optical imaging system,
which explains the gain in spatial resolution. Depending on the thickness of the lens,
there are two basic types of SILs, namely “hemispherical” or “centric” SILs and
“aplanatic” or “super”-SILs (a and b in Fig. 3.7). Moreover, aspherical SILs have
been developed [120], which will not be considered here. The thickness d of the
hemispherical SIL equals the radius R of the lens, whereas the optimum thickness d
of the Super-SIL is [121]:

d = R

(
1 + 1

n

)
(3.2)

At this thickness the optical aberrations of an SIL areminimum, which is the basic
advantage of the Super-SIL. However, there are more differences between both SIL
types. As the path of rays in Fig. 3.7 shows, for a hemispherical SIL the virtual image
is at the same depth as the object, whereas for the super-SIL it is lying considerably
deeper. Also the magnification factors differ. For the hemispherical SIL, it is equal to
the value of the refraction index n of the SILmaterial, but for the super-SIL it is about
n2. Nevertheless, in both cases the spatial resolution is limited by (3.1), whereby the
angle of the light-emission within the SIL material is essential. For a hemispherical
SIL the light emission angle within the SIL is the same as outside, but the super-SIL
reduces it by a factor of 1/n. So the following optics for a hemispherical SIL should
work with a high NA, whereas that for a super-SIL is allowed to have an NA reduced
by 1/n. Of course, a SIL can also be used with a height smaller than its radius. In
this case, its magnification factor and thereby its potential to improve the spatial
resolution is smaller than n, and the virtual image is lying within the SIL-material.

Both super-SILs and hemispherical SILs may be integrated into a special SIL-
objective [20], or they can be used as an add-on to a conventional microscope objec-
tive [122]. In this case, a special challenge is the positioning of the SIL in the middle
of the image field. If an SIL is not cone-shaped towards the bottom as in Fig. 3.7, it
can be slid into the desired position by using a mechanical aperture on top, which is
connected to amicromanipulator [123]. As an alternative, Fig. 3.8 shows an SIL posi-
tioning facility, which can be used also for cone-shaped SILs and was constructed as
an add-on to the 5× microscope objective of Thermosensorik (Erlangen). By using
this facility, the user may first localize a hot spot without SIL and then, if the spot is
in the middle of the image field, lower the SIL for a detailed inspection and remove it
afterwards on demand. Since this is a hemispherical SIL, the focus position is at the
same depth for working with and without SIL, and the high NA of the microscope
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Fig. 3.8 a SIL positioning
facility with SIL (see arrow)
retracted and b in working
position
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Fig. 3.9 SIL backside inspection: a NAIL, b FOSSIL, c diffractive SIL, d no SIL

objective is exploited. Meanwhile also other SIL positioning facilities are offered
both by FEI [19] and Hamamatsu [20]. In Sect. 6.1 some results of the application
of this SIL in IC failure analysis are presented.

A SIL can also be used for backside inspection by looking through the silicon bulk
material of an IC. As Fig. 3.9 shows, there are different possibilities for doing that.
In the simplest case (a) the backside is thinned down (for reducing the effect of free
carrier absorption at high-doping levels of the bulk), carefully optically polished, and
the SIL is placed on top of this backside. Since the remaining silicon substrate is also
optically active, the desired thickness d of the silicon SIL has to be reduced for this
application by the thickness of the bulk. This geometry has been called “Numerical
Aperture Increasing Lens” (NAIL) [121]. This variant has the advantage that the
SIL can be shifted to any position. As a rule the hemispherical geometry is used for
backside inspection, since for the Super-SIL the thickness given by (3.2) must be
met very exactly. Note that, for different sample thicknesses, different NAILS must
be provided. Here the hemispherical SIL is much more tolerant to small thickness
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variations than the Super-SIL. However, the problem is to flatten and polish the
surface so accurately that the slit between surface and SIL is really negligible. If this
slit is wider than a small fraction of the wavelength, total reflection prevents imaging
with a high NA (see dashed arrows in a). Filling the slit with an immersion oil helps
a little, but does not solve the problem completely since the refractive index of any
immersion oil (typ. 1.5) is much lower than that of silicon (n = 3.5). This problem
is avoided by machining the lens directly into the backside of the silicon wafer (b),
as it was proposed by Koyama et al. [124]. The authors named this type of SIL
“FOSSIL” for “FOrming Substrate into Solid Immersion Lens”. The basic limitation
of this approach is that the position of a fault has already roughly be known by
other investigations. Moreover, due to the finite thickness of the original substrate,
the SIL can have only a certain maximum size, which limits the area that can be
investigated. If the substrate is so highly doped that free carrier absorption becomes
dominant, this approach is also not feasible. A similar SIL has been etched into
the backside of a device by Scholz et al. by local Focused Ion Beam (FIB) etching
with subsequent gas-assisted cleaning of the surface [125]. Since this technique does
not allow the removal of large quantities of material, here a relatively shallow lens
having a magnification factor of only 1.8 was produced. Another approach, which
is also practical only for sufficiently transparent substrate and if the position of the
fault is roughly known, is to machine a diffractive (zone) lens into the surface of the
backside (c), as proposed by Zachariasse and Goossens [126]. By using local FIB
etching and subsequent plasma etching, they produced a series of concentric ring-
shaped grooves into the surface, which acts as a SIL. Though the light efficiency
of this diffractive SIL was only about 15–20%, the gain in spatial resolution was
impressive. Since the geometry of the diffractive structure depends on the imaging
wavelength, and avoiding light losses is much more important for thermal imaging
than for laser analysis, it still has to be proven whether this approach is feasible for
thermal imaging also.

Even for backside inspection through a plane surface (Fig. 3.9d) the interesting
region of an IC is immersed in silicon material, where the wavelength of light is
considerably smaller than in air. Therefore one could argue that even in this case the
spatial resolution could be improved compared to front side investigation. Unfortu-
nately, this is not the case. As Fig. 3.9d shows, due to the high-refractive index of the
bulk, only light from a narrow cone within the material may exit the surface, whereas
light emitted at a larger angle is totally reflected back. This completely compensates
the effect of a smaller wavelength in the bulk material. In fact, regarding the law
of refraction, in this case NA = n × sin(θ) is the same inside and outside of the
bulk material. Therefore backside inspection without an immersion lens (d) does not
lead to any improvement of the spatial resolution. The use of solid immersion lenses
(SILs), however, allows a decisive improvement of the spatial resolution by a factor
of 3.5 (for a silicon SIL) for thermal imaging. Only this improvement allows to obtain
meaningful lock-in thermography results for failure analysis of modern integrated
circuits.
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3.5 Realization of CDI/ILM Systems

3.5.1 Absorption Mode

The first carrier density image published [13] was taken with an IR-camera without
using the lock-in principle. Since this technique is not used anymore, we will here
first discuss the setup published later including the lock-in technique [14] in some
more detail.

This setup consists of a source emitting infrared radiation (hotplate), the sam-
ple under investigation exposed to this IR-radiation and an IR-camera (thermocam-
era) that measures the amount of IR-radiation transmitted through the sample (see
Fig. 3.10). Additionally, a short-wave IR irradiation source is needed to generate
excess free carriers, see Sect. 3.3. For a lock-in procedure a light source was needed
that can easily be chopped with frequencies around 1–40Hz and at the same time has
a rise/fall time-constant below 0.5ms. In the first version published, a fiber-coupled
semiconductor laser with an optical output power of above 10W was used to ensure
an injection level in a 100 × 100mm2 sample that is about equivalent to the one
obtained by full solar illumination (often called “1 sun” illumination). Present setups
use lasers with a minimum optical output power of 2 × 30 up to 2 × 100W and
are able to homogeneously illuminate areas up to 21 × 21 cm2. The illumination
has to be as homogenous as possible. A semiconductor laser combined with optics
that homogenize the irradiation to 5–10% non-uniformity and with a measurement
of the generation distribution and a respective correction (see below) is appropri-
ate. In newer systems, a non-uniformity of a few percent over large areas can be
realized rendering corrections unnecessary. In the first setup, the homogenization
was done in a similar way as in a solar simulator, present setups use commercially
available homogenizers supplied e.g. by the company Limo [127]. The wavelength
of the laser was chosen to be 917nm (penetration depth α−1 = 40µm) to assure that
only a negligible fraction of the light is transmitted to the rear surface of a typical
wafer (thickness around 200µm). A more efficient generation is obtained e.g. with
a 940nm diode laser, the penetration depth of 55µm is still appropriate. Note that
this illumination system for wafers (without the hotplate) is the same that can also
be used for illuminated lock-in thermography (ILIT) on solar cells, see Fig. 3.2 in
Sect. 3.3. Hence, by using such an illumination system, both ILIT on solar cells and
CDI/ILM on wafers can be performed by one and the same system.

As the IR-source for the absorption mode a hotplate was used, that was homoge-
nizedby a thick copper plate on top coatedwith a blackfinish that has an IR-emissivity
of about 0.96. The radiation intensity can thus be easily varied by adjusting the tem-
perature of the hotplate. The camera detecting the IR-transmission through the sample
was in the first setup a mid-wave IR-camera based on a cadmium-mercury-telluride
(CMT) focal plane array of 288 × 384 pixels. The noise equivalent temperature
(NETD) was about 20mK and frame rates of about 150Hz were reached under typ-
ical measurement conditions. The camera was integrated in a Thermosensorik TDL
384 system (see Sect. 3.2), which connects the camera to a PC and allows the par-
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Fig. 3.10 Experimental
setup for CDI/ILM
measurements in absorption
mode

hotplate
optics

fiber from
generation laser

IR-camera with
lock-in system

sample

allel application of two correlation functions to the data collected by the camera.
The system also provides a square pulsed trigger signal with a fixed phase relative to
the correlation functions, which can be used to trigger the light source. More recent
realizations use e.g. a FLIR camera with up to 400Hz frame rate [24].

In common to all setups is that, as for lock-in thermography, the correlation func-
tions are chosen to be K 0◦ = −2 sin(ωt) for the 0◦ Image and K−90◦ = −2 cos(ωt)
for the −90◦ Image (see Sect. 2.2). This allows for the separation of the non-thermal
(CDI/ILM) and the thermal signal. The non-thermal signal, which is proportional to
the density of excess free carriers �n(t), has a response-time to the excitation G(t),
which is of the order of the carrier lifetime, thus about 1–1000µs. So the non-thermal
signal is fast compared to the lock-in cycle duration which is typically of the order
of 25–1000ms and the time interval between two pictures taken by the camera (typ-
ically about 6ms for a frame rate of 166Hz). Thus it can usually be assumed that the
excess carrier density �n(t) is in-phase with the modulated excitation G(t). Hence,
this type of measurement is performed under quasi-steady-state conditions. If a ther-
mocamera that takes images in a time distance in the order of microseconds would be
available, then a small phase shift between the excitation G(t) and the electric signal
�n(t) could be observed, which could be used to obtain time-dependent free carrier
information. A frame rate of the camera of about 105–106 Hz, that corresponds to
this requirement, is at the moment far away from any technical possibilities. So at
present, the non-thermal signal�n(t) and thus also the IR absorption of free carriers
is generally taken to be exactly in-phase with the excitation G(t) and to completely
contribute to the 0◦-image only. An approach, which nevertheless uses the build-
up time of the carrier density in a square wave-shaped generation sequence will be
discussed in Sect. 3.5.3.

The thermal signal, on the other hand, is 90◦ out-of-phase with its excitation,
because the energy flow into the sample P(t), which is in-phase with the generation
G(t), is essentially proportional to ∂T

∂t (with T (t) the sample temperature), resulting
in T (t) being delayed by 90◦ compared to P(t) for a periodic signal (see discussion
of a spatially extended homogeneous heat source in Sect. 4.4). Thus the thermal
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signal of a homogeneously heated sample contributes to the −90◦ image and does
not contribute to the 0◦ image, see Sect. 4.4.

Thus, using two correlation functionswhich produce a 0◦ and a−90◦ image allows
separating the thermal and non-thermal (CDI/ILM) signal. In contrary to the thermal
imaging, for CDI/ILM the 0◦-image is exclusively used for calculating �n(x, y).

3.5.2 Emission Mode

An initial realisation of the emission mode was reported using a black background
which was homogeneously cooled by Peltier elements [66] using the setup depicted
in Fig. 3.10 with temperature of hotplate lower than wafer temperature.

To ensure that emission of the free carriers was dominating for the chosen back-
ground temperature of 1 ◦C, the power of the emitted radiation of the background
at 1 ◦C was estimated and found to be only 36% of the emission of a background
at room temperature and only 13% of the emission of the background used for the
absorption CDI/ILM, which was usually at around 60 ◦C. By this means infrared
transmission through the sample is suppressed to a low level to prevent a superpo-
sition of the absorption signal and the signal coming from the emission of excess
carriers. With this setup the transition between dominating absorption and dominat-
ing emission as theoretically calculated in Fig. 2.15 was quantitatively confirmed. A
measured dependence of the camera signal on the temperature of the background
Tb with the temperature of the wafer Tw kept constant was reported in [66] for a
surface-passivated silicon wafer with a carrier lifetime of approximately 50µs and is
given in Fig. 3.11a. The fit was calculated from (2.23) with Tw (and thus the emission
term) kept constant. The theoretical curve is confirmed by the measurement except
for minor deviations attributed to condensation and ice on the sample. The result
for the variation of the wafer temperature Tw and Tb kept constant also follows the
emission part of (2.24) (Fig. 3.11b), with minor deviations for the range with small
temperature differences.

A different approach to realise the emission mode was suggested in [68], with a
respective setup presented in [67]. In this setup the wafer is placed on a metal surface
having a high reflectivity and thus a low emissivity in the IR-range detected by the
camera (see Sect. 2.1), e.g. a gold-plated mirror. This setup has distinct advantages
compared to the low temperature background plate. By heating the mirror chuck, the
wafer may be heated and at the same time a low IR emission from the background
is maintained. In addition, the emission of the free carriers themselves is intensified
by the back-reflection of the emitted radiation by the mirror surface. A scheme of a
respective setup is given in Fig. 3.12 [67]. Here the focal plane array infrared camera
used had a maximum sensitivity at 8.3µm (long-wave), a frame rate of 38.9Hz and
an array size of 640 × 486 pixels. Excess carriers were generated by an array of 700
light-emitting diodes (LEDs) emitting at 880nm and providing an excitation level
equivalent to 1 sun. In [67] also a detailed treatment to quantify the sensitivity of
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Fig. 3.11 Experimental
confirmation of the transition
between emission and
absorption mode for a
variation of the background
temperature Tb with the
temperature of the wafer Tw
constant and b variation of
Tw and Tb constant.
Calculated lines are
according to (2.23) and
(2.24)
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Fig. 3.12 Setup to obtain a
lifetime image in emission
mode using a gold-plated
heating stage [67]

the measurement with the setup in Fig. 3.12 by defining a noise equivalent lifetime
(NEL) may be found.
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Fig. 3.13 Calibration of the camera signal for excess carrier densities �n via a set of differently
doped mono-crystalline wafers

3.5.3 Lifetime Calibration

To calculate lifetimes from the data obtained in a steady-state measurement, it
is necessary to convert the camera signal that comes in “digits” or in units of
millikelvin to excess carrier densities �n. These are then transformed to excess
carrier lifetimes using (2.20) and the local generation density G determined experi-
mentally (if non-uniformity is pronounced) for the respective setup. For this lock-in
technique, a differential calibration transforming � digits to �n is sufficient. The
general approach to do this was developed by Bail et al. [13]. The practical details
given in the following are for the setup shown in Fig. 3.10 and taken from [64].

The basic calibration idea is to use a set of FZ-wafers which have different dop-
ing levels but are otherwise identical between each other and also identical to the
wafer to be measured. This regards not only the wafer thickness but also the state of
roughness of the surface. Note that this roughness, by determining the degree of light
scattering, also determines the average length of the light paths in the wafers. These
wafers are successively put between the camera and the hot plate for measuring their
transmissivity in steady-state mode. The differences observed are then due to the
differences in free-carrier absorption of the samples. The obtained data can be fitted
linearly, since the changes in transmissivity due to free-carrier absorption are small.
An example of a plot of the transmissivity in camera digits over wafer doping density
for an absorption-CDI setup is given in Fig. 3.13. Here the calibration results in a
slope of the linear fit ofm = −(3.82 ± 0.16)10−13 digits cm2 for the camera module
used. This slope can then be used to transform the camera signal � digits into excess
free carrier concentrations by the relation:
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�n(x, y) = � digits(x, y)

mσW
ζ. (3.3)

Here W is the wafer thickness and σ is a correction factor taking account of the
fact that in the calibration procedure p-type wafers were used and thus only the IR
absorption of holes has beenmeasured, but that in a real measurement due to electron
hole pair generation the free carrier absorption of holes and electrons has to be taken
into account (see (2.20)).

The free carrier absorption in silicon was experimentally found to be [57]:

αn ≈ 1 × 10−18λ2n,

αp ≈ 2.7 × 10−18λ2 p.
(3.4)

Here αn,p is the absorption coefficient for electron/hole free carrier absorption,
respectively, λ the wavelength and n/p the free electron/hole density. Thus σ is given
by σ = 2.7+1

2.7 = 1.37. ζ is another correction factor taking into account the difference
between the “real” camera contrast between illuminated and unilluminated state and
the signal given by the lock-in correlation. In the case of a correlation function of
K 0◦ = 2 sin(ωt) it results in ζ = π/2. In (3.4) it is assumed that sensitivity differ-
ences between the camera pixels are already corrected, e.g. by a 2-point correction
procedure.

Actual diode laser irradiation systems reach already uniformed irradiation with
deviations of a few percent only, which may then be included in the measurement
uncertainty. If the inhomogeneity of the irradiation is significant compared to the
desired measurement accuracy, the local excess carrier lifetime calculated from the
measured �n(x, y) images from (2.19) written for each pixel p(x, y) has to be
corrected in addition accounting for the variable G(x, y). The semiconductor lasers
used for irradiation are in general very stable sources. Thus it is possible to map the
generation irradiation G(x, y) once during the setup phase of an individual system
and use it for subsequent measurements.

A calibration with a set of planar wafers results in absolute carrier lifetimes for
measurements on a planar (untextured) wafer. With the same calibration, measure-
ments on textured wafers lead to unrealistically high lifetimes and a blurred appear-
ance of the image.

Blurring refers to all effects which reduce the lateral resolution of an image, in
our case taken for visualizing the excess carrier density. For luminescence images,
we briefly outline the different mechanisms contributing to blurring in Sect. 6.2.4.
Lateral excess carrier diffusion in the bulk alters the carrier density itself compared
to the genuine local recombination properties, which we wish to image ideally. Thus
CDI/ILM images are equally blurred by this effect and also the correction actions
referred to in Sect. 6.2.4 apply as well. In this section we treat the blurring effect in
CDI/ILM images due to lateral propagation of the detection radiation following the
discussion given in [128].

This type of blurring is obviously even more prominent in the mid IR-range used
in CDI/ILM compared to the near IR radiation detected for luminescence images,
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since absorption is weak (basically free carrier absorption, see Sect. 2.9). The easy
solution attainable for luminescence, use of an appropriate means limiting detection
towards longer wavelength (see Sect. 6.2.4), is not possible for the thermal range
utilized in CDI/ILM. Thus, blurring by lateral scattering of detection radiation has
to be taken into account in addition to spurious lifetime increase when using the
CDI/ILM technique in any other case than for samples with well homogeneous,
shiny polished surfaces.

A solution would be the calibration with a set of wafers with the same type of
surface roughness as the one of the sample under test, which is tedious to do and in
many practical cases not possible. Another solution was proposed in [128]. A local
emissivity correction is deduced from the slope of the increase with temperature
of the emitted photon density compared to blackbody radiation. For the emissiv-
ity correction, only the topography images at room temperature and at the elevated
measurement temperature are needed. As a second correction step, in [128] a decon-
volution is suggested, in order to convert the blurred measured lifetime distribution
to the actual distribution using a suitable point-spread function and a Fourier trans-
formation with a Wiener filter. We outline both correction procedures in some detail
in the following. Measurement examples will be given in the application Sect. 6.5.4.

Phenomenologically, the surface impact on CDI/ILM images may be interpreted
as follows: For a planar wafer, the radiation emitted by an excess carrier can leave
the silicon only within a small cone of about 17◦ width. Due to the high refractive
index (nSi/nair = 3.4/1 for λ = 4µm), radiation emitted under higher angles is
internally reflected and not detected by the camera. If reflected totally, the radiation
exits the sample at its edges or is absorbed by free carriers in the bulk material. For
a rough surface, radiation, which would be diffracted by a flat surface towards large
angles, is partly diffracted towards the camera aperture. Furthermore, reflection at
the interface changes statistically the reflecting angle, which suppresses radiation
transport via total reflection. A rough surface thus allows a larger part of the total
radiation emitted by free carriers to exit the silicon towards the camera aperture. For a
certain carrier density, a higher signal results as compared to the calibration situation
with planar wafers, which mimics a higher carrier lifetime. In addition, at a specific
position, radiation not only from this wafer segment but also from neighboring parts
of the wafer may be detected, which leads to a blurred appearance of the image. For
an example, see Fig. 3.14.

The size of typical surface structures on siliconwafers for solar cells is in the range
from below 1µm and up to 50µm depending on the texturing process. Since the
detected wavelength is in the same order of magnitude, both, a geometrical approach
and the consideration of wave optics is unlikely to yield satisfying results for an
analytical description of the problem. We therefore concentrate on a macroscopic
description of the phenomenon.

Let us first treat the emissivity correction. In good approximation, the signal of the
camera detector which we use for CDI/ILM measurements is linear to the incident
photon flux density integrated over its detection range, i.e. from 3 to 5 µm, in our
case. In order to convert the camera signal, i.e. the difference between illuminated
and dark state of a wafer under test, into the free excess carrier concentration �n,
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the calibration described above has to be performed. The recombination lifetime τ

can then be easily calculated for steady state conditions with τ = �n/G, G being
the generation rate of free excess carriers.

For the calibration, the photon flux density for siliconwafers with different doping
concentrations and flat surfaces is measured, resulting in a linear relation between
doping concentration and camera signal as demonstrated above. If the surface condi-
tions of a wafer under test differ from the surface conditions of the calibration wafers,
the calculated lifetime differs from the true recombination lifetime. For a correct cal-
culation either a new calibration with calibration wafers having surfaces comparable
to the wafer under test has to be performed or an additional surface correction is
necessary. As already mentioned, it may be difficult in many cases to perform cali-
brations for each type of surface under investigation. If surface conditions vary on a
single wafer, such a calibration is even impossible. We therefore concentrate on an
additional correction procedure which is deduced directly from the camera image.

Instead of varying the intensity of the emitted infrared radiation by free carriers
by changing the doping concentration as it is done for the usual calibration proce-
dure, the radiation intensity can be varied by changing the wafer temperature. In
this case the temperature variation is performed within small limits such that the
temperature dependence of the recombination lifetime can be neglected. Following
this procedure, a signal intensity variation can be realized on one single wafer. In
contrast to a doping variation, where the doping concentrations are known, a tem-
perature variation induces an a priori unknown change in the radiation intensity. We
therefore cannot determine the calibration function directly. Instead, we compare the
measured intensity variation with the case of a black body.

In Fig. 3.14, the photon flux density of the wafer, detected by the camera, is plotted
versus the photon flux density of a black surface for various temperatures. The plot
shows results for a wafer with chemically polished surfaces, for a wafer with rough,
alkaline etched surfaces, and for an as-cut wafer. In all cases the behavior can be
approximated as linear.

If plotted for each pixel a slope matrix mJph(x, y) may be determined and used to
correct the measurement signal τrough(x, y) obtained for rough surfaces by

τcorr (x, y) = m Jph,ref

m Jph,rough(x, y)
τrough(x, y), (3.5)

wheremJph,ref is the average of the slopematrixmeasured on awaferwith flat surfaces
but same doping and thickness as the rough wafer.

Since mJph is determined by only two images due to linearity and a crossover
point for all samples exists at room temperature (see Fig. 3.14), one single camera
image of the wafer at a temperature above ambient temperature is sufficient for the
spatially resolved determination ofmJph. Since this measurement is already included
in the standard lock-in measurement procedure (where the wafer is measured at e.g.
55 ◦C), no additional data has to be recorded.

mJph is closely related to the emissivity of the wafer which is shown in the follow-
ing. mJph can be expressed by integrating the spectral photon flux densities jsample
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Fig. 3.14 Photon flux
density of silicon sample
with different surface
conditions versus photon
flux density of blackbody at
the same temperature. Each
data point corresponds to a
specific wafer temperature

and jblackbody over the solid angle, which is viewed by the camera’s aperture d at
distance D, and over the spectral range of the camera chip (λmin to λmax):

m Jph =
∫ λmax

λ=λmin

∫ arctan( d/2
D )

θ=0

∫ 2π
ϕ=0 η(λ) jsample(λ, θ, ϕ, Tsample) sin θ cos θdϕdθdλ

∫ λmax

λ=λmin

∫ arctan( d/2
D )

θ=0

∫ 2π
ϕ=0 η(λ) jblackbody(λ, θ, ϕ, Tsample) sin θ cos θdϕdθdλ

(3.6)

θ and ϕ are the polar and circumferential angle, respectively, η (λ) is the quantum
efficiency of the camera chip, and Tsample is the sample temperature. The directional
spectral emissivity of the sample ε‘λ (λ, θ , ϕ, Tsample) is defined by the fraction
of emissive ability of a real body and a black body in terms of energy [129]. By
expressing jsample in terms of the directional spectral energy density isample:

jsample (λ, θ, ϕ, Tsample ) = λ

hc
isample (λ, θ, ϕ, Tsample ) = λ

hc
ελ(λ, θ, ϕ, Tsample )iblackbody (λ, θ, ϕ, Tsample )

(3.7)

mJph can be written as:

mJph =
∫ λmax
λ=λmin

∫ arctan( d/2D )

θ=0

∫ 2π
ϕ=0

η(λ)λ
hc ελ(λ, θ, ϕ, Tsample )iblackbody (λ, θ, ϕ, Tsample ) sin θ cos θdϕdθdλ

∫ λmax
λ=λmin

∫ arctan( d/2D )

θ=0

∫ 2π
ϕ=0

η(λ)λ
hc iblackbody (λ, θ, ϕ, Tsample ) sin θ cos θdϕdθdλ

(3.8)
where h is Planck’s constant, and c is the speed of light. If the emissivity ε ‘λ can be
assumed to be independent from λ,θ , and ϕ in the considered range, (3.8) reduces to

m Jph = ε′
λ (3.9)
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Next we outline the deconvolution step for CDI/ILM images as proposed in
[128]. For an extensive treatment of deconvolution techniques with emphasis on
thermal images please refer to Sect. 4.5.2. Here, we treat the case of IR-radiation
emitted by excess carriers along similar lines. May PSF(x, y) be the normalized
result of the surface transformation of a point source with a recombination lifetime
τrec,point(x, y) = δ(x − x0, y − y0), then the response of the surface transformation
τrough(x,y) for an arbitrary source τrec(x,y) can be expressed by

τrough(x, y) =
∫

τrec(x − x ′, y − y′)PSF(x ′, y′)dx ′dy′ (3.10)

In order to reveal the real distribution of the original signal τrec(x, y), the reverse
calculation has to be performed, which is known as deconvolution. If transformed in
Fourier space, (3.10) can be written as

τ̂rough = τ̂rec P ŜF (3.11)

where τ̂rough, τ̂rec, and P ŜF are the Fourier transforms of τrough, τrec, and PSF , respec-
tively. Since the direct calculation of τ̂rec from (3.11) and Fourier back-transformation
fails due to roots of τ̂rough, the concept of Wiener filtering (see Sect. 4.5.2) is applied.
An adjustment parameter K is introduced (see also Sect. 4.5.2):

τ̂rec = P ŜF
∗
τ̂rough∣∣∣P ŜF∣∣∣2 + K

(3.12)

where P ŜF∗ is the complex conjugate of P ŜF . Note that for vanishing K (3.12)
is equivalent to (3.11). K should be chosen sufficiently small in order to keep its
influence on the transformation small but large enough to avoid singularities. Exper-
imental examples for emissivity correction and deconvolution of CDI/ILM images
on samples with rough surfaces may be found in Sect. 6.5.4.

Although the time resolution of thermal cameras is at present not sufficiently
high for directly measuring the time-dependence of free carrier generation, the lag
in build-up and decay of the carrier density compared to the rise and fall of a fast-
switching generation source can be used for a direct dynamic determination of the
carrier lifetime. This allows a lifetime calibration of CDI/ILM images independent
of signal intensity, i.e. especially of optical sample properties (“dynamic ILM” [46]).
The method to retrieve this information from a sample subject to a square-shaped
generation G is sketched in Fig. 3.15. Here images with a short integration time are
taken, which allow to compare the local carrier concentration during the build-up
(first image) with the steady “on”-state (second image). The third and the fourth
image are used for background correction within a lock-in procedure. To achieve
a sufficient difference between the first two images, which directly relates to the
accuracy in determining the carrier lifetime, a sufficiently short integration time tint
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Fig. 3.15 Timing sequence
used in dynamic ILM
(courtesy of K. Ramspeck,
ISFH Hameln)

has to be chosen. The sequence plotted in Fig. 3.15 is used for an implementation of
a lock-in procedure. For details, how the carrier lifetime is deduced, we refer to [46].
Using the 4-point correlation (see Sect. 2.2) a relation of the phaseΦ (see (2.8)) with
the carrier lifetime is deduced [46]:

Φ = arctan

⎧⎨
⎩
tint − 2τeff

[
exp

(
− T

4τeff

)
− exp

(
− T+4tint

4τeff

)]

tint − 2τeff
[
1 − exp

(
− tint

τeff

)]
⎫⎬
⎭. (3.13)

For a reasonable integration time tint = 300 µs, an approximately linear relation of
phase Φ and lifetime τeff is found for carrier lifetimes below about 200µs. With
a lock-in frequency of 40Hz (period length T = 0.25ms) dynamic ILM images on
surface-passivatedmulticrystallinewafers could be obtainedwithin 1 s, with absolute
values agreeing well with microwave detected photoconductance decay maps. The
image obtained from themethod presented in [46] was found to be hampered by blur-
ring. In a successive publication [130], the higher sensitivity to blurring effects was
attributed to the stronger impact of laterally guided radiation on the dynamic evalua-
tion as compared to standardCDI/ILM. Themain application of this technique is seen
in an independent scaling procedure for conventionally measured CDI/ILM images,
which show a better spatial resolution. The approach to use combined dynamic and
steady-state images was exploited further in [130]. Phase effects due to the heat
signal induced by the optical excitation have to be corrected. Otherwise they may
lead to high errors especially for lifetimes approaching the detection limit of the
technique (about 10µs stated in [130]). If the areas of highest lifetimes (50µs in the
example) of a heat-signal-corrected dynamic ILMmeasurement are used to calibrate
a steady-state CDI/ILM image, excellent agreement with a (area averaged) QSSPC
measurement was demonstrated. Note that this approach intentionally exploits the
irregularity of the phase measurement for 4-point correlation and square-shaped sig-
nal, which was mentioned already for Fig. 2.9 in Sect. 2.
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In recent years Photoluminescence (PL) has replacedCDI/ILMlargely formeasur-
ing carrier lifetimes (for details see Sect. 6.2.4). Interestingly, the working principle
of Dynamic ILM was transferred in an extended version to PL images [131, 132].
With square-wave generation and the same timing strategy for image acquisition as
applied in Fig. 3.15 for Dynamic ILM, Dynamic PL allows retrieving calibration-
free absolute carrier lifetimes independent of any additional wafer parameters as the
dopant density. From investigating the sensitivity with their setup Herlufsen et al.
concluded a lower lifetime boundary of 30µs with 20% error margin measured in
160s with 0.5 suns generation intensity [131]. With increasing camera integration
time the relative uncertainty increases again and is minimal only in a limited integra-
tion time range. The position of this minimum is individual for every carrier lifetime.
In order to minimize the uncertainty it was proposed in [132] that a steady state PL
image may be calibrated with a Dynamic PL image, again resembling the approach
used previously with Dynamic ILM. The need for a dynamic image acquisition is
tedious and thus a practical disadvantage ofDynamic PL.An alternative dynamic cal-
ibration technique [133] works with a rotating shutter in front of the camera and thus
also relies on an unique setup. Consequently, these approaches did not find a wider
practical use. Mostly calibration of steady-state PL images is presently achieved
from large area spatially averaged precise absolute carrier density measurements
as steady-state photoconductance [134–136] or Harmonically modulated Lumines-
cence [137, 138], the latter based on a self-consistent calibration approach [139].
For more details please refer to Sect. 6.2.4.



Chapter 4
Theory

The following sections will outline the heat diffusion theory underlying lock-in ther-
mography experiments. First, in Sect. 4.1, the effects of the heat conduction on the
surrounding of the sample will be discussed, presenting the definitions of a thermally
thin and a thermally thick sample, and of the quasi-adiabatic state of a measurement.
In Sect. 4.2, a simple method is being introduced of compensating the temperature
drift in the initial heating-up phase of lock-in thermography experiments. These
considerations should also be of interest when interpreting non-destructive testing
experiments. Then, the following two sections will review the theory of the propa-
gation of thermal waves for different heat source geometries. Based on these results,
in Sect. 4.5 follows a summary of the most important relations for the quantitative
interpretation of lock-in thermography measurements in terms of power sources for
simple heat source geometries. In Sect. 4.5.1, the image integration/proportionality
method is being introduced, which allows a quantitative interpretation of lock-in ther-
mography results also for an arbitrary distribution of heat sources. Finally, Sect. 4.5.2
describes recent advances in the software-based correction of the effect of the lat-
eral heat conduction within the sample on lock-in thermograms, implying also a
quantitative interpretation of lock-in thermography results.

4.1 Influence of the Heat Conduction to the Surrounding

The “Theory of heat conduction in solids” is described most minutely in the “Bible”
for thermographers with this title by Carslaw and Jaeger [140]. Since here our main
interest is focussed on lock-in thermography, only those parts of this book deal-
ing with the solution of the heat diffusion equation for periodically oscillating heat
sources should be of interest. However, especially at the beginning of each lock-in
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thermography measurement there is a period when the thermal equilibrium condi-
tions have not yet established,which in the followingwill be called the “initial heating
phase”. In this section, after summarizing the basic concepts of thermally thin and
thermally thick samples, we will discuss the influence of this heating-up phase on
lock-in thermography. Throughout this section, the location of the heat sources will
be assumed solely at the surface of the sample.

The non-steady-state heat diffusion equation in a 3-dimensional homogeneous
and isotropic solid is:

cp�
∂T

∂t
= λ �T + p (4.1)

(T = temperature, t = time, cp = specific heat, � = density, λ = heat conductivity,
p = dissipated power density). For calculating the temperature distribution in a solid
while heat is being introduced, this differential equation has to be solved accounting
for given temporal and geometric boundary conditions. One of the analytical solu-
tions can be achieved for the propagation of a plane thermal wave into the depth of a
semi-infinite solid. Here, harmonically oscillating heating and cooling activities are
assumed at a certain frequency of flock-in = ω/2π at the surface of a solid. Within
the solid, the dissipated power p is assumed to be zero. Hence, within the solid (4.1)
reduces to a one-dimensional homogeneous differential equation in z-direction:

cp�
∂T

∂t
= λ

∂2T

∂z2
(4.2)

The solution to (4.2) in an isotropic and homogeneous material, which vanishes
for z → ∞, is the plane thermal wave in z-direction:

T (z, t) = A exp

(
−z

√
iωcp�

λ

)
eiωt (4.3)

= A exp

(−z

Λ

)
exp

(
i
(
ωt − z

Λ

))

with Λ =
√

2λ

�cpω

ThequantityΛ, having the dimension of a length, is the so-called thermal diffusion
length, which according to (4.3) reduces with 1/

√
flock-in. It can also be expressed

as Λ = √
2α/ω with α = λ/(ρ cp) being the so-called thermal diffusivity [2]. For

silicon, at a frequency of 3Hz, the thermal diffusion length is about 3mm, for copper
it is nearly the same (here both the heat conductivity and the specific heat and the
density are higher), but for insulators such as glass or plastics it is one to two orders
of magnitude lower. In the appendix, the thermal properties will be given as well
as typical thermal diffusion lengths for several common materials. The amplitude
factor A of the oscillating temperature signal can be gained from the amplitude of
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the oscillating areal surface power density p0 by calculating the heat flux through
the surface at z = 0:

p0e
(iωt+iϕ) = −λ

∂T

∂z

∣∣∣∣
z=0

(4.4)

= A
√

λωcp� e(i(ωt+π/4))

with A = p0√
λωcp�

Here ϕ is the phase shift between the modulated power and the surface tem-
perature modulation, which here is π/4 (45◦). Equation (4.3) represents a strongly
damped plane wave in z-direction, the amplitude of which decays by 1/e = 0.37
over the distance of Λ, and by a factor of e−2π = 0.0019 over the distance of one
wavelength being 2πΛ! This strong natural damping of thermal waves, which is
frequency-dependent viaΛ, is the physical reason why the spatial resolution of lock-
in thermography investigations is improved relative to steady-state thermography. It
is interesting to note here that the amplitude factor A is proportional to 1/

√
flock-in,

and not to 1/ flock-in as it can be expected for a homogeneously heated body (see
discussion in Sect. 2.7). The reason for that is that in this geometry, actually only a
surface layer of a (frequency-dependent!) thickness Λ is heated and cooled down.
But the material below can be assumed to be essentially thermally insulated from the
thermal oscillations of this surface layer. Hence, for a sample of a thickness above
Λ and with heat generation at the surface, it does not matter for the surface temper-
ature oscillations whether it is mounted on top of a heat sink, or not. With respect
to lock-in thermography it can be regarded to be thermally insulated. Therefore, for
theoretically describing the oscillating heat conduction on top of such a sample it is
reasonable to model it as if infinitely thick.

In real samples, the heat seldom spreads solely as plane thermal waves. Never-
theless, as the next sections will show, the thermal diffusion length Λ has a universal
meaning governing also the two- and three-dimensional spreading of thermal waves,
since at a certain distance from the source all thermal waves are approaching plane
waves. Therefore, this quantity Λ may help in distinguishing between the two basic
sample geometries found for lock-in thermography investigations, which are ther-
mally thin and thermally thick samples. A plane sample is generally called “thermally
thin” whenever its thickness is small against Λ and “thermally thick” if it is large
against Λ. A thermally thin sample can be described as an infinitely thin foil. In a
thermally thin sample, the heat flux in vertical direction can be neglected compared
to that in horizontal (in-plane) direction, hence the temperature field at the top sur-
face can be assumed to be the same as that at the bottom surface. Thus, the heat
diffusion problem reduces from a 3-dimensional one to a 2-dimensional one. For
thermally thin samples, their possible mounting onto a heat sink may affects their
thermal behavior as will be described below.

On the other hand, if 3-dimensional heat spreading has to be regarded, a sample is
called “thermally thick”. Actually, one has to distinguish between “thermally finitely
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thick” and “thermally infinitely thick” samples. If the thickness of a sample clearly
exceeds the thermal diffusion length, it can be considered as thermally infinitely
thick. Note that also the spatial resolution of an investigation determines whether
2-dimensional or 3-dimensional heat spreading has to be regarded. If, for example,
a point heat source at the top of a 300µm thick sample is investigated with a spatial
resolution of 10µm, the heat diffusion problem has to be treated 3-dimensionally,
even if the thermal diffusion length exceeds the sample thickness. On the other hand,
for an overview image of the same sample using the same lock-in frequency, but a
resolution of 1mm, the same sample can be described to be thermally thin, since
depth-dependent processes are no longer influencing this image. In the Sect. 4.3, the
technique of introducing mirror heat sources will be presented, which allows one to
describe the heat conduction also for samples of medium thickness.

In the following, the influence of the heat conduction from the sample under
investigation to its surrounding, on the results of lock-in thermography investiga-
tions will be discussed. The simple initial question is: Oscillating (sinusoidal) heat
introduction actually means subsequent heating and cooling. However, in electronic
device testing we only introduce heat, e.g. by applying a pulsed bias (except for
having Peltier effects), hence the sample is becoming warmer and warmer during the
measurement. Where should the cooling come from? It comes from the steady-state
heat conduction to the rest of the sample, which is still at lower temperature, and
finally to its surrounding. Even if the sample is mounted thermally insulated, with
increasing sample temperature, finally, the surrounding air or thermal radiation will
lead away the heat so that after a certain measurement time, the average sample
temperature will get stabilized at a higher level than before. We will call this the
“quasi-steady-state” of the mounted sample. The time to reach this state is called the
“thermal relaxation time”. We have added the term “quasi”, because the non-steady-
state periodic temperature modulations resulting from the periodic heat introduction
we are actually interested in the lock-in thermography, are still superimposed on the
generally increased temperature of the sample in the quasi-steady-state.

This situation is outlined in Fig. 4.1, which is drawn for a thermally thin sample,
but which qualitatively also holds for thermally thick samples. Here, the surface tem-
perature of an object under investigation is shown as a function of the measurement
time after the beginning of a lock-in thermography experiment. For reasons of sim-
plicity, here we are considering a thermally thin sample, which is homogeneously
heated and connected to its surrounding via a major heat resistance, as for instance,
for the lock-in thermography test object described at the end of Sect. 2.7. At the
beginning of the experiment, the sample temperature T equals the surrounding tem-
perature T0. Within the first bias pulse, the temperature increases linearly. After this
pulse, this increased temperature remains constant in first approximation, since the
device has a certain heat capacity, and we have assumed amajor heat resistance to the
surrounding here. This cycle repeats several times, leading to a staircase-like temper-
ature increase, until the sample temperature has increased to such an extent that the
heat flow to the surrounding becomes significant. Since this heat flow is continuous
and proportional to the temperature increase (T − T0), the mean sample temperature
(dashed line in Fig. 4.1) will exponentially relax to its new “quasi”-equilibrium value
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time [a.u]
T0

Teq

ΔT1

ΔTe

Fig. 4.1 Qualitative temperature trace at the beginning of a lock-in thermography experiment

Teq, as will be shown in detail below. In the quasi-equilibrium state, the amount of
heat introduced during each heating cycle equals the loss of heat to the surrounding
in each whole lock-in period. Since the two heat fluxes superimpose, also the two
temperature gradients (heating and cooling) can be assumed to superimpose. How-
ever, the heating is acting only within the first half of each lock-in period, but the
cooling is acting over the whole periods, thus reducing the heating slope in the first
half of the lock-in period in the quasi-equilibrium. Therefore, the heating and cooling
temperature slopes in the quasi-equilibrium are exactly half the heating slope at the
beginning of the experiment. Hence, as discussed briefly at the end of Sect. 2.7, the
periodic temperature modulation amplitude in quasi-equilibrium �Te is exactly half
of �T1 at the beginning of the experiment. This had been regarded in calculating
the expected T-modulation signal of the resistively heated test device introduced in
Sect. 2.7.

For Fig. 4.1, the thermal relaxation time constant was assumed to be large against
the lock-in period. As long as this condition is fulfilled, the equilibrium tempera-
ture modulation amplitude �Te is always half the adiabatic temperature increase
within one heating cycle �T1, independently of the value of the heat resistance to
the surrounding. A varying heat resistance to the surrounding affects the equilibrium
temperature Teq and the thermal relaxation time only, but not the T-modulation �Te.
In the following, this condition will be called “quasi adiabatic”. The term “quasi”
is added here to point out that this condition is adiabatic (heat-insulated) only with
respect to the lock-in frequency. Only under quasi adiabatic conditions, the tempera-
ture modulation amplitude depends solely on the introduced power distribution and
on the thermal properties of the sample, but not on the heat resistance to its surround-
ing. In general, this makes the quantitative interpretation of lock-in thermography
investigations much easier than steady-state thermography ones, where the result-
ing temperature contrast usually depends on the heat flow to the surrounding. It has
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been discussed above that any solid of a thickness well above Λ can be regarded as
quasi-adiabatic, since the material below a layer of thickness Λ is more and more
unaffected by the periodic temperature modulation. Therefore it is most interesting
to find out whether thermally thin samples are mounted quasi-adiabatically, or not.
Note that in non-destructive testing, especially in the field of thermoelastic investi-
gations (vibrothermography, [2, 8]), the term “adiabatic conditions” is used for the
case that no lateral heat exchange appears. This is the case if the lateral details to be
measured are larger than the thermal diffusion length in the material. This definition
is clearly different to our definition of “quasi adiabatic conditions” where the thermal
diffusion length may be much larger than the size of the details to be investigated.

As a rule, below a thermally thin sample there will be a support or a heat sink with
a large heat capacity or being even thermostatted, leading away the heat generated in
the sample. It will be shown to be advantageous in many cases to artificially increase
the thermal resistance between the sample and its support, e.g. by inserting either a
woven wire net (if the electrical contact to the base has to be preserved) or a sheet of
an insulator such as paper. Let us assume here that we have a homogeneously heated
two-dimensional planar thermally thin sample such as a solar cell or the resistively
heated test object in Sect. 2.7 of mass m and specific heat cp, which is mounted on
top of a thermostatted metal base kept at a constant temperature T0. For calculating
the thermal relaxation time constant, only the averaged temperature of the sample
is of interest. Hence, for this modelling we will assume a constant heating power P
starting at t = 0. The heat resistance between sample and thermostatted base, which
can be influenced by an inserted heat insulation layer, should be Rh in units of (K/W).
Then the sample temperature follows the differential equation:

mcp
∂T

∂t
= P − T − T0

Rh
(4.5)

The solution to this under the starting boundary condition T (0) = T0 is:

T (t) = T0 + �T
(
1 − e−t/τ

)
with

�T = PRh

τ = mcpRh
(4.6)

The important result is that the thermal relaxation time constant τ depends not
only on the heat resistance Rh, but also on the heat capacity (hence: on mass m or
the thickness, respectively) of the sample. An important question is: Is it allowed to
suck a solar cell by vacuum to a metallic chuck, which is usually made by gilded
copper or brass? It was discussed already in the first edition of this book that for
increasing the heat resistance between sample and chuck, a thermally insulating but
electrically conducting layer (like a thinwovenmetal net) should be inserted between
cell and chuck. This question was now investigated more systematically [141] with
the following result: due to the natural roughness and the thermal properties of the
screen-printed back contact of usual solar cells, the thermal contact conductivity
between a solar cell and a metallic chuck in intimate contact is relatively low, in
the order of 1000W/m2K. If a solar cell with a thickness of 200µm is directly
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sucked to a metallic base, its thermal relaxation time constant has been measured
to be in the order of τ = 300ms. The corresponding corner frequency, where the
T-modulation amplitude drops by 1/

√
2, is fc = 1/(2πτ) = 0.53Hz. Only if the

lock-in frequency is far above this corner frequency, the sample can be considered as
quasi-adiabatic. Recent experiments have shown [141] that for lock-in frequencies of
10 Hz and above, there is no significant degradation of the lock-in thermography sig-
nals (amplitude or phase) by the direct contact to a metallic base. At a frequency of
3Hz, the phase starts to depend on whether an additional heat resistance is inserted
below the cell, but the amplitude signal still remains unaffected. Hence, for fre-
quencies of 3Hz and below, such a heat resistance should be inserted for ensuring
quasi-adiabatic conditions, but for frequencies of 10Hz and above, the cell is allowed
to be in direct contact to the chuck. Note, however, that according to (4.6), this condi-
tion depends on the heat capacity of the sample. If the thickness of solar cells should
reduce, e.g., from 200 to 100µm, these frequencies would increase by a factor of 2.
Also if another back contact would be used (e.g., sputtered Al), these considerations
might change.

Most recent experiments have shown that, if illuminated lock-in thermography
(ILIT) experiments are performed, even at 10 Hz frequency some grooves below the
cell (provided for distributing the vacuum for sucking on the cell) become visible if
the cell is directly sucked to the chuck [142]. This is obviously due to the missing
heat conduction to the chuck in these positions. If inhomogeneities of this heat
conduction become visible, this points to the fact that here the cell is not completely
quasi-adiabatic. Indeed, when a thin woven metal net was placed between the chuck
and the cell, these vacuum grooves became invisible in the LIT images [142]. The
reason why this effect is visible much stronger in ILIT than in DLIT is that in ILIT
an additional strong homogeneous heating occurs. This makes these actually tiny
inhomogeneities in the image in ILIT better visible than in DLIT

If, instead of a thermally thin sample, a thermally thick one is used, a square root
dependence of the averaged surface temperature is expected in the initial heating-up
phase instead of an exponential one (see, e.g., Wu [143]). Hence, an infinitely thick
sample will never reach really steady-state conditions. Fortunately, no real sample
is infinitely thick so that, finally, the whole sample warms up and behaves like a
thermally thin one. In any case the initial heating phase may easily be corrected, as
will be shown in the following section.

4.2 Temperature Drift Compensation

The next question is to which extent the initial heating-up phase shown in Fig. 4.1
affects the results of a lock-in thermography measurement. As mentioned in Chap. 2
the whole lock-in technique (based on (2.2)–(2.11)) is actually based on the assump-
tion that the sample is right from the beginning in a quasi-equilibrium state. Hence,
we are dealing with only periodic temperature modulations, but not with a transient
temperature relaxation over many lock-in periods. More precisely, the Fourier algo-
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rithm underlying the two-phase lock-in technique actually assumes an infinitely long
data acquisition time. This is fulfilled in good approximation, if the data acquisition
time is large against the thermal relaxation time. For example, for investigating sil-
icon solar cells with the sample holder implying no thermal resistance, the thermal
relaxation time is of the order of 300 ms. As long as the lock-in frequency is well
above 3Hz and the acquisition time is of the order of many minutes, the number of
evaluated lock-in periods is large and the initial heating-up phase plays only a minor
role, here. However, in many cases, one may be interested in results from only a
small number of lock-in periods, obtained for an acquisition time even shorter than
the thermal relaxation time. This may, for example, happen if lock-in thermography
has to be used in the production control, where it is essential to have a low mea-
surement time. In this case, the thermal relaxation at the beginning of each lock-in
thermography measurement has to be considered explicitly. Moreover, it has to be
checked whether, for instance, the measurement of a phase would still be reasonable
for a low number of lock-in periods.

Wu [143] as well as Mangold [144] have considered the influence of the initial
heating-up phase on lock-in thermography results for non-destructive testing (NDT).
For example, Wu has proposed to reduce the duration of this phase by switching on a
continuous cooling togetherwith the pulsed heating, or to pre-heat the sample up to its
equilibrium temperature [143].Mangold has explicitly regarded the temperature drift
within each single lock-in period by fitting the measured temperature trace with an
oscillating function superimposed to a slowly varying function [144]. Here the lock-
in correlation is performed only to the oscillating part. This, however, can be realized
only off-line if all measured frames are stored in the computer. In the following we
will perform a “Gedankenexperiment”, allowing the conclusion to be drawn that
none of these expenses are necessary. Instead, it is sufficient to store just one IR
image before and one immediately after the lock-in thermography measurement,
and to correct the whole result afterwards for the entire temperature drift, but using
only these two images.

The “Gedankenexperiment” shown inFig. 4.2works as follows. Let us assume two
lock-in thermography experiments on a thermally thin sample similar to that shown
in Fig. 4.1. During the first experiment, at the beginning a totally adiabatic behavior
is assumed, hence the sample is assumed to be mounted thermally insulated. Then,
after starting the experiment, at the starting temperature T0 the pulsed bias is applied
to the sample, leading to the staircase-like increase in temperature obvious already
at the beginning of the trace in Fig. 4.1. If Teq is reached at t1, the heat resistance is
thought to be switched on, instantly causing quasi-adiabatic and quasi-steady-state
conditions. In the second experiment too, the sample is assumed to be kept thermally
insulated at the beginning. In addition, a continuously constant cooling is thought
to act on the sample (e.g., via a cool air-stream), the effect of which should exactly
be half the average heating rate of the lock-in experiment itself. Thus, we again
have a linear heating ramp at the beginning, but having a slope of half of that of
the first experiment. The duration of this ramp is double (t2 = 2 t1). Again, after Teq
is reached at t2, the additional cooling is thought to be switched off and the heat
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Fig. 4.2 Two hypothetical linear temperature ramps in the heating phase (Gedankenexperiment,
see text)

resistance is thought to be switched on, again inducing instantly quasi-adiabatic and
quasi-steady-state conditions.

The advantage of the linear temperature ramps used in these Gedankenexperi-
ments is that the effect of the heating phase on the lock-in results is very easy to
calculate. The two experiments sketched in Fig. 4.2 are characterized by the two
temperature signals Fa(t) (No.1) and Fb(t) (No.2). They are lasting N = 14 lock-in
periods each. Thus, according to (2.4) and (2.10), the two-phase lock-in correlation
comprises the calculation of:

S0
◦;−90◦

a,b = 1

nN

N∑
i=1

n∑
j=1

K 0◦;−90◦
j Fa;b

i, j (4.7)

with

K 0◦
j = 2 sin

(
2π( j − 1)

n

)
K−90◦

j = −2 cos

(
2π( j − 1)

n

)

Now, we may split the digitized temperature signals Fa;b
i, j within each lock-in

period i into three components: one DC-component Fda;b
i (which is constant within

each single period but differs from period to period in the linear slope parts of Fa(t)
and Fb(t)), one oscillating component Foa;b

j (which is phase-coupled to the heating
power and corresponds to the quasi-steady-state signal, which we are interested in,
and which is the same in all periods), and one linear slope component Fla;b

i, j , having
an average value of zero within each period and a constant slope in the linear slope
parts of Fa(t) and Fb(t), but being zero in the quasi-equilibrium phases starting
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from periods 7 and 13, respectively:

Fa;b
i, j = Fda;b

i + Foa;b
j + Fla;b

i, j (4.8)

with Fda;b
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n∑
j=1

Fa;b
i, j

Flai, j = j − n
2 − 1

2

6n
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Flbi, j = j − n
2 − 1

2

12n
�T [1 ≤ i ≤ 12] Flb = 0 [i > 12]

As mentioned above, according to (4.9) the linear slope part of experiment No.1
has double the amplitude of that of experiment No.2, but it lasts for only half the
number of periods. If (4.8) with (4.9) is inserted into (4.7), all sums containing the
DC part are vanishing because of the DC rejection property of the lock-in routine,
and the sums containing the linear part have to be performed only over the linear
slope parts of Fa(t) and Fb(t), respectively, leading to:
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This result can be written as:
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Here, S0
◦;−90◦

eq are the steady-state 0◦ and −90◦ lock-in signals coming only from
the oscillating signal component, which would appear if the system were in quasi-
equilibrium for the whole acquisition time. This would be the result of an infinitely
long measurement, which we are actually interested in. M1(K 0◦

) andM1(K−90◦
) are

the first moments of the correlation vectors K 0◦
j and K−90◦

j , expressed in a standard-
ized sum representation:
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Here, all elements not containing j are vanishing because the sum over all weight-
ing factors is zero. Equation (4.11) shows that the result of these lock-in experiments
implying an initial heating phase can be described by the result of a measurement
without this heating-up phase and a correction term. The decisive result of (4.11)
is that for the linear temperature ramp chosen here this correction term does not
depend on the slope of the temperature ramp but only on the difference between
initial and final temperature �T = Teq − T1. If this holds for a linear ramp, it also
holds for an arbitrary-shaped one, which can always be thought to be composed of
a number of linear fractions. Since for each of these fractions, (4.11) holds and the
single temperature differences are adding up, also for the whole measurement (4.11)
holds, with �T being the total temperature drift from the beginning to the end of the
lock-in thermography measurement.

Of course, since the steady-state temperature field after the lock-in measurement
may be inhomogeneous owing to an inhomogeneous distribution of the heat sources,
this initial heating effect has to be considered separately for each image position.
Hence, (4.11) yields the final instruction how to extract the steady-state lock-in signal
from the measured one for a limited number of lock-in periods measured under (at
least partly) non-steady-state conditions, thus correcting a lock-in thermography
result for any temperature drifts occurring during the measurement:

S0
◦;−90◦

eq (x, y) = S0
◦;−90◦

meas (x, y) − �T (x, y)

N
M1

(
K 0◦;−90◦)

(4.13)

For the number n of frames chosen per lock-in period the firstmoments of both cor-
relation vectors M1(K 0◦

) and M1(K−90◦
) have to be calculated according to (4.12),

which are simply two different numbers. Before the lock-in measurement and imme-
diately after it, at least one image has to be measured and stored. The difference
between these two images �T (x, y) = T after(x, y) − T before(x, y) has to be multi-
plied by the corresponding moment and divided by the total number of averaged
lock-in periods N to obtain the local correction values for S0

◦
(x, y) and S−90◦

(x, y).
It is obvious that, if the sample temperature stabilizes during the measurement, for
large N the correction in (4.13) becomes smaller and smaller, finally being negli-
gible. For the same reason, as a rule, there is no risk that the signal-to-noise ratio
decreases by this correction process. Note that according to (2.28) in Sect. 2.6, the
temperature noise level drops with 1/

√
N , but the noise introduced by the drift cor-

rection according to (4.13) drops faster with 1/N , provided that the quasi-steady-state
equilibrium is reached during the measurement. Hence, except for very small N , no
additional noise is introduced by the procedure (4.13). Note that according to (4.13)
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Fig. 4.3 Amplitude and phase errors of the simulation of the action of a measurement induced
temperature drift under adiabatic conditions with and without T-drift correction

the temperature drift disturbs most for low lock-in frequencies, since here for a given
acquisition time the number of averaging periods N is lowest.

It can easily be calculated which maximum possible error is to be expected,
if the initial heating-up phase is not corrected, and how effectively this error can
be corrected by the procedure described. The most critical case is that of a ther-
mally thin homogeneously heated sample, which is totally heat-insulated as had
been assumed at the beginning of the Gedanken experiment No.1 of Fig. 4.2. Here,
no quasi-equilibrium is reached within the acquisition time, and the whole exper-
iment is performed in the linear heating phase. As Fig. 4.2 shows, in this case the
temperature drift�T is proportional to the number of lock-in periods N , hence here,
the correction term in (4.13) is independent of the acquisition time. Regarding the
fact that the equilibrium temperature modulation �Te would be half of one temper-
ature step in one lock-in period under adiabatic conditions �T1 (see Fig. 4.1), worst,
there will be a total temperature drift of:

�T = 2N�Te (4.14)

Since homogeneous heating is assumed here, under quasi-steady-state conditions
the phase of the temperature modulation relative to the periodic heating should be
exactly −90◦, hence the in-phase signal S0

◦
should be zero, and the amplitude of

the basic harmonic of the quadrature signal be for this sawtooth-signal should be
S−90◦ = 4/π2 �Te = 0.41�Te (see discussion for (2.34) in Sect. 2.7). This worst
case was simulated using (4.7) and (4.12)–(4.14) for different numbers of frames
per lock-in period starting from n = 4 up to n = 512 in steps by a factor of two.
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As mentioned above, the result of this simulation does not depend on the number of
averaged lock-in periods N . Respective results are summarized in Fig. 4.3.

This simulation shows that in this most dangerous case of a thermally insulated
and homogeneously heated body themeasurement error due tomeasurement-induced
temperature drift is indeed striking. The uncorrected results are considerably cor-
rupted by the temperature drift, whereby the difference to the equilibrium values
becomes even larger for a lower number of frames per lock-in period. The values
corrected by using (4.12) and (4.13), however, are most reliable. Especially the phase
angle is perfectly retrieved even down to n = 4. Note that the amplitude errors shown
in Fig. 4.3 are referring to the amplitude of the basic harmonic in the steady-state
case. The slightly larger amplitude of the corrected signal for lower n is due to the
inherent inaccuracy of the digital lock-in procedure, as the harmonic function can be
modelled accurately only to a certain extent with a low number of sampling points
(see Sect. 2.5). However, as we see from Fig. 4.3, if the T-drift is properly corrected
this inaccuracy does not generate any phase error, and even for n = 4, the amplitude
error is only about 20% and quickly reduces, with the number of frames increas-
ing per lock-in period. In fact, the 4-point correlation procedure does not measure
the amplitude of the harmonic component of the oscillation but rather the pk-pk
amplitude of the staircase temperature curve, which is indeed exactly �Te here (see
Fig. 4.2), causing formally an amplitude value of 0.5 �Te instead of 0.41 �Te. It
is interesting to note that with increasing number of frames per period (hence with
increasingly accurate approximation of the harmonic correlation function), the first
moment of K−90◦

converges to zero. Hence, for large n, only the 0◦-signal has to be
corrected, but the −90◦-signal is not influenced by the temperature drift. This is due
to the fact that the first moment of the cos-function is zero, but that of the sin-function
is not.

It should be noted that the case modelled in Fig. 4.3 (homogeneously heated ther-
mally insulated sample) is the very case where the highest possible temperature drift
can be expected, if a surface is directly imaged. It will be shown in Sect. 6.3 that, if a
solar module is imaged through the glass, the influence of temperature drift is about
two orders of magnitude larger than assumed here. Then temperature drift compen-
sation is essential. Whenever the heat of a directly imaged sample is led away, the
surface temperature ramp becomes shallower than assumed in Fig. 4.3, and the error
in the uncorrected results becomes smaller. Heat conduction may appear e.g. into
the depth of a thermally thick sample, or laterally, if there are local heat sources,
which also happens in a thermally thin sample. It should also be noted that, although
this result has been demonstrated for a thermally thin sample, it is applicable to any
sample and any heat source geometry. The correction procedure using (4.12) and
(4.13) just formally corrects the result of any lock-in thermography experiment for a
temperature drift, which is assumed to be linear only within one lock-in period. Thus,
it can also be applied to non-destructive testing or to thermomechanical investiga-
tions, whenever some temperature drift has to be regarded. It may even be applicable
to undersampling (see Sect. 2.4) and asynchronous lock-in experiments, commonly
used for thermomechanical investigations (vibrothermography). Also here, for the
same physical reasons, it can be assumed that the T-drift induced error only depends
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the total local T-drift �T (x, y), but not on its time dependence. Hence, also here
the drift-induced error may be corrected by correlating a linear T-ramp from 0 to
�T (x, y) over the whole measure time, and substracting the result from the mea-
sured one.

The interesting result of this investigation is that, in general, lock-in thermog-
raphy can be performed even with a small number of lock-in periods down to one
period, if the results are drift-corrected using (4.12) and (4.13). The drift-corrected
results even of a one-period measurement are equivalent to that of a long lock-in
measurement, at least for a homogeneously heated body considered here, whith no
lateral heat conduction taking place. Of course, it has to be assumed that a one-
period measurement will differ from longer-lasting lock-in measurements whenever
in the image thermal waves are running in lateral direction over a longer distance.
It is plausible that thermal waves cannot run over a longer distance within only one
lock-in period. Nevertheless, the improved spatial resolution and the fact that the
result does not depend on the heat flow to the surrounding (leading to quantitatively
interpretable results) are preserved also for a low number of lock-in periods down to
N = 1. This paves the way for high speed lock-in thermography e.g., in production
control. Indeed, meanwhile it has been demonstrated both by the simulations and
experimentally that optically excited lock-in thermography (non-contacting, forward
bias, see Sect. 6.2.2) can be used for detecting ohmic shunts in real solar cells at an
acquisition time below 1s [145]. If the cell can be contacted and a reverse bias of
about 10V can be applied, ohmic shunts can be detected by lock-in thermography
implying only four image frames even within 10ms [38]. In this case, drift correction
was not applied and also not necessary since this was DLIT and not Voc-ILIT as for
[145], where the influence of homogeneous heating had to be corrected.

4.3 Thermal Waves of Point Sources

Since in the previous section, it was shown how measurement-induced (and also
other) temperature drifts can be compensated by lock-in thermography, in the follow-
ing, wewill generally assume that themeasurement is performed under quasi-steady-
state conditions. Hence, we will again assume only a harmonic heat introduction. In
Sect. 4.1 the plane thermal wave was introduced as the one-dimensional solution to
the heat diffusion equation in a homogeneous and isotropic medium (4.3). Another
evenmore general solution is the thermal response of a harmonically oscillating point
heat source in 3-dimensional space, which is a spherical thermal wave expressed in
spherical coordinates (r = √

x2 + y2 + z2):

T (r, t) = A

r
e−r

√
iωcp�/λ eiωt = A

r
e−r/Λ ei(ωt−r/Λ) (4.15)

The thermal diffusion length Λ is that defined in (4.3) of Sect. 4.1. The amplitude
factor A can be calculated from the oscillating power of amplitude P0 by calculating
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Fig. 4.4 Point heat source on the surface of a body together with mirror sources

the heat flow through a spherical surface with a diameter approaching zero. In this
approximation (Λ → ∞), the thermal wave can be described by

T (r, t) = A

r
eiωt (4.16)

leading to a heat flow of:

P0e
iωt+iϕ = 4πr2λ − ∂T

∂r
= 4πλAeiωt (4.17)

Here, there is no phase shift between the oscillating power and the temperature
oscillations (ϕ = 0). According to (4.17) the amplitude factor A is A = P0/4πλ.
However, if the power source is on the top surface of a semiinfinitely extended solid,
which usually occurs in investigating electronic components, the heat can diffuse
only into one half space, leading to a doubled amplitude factor of:

A = P0
2πλ

(4.18)

A radial profile of the temperature field around a point heat source will be shown
in Fig. 5.1 in Sect. 5.1. As (4.15) shows, the temperature field around a point heat
source diverges in the source position. Of course, in real physics this divergence does
not appear, since there are no ideal point heat sources in nature. Any heat source has
a finite extension, otherwise its energy density would be infinite. Nevertheless, the
point source model is very useful for modelling real heat sources, as will be shown
also in the following sections.Whenever the real extension of a heat source is smaller
than the spatial resolution of the thermal imaging system, this source can be described
as a point source. Aswill be shown below, the divergence in source position can easily
be cancelled by averaging the thermal signal across one pixel area, which is done
also in reality by the IR camera.
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The next question is how this temperature field changes, if not a semiinfinite solid
but a plate of a certain thickness d is considered, which is no longer large against
Λ. This problem, as any other diffusion problem dealing with external and internal
surfaces, can be solved by using the technique of mirror sources. In a diffusion
problem, an outer surface is by definition a plane, with no diffusion occurring in the
direction perpendicular to this plane. If this surface is a flat plane, a body containing
this plane and a certain heat source distribution can be modelled as an extended body
without this plane, but having additional heat sources of the same size as the original
ones in positions mirrored in the surface plane. Then, in the plane position, the heat
flows of the source and of the mirror source in the direction perpendicular to the
plane cancel out in any position, which is equivalent to the insertion of a surface. If
this plane is not flat, the construction of the heat sources becomes more complicated,
but the principle remains the same. This mirror source technique works if diffusion
barriers are regarded in any steady-state and non-steady-state diffusion problem.
In the following, it will be applied to model the thermal waves emerging from an
oscillating point heat source at the surface of a homogeneous and isotropic laterally
infinitely extended solid plate of thickness d.

The geometrical situation of this problem is sketched in Fig. 4.4. For a better
demonstration, the point heat sources are displayed as bowls of certain dimensions.
As mentioned above, for calculating the amplitude factor of the thermal wave at the
top of a semi-infinite body, this temperature amplitude is double that of an infinite
body. This is exactly the introduction of the first mirror source of quantity P1 = P0
in the very position of the original heat source, which was assumed to be located at
the upper surface. In the same way, the lower surface can be regarded by introducing
a second mirror source P2, which compensates the vertical heat flow of P0 and P1
through the lower surface of the sample. Hence, the power of this source has to be
P2 = P0 + P1 = 2P0. However, also this mirror source has to be mirrored by the
upper surface again, leading to P3 = P2 at the top and so on, just as two parallel-
lying optical mirrors generate an infinite multiple reflection of any object positioned
in between.

It depends on the ratio d/Λ how many mirror sources have to be regarded for a
realistic modelling of the temperature field at the upper surface. P1 always has to be
regarded, since it is in the same position as P0. If d reaches the order ofΛ, also P2 and
P3 have to be regarded. If the temperature field at the surface is given in cylindrical
coordinates, with the origin being in source position, the surface temperature field is
calculated by using (4.15) as:

T (r, t) = P0
2πλ

(
1

r
e−r/Λei(ωt−r/Λ)

)
+ 2√

r2 + 4d2
e−√

r2+4d2/Λei(ωt−
√
r2+4d2/Λ).

(4.19)
For an even lower thickness of the sample, also P4 and P5 have to be regarded,

and so on. If the sample is thin against Λ the sample is thermally thin as defined in
Sect. 4.1. For the limit d→ 0 an infinite number of mirror sources had to be regarded,
if the calculation were carried out in 3-dimensional space. However, in this case
the geometrical problem reduces from a 3-dimensional problem to a 2-dimensional
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Fig. 4.5 Profiles of the
Kelvin functions ker and -kei
together with the absolute
value of K0(z), describing a
cylindric thermal wave,
thermal diffusion length
3mm

one. The chain of mirror sources yields an infinitely long heat line source, and the
heat spreads only radially from this vertical line, revealing a cylindrical symmetry
here. Then the heat diffusion equation has to be solved in cylindrical coordinates.
Its solution for a harmonically oscillating line source in isotropic and homogeneous
materials, converging to zero for r → ∞, is themodifiedBESSEL function of second
kind of order zero K0(z) [140]. This complex function can be described by the so-
called Kelvin functions ker(x) and kei(x):

T (r, t) = A K0

(
r

√
icp�ω

λ

)
eiωt

= A

(
ker

(
r
√
2

Λ

)
+ i kei

(
r
√
2

Λ

))
eiωt (4.20)

Again Λ is the thermal diffusion length (4.3). The functions ker(x) and kei(x)
are not analytical. Usually, within certain argument ranges they are approximated
by polynoms [146]. In Fig. 4.5, their shape is displayed together with the absolute
amplitude value of the corresponding thermal wave (

√
ker(x)2 + kei(x)2) assuming

Λ = 3mm.
Both ker(x) and kei(x) are oscillating functions the amplitudes of which strongly

reduces with increasing x . For x → 0, ker(x) diverges as − ln(x/2), whereas kei(x)
approaches the finite value of −π/4 � −0.79. These analytic approximations allow
us to calculate the amplitude factor A of (4.16) for an oscillating power source of an
amplitude P0:

P0e
iωt+iϕ = 2πrdλ − ∂T

∂r
= 2πdλAeiωt

with A = P0
2πdλ

(4.21)
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As in the 3-dimensional case, there is no phase shift between the oscillating heat
introduction and the temperaturemodulation in source position (ϕ = 0). For x → ∞,
the functions ker and kei describe the real and the imaginary part of damped radial
waves, the amplitude ofwhich exponentially decayswith the thermal diffusion length
Λ.

As described in Sect. 2.3, the result of a lock-in thermography measurement can
be presented in different ways: Either the images belonging to a well-defined phase
are displayed (0◦- and−90◦-image), or the phase-independent amplitude and phase-
images are calculated from these images using (2.11). We will use the results of
this section and the following one in Sect. 5.1 “Measurement Strategies” to discuss
which conditions of measuring and displaying are most effective for visualizing
certain types of heat sources. As Fig. 4.5 shows, the 0◦-image (described by the ker-
function) shows a sharpmaximum in the position of a point source and a considerable
overshoot into the negative for r > Λ. The−90◦-imagedescribedby thekei-function,
on the other hand, shows only a weakmaximum in source position, and a pronounced
“halo” around, extending up to a distance of 2Λ. The overshoot into the negative
of this function is only minor. The oscillations of this phase component towards
longer r are already so strongly damped that they remain nearly invisible. The phase-
independent amplitude, which is composed of both components, contains both the
sharp maximum in source position, and the halo around the source. It does not show
any oscillations for a single point source. The spherical thermal wave around a point
heat source in a thermally thick sample (4.15) behaves qualitatively similarly, except
that its divergence at r = 0 is even more strongly pronounced.

Note that for both thermally thin and thermally thick samples, the thermal response
around a point heat source shows a distinct peak in source position even in the limit
Λ → ∞, which corresponds to steady-state measurement conditions ( flock-in → 0).
Hence, even if the thermal diffusion length Λ is well above the aspired resolution of
a lock-in thermography experiment, point heat sources at the surface remain visible
down to steady-state conditions, as all previous steady-state thermographic device
tests have shown.Aphysical analogy to this is the old discussionwhether theminority
carrier diffusion length is a spatial resolution limit for EBIC (electron beam-induced
current) measurements and CL (cathodoluminescence) imaging. Practical experi-
ences as well as the simulations of Donolato [147] have shown: If the defect to be
observed is lying at the surface (what we are also assuming here), the spatial resolu-
tion of these methods may be much better than the minority carrier diffusion length.
In fact, the maximum temperature signal measured in the position of a point heat
source (where the approximations of (4.16) and (4.21) for Λ → ∞ hold) should
be independent of flock-in for thermally thick samples and nearly independent for
thermally thin samples, but the disturbing “halos” around each local heat source are
strongly reducing with increasing lock-in frequency. As the following section will
show, this prediction does not hold for spatially extended heat sources, where the
thermal diffusion length really represents a spatial resolution limit.
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4.4 Thermal Waves of Extended Sources

The simplest case of an extended heat source is a homogeneously heated area, which
extends over a certain region. If the size of this region is well above the thermal
diffusion length Λ, within this region the solutions for an infinitely extended heated
area can be applied. For example, an extended heated area on a thermally thin sample
behaves like a homogeneously heated sample, which was discussed in Sect. 2.7. For
simulating the temperature signal of such a sample, we only need the definition of
the heat capacity:

P(t) = mcp
∂T

∂t
= P0e

i(ωt+π/2) (4.22)

T (t) = P0
mcpω

eiωt = p0
�dcpω

eiωt

(p0 = areal power density, � = mass density, d = sample thickness). Hence, with
respect to the power the temperature is delayed by 90◦ (π/2), and the amplitude factor
here is proportional to 1/ flock-in. This strong frequency dependence of the amplitude
factor of a 2-dimensional heat source in a thermally thin sample affects the visibility
of such heat sources significantly. As shown in the previous section, the temperature
signal in the position of a point source is almost independent of the lock-in frequency.
Hence, if both strongly localized heat sources and spatially extended heat sources are
present in one sample, which usually occurs in investigating solar cells, the spatially
extended signal can often be observed solely by using a low lock-in frequency. On
the other hand, if the measurement is performed at a high frequency, the strongly
localized heat sources usually remain visible, whereas the spatially extended signal
is often embedded in noise. This will be demonstrated in Fig. 5.4 in Sect. 5.2. It will
be shown in the simulations at the end of this Section that, for spatially extended
heat sources, the spatial resolution is indeed limited by the thermal diffusion length.

In Sect. 4.1 we discussed that the 1-dimensional thermal wave in 3-dimensional
space emerges froman infinitely extended, flat heated surface into the depth. Equation
(4.3) correctly describes the thermal signal for a heat source, which is spatially
extended over more than Λ on the surface of a thermally thick sample. As described
there, with respect to the power modulation, the thermal signal is delayed by 45◦
(π/4), and the amplitude factor is:

A = p0√
λωcp�

(4.23)

As discussed in Sect. 4.1, this amplitude factor is only proportional to 1/
√
flock-in.

Hence, the difference between the visibility of spatially extended and localized heat
sources at high lock-in frequencies in thermally thick samples is lower than in ther-
mally thin samples. Of course, if flock-in becomes so small that Λ reaches the order
of the sample thickness d, any thermally thick sample becomes thermally thin.
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The 1-dimensional solution also holds for a line heat source lying in a ther-
mally thin sample (2-dimensional case), which can be imagined to be a vertical cut
through a 3-dimensional body. In the 2-dimensional case, the wave runs laterally
into both directions, i.e. left and right from the heated line into the plane, like in
the 3-dimensional case away from a heated plane, which is embedded within an
infinitely extended body. Thus, the thermal wave of a line source in a thermally thin
sample can be described by (4.3) in Sect. 4.1, with z being the lateral distance from
the heated line. If pl0 is the amplitude of the oscillating power density per unit length,
the amplitude factor here is:

A = pl0
2d

√
λωcp�

(4.24)

This amplitude factor is only half of that of (4.23) since here the wave is running
into both directions, hence we do not have to regard the mirror source at the surface.
Only if the line heat source coincideswith a lateral edge of the sample, a lateralmirror
source has to be regarded and the amplitude factor doubles compared to (4.24). In any
case, the phase of the temperature modulation in source position is delayed by 45◦
(π /4), to the power modulation phase (see (4.4)). The decisive difference between
the behaviour of the point source and the line source in thermally thin samples is
that the temperature signal of the line source does not diverge in source position. Its
amplitude only exponentially decays with the distance to the line source having the
decay length of Λ (see (4.3)). Thus, the visibility of a line source in a thermally thin
sample, which may be, for instance, the edge current of a solar cell, strongly depends
on the thermal diffusion length Λ, and thus, via (4.3), on the lock-in frequency.

A line heat source on top of a 3-dimensional thermally thick sample behaves
qualitatively differently to that in a thermally thin sample. As Fig.4.6 shows, this
geometry is equivalent to the cylindrical symmetry, which has been discussed for the
point heat source in a thermally thin sample. Here, the heated line is lying at the top
surface. The cylindrical waves are running into the depth parallel to the line, and at
the surface they run into both directions from the heated line. Hence, for describing
the thermal wave at the surface, (4.20) of the previous section can be used, with r
being the distance from the line source. If pl0 again is the amplitude of the oscillating
power density per unit length, in analogy to (4.21), the amplitude factor then is:

A = pl0
πλ

(4.25)

This amplitude factor is a factor of two larger than that of (4.21), since here the heat
is running only into one half-space. Hence, here again we have to regard the mirror
heat source at the surface. The general properties are as described for the point
source in thermally thin samples, hence the phase shift between heat introduction and
temperature modulation in source position is zero, with the thermal signal diverging
in source position. Hence, in thermally thick samples, thermal line sources lying at
the surface can be observed at both high and low lock-in frequencies and even in
steady-state thermography, which is in contrast to the case of thermally thin samples
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Fig. 4.6 Oscillating line heat source at the surface of an extended body

discussed above. As for the point heat sources discussed in the previous section, the
signal in the very position of a line source in a thermally thick sample should almost
be independent of flock-in and weakly dependent for thermally thin samples, but the
halo around this source becomes smaller with increasing lock-in frequency.

Only for some special cases of extended heat sources, a complete solution to
the non-steady-state heat diffusion equation can be given. In the following we will
use the point spread function algorithm to model spatially extended oscillating heat
sources in a finite element approximation as a superposition of the thermal waves
of elementary point sources. This model is based on the fact that heat diffusion is
a linear process. Hence, the sum of two solutions of the heat diffusion equation is
also a solution to the heat diffusion equation. Thermal waves linearly superimpose.
Of course, in order to correctly regard the phase relations between different thermal
waves, which cause interference phenomena, this superposition has to be described
in complex space. Hence, if all different local heat sources within the sample are
oscillating in-phase (which usually happens since all are driven by the same oscil-
lating bias), the real and the imaginary parts of all emerging thermal waves have to
be superimposed separately to get the resulting oscillating temperature field. In our
model, extended heat sources are modelled by an ensemble of point sources lying
in the centers of the meshes of a square network spanning across the surface of the
sample. For modelling lock-in thermography images, as a rule, this network corre-
sponds to the pixels of the thermal camera used. Hence for modelling a 128 × 128
pixel image, up to 16384 elementary heat sources can be used to model extended
heat sources within the imaged area. In the following, we will assume that the heat
sources are all lying either at the surface of the sample, or within one plane at a
well-defined depth of a 3-dimensional sample. We will also restrict our simulations
to isotropic and homogeneous materials.

Finite element simulations are a standard method to model complex geometries,
where no complete mathematical solution is known. There are commercial programs
available (e.g. ANSYS [148], COMSOL [149]), which allow one to perform also
non-steady-state thermal simulations. In a usual finite element model, the sample is
divided into a network, with the knots being the active elements. Hence, the tem-
peratures in the knots are the variables, the power is introduced into these knots, the
knots are characterized by a certain heat capacity, and the thermal conduction in the
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sample is described by heat resistances between neighboring knots. The particular
advantage of this model is that it easily allows one to describe bodies of complicated
symmetry as well as thermally inhomogeneous bodies such as layered structures.

The point spread function (PSF) based finite element model described in the fol-
lowing, however, works differently. It was developed by Konovalov and Breitenstein
[150, 151] for enabling the spatial deconvolution of thermograms in homogeneous
and isotropic bodies (see Sect. 4.5.2). This model works in real space and is based
on the exact solution of the thermal diffusion equation for an oscillating point heat
source. The basic idea of this model is to replace extended heat sources by a regular
array of point sources, and to use the exact description of the temperature field of
these point sources for describing the complex temperature field of an extended heat
source.

In the following, we will deal only with the complex local parts of the thermal
signal T (r), which are the values of the time-dependent thermal signal T (r, t) for
t = 0. Since exp(iωt) is 1 for t = 0, the local part of T is simply obtained from the
complete T-signal by skipping the factor exp(iωt), and vice versa. Let us assume
that the number of rows of our image is R, the number of lines is L , and the pixel
distance (referring to the position at the sample) is D. Then (r, l) are the indices of
one pixel with 1 ≤ r ≤ R and 1 ≤ l ≤ L . The so-called point spread function (PSF,
sometimes also called Green’s function) is given by twomatrices T pre,imi, j for both the
real and the imaginary part of the temperature signal in real space, of an oscillating
point source of one unit power in position (0, 0). These matrices are square-shaped
of 1 − M ≤ i; j ≤ M − 1 in dimension. Hence, the point heat source is assumed to
be positioned in the center of the matrices. For symmetry reasons, it is sufficient to
describe each matrix by the data of one quadrant (including the center point), which
is a square matrix of dimension M . The pixel distance of the image and that of the
PSF matrix are assumed to be the same. The elements of the PSFs are calculated
for thermally thick and thermally thin samples from the real and the imaginary parts
of (4.15) and (4.20), respectively, using r = D

√
i2 + j2, t = 0, and z as the depth

of the assumed heat sources below the surface in the 3-dimensional case. Again
the thermal diffusion length Λ according to (4.3) is used. For the amplitude factors
(4.18) and (4.21), respectively, one unit power has to be inserted for calculating the
PSF matrices. As mentioned above, since the data in these matrices are rotation-
symmetrical, only one quarter of the PSF has to be calculated, and the others are
obtained by symmetrical mirroring of the solution. Beyond the definition range of
the PSFmatrices, the thermal signal of the central point source is assumed to be zero.
Hence, depending onΛ, the dimension M of the PSFs has to be chosen large enough
to fulfil this requirement to a sufficient degree. One approximation of this model is
that the thermal signal within each pixel of the PSF is assumed to be constantly that of
its central value. This is a good approximation as long as the pixels are small against
the thermal diffusion length Λ and are sufficiently distant to the point source. The
only mathematical problem arises from the two elements T pre,im0,0 in the center of the
two PSF matrices, which describe the action of the point heat source in very source
position. At least the real parts of (4.15) and (4.20) are diverging, and the variations of
the functions across this pixel are definitely strong, so that we cannot use the values
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of the functions in source position directly. Hence, we use an approach outlined at the
beginning of the previous section: For calculating the temperature signal measured
by a thermocamera in the position of a point source, we have to simulate the operation
of the camera. The camera averages the total irradiation across one pixel. Therefore,
also here the two matrix elements T pre0,0 and T pim0,0, where the variations within the
pixel are strongest, are calculated as the average of the corresponding functions
across the pixel (0, 0). For further simplification, since the thermal waves are radial-
symmetrical, we replace the square integration field by a circular one having the
same area:

T pre0,0 = 1

D2

D/
√

π∫
0

2πr Re(T (r, t = 0)) dr (4.26)

T pim0,0 = 1

D2

D/
√

π∫
0

2πr Im(T (r, t = 0)) dr

In our model, the matrix Pr, l describes the distribution of the assumed elementary
power sources across the image field. If p(x, y) is the lateral distribution of the power
density, the matrix elements Pr, l are the product of the local power density times
the pixel area. Then, the complex local temperature signal in the position (r, l) is
given by the summation over the contributions of all elementary heat sources in the
surrounding:

Tr, l = (
T re
r, l + iT im

r, l

)
(4.27)

with T re
r, l =

M−1∑
r ′=1−M

M−1∑
l ′=1−M

Pr−r ′,l−l ′ T p
re
r ′,l ′

and T im
r, l =

M−1∑
r ′=1−M

M−1∑
l ′=1−M

Pr−r ′,l−l ′ T p
im
r ′,l ′

If the phase image or the phase-independent amplitude image has to be simulated,
this can be done using the real (0◦) and the imaginary (90◦) image and (2.8) of
Sect. 2.2. The−90◦-image is the inverse of T im. Mathematically, (4.27) is equivalent
to the convolution of the power density distribution p(x, y)with the two-dimensional
PSF. Note that Pr, l is defined only within the indices 1 ≤ r ≤ R and 1 ≤ l ≤ L . In
(4.27), however, depending on r and l, the summation may range from 2 − M up
to R + M − 1 or L + M − 1, respectively. Hence, for performing the convolutions
(4.27)we needmatrix elements beyond the borders of our image,which have not been
defined yet. Physically, these elements belong to heat sources, which are possibly
outside the imaged region and which may still influence the thermal image owing
to the lateral heat conduction in the sample. There are two alternative options to
fill these elements. One option is to set them generally at zero, assuming that there
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Fig. 4.7 Introduction of mirror heat sources outside the image field of a simulation

are no heat sources outside the image field. This, however, may cause errors in the
simulation whenever there are heat sources outside the image field. For example, if
the whole sample contained a homogeneous heat source and only some part of it
were imaged, this option would cause errors in the simulation of the border region,
as will be demonstrated below.

These errors can be avoided by our second option, in which lateral mirror sources
are introduced outside the image field. This option is illustrated in Fig. 4.7. First,
the four outer stripes of the width of M − 1, separated by dotted lines, are mirrored
to outside the image field (large arrows). Then, also the corner areas are filled with
triangle-shaped data fields as symbolized by the smaller arrows. In this way, the data
fields are connected at the boundaries without any steps, except for the four diagonal-
lying boundaries in the outer corners, which should be least critical. Another physical
motivation to mirror the border-near heat sources to outside is given if the area
investigated has exactly the same lateral size of the sample investigated, i.e. if the
borders of the image region are also the edges of the sample. Then, the outer edges
prevent any lateral heat flow out of this area. As discussed in the previous section,
this has to be regarded mathematically by introducing mirror sources outside the
considered area, what we are exactly doing in our second option. Without these
mirrored heat sources, for instance the simulation of the thermal signal of edge
shunts of solar cells would be too weak by a factor of 2, since the model would
assume a heat flow out of the image region. If the image region coincides with the
whole sample region, the option to mirror the border-near heat sources to outside has
to be employed for a realistic simulation of lock-in thermography results.
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Fig. 4.8 Assumed power distribution (a) and simulated 0◦-image (b) and −90◦-image (c) without
assuming mirror heat sources, and assuming mirror sources (d, e). All thermograms are displayed
in the same scaling, the zero signal is in dark grey (as shown in the bottom right corner)

As an example of such a lock-in thermography simulation, Fig. 4.8 shows the
128 × 128 pixel image of an assumed ensemble of differently shaped heat sources
together with the lock-in simulation of both the 0◦-image and the −90◦ image.
These simulations, as well as the image deconvolutions presented in Sect. 4.5.2, were
performed by using the software “DECONV”, which is available fromMax-Planck-
Innovation [152]. One line source segment was located at the border of the area in
order to check the influence of the heat mirroring at the border. A thermally thin
sample was assumed, with the thermal diffusion length being Λ = 10 pixel, and the
dimension of the PSF matrix was chosen to be M = 40, hence the PSF was defined
up to a distance of four diffusion lengths from the power sources. The pixel-related
power source amplitudes of the 2-dimensional area, of the lines, and of the single dot
were chosen to be in the relation of 1 : 10 :80 in order to lead to comparablemaximum
signal amplitudes of all heat sources. Figure 4.8 shows the results of the simulations
both without and under the assumption of mirror heat sources outside the image field.
The scaling of all thermograms is the same, turning slightly to the negative, hence the
zero signal is a dark grey here. The line sources and the point source clearly appear
more contrasted in the 0◦-image than in the−90◦ one, which is due to the divergence
of the 0◦-signal in source position. Moreover, there is a measurable “overshoot” of
the thermal waves into the negative only in the 0◦-images, which is more strongly
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pronounced at the borders of the extended heat sources than around the point source
(cf. Fig. 4.5). The effect of the mirror sources at the borders is also evident. Although
both line sources have the same amplitude, for the simulation implyingmirror sources
the signal of the line source at the border is higher than that in the middle, which is
most obvious in the −90◦-image (e). Moreover, without this mirroring the thermal
signal of the extended heat sources drops at the borders of the region, except for the
0◦-signal of the extended heat source. As described above, an infinitely extended
heat source would have zero 0◦ signal. However, at the sharp border of such a region
there will be an S-shaped 0◦ signal with an overshoot into the negative due to the
lateral heat conduction across this boundary, as these simulations show. Using the
heat source mirroring at the border simulates the situation of extended heat sources
extending to outside the region, or that there is really the outer edge of the sample.
In both cases, no lateral heat diffusion across the border is expected, hence here
the border of the extended heat source behaves like its interior. Therefore, only in
Fig. 4.8 (d) the 0◦ signal in the upper left corner is approaching zero, since only there
an infinitely extended heat source is approximated.

4.5 The Quantitative Interpretation
of Lock-in Thermograms

If internal heat sources are imaged by lock-in thermography in electronic devices,
the quantitative interpretation of lock-in thermograms means to conclude the dis-
tribution of the local dissipated power density e.g. in units of W/cm2 from lock-in
thermograms. Since heat dissipation is a linear process, the local value of the surface
temperature modulation should be generally proportional to the local value of this
power density, provided that the heat is dissipated at the surface or in a well-defined
depth below. So, in principle, any lock-in thermography image, except a phase image
which is independent on the value of the power density, should be able to be inter-
preted quantitatively as a measure of the local power density. However, there are
some limitations regarding the accuracy of this procedure. The first limitation is due
to the IR emissivity ε. Only if ε is homogeneous and well-known, the signal of the IR
camera can be uniquely attributed to a local temperature modulation amplitude. In
Sect. 5.3, we will discuss in detail the way in which different IR emissivities can be
regarded in lock-in thermography measurements. In this and the following sections,
wewill generally assume a constant emissivity of ε = 1.Of course, the thermal signal
also depends on the thickness and the thermal properties of the material. In Table 4.1
the quantitative values of the temperature modulation in source position will be sum-
marized for different geometries of heat sources. This geometry is another important
factor influencing the relation between the magnitude of a heat source and the value
of the induced temperature modulation. It has been shown in the earlier sections that
heat always diffuses laterally over a distance in the order of the thermal diffusion
length Λ. If the heat source is e.g. a point source at the surface, its 0◦-signal even
diverges in source position (as the power density does), but nearly the complete field
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Table 4.1 Amplitudes of the 0◦ and −90◦ temperature signals in source position of simple source
geometries, referring to the power dissipated during the bias pulse

Sample type Point source Line source Extended source

Thermally thin: S0
◦ P
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√
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�cpω

)
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of the temperature modulation is lying essentially outside of the heat source position.
In this case, the shape of any lock-in thermography image considerably deviates from
that of the local power density, it appears blurred. On the other hand, if the spatial
dimensions of local heat sources are large compared to Λ, hence if the heat sources
can be approximated as large planes, lateral heat conduction can be neglected. In
this case, the proportionality between power density and T-modulation amplitude
exactly holds. In fact, for spatially extended plane heat sources (larger than Λ) both
a single phase signal like the −90◦- or the −45◦-signal and the amplitude signal are
proportional to the local power density. Note, however, that for such heat sources on
a thermally thin sample the 0◦-signal is zero, as is the +45◦-signal on a thermally
thick sample, so these single phase signals are inappropriate to display such a local
power density. The question is: Which signal has to be displayed that, in spite of a
reduced spatial resolution, at least the signal average over a certain region is exactly
proportional to the averaged power density in this region, independent of the shape
of the heat sources? It will be justified in Sect. 4.5.1 that this signal is the−90◦-signal
for thermally thin samples and the −45◦-signal for thermally thick samples.

A completely different approach to calculate the local dissipated power density
from lock-in thermograms is to mathematically remove the influence of lateral heat
spreading, which is called image deconvolution. Different variants of this technique
will be described in Sect. 4.5.2. In the following, the expected magnitudes of the
lock-in thermography signals for heat sources of three well-defined geometries will
be summarized.

Whenever a local oscillating heat source in a homogeneous and isotropic body can
be considered a surface-near point source, or a line source, or a laterally homogeneous
heat source having an extension well above Λ, its thermal signal can be described
by one of the formulas given in the previous sections, provided the sample can be
uniquely regarded to be “thermally thin” or “thermally thick” (see Sect. 4.1). In these
cases, the amplitude of the thermal signal in source position is proportional to the
power of the heat source with a predictable proportionality factor. In the following,
we will summarize the amplitudes of the temperature signals for these simple heat
source geometries. The only problem is to describe those cases of the temperatures
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in source position diverging. Just as in the finite element model described in the
previous section, we will solve this problem by averaging the signal across one
camera pixel. Therefore, in these cases the formulas will contain the pixel width D
(referring to the sample surface). In general we have assumed D to be small against
the thermal diffusion lengthΛ so that we can use the analytical approximations of the
temperature fields for large Λ in cases of divergence. Then, all averaging procedures
can be performed analytically. For point sources, the same approximation as for
(4.26) has been used that the squared averaging area is replaced by a circular one
having the same area. Hence, in these cases the radial integration will go from zero
to D/

√
π . For calculating the 0◦-signal in the position of a line source on top of

a 3-dimensional body, however, a square-sized pixel was assumed. Hence, here the
averaging perpendicular to the line source goes from−D/2 to+D/2. The amplitudes
of the 0◦ and of the −90◦-signals of all simple source geometries are summarized in
Table 4.1. From these values the phase-independent signal amplitude and the phase
of the signal can be calculated using (2.11). Note that for the results in Table 4.1 an
ideal operation of the IR optics was assumed. In reality, however, owing to inevitable
errors of real optics there is a certain degree of additional blurring, which spreads
the light coming from one position, over more than one pixel. Therefore, in reality
there will be some deviations from the predictions of Table 4.1, especially for highly
localized heat sources.

Note also that in Table 4.1, the −90◦ component is given, which is the inverse
of the imaginary part of the complex T-modulation amplitude. In the formulas of
the previous sections, P0 denoted the amplitude of a sinusoidal point power source,
pl0 was the power amplitude density of a line source (power per unit length), and
p0 the areal power amplitude density (power per unit area) of a homogeneously
heated area, all referring to a sinusoidal power introduction. However, as discussed
in Sects. 2.5 and 4.1, in a real lock-in thermography experiment on electronic devices
no sinusoidal power introduction is used (harmonic heating and cooling) but rather a
pulsed heating superimposed on continuous cooling. Hence, in reality, we have to do
with a symmetrical square wave power introduction with a peak-to-peak amplitude
of P , being the power electrically dissipated in the sample during the pulse. The
amplitude of the basic harmonic component of such a square wave is P0 = 2P/π

[34]. Hence, in Table 4.1, the really dissipated power P , the real areal power density
p and the real line power density pl are used, and the factor 2/π is added to the
formulas given in the previous sections. For example, the formula given in Table 4.1
for extendedheat sources in a thermally thin sample thus exactly corresponds to (2.34)
in Sect. 2.7, whichwas not derived from (4.22) based on a harmonic heat introduction
but directly from (2.32) based on a constant heat introduction, but regarding the
continuous cooling in quasi-thermal equilibrium and the basic harmonic component
of triangular waveform. All cases assume a sample laterally extended over more than
Λ from the source position. Whenever a point or a line source is located directly at
the outer edge of a sample, the lateral mirror heat sources described above have to
be regarded, leading to a temperature signal twice as large as that given in Table 4.1.
If, however, a local heat source is located at a certain distance < Λ from the edge,
its signal height cannot be predicted by using Table 4.1. It can only be simulated by
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using the simulation procedure introduced in the previous section. On the other hand,
if an extended heat source extends up to the outer edge of the sample, or if a line heat
source crosses the edge under 90◦, the thermal signal always remains constant up to
the edge, as the simulations of Fig. 4.8 have shown. The physical reason for this is
that in these cases, there is no lateral heat flow within an extended homogeneously
heated area or along a line heat source, which would be reflected by the outer edge
of the sample.

Since power dissipation is a linear process, the signals given in Table 4.1 always
depend linearly on the power or the power density, respectively. However, the depen-
dence of the signal amplitudes on the lock-in frequency (or ω, respectively) is very
different and reaches from proportional to

√
ω up to proportional to 1/ω. We will

use these different dependencies in Sect. 5.2 for discussing the optimum lock-in
frequency to detect different heat source geometries.

The formulas given in Table 4.1 can be used to estimate the detection limit of lock-
in thermography for a given heat source geometry and a given lock-in thermography
system. For example, according to Table 3.1, the PV-LIT system of InfraTec shows
a noise level of about 68 µK after 1000s (17min) of acquisition time. For the (×2.5)
microscope objective used by the authors the aperture ratio of f/2.0 is the same as for
the IR camera of the PV-LIT system of InfraTec. Therefore the noise data of Table
3.1 also hold for this objective. According to Table 4.1, in a thermally thick silicon
sample of a detector width of D = 10µm (referring to the sample surface) a point
heat source of 1µW produces a frequency-independent 0◦ signal of about 240µK
(which is the dominant one here). Hence, if a signal level 3 times the noise level
is assumed to be reliably detectable, the detection limit of a microscopic point heat
source can be estimated to be 0.85µW for an acquisition time of 1000s (17min). In
the same way, for a two-dimensionally extended heat source having a power density
of 1mW/cm2 at a frequency of 20Hz on top of a thick silicon body, the 0◦- and
the −90◦ signals are both 24µK, hence its amplitude signal is about 34µK. Hence,
producing a signal 3 times the noise level of 68µK requires a power density of
more than 5 mW/cm2. Note that this detection limit depends on frequency and only
holds for heat sources spatially extended over more than the thermal diffusion length,
being about 1.2mm for flock-in = 20Hz. Note also that here an IR emissivity close to
1 was assumed, and that estimating the detection limit of point sources presupposes
the ideal operation of the IR optics. Owing to the aberrations of real IR optics, the
realistic detection limit of a point heat source in silicon can be estimated to be about
3µW [111]. For a low emissivity the detection limit may rise to some 10µW [93].

4.5.1 The Image Integration/Proportionality Method

In many cases, local heat sources cannot be regarded as point sources or sufficiently
large line or extended heat sources. For example, an extended heat source having
dimensions smaller than Λ cannot be described by any of the formulas given in
Table 4.1. The formulas of Table 4.1 also require the knowledge of the thermal
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parameters of the material investigated and of the scaling factor (mK/digit) of the
camera used, whichmay depend on the settings of the camera parameters or on the IR
objective used, which sometimes may not be known at all. Moreover, these formulas
cannot be applied at all if the sample cannot uniquely be considered “thermally thin”
or “thermally thick”, hence if its thickness is of the order of the thermal diffusion
length. Fortunately, also in these cases lock-in thermography results may be evalu-
ated quantitatively under favorable conditions using the so-called image integration
or proportionality techniques [153, 154], which will be outlined in the following.
These techniques are based on the property of thermal waves to be strongly damped.
Hence, the main information about a localized heat source is contained in the sur-
rounding of one or maybe a few thermal diffusion lengths Λ around the source.
Therefore, we can expect that plane-integrating an appropriately chosen thermal sig-
nal across a limited surrounding of a local heat source represents the amount of its
dissipated power. This will be called in the following “image integration technique”.
Regarding the fact that the average of a signal is its plane integral divided by the
integration area, this method can also be expressed as: The average of the thermal
signal within a certain area is proportional to the averaged power density in this area.
This will be called in the following “proportionality technique”. As it had been dis-
cussed already in the earlier section, for a sufficiently homogeneous heat source this
proportionality exists in any position. For local heat sources smaller than the thermal
diffusion length, this proportionality holds at least for the averages across a certain
area. The actual image integration technique will be described at the beginning. It is
most appropriate for measuring the power of local isolated heat sources, whereas the
proportionality technique, which will be described afterwards, is more appropriate
for quantitatively evaluating heat sources distributed across the whole sample. In the
following, which lock-in thermography signal is most appropriate for these tech-
niques and how the averaging area influences their accuracy will be checked. The
basic argument for these techniques is the linear character of thermal waves, which
had already been used in the finite element simulations of the previous section: Any
phase component of thermal waves of different heat sources superimposes linearly.
This property also holds if a plane integral of a certain phase component around the
heat source is calculated.Note that the average is the plane integral dividedby the inte-
gration area. Here, too, the plane integral across the thermal signal (e.g. the 0◦ or the
−90◦-signal) of two neighbored local heat sources equals the sum of the correspond-
ing plane integrals of the signals of each of these heat sources separately, which
also holds for a larger number of heat sources. Thus, if we can show that the plane
integral of a certain phase component of the T-modulation of a single point source is
proportional to its power, this property should also hold for an arbitrarily extended
heat source, which can be thought as an accumulation of point sources.

It should be noted that this property does not hold if, instead of a certain phase
component the phase-independent amplitude signal is used. The reason for this is that
the amplitude represents a non-linear combination of the 0◦ and the−90◦-component,
being always positive (2.11). Note that any phase component may be both positive
and negative, whereby interference phenomena between different thermal waves
from different sources are correctly described. Amplitude images, on the other hand,
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Fig. 4.9 Value of the
integrals in (4.28) as a
function of the integration
boundary R for a thermally
thin sample

Λ

do not superimpose linearly, since this would not take into account the interference
between different thermal waves.

Let us first calculate the plane integral of the 0◦- and the −90◦-signal around an
oscillating point heat source in polar coordinates up to a certain integration boundary
R in a thermally thin sample, see (4.20):

I 0
◦
(R) =

R∫
0

2πr S0
◦
(r) dr = A
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0
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(
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√
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)
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Here, A is the amplitude factor defined in (4.20). Figure 4.9 shows that I−90◦
(R)

converges on a well-defined value (π forΛ = 1), but I 0
◦
(R) converges towards zero.

This is due to the fact that the ker function is more strongly oscillating than the kei
one, visible already in Fig. 4.5. Indeed, it can be shown that the plane integral of
ker(x) over the whole area (R → ∞) is exactly zero, whereas that over kei(x) is not.
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This means that for thermally thin samples the plane integral over the −90◦
component of the temperature modulation carries the information about the power
of a point source. As Fig. 4.9 shows, this integral has to be calculated at least up
to R = 2Λ, where the integral value crosses its limiting value for R → ∞ for the
first time. If the integration is carried out for a larger R, the integral value shows a
slight overshoot of about 10% and converges on its limiting value for R > 5Λ. If this
uncertainty of 10%may be tolerated, for a thermally thin sample, for any value of the
integration boundary of R ≥ 2Λ, the integral (4.28) may be said to converge with a
sufficient accuracy. Hence, in order to measure the power of a local heat source, we
have to calculate the plane integral of the −90◦ signal around this heat source up to
a distance of at least 2Λ and apply (4.29). The plane integration can be done most
easily using the “mean value” function being implemented in most image processing
softwares: The plane integral is the mean value multiplied by the selected area. Since
in this case the integration plane is always rectangular and the applicability of (4.29)
is not restricted to a circular integration area, the procedure is now transferred from
polar coordinates into Kartesian ones, with the local heat source assumed in position
(0, 0):

P0 = �dcp ω

≥2Λ∫
≤−2Λ

≥2Λ∫
≤−2Λ

S−90◦
(x, y)dx dy (4.30)

If (4.30) holds for a point heat source, which it was derived for, it also holds for an
arbitrary-shaped local heat source, provided that it is surrounded by a region at least
2Λ wide containing no other heat source. This is the basic limitation of the image
integration technique described. However, there are three important exceptions from
this rule. One is that (4.30) is also valid for a homogeneously distributed heat source,
hence the integration boundary is allowed to cross a spatially extended homogeneous
heat source. In this case, the temperature modulation in any position is the superpo-
sition of all contributions of the corresponding phase components of all elementary
heat sources in the surrounding. With an oscillating power density of p0 (referring
to the area) this will lead exactly to (4.29), with the power P0 of the point source in
the amplitude factor replaced by the power density p0. It is not surprising that this
is the temperature modulation amplitude of the homogeneously heated body, which
in (4.22) had been derived for a sufficiently large heated area. Since everywhere in a
homogeneously heated area the temperature modulation amplitude is constant, there
is no lateral heat flow, and the integration in (4.30) is trivial and holds for any size of
the integration plane. Even if a local heat source is embedded in a homogeneous heat
source (such as a local shunt within a solar cell, with also some homogeneous injec-
tion current flowing), the image integration technique using (4.30) can be applied if
the integration boundary is more than 2Λ away from the local heat source. In this
case, the result is the sum of the local and the homogeneous power in the region con-
sidered. The local power itself can be obtained by subtracting the result of another
region not containing a local shunt.
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In the same way, a linear heat source of constant amplitude is allowed to cross the
integration boundary, if this crossing is mainly perpendicular. The physical reason is
the same as for the homogeneously heated area: Also in this case there is no lateral
heat flow across the integration boundary. The simulations of Fig. 4.8 at the end of
Sect. 4.4 have presented such an example.

Finally, the third exception from the rule that the image integration method needs
a 2Λ wide region without any heat source around the one under investigation, is
given if one fraction of the integration boundary, or even the whole one, coincides
with the lateral edge of the sample. As discussed in Sect. 4.3, the edge of a sample
may be described by mirror heat sources. As shown in Fig. 4.7 of Sect. 4.4, this is
equivalent with the lateral mirroring of the temperature field across the edge. Hence,
if one or several integration boundaries coincide with the edge of the sample, it will
be equivalent to then extension of the integration region across this boundary. If the
local heat source is near the edge and the plane integration extends up to the very
edge, the “missing part” of the thermal wave folds back into the integration plane and
is correctly regarded, even if the integration boundary is closer than 2Λ to the heat
source. If the integration area coincides with the whole sample area (4.30) always
exactly holds, independent of the value of Λ. This third exception will be required
for the following.

Equation (4.30) may also be formulated as: The average value of the −90◦
component in a sufficiently large area is proportional to the average value of the
power density of this area. This is the basis of the proportionality technique, which
will be described below. The corresponding proportionality factor is contained in
(4.30), hence it depends on the thickness d of the sample, on the lock-in frequency
flock-in = ω/2π , and on both the density and the specific heat of the material. More-
over, the thermal signal has to be given in units of (m)K, the phase position has to be
−90◦, and it still has to be regarded that the power P0 in (4.30) is the amplitude of
the harmonic component of the actually dissipated power during the bias pulse P ,
which is P0 = 2P/π (see discussion of Table 4.1). Thanks to the discussion above
there is, however, a simple possibility of obtaining quantitative results also from an
arbitrarily scaled image if neither any data nor the exact phase position are known.
The unknown proportionality factor between the mean power density and the mean
thermographic signal may easily be determined by evaluating the image of the whole
sample area, from which we know the totally dissipated power. Hence, the easiest
way of measuring the power of a local shunt comprises three steps:



134 4 Theory

1. Measuring an image of the whole sample in a well-defined phase position close
to −90◦.

2. Calculating the mean signals in this phase position over the whole sample area
S−90◦
whole and over a region containing the local shunt in the middle S−90◦

shunt .

3. With the total dissipated power Pwhole, the whole sample area Awhole, and the
selected area Ashunt, which S−90◦

shunt was measured for, the power of the shunt may
be obtained by:

Pshunt = S−90◦
shunt

S−90◦
whole

Ashunt

Awhole
Pwhole (4.31)

Note that according to (4.29) the plane integral of the 0◦-signal over a sufficiently
large area is zero. Thus, even if the phase of −90◦ is not exactly met, the result
of both averagings (across the whole area and across the selected area containing
the shunt) would be diminished by only the same factor, which does not affect the
validity of (4.31) as long as the phase is not exactly 0◦. It is also not necessary that the
temperature scaling of the camera is correct or the emissivity is known, since they
influence both the shunt and thewhole signal in the sameway. It is only necessary that
the emissivity is essentially homogeneous. Note also that, even if there are local heat
sources near the border of the integration region, the error in calculating the averaged
power density is the smaller the larger the integration area is. This technique has been
successfully applied to measure the bias-dependent leakage current flowing across
the edge of solar cells and across local shunts in the cell area [153, 155]. It is included
in the ‘IRBISactive’ software of the ‘PV-LIT’ system of InfraTec [12] as an option
for measuring the individual powers of different shunts, including the automatic
localization of the shunt positions.

The proportionality technique is based on the same physics as the image inte-
gration technique, except that not the plane integrals of the power density or of
the lock-in thermography signal are considered but rather their local values. For a
thermally thin sample, this technique can be expressed as: Within a certain local
accuracy, the −90◦ signal is proportional to the local power density and thus, for a
given constant bias and vertical current flow, to the local current density. Our next
question is: What is the local accuracy of this technique? The profile of the −90◦
signal of a point heat source, which is a δ-function, was shown for Λ = 3mm in
Fig. 4.5. It shows that the signal decreases to half of the maximum value at a distance
of something below Λ. Hence, the signal of a point source is blurred to a size of
nearly 2Λ. Also in the 2-dimensional thermal simulations in Fig. 4.8 the edge of the
homogeneously heated area is blurred in the −90◦ images to an amount of about
Λ. Hence, the spatial resolution of the proportionality technique is generally in the
order of Λ. Also here, the scaling factor can be easily determined by evaluating the
image of the whole sample area. So the local current density Jloc in a thermally thin
sample can be expressed from the local −90◦ lock-in thermography signal S−90◦

loc as:
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Jloc = S−90◦
loc

S−90◦
whole

Iwhole
Awhole

(4.32)

Here again, S−90◦
whole is the −90◦ signal averaged over the whole sample area Awhole,

and Iwhole is the current flowing through the whole cell. This formula, which assumes
that the bias V is everywhere in the cell the same (no series resistance problems), is
the base of many quantitative lock-in thermography techniques on solar cells, such as
ideality factor and saturation current density mapping (see Sect. 6.2.1). Note that it is
assumed here that the current flows vertically due to a constant bias, hence Joule heat
due to horizontal current flow cannot be described by (4.32). However, if the total
dissipated power Pwhole is known, the local dissipated power density ploc including
any Joule contribution can be expressed as:

ploc = S−90◦
loc

S−90◦
whole

Pwhole
Awhole

. (4.33)

This equation is the base of the ‘Local I–V’ method for non-destructively evalu-
ating local dark and illuminated current-voltage (I–V) characteristics of solar cells,
see Sect. 6.2.1.9. All the above calculations in this section refer to a thermally thin
sample. However, the argumentation is the same for a thermally thick sample, except
that the optimum phase position for the averaging is different. As shown in Table 4.1,
for a homogeneous (infinitely extended) heat source on top of a thermally thick sam-
ple the phase of the temperature modulation at the surface is −45◦ instead of −90◦.
Hence, for a thermally thick sample, the −45◦ phase component can be expected to
carry the plane integral information about the dissipated power. According to (4.15)
and (4.18), the complex local part of the temperature field across a harmonic point
heat source of amplitude P0 in a thermally thick sample is given by

T (r) = P0
2πλr

e−r/Λ e−ir/Λ = A
1

r
e−r/Λ e−ir/Λ (4.34)

Hence, the phase of the temperature modulation at distance r is −r/Λ (measured
in rad). Here, A is again the amplitude factor of the point source given in (4.18). The
complex −45◦ phase component may be obtained from (4.34) by adding π/4 to the
imaginary argument:

T−45◦
(r) = A

1

r
e−r/Λ ei(−r/Λ+π/4) (4.35)

The real part of (4.35) is the local amplitude of the −45◦ component, and the
imaginary part is that of the +45◦ one. Regarding the addition theorems for the
trigonometric functions, this can be written as:
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Fig. 4.10 Values of the
plane integrals over (4.34) as
a function of the integration
boundary R for a thermally
thick sample

Λ

T−45◦
(r) = A

1√
2r

e−ir/Λ

(
cos

−r

Λ
− sin

−r

Λ

)
(4.36)

T+45◦
(r) = A

1√
2r

e−ir/Λ

(
cos

−r

Λ
+ sin

−r

Λ

)

Again, the plane integrals over both components appearing in (4.35) have been
calculated in polar coordinates up to the integration boundary R for Λ = 1. Respec-
tive results are shown in Fig. 4.10. Here, the +45◦ component converges on zero
and the −45◦ one on

√
2π . The overshoot of the −45◦ integral is about 10%, but

here, the integral converges within this accuracy for an integration boundary of only
R ≥ 1.5Λ.

Using arbitrary values of Λ we obtain analytically [34]:

∞∫
0

2πr T−45◦
(r) dr = P0Λ√

2λ
= P0√

λ�cpω
(4.37)

As discussed already for (4.29), this integral represents also the value of the homo-
geneous temperature modulation for a homogeneous heat source given in (4.23),
which may be thought to consist of a dense array of elementary point sources of
power density p0, replacing P0 in (4.37). Thus, if a local heat source of arbitrary
shape on top of a thermally thick sample is surrounded by a region of at least 1.5
Λ in width and free of other power sources, in analogy to (4.30), its power may be
“measured”, within an accuracy of 10%, by using:



4.5 The Quantitative Interpretation of Lock-in Thermograms 137

P0 = √
λ�cpω

≥1.5Λ∫
≤−1.5Λ

≥1.5Λ∫
≤−1.5Λ

S−45◦
(x, y) dxdy (4.38)

As for a thermally thin sample, a homogeneous heat source is allowed to cross
the integration boundary, and the empty region around the source is allowed to be
smaller than 1.5Λ if the integration boundary coincides with the lateral sample edge.
This procedure, too, may essentially be simplified by using the whole sample as a
“scaling object” for measuring the proportionality factor between the mean power
density and the mean value of the amplitude of the temperature modulation within
a certain region. Then again (4.31) may be applied, with S−90◦

(for a thermally thin
sample) replaced by S−45◦

(for a thermally thick sample):

Pshunt = S−45◦
shunt

S−45◦
whole

Ashunt

Awhole
Pwhole (4.39)

The corresponding formula for the proportionality method applied to thermally thick
samples is:

Jloc = S−45◦
loc

S−45◦
whole

Iwhole
Awhole

. (4.40)

Due to the somewhat stronger localization of local temperature fields in thermally
thick samples, the spatial resolution is slightly better in thermally thick than in ther-
mally thin samples. Also this formula can be expressed as a local power density:

ploc = S−45◦
loc

S−45◦
whole

Pwhole
Awhole

. (4.41)

The decisive advantages of the independently scaled image integration method
according to (4.31) and (4.39) and the proportionality method according to (4.33)
and (4.41), over the exact solutions given in (4.30) for thermally thin samples and in
(4.38) for thermally thick samples are the following:

• The exact values of the thermal data of the material need not be known.
• The phase needs not exactly match −90◦ or −45◦. A phase error as large as 45◦
may be tolerated, but it should be constant over the whole image.

• The scaling of the camera needs not be correct and the emissivity should be homo-
geneous, but needs not be known.

• Most importantly, this technique is also applicable to cases between thermally thin
and thermally thick samples. All arguments presented here also hold if a certain
sample thickness is considered using the mirror source technique described in
Sect. 4.3. Then, the optimum phase is somewhere between −45◦ and −90◦, but
any phase selection between these two values leads to good results because of the
phase tolerance of this procedure. The only restriction is that an image with a well-
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defined phase position has to be used instead of an imagewith a phase-independent
amplitude according to (2.11), because these amplitude images of different heat
sources do not superimpose linearly.

4.5.2 Deconvolution of Lock-in Thermograms

In this section, we will use T (x, y) for the lock-in thermography image (thermo-
gram), and P(x, y) for the lateral distribution of the oscillating dissipated power,
having in mind that both quantities refer to one image pixel. Hence, actually P(x, y)
is the product of the power density in position (x, y) times the pixel area. According
to (4.27) in Sect. 4.4, the oscillating temperature field T (x, y) on the surface of a
sample with its oscillating heat sources P(x, y) in a certain lateral distribution can
be described by a convolution of the lateral power distributionwith the complex point
spread function Tp(x, y). Accordingly, the lateral power distribution may be derived
from the measured temperature field by performing the inverse mathematical trans-
formation, which is called deconvolution. If this so-called “inversion” procedure is
successful, the problem of quantitatively interpreting the thermograms is solved for
our purpose, since the lateral power distribution is exactly the quantity we are inter-
ested in for the functional diagnostics of the electronic components. Image decon-
volution has widely been used in astronomy and light microscopy for “deblurring”
optical images, hence to enhance their spatial resolution and to correct imaging errors
[156]. Deconvolution procedures have also been used in non-destructive testing
(NDT) to improve the usually blurred images of sub-surface defects, which are the
main objects of investigation in NDT [157, 158].

However, while a convolution is a straightforward mathematical operation, the
deconvolution (sometimes also called “inversion”) is not. Especially if statistical
noise is present in the images, the inversion may be an “ill-posed” problem. Hence,
there may be no unique mathematical solution, and the latter may only be approxi-
mated [156]. A general property of all deconvolution procedures is that they tend to
increase the degree of statistical noise of the image. Therefore, high-quality image
data are required for the deconvolution towork effectively. Inmost deconvolutionpro-
cedures, some data filtering (called “regularization”) is implemented, or the “degree
of deconvolution” may be chosen, which allows one to make a compromise between
the noise increase and the spatial resolution obtainable. Note also that another pre-
supposition to a successful deconvolution of lock-in thermograms is that they do not
show any emissivity contrast. Hence, it is necessary that the images contain the infor-
mation of the true temperature modulation, which may be guaranteed, for instance,
by covering the surface with a strongly IR emitting layer, or by correcting the local
IR emissivity prior to the deconvolution (see Sect. 5.3).

As mentioned above, lock-in thermography results are of a complex nature, hence
each measurement generates an in-phase (real, 0◦) image and a quadrature (imagi-
nary, 90◦) one, which may be combined to yield the amplitude and the phase image.
Thus, in principle, both images are necessary to reconstruct the power source. In
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non-destructive testing (NDT) experiments, the signal phase carries the important
information about the depth position of a defect below the surface. Therefore, here
the inversion procedure has to be performed using the complex data set in order to
correctly retrieve the depth position [157]. However, for the functional diagnostics
of electronic components the local heat sources are mostly lying at the surface or
in a well-defined depth below the surface. Here, even one image uniquely reflects
the lateral power distribution we are interested in. Then the deconvolution may also
be performed with one image of a certain phase position, hence by using a scalar
data set instead of a complex one. Therefore, in the following, we will concentrate
ourselves on deconvoluting scalar images.

The commercially available deconvolutionprograms for deblurringoptical images
are usually based on scalar images. Note, however, that there is a decisive difference
between the deconvolution of lock-in thermography images and of common optical
ones: Optical images display local intensities, representing the square of the phase-
independent amplitude values. Since optical images are generated by using non-
coherent light, they usually do not contain any phase information, and intensities are
superimposing linearly. The point spread function (PSF) of optical systems refers
to intensities and is always positive, since there is no negative intensity. In lock-
in thermography, on the other hand, all heat sources are modulated synchronously,
hence their thermal waves are coherent. As mentioned in Sect. 4.4, this may lead
to interferences between thermal waves from different sources, which are correctly
described by the negative parts of the PSFs. Therefore, in lock-in thermography,
the deconvolution actually has to be performed either with the complex result of the
measurement [157], or with an image of a well-defined phase, but not with the phase-
independent amplitude image and a corresponding amplitude-PSF. If commercial
programs are used for deconvolution, they must be able to employ the negative parts
of the PSF also. However, it will be shown below that even the amplitude image may
be used for deconvolution, provided small errors can be tolerated.

If one phase component is used for deconvolution, the question arises which phase
component is optimum. As the discussion of the thermal waves of point sources in
Sect. 4.3 proved, highly localized heat sources show a strong 0◦ signal in source
position and a narrow PSF, whereas the maximum of the −90◦ signal is much less
pronounced, with its PSF much broader. This suggests to use the 0◦ signal for decon-
volution. However, at least for thermally thin samples, it was shown in Sect. 4.5.1
that the 0◦ signal does not contain any information about homogeneous heat sources.
This rules out the use of the 0◦ signal for deconvoluting thermograms, at least of
thermally thin samples. It will be shown below that, for thermally thin samples, the
−45◦ signal (which according to (2.12) in Sect. 2.2 is the sum of the 0◦- and the
−90◦-signal, divided by

√
2) is optimum for scalar deconvolution, since it contains

the dominant information of both local heat sources and homogeneous ones. For
thermally thick samples the 0◦-signal can also be used for deconvolution. A homo-
geneous heat source at the top of the latter leads to a −45◦ signal, hence here also
the 0◦ signal contains information about homogeneous heat sources (see Sect. 4.4).
Unfortunately, the phase image, which is by nature free of any emissivity contrast,
is not able to be deconvoluted by the usual procedures, because this signal is not
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additive for different heat sources at all. Note that the phase image is actually a
measure of the time delay between modulated power and temperature modulation.
For isolated local heat sources, it is even independent of the power of the source
(see Sect. 5.1). Especially for microscopic lock-in thermography failure analysis on
integrated circuits, where blackening the surface is most critical, both the 0◦ and
the −45◦ signals are modulated by the local emissivity. Since the local emissivity
of ICs is highly inhomogeneous, these two signals, just as the amplitude and the
phase signals, cannot be used directly for deconvolution. It will be shown in this
section that, especially in this case where the improvement of the spatial resolution
by image deconvolution is most desirable, the 0◦/ −90◦ signal is most appropriate
for becoming deconvoluted (see also Sects. 5.1 and 5.3).

There are two main approaches to perform a deconvolution, which are Fourier
transform based techniques and iterative procedures working in real space. In Fourier
space, the convolution of a power distribution P(x, y) with a point spread function
T p(x, y) just comprises themultiplication of the respective two-dimensional Fourier
transforms p(u, v) and tp(u, v) of both functions:

t (u, v) = p(u, v) tp(u, v) (4.42)

Hence, in principle, dividing the Fourier transform t (u, v) of the measured image
T (x, y) by the Fourier transform of the PSF tp(u, v) should lead to the Fourier
transform p(u, v) of the power distribution P(x, y), which itself could be retrieved by
an inverse Fourier transformation from p(u, v). In general, this procedure, however,
does not lead to useful images because of the strong (spatial) frequency noise as well
as the limited accuracy of the digitization, which cause divisions by zero. Therefore,
some kind of filtering or smoothing is usually necessary, which may be performed
either in space domain or in the Fourier domain. One of the most popular filters is the
so-called Wiener filter, which essentially replaces the division in the Fourier domain
by the following expression:

p(u, v) = tp∗(u, v) t (u, v)

|tp(u, v)|2 + K
(4.43)

Here, tp∗(u, v) is the complex conjugate of tp(u, v), and K is an adjustment
parameter, which effectively determines the radius of the filter in the frequency
domain. Note that |tp(u, v)|2 = tp(u, v) × tp∗(u, v) holds, hence K = 0 corre-
sponds to a simple division p(u, v) = t (u, v)/tp(u, v). For high-spatial frequencies
u and v, tp(u, v) generally becomes small. If t (u, v) contains high-frequency compo-
nents due to white noise contributions, this noise would become strongly amplified
for K = 0. Equation (4.43) can also be written as:

p(u, v) = t (u, v) F(u, v)

tp(u, v)
. (4.44)

Here F(u, v) is a filter, which is unity for small values of the spatial frequencies u
and vwhere tp(u, v) is large, and approaches zero for high-spatial frequencies where
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also tp(u, v) approaches zero:

F(u, v) = |tp(u, v)|2
|tp(u, v)|2 + K

. (4.45)

It can be shown that for suppressing white noise this filter is the optimum filter [33].
Thus, K > 0 in (4.43) avoids the possible division by small numbers in the decon-
volution. Hence, here, the adjustment parameter K allows one to choose the “degree
of deconvolution”. Note that even if T (x, y) and T p(x, y) are scalar images, their
Fourier transforms t (u, v) and tp(u, v) aswell as the result p(u, v) are complex, since
the Fourier transform itself is a complex procedure. The inverse Fourier transform of
p(u, v) finally retrieves a complex lateral power distribution, of which only the real
part has to be interpreted as the wanted deconvoluted power distribution P(x, y).
We will demonstrate the application of this Fourier procedure later in this section.

The most popular alternative procedure to the Fourier transform technique is the
iterative deconvolution method working in real space (see e.g. [159]). This is mainly
a scalar procedure which, however, may also be performed in parallel using both
phase components [150, 151]. The algorithm of this technique is shown in Fig. 4.11.
First, the power distribution P1(x, y) is guessed, which, in the simplest case, is pro-
portional to the measured temperature image T (x, y). From this assumed power
distribution the resulting temperature distribution T1(x, y) is calculated by perform-
ing a convolution according to (4.27). At the beginning of the procedure this image
will considerably differ from themeasured one T (x, y). The difference between both
images �T1(x, y) is then used to correct the power distribution P1(x, y), leading to
the second iterative of the power distribution P2(x, y). Here, parameterm is the “loop
gain”, which strongly affects the convergence of the procedure. If m is chosen too
small, the procedure will converge only slowly. Ifm is chosen too large, on the other
hand, the result will oscillate from iteration to iteration, never converging. P1(x, y)
may be subject to the condition of so-called “positivity constraint” [159], setting all
values of P1(x, y) appearing negative to zero. This option is based on the fact that
there are only positive heat sources (without any Peltier effects). In regions without
any power sources, it helps reduce the noise to avoid oscillations of the solution in
these regions and, thus, to speed up the convergence of the procedure. In the next
iteration cycle, the whole procedure is repeated using P1(x, y) etc. In each iteration
cycle, the power distribution approaches the real one. This is due to the fact that
the PSF has its maximum in source position, hence the corrections in the positions
desired are dominating over the inevitable corrections not desired in the procedure.
The sharper the maximum of the PSF is pronounced, the faster is the convergence
of the iteration procedure, and the better will be the quality of the deconvolution
result. If Pn(x, y) is sufficiently close to the original power distribution P(x, y), the
convoluted temperature distribution Tn(x, y) equals the measured one T (x, y), the
temperature difference �Tn(x, y) becomes zero everywhere, and the deconvolution
procedure has converged with Pn(x, y) being its final result. However, with statis-
tical noise present, the procedure also tries to fit the noise, considerably enhancing
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First guess:
P1(x,y)~T(x,y)
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n=1
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Fig. 4.11 Iterative deconvolution algorithm

Fig. 4.12 Assumed cross-shaped power source, simulated −90◦ and −45◦ lock-in thermograms
(both containing 1% statistical noise), and different stages of deconvolution of these thermograms
performed by the Fourier method and the iterative technique. The arrows above mark the images
belonging together for different values of the corresponding adjustment parameter

the noise of the result, with the number of iterations increasing. The “degree of
deconvolution” may easily be set here by selecting the number of iterations nmax

as an adjustment parameter, which allows one to make a compromise between an
improvement of resolution and a noise increase.

Alternatively, based on the work of Konovalov and Breitenstein [150, 160] and
Straube et al. [161], an easy-to-use Windows program called “DECONV” is avail-
able from Max-Planck-Innovation [152]. This program allows the deconvolution of
lock-in thermograms by the Fourier transform or by the iterative technique based on
the internal generation of the thermal PSFs for thermally thin and thermally thick
samples. In the latter case, even a (constant) depth of the power sources below the
surface may be assumed. Thermally thin samples, thermally thick samples, and sam-
ples with finite thickness can be evaluated, and a highly heat conducting layer at
the surface may be assumed, as this is the case for thin film solar cells on sub-
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T0°(x,y) T–45°(x,y) T –90°(x,y) A(x,y)

Fourier  0° Fourier – 45° Fourier –90° Fourier Ampl. Fourier compl.

iterative  0° iterative – 45° iterative –90° iterative Ampl.

Fig. 4.13 Different thermograms (top) and power distributions deconvoluted using the Fourier
method (middle) and the iterative technique (bottom). The arrows on top mark images belonging
together (thermogram and two different deconvolutions). The complex deconvolution on the right
was made using both the 0◦ and the −90◦ thermogram

strates. In addition, external user-defined PSFs may be implemented. DECONV also
allows one to perform simulations of lock-in thermography results of a given power
distribution, used already in Fig. 4.8 of Sect. 4.4. It is optional to apply the condi-
tion of “positivity constraint” and to consider lateral mirror heat sources outside
the region of interest according to Fig. 4.7. The program allows one to deconvolute
lock-in thermograms taken at a definite phase angle (0◦, −45◦, and −90◦) as well as
0◦/−90◦ and phase-independent amplitude images. In the latter case, the iteration
procedure is performed in parallel with both the real and the imaginary part of
T (x, y). Only because of the power correction in each iteration step, the phase-
independent T-modulation amplitude in each position is calculated according to
(2.11). Therefore, this really is a vectorial deconvolution with the interferences
between thermal waves of different power sources correctly regarded. Neverthe-
less, as the simulations below will show, in some cases, unwanted spurious “ghost
heat sources” may occur if the amplitude signal is used for deconvolution. However,
in practice this option mostly works well [160]. Using amplitude images for decon-
volution is advantageous as the exact phase position of the image need not necessary
to be known.

One examples of the deconvolution of reallymeasured thermogramswill be shown
in Sect. 6.1. In the following, the above two deconvolution procedures (Fourier based
deconvolution using (4.43), and iterative deconvolution according to Fig. 4.11 both
using the DECONV software) will be compared by applying them to simulated ther-
mography results, to demonstrate their different properties. Figure 4.12 demonstrates
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the deconvolution of a −90◦ thermogram and a −45◦ thermogram of a cross-shaped
heat source in a thermally thin sample applying both deconvolution methods, how-
ever, using different values of the corresponding adjustment parameter. Deconvo-
luting this example should be particularly simple, since here, only one local heat
source is in the middle of the image, hence the thermal signal at the border of the
image is zero. All simulated signals and all deconvoluted results are displayed on a
comparable scale with the zero signal in dark grey to mark also all overshoots into
the negative black. The assumed thermal diffusion length was 3 pixels. In order to
simulate realistic conditions, a statistical noise contribution of 1% of the maximum
signal level was added to both simulated thermograms.

Without noise, both techniques precisely revealed the original source geometry
of both the −90◦ and the −45◦ thermogram. As expected, the cross shape of the
power source can be recognized more clearly in the −45◦ thermogram, which thus
can be deconvoluted more easily than the−90◦ one, applying both techniques. There
is a distinct increase of noise with rising accuracy of the deconvolution (lower K
for the Fourier technique and larger nmax for the iterative technique). Note that for
this power source, both deconvolution techniques allowed the reconstruction of the
source shape from both the 0◦ image and the amplitude image (see below). However,
a decisive difference between both techniques is the amount of noise increase for a
given degree of deconvolution. Although both techniques were working with exactly
the same input images and point spread functions, the results of the iterative method
are clearly less noisy than that of the Fourier method. It will become obvious below
why the iterative deconvolution technique tolerates the statistical noise more than
the Fourier method does. On the other hand, the numerical expense differs between
both techniques by a factor of at least 100. Since for the Fourier method, Fast Fourier
Transform (FFT) techniques are applied, these calculations are performed in less
than a second, whereas the iterative calculations may take some 10s to minutes,
depending on the number of image pixels and the number of iterations.

The differences between both techniques become more distinct if a more com-
plicated power source distribution is assumed as shown in Fig. 4.13, also contain-
ing a plane heat source. Here, a power distribution is assumed similar to that in
Fig. 4.8, except that all power sources have the same value of the pixel-related power
here. Hence, in the deconvoluted images all power sources should show the same
brightness. As in Fig. 4.12, a thermal diffusion length of 3 pixel is assumed, and
again all simulated thermograms contain a statistical noise contribution of about
1% of the maximum signal value. However, since here the maximum signal (in the
homogeneously heated region) is considerably larger than in Fig. 4.12, the statistical
temperature noise level in Fig. 4.13 is larger by a factor of 3 than that in Fig. 4.12.
Figure 4.13 solely shows the results of the optimum choice of the adjustment param-
eter. In addition to the −45◦ and the −90◦ deconvolutions of Figs. 4.12, 4.13 also
shows deconvolutions using the 0◦ thermogram and the amplitude image. For the
Fourier deconvolution, the amplitude PSF was used, whereas the iterative deconvo-
lution was performed using the vectorial amplitude option of the DECONV program
mentioned above. Additionally, the result of a complex Fourier deconvolution using
both the 0◦ image and the −90◦ one is shown at the right of Fig. 4.13. For all decon-
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volutions the mirror source option at the borders was applied. As for Fig. 4.12, all
iterative deconvolutions have been performed using the positivity constraint option
provided by the DECONV program.

The general results presented in Fig. 4.13 confirm the results of Fig. 4.12: The
−45◦ deconvolution is again yielding the most reliable results for both scalar proce-
dures, and the noise in the regions outside the power sources is considerably lower
for the iterative deconvolution than for the Fourier one. The −90◦ image, which is
most strongly blurred, cannot be perfectly inverted. But, here also the noise level
outside of power sources is lower for iterative deconvolution. On the other hand,
on the left of the images in Fig. 4.13, being the spatially extended heat source, the
noise levels of both procedures are comparable. This explains why the noise level of
the iterative technique is lower than that of the Fourier one: This is an effect of the
condition of “positivity constraint”, which can only be implemented into the iterative
procedure. With no power sources present, statistical noise of the power distribution
would consist of an equal amount of positive and negative power sources. If negative
power sources are excluded by the “positivity constraint”, also the resulting amount
of positive sources has to be vastly reduced, since otherwise the average thermal
signal value in this region would increase. Indeed, if the condition of “positivity con-
straint” is disabled, the noise level of the power distribution in the regions outside of
the power sources is comparable to the results of the Fourier technique.

As expected, the complex Fourier deconvolution, using both the 0◦ image and the
−90◦ one, reveals a more perfect reconstruction of the power distribution than any of
the scalar Fourier deconvolutions do. Nevertheless, also here the noise level outside
the power sources is still higher than in the −45◦ constraint iterative deconvolution.
Therefore, the scalar −45◦ constraint iterative deconvolution has to be regarded to
be best of all possibilities shown in Fig. 4.13. It is interesting to note that, at least
in principle, the deconvolution works even with the 0◦ and the amplitude signals.
As discussed above, actually both signals should not be suited to perform decon-
volutions: The 0◦ signal should hardly be able to reveal extended heat sources, and
the amplitude signal should be unable to describe interference phenomena. Indeed,
in the 0◦ Fourier deconvolution the power density of the homogeneously heated
region is inhomogeneous and at the border to this region, the power density assumes
negative values. Also in the iterative deconvolution of the 0◦ signal, the local heat
sources are correctly reconstructed, but the levels of the homogeneous source and
also outside the sources are drifting. Thus, although the 0◦ deconvolution is generally
applicable to thermally thin samples, it cannot be used for quantitative evaluations.
For thermally thick samples, on the other hand, the deconvolution of the 0◦ signal is
as good as that of the −45◦ signal. Also the amplitude deconvolution in general is
applicable, but it may imply certain errors. In both the iterative and the Fourier decon-
volution, in the actually source-free regions some spurious “ghost sources” appear
(especially in the inner corner of the homogeneously heated region), which are even
more strongly pronounced in the iterative procedure. In the Fourier deconvolution,
this is due to the missing interference action, whereas in the iterative procedure, the
ghost sources are of different origin: They are appearing mainly in regions where
the phase of the measured T-signal is about 180◦. Obviously, the iteration proce-
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dure tends to overcompensate this signal by introducing the ghost sources, which
locally causes the same amplitude values. While both procedures allow a more or
less correct retrieval of the quantities of the point and line sources from the ampli-
tude image, the Fourier procedure leads to an underestimation of the quantity of the
homogeneously extended heat source. This can be explained by the absence of inter-
ference in the (scalar) Fourier procedure using the generally positive amplitude PSF,
which also contains the 0◦ signal. This leads to an overestimation of the temperature
response in homogeneously heated regions, where the 0◦-signal should entirely be
compensated by the interference between different elementary power sources. In
the iterative procedure, used by the DECONV program for deconvoluting amplitude
images, this interference is correctly regarded, leading to the correct amplitude of
also the homogeneous heat source here.

It had been mentioned before that for failure analysis of ICs neither any of the
single phase images nor the amplitude image can be directly used for deconvolution,
since they are all influenced by the strong emissivity contrast of such samples. In
Sect. 5.3, a method to blacken the surface of ICs is presented, but this method also
slightly degrades the spatial resolution, and surface layers are generally unwanted in
IC failure analysis. Also the phase image, which is inherently emissivity-corrected,
is not able to be deconvoluted since it does not react additively to nearby-lying heat
sources. Fortunately, it has been found that the 0◦ image divided by the −90◦ image
(the so-called 0◦/−90◦ image) can be deconvoluted, provided that the thermal dif-
fusion length is at least in the order of the dimensions of the image [162, 163].
Hence, this technique is most effective for microscopic investigations, where it is
also most desirable. Figure 4.5 has shown that for thermally thin samples the −90◦
signal decays to only half of its maximum value at a distance of one thermal diffu-
sion length. Qualitatively the same will be shown also for thermally thick samples in
Sect. 5.1. Hence, from all possible thermal signals, the−90◦ signal has the worst spa-
tial resolution and ismost strongly blurred. Therefore, as long asmicroscopic regions
being small against the thermal diffusion length Λ are considered, the −90◦ signal
can be considered to be “nearly homogeneous” across the area. Nevertheless, like the
0◦ signal showing the best possible spatial resolution, it is accurately proportional to
the local emissivity. Therefore, the −90◦ signal can be used to correct the 0◦ signal
for its local emissivity by calculating the ratio between both, which is the 0◦/−90◦
signal. The advantages of this kind or representation of lock-in thermography signals
compared to the phase signal will be outlined in more detail in Sect. 5.1. Here we
will only mention that this signal is inherently emissivity-corrected and nevertheless
sufficiently additive to be deconvoluted, in contrast to the phase signal. This will be
demonstrated in the simulations in Fig. 4.14. Here the samemodel power distribution
as for Fig. 4.13 was used, except that a thermally thick sample was assumed and the
thermal diffusion length Λ was assumed to be the image size (128 pixel). Hence,
for a lock-in frequency of 30Hz, leading in silicon to a thermal diffusion length of
Λ = 1mm, the image displays an area of 1 × 1mm2, which belongs to a pixel size of
7.8µm. An emissivity contrast of 50% was simulated by inserting horizontal stripes
where the signal is only 50% of its value outside of the stripes. A noise level of
0.1% of the maximum thermal signal was added to the thermograms. The PSF used
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Fig. 4.14 Different simulated thermograms of a test pattern on a thermally thick sample in the
presence of horizontal stripes of emissivity contrast (top) and results of the deconvolution of the 0◦
and the 0◦/ − 90◦ images by using the Fourier method (middle) and the iterative method (bottom)

for the deconvolution was that of the 0◦ signal. Results of the Fourier and iterative
deconvolution of the 0◦ and the 0◦/−90◦ image are shown below the thermograms.
As expected, the deconvolution of the 0◦ image with emissivity contrast is dominated
by the emissivity contrast. There are some differences between Fourier and iterative
deconvolution caused by the negativity constraint option of the iterative procedure,
but generally the images are useless. In contrast, in the 0◦/−90◦ signal the emissivity
contrast is removed and the generated images are looking very useful. The power
lines and the power spot are correctly retrieved, but the homogeneous region becomes
somewhat inhomogeneous. This is a result of the approximative nature of this pro-
cedure, since the −90◦ signal is not exactly homogeneous. As could be expected,
the noise level in the regions of low emissivity is higher than that in regions of high
emissivity, since there the signal-to-noise ratio of the thermogram is degraded. Inter-
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estingly, in this case there is no difference of the noise level between the Fourier and
iterative deconvolution. The reason is that, again due to the approximative nature
of this procedure, a small homogeneous positive power density comes out of the
calculation in regions where there is no power density originally. Hence here the
positivity constraint option did not work. Altogether, for deconvoluting microscopic
lock-in thermograms in IC failure analysis, the deconvolution of the 0◦/−90◦ image
is a very efficient option.

The results of this section regarding the mathematical deconvolution of lock-in
thermograms for revealing lateral power distributions summarizes as follows:

• Spatial deconvolution (inversion) is a promising tool of reconstructing the
laterally oscillating power distribution from measured thermograms, hence to
“deblurr” the thermograms or to remove the halos around local heat sources, which
are caused by the lateral heat conduction in the sample. Only high-quality thermo-
grams showing a good signal-to-noise ratio and containing no emissivity contrast
are appropriate to be deconvoluted successfully.

• The constraint iterative deconvolution technique is superior to the classical Fourier
based deconvolution, because it allows one to apply the condition of “positivity
constraint”, which considerably reduces the noise in the regions free of power
sources.

• If the heat sources are at the surface or at a well-defined depth, there is no need to
perform the deconvolution in complex space. The most appropriate scalar signal
for performing the deconvolution in thermally thin samples is the signal −45◦
phase shifted to the modulated power. The other signals are less appropriate, since
the 0◦ signal does not allow the reconstruction of homogeneous heat sources in
thermally thin samples. In general, the −90◦ signal causes a degraded spatial
resolution and an increased noise level. The amplitude signal may give rise to
spurious “ghost” heat sources. In thermally thick samples, the 0◦ signal, too, can
be used for deconvolution.

• For microscopic investigations, if the image size is in the order of the thermal dif-
fusion length or below, the 0◦/−90◦ signal is most useful to become deconvoluted,
since this signal is inherently emissivity-corrected and nevertheless sufficiently
additive in microscopic regions to become deconvoluted.



Chapter 5
Measurement Strategies

In the following sections some practical aspects of using lock-in thermography in
the functional diagnostics of electronic components will be discussed and illustrated
by measurement examples of a typical, thermally thin sample (solar cell) and a ther-
mally thick one (integrated circuit). All these discussions are based on the theoretical
findings presented in Chap.4. Section5.1 discusses the question which of the images
available from a lock-in thermography experiment (0◦ image, −90◦ image, ampli-
tude image, phase image, or 0◦/−90◦ image) is most appropriate to display certain
details of different heat source distributions. In Sect. 5.2, the influence of the lock-in
frequency on the obtained signal amplitude and lateral resolution of the thermo-
grams will be discussed and demonstrated for different heat source geometries. In
Sect. 5.3, the influence of a spatially varying IR emissivity will be discussed (emis-
sivity contrast), and different ways to overcome this influence will be introduced and
demonstrated. Finally, in Sect. 5.4 a simple technique will be introduced to distin-
guish Joule type heating from Peltier effects in lock-in thermography experiments
on resistive samples.

5.1 Which Signal Should be Displayed?

According to Sect. 2.2 it is possible to display four different images resulting from a
lock-in thermography experiment: the primary 0◦ (in-phase) image T 0◦

(x, y) and the
−90◦ (quadrature) image T−90◦

(x, y), and the derived phase-independent amplitude
image A(x, y), and the phase image Φ(x, y). The primary images, which also may
display any other single phase component, may also be called ‘complex images’ [12].
In addition we have the ‘topography’ or ‘life’ image, which is just one thermogram
usually taken before the LIT measurement. As mentioned in Sect. 2.2, for the func-
tional diagnostics of electronic components it is generally useful to display the−90◦
image instead of the +90◦ one, since the latter is essentially negative. In Sect. 4.5.2
another kindof representation of lock-in thermography signalswas introduced,which
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is the 0◦/−90◦ signal. It will be justified in this section why this signal is useful
only for microscopic investigations. In the following, examples will be presented
of these thermograms of both a typical thermally thin and a microscopic thermally
thick sample according to the definition in Sect. 4.1. Of course, all these images are
scalar images, hence their natural presentation would be grey-scaled. Nevertheless,
it has become most popular to publish thermograms in a false-colour presentation,
since this allows one to distinguish finer signal differences, and, visually, it is more
appealing. We will use the colour table “fire 2” for presenting our images, which
goes across black-blue-magenta-red-yellow-white. Intuitively, this colour table can
be interpreted most clearly in terms of increasing heat or brightness, while still being
colourful enough. It is based on the “hot metal” scale (black-red-yellow-white) by
inserting blue at the “cold end”of the scale.Contrary to the “rainbow” scale (magenta-
blue-green-yellow-red), which is also often used in thermography and other imaging
techniques, in the “fire 2” scale the brightness is monotonically associated with the
signal value so that even a grey copy of the images is still uniquely interpretable.
If lock-in thermography is used for non-destructive testing (NDT) experiments, the
phase image has yielded more unique information about subsurface defects than the
amplitude one has done [2]. The reason is that, contrary to the amplitude image, the
phase image is not affected by the local emissivity and less by the local illumination
intensity. In NDT it is generally not popular to display images of a definite phase like
the 0◦- and the −90◦ image. The situation is somewhat different if lock-in thermog-
raphy is used for the non-destructive testing of electronic components. Of course,
also here the emissivity contrast is disturbing, which will be discussed in detail in
Sect. 5.3. However, since in our case the quantity of the detected heat sources is
a decisive result of the investigation, here the amplitude signal is more interesting
than the phase one, since only the amplitude signal carries the information as to the
amount of the dissipated power. Within the limit of the spatial resolution of the tech-
nique (see Sect. 5.2) the amplitude image can be interpreted as a map of the power
distribution, provided there is no emissivity contrast. Therefore, as a rule, amplitude
images are presented, if lock-in thermography is used for the functional diagnostics
of electronic components. It will be demonstrated below that only in special cases
(weak heat sources besides strong ones, or strong emissivity contrast) it may also be
useful here to display the phase image. Moreover, the 0◦ signal turns out to be most
useful for displaying highly localized (point-like) heat sources.

The special properties of the 0◦ and the −90◦ signal compared to the amplitude
signal were discussed in Chap.4. Especially, Fig. 4.5 in Sect. 4.3 displays these three
signals around a point source in a thermally thin sample. For comparison, Fig. 5.1
displays the same profiles together with the profile of the phase signal for a thermally
thick sample (cf. (4.15)), here calculated for a thermal diffusion length of Λ =
0.58mm. These profiles look very similar to that in Fig. 4.5 of a thermally thin
sample, except that for a thermally thick sample the divergence of the 0◦ and of the
amplitude signal in source position is even stronger, the overshoot of the 0◦ signal
into the negative is less distinct, and the profiles are generally somewhat narrower.
Both figures show that the −90◦ signal is considerably more extended than the 0◦
one, and that the maximum of the −90◦ signal in source position is well-defined
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Fig. 5.1 Profiles of the 0◦,
the −90◦, the 0◦/−90◦, and
the phase signal around an
oscillating point source in a
microscopic region of a
thermally thick sample,
thermal diffusion length
0.58mm
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and by far not so well pronounced as that of the 0◦ and the amplitude profile. This
is due to the fact that for a point source in both thermally thin and thick samples,
the 0◦ signal actually diverges in source position, whereas the −90◦ signal does
not (see Sect. 4.3). The amplitude profile contains both the 0◦ and the −90◦ signal,
hence it shows the distinct maximum in source position, having nevertheless a broad
base. In contrast to the 0◦ signal and the −90◦ one, the amplitude signal is always
positive and does not show any residual oscillations. Therefore it is usually chosen
for displaying lock-in thermography results in electronic device testing. Note that
the phase linearly drops with the distance from the source position (which holds
generally for a homogeneous body), and that the phase profile is neither affected by
the IR emissivity nor by the power of the heat source. Hence, if there are several
non-overlapping local (point-like) heat sources with different intensities present in
the investigated area, in the phase image they all appear in a comparable brightness.

In Fig. 4.5 macroscopic dimensions and a thermal diffusion length of 3mm was
assumed, which belongs to a lock-in frequency of about 3Hz for investigating silicon
samples. If lock-in thermography is used for failure analysis in ICs, typical image
sizes are in the order of 1mm, and ahigher lock-in frequency is oftenused for reducing
thermal blurring. Figure5.1 shows lock-in thermography signals in a microscopic
region of a thermally thick sample simulated for a lock-in frequency of 88Hz, where
the diffusion length is 0.58mm, which is about the image size here. In addition to the
“classic” lock-in thermography signals, in Fig. 5.1 also the 0◦/−90◦ signal is shown.
All thermal signals are separately scaled to meet each other at a distance of about
10µm from the source.We see that the shape of the 0◦ signal is very similar to that of
the 0◦/−90◦ signal. While these two signals diverge in source position, hence they
allow a spatial resolution much better than the thermal diffusion length, the −90◦
and the phase signal only shows a single maximum here. Therefore, the −90◦ and
the phase signals show a low spatial resolution, which is in the order of the thermal
diffusion length. Since the phase signal is given by Φ = arctan(−S−90◦

/S0
◦
) (see

(2.11)), the divergence of the 0◦ signal at r = 0 explains why the phase is always 0◦
in the position of a point source, independent on the magnitude of its power. This is
the reason why the phase signal shows its “dynamic compression” feature and is not
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able to become deconvoluted meaningfully. On the other hand, if two point sources
of different powers are lying side-by-side within a smaller distance compared to the
thermal diffusion length, their −90◦ signals superimpose and are nearly the same in
both positions. Their 0◦ signals, however, are both proportional to their power, so
that their 0◦/−90◦ signals are also still proportional to their individual power. Both
the phase and the 0◦/−90◦ signal are inherently emissivity-corrected, but they show
two different properties: (1) The 0◦/−90◦ signal shows a better spatial resolution
than the phase signal. (2) For nearby-lying point-like heat sources, the phase signal is
nearly independent from the individual power of the sources, but the 0◦/−90◦ signal
is still proportional to it. This enables the 0◦/−90◦ signal to become mathematically
deconvoluted for removing residual thermal blurr (see Sect. 4.5.2). Note that all the
described properties of the 0◦/−90◦ signal become meaningless whenever image
dimensions considered are larger when compared to the thermal diffusion length.
At a distance of about 3.14 diffusion lengths from a point source, the −90◦ signal
crosses zero. Hence, latest in this distance the 0◦/−90◦ signal becomes infinite and
there is no similarity to the 0◦ signal anymore.

Fig. 5.2 Multicrystalline silicon solar cell measured at flock-in = 4Hz: a amplitude image
−0.7 . . . 7mK, b amplitude image −0.07 . . . 0.7mK, c phase image −150 . . . 0◦, d 0◦ image
−0.5 . . . 5mK, e 0◦ image −0.05 . . . 0.5mK, f −90◦ image −0.2 . . . 2mK
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The properties discussed above are shown in the measured images of Fig. 5.2,
with the different scaling intervals cited in the caption. All scaling intervals have
been extended by 10% into the negative in order to display also some overshoot
of the signal, which is especially pronounced in the 0◦ images. The “fire 2” colour
scaling bar (black-blue-magenta-red-yellow-white) at the bottom of Fig. 5.2 refers to
all coloured images (except Figs. 6.50 and 6.51) in this book. All these thermograms
are the result of one lock-in thermography measurement of a multicrystalline solar
cell 10 × 10cm2 in size, which during the measurement was covered with a black
IR-emitter foil to avoid any emissivity contrast (see Sect. 5.3). The lock-in frequency
chosen was 4Hz, according to (4.3) corresponding to a thermal diffusion length of
Λ = 2.7mm in silicon. Note that this length is large against the sample thickness
of 0.4mm, that the pixel distance in the images is about 0.34mm (close to the
sample thickness), and that this sample was mounted on a thermally insulating layer.
Therefore, this sample clearly is a thermally thin sample according to our definition
in Sect. 4.1.

The solar cell shown in Fig. 5.2 contains both local (point-like) heat sources and
a spatially extended current injection over the whole area (leading to a plane heat
source), which shows cloudy inhomogeneities. Whenever there are different heat
sources of strongly varying power as, e.g., the different point sources in this exam-
ple, it is useful to display the thermograms in different scalings. We see that the
amplitude images (a and b) display both the point sources and the homogeneous
heating. Therefore, if it is displayed in different scalings like in Fig. 5.2, the ampli-
tude image shows all the dominant heat sources in a sample. However, if its contrast
is strongly enhanced like in (b), the point shunts appear strongly broadened. This
strong “halo” around local heat sources is a result of the broad base of the amplitude
PSF. This halo-effect is considerably reduced in the 0◦ images (d and e), which dis-
play the point shunts with a clearly better resolution than the amplitude image does.
Therefore, the 0◦ signal is most appropriate to display point-like heat sources. It was
mentioned in Sect. 3.5.1 that the 0◦ signal has to be used also for carrier density
imaging (CDI/ILM). On the other hand, the 0◦ signal shows a pronounced over-
shoot into the negative, and it does not display the homogeneous heating of the cell.
This property holds only for thermally thin samples and was discussed in Sect. 4.5.1.
Indeed, the average of the 0◦ signal across the whole image (d) is zero. The homoge-
neous heating is displayed predominantly in the −90◦ image (f), which, on the other
hand, displays the point shunts with a low spatial resolution. Therefore, the −90◦
signal is not so much suited to display the heat sources as an image. Nevertheless, we
may need this image for quantitatively measuring the power of certain heat sources
via the image integration method (see Sect. 4.5.1). According to Sect. 4.5.2, also the
−45◦ signal (not shown here) may be needed, since this signal is most appropriate to
perform an image deconvolution, as had been pointed out in Sect. 4.5.2. The phase
image (c) looks especially interesting: It displays all point-like heat sources with
nearly the same intensity, independently of their individual power! This “dynamic
compression effect” is due to the above-mentioned fact that the phase of the thermal
signal is a measure of the runtime of the thermal waves from the source, which is not
related to the intensity of the source. For this very reason, outside the sample or in
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(a) amplitude (b) phase (c) topography

(d) 0° –90° 0°/–90°(e) (f)

500 µm 

Fig. 5.3 Integrated circuit measured at flock-in = 3Hz: a amplitude image 0. . .8mK, b phase
image −80◦ . . . 0◦, c: topography image; a.u., d: 0◦ image 0 . . . 8mK, e: −90◦ image 0 . . . 4mK, f:
0◦/−90◦ image, arbitrary scaling

regions without any thermal signal, the phase signal is not zero but displays a strong
noise. In the following, some more examples of phase images will be introduced.

In principle, the same conclusions can be drawn from the second example in
Fig. 5.3, which displays results of a microscopic thermally thick sample. Here, an
integrated circuit, which was soldered on a metal plate acting as a heat sink, was
investigated by using a microscope IR objective. The pixel resolution was about
7µm, which is small against the sample thickness of about 500µm. Though for
this measurement a low lock-in frequency of 3Hz was chosen, leading to a thermal
diffusion length as large as 3.14mm, according to Sect. 3.1 this sample has to be
regarded as a thermally thick one. Note that the criterion whether a sample has to be
regarded as thermally thin or thick is not only the relation between sample thickness
and thermal diffusion length, but also the relation between sample thickness and
pixel resolution. Only this relation decides whether for a heat source of one pixel in
size, 3-dimensional heat diffusion has to be regarded, or not. If the thermal diffusion
length exceeds the sample thickness as in Fig. 5.3, this will primarily affect the halo of
the thermal signal around the heat sources at a distance of about the sample thickness
and higher.

The results shown in Fig. 5.3 have to be evaluated differently from that of Fig. 5.2.
Here, we have a thermally thick sample with a large thermal diffusion length, and
moreover, we have a strong emissivity contrast due to the presence of different met-
allized regions. Therefore, only here it is useful to display also the topography image,
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which is usually taken at the beginning of each lock-in thermography measurement
(see Sect. 2.3). The heat sources in this IC are in the upper left. However, here the
thermal contrast is strongly modulated by the local IR emissivity (emissivity con-
trast). Therefore, neither the amplitude image (a) nor the 0◦ one (d) clearly allows
one to find out whether there is only one or several heat sources present in this
region. Here we see the advantage of the phase image (b), which is independent of
the local emissivity. In this image, regions of a low emissivity only show an increased
noise level, but the emissivity contrast is totally compensated. In Fig.5.3(b), there
are indeed several heat sources present. The horizontal line source at the top is due
to the heating of the current path to the upper left corner. It is interesting to note
in Fig. 5.3 that the −90◦ signal (e) is nearly identical with the topography one (c).
This is a consequence of the thermal diffusion length being larger than the image
size, here. According to Fig. 5.1, the−90◦ signal varies only little close to the source
position. Therefore it can be used for to correct the local emissivity of the 0◦ sig-
nal, leading to the 0◦/−90◦ signal. Like the phase signal, this signal is perfectly
emissivity-corrected, but it shows a clearly better spatial resolution.

It should be mentioned that mechanical vibrations of the LIT setup may seriously
disturb in particular the smooth appearance of the phase and the 0◦/−90◦ images,
but also all other LIT images of ICs. These vibrations, which are mainly caused by
the Stirling cooler used in most cooled IR cameras, lead to a slight shaking of the
image, which is the stronger the larger the magnification factor of the objective is. In
this respect the older liquid nitrogen cooled IR cameras were superior to the modern
Stirling-cooled ones. ICs usually contain metallized and non-metallized regions, the
first appearing in a microscope objective dark and the second bright, see Sect. 5.3. If
the image shakes, the camera detects at the sharp edges of these metallized regions
a strong irregular signal modulation, which appears in the lock-in correlation as a
spurious signal. Therefore these edges appear artificially bright in the amplitude
image and may appear dark or bright in single phase/complex or phase images,
depending on the dominant phase of the spurious signal, referred to the LIT reference.
For longer acquisition times bright and dark edges may exchange and generally these
disturbances reduce, since the vibrations are not phase-coupled to the LIT process.
Nevertheless, this effect is very disturbing in IC failure analysis. This is one reason to
construct the camera supports and sample stages for IC failure analysis LIT systems
as stiff as possible.

One remark should follow how to correctly adjust the requested phase of a single
phase (complex) image. The correct phase setting is especially important if a 0◦
or 0◦/−90◦ image has to be displayed, or if frequency-dependent phase images are
measured for performing a 3D analysis in ICs (see Sect. 6.1.1). Note that in Sects. 2.3
and 2.4 it was assumed that the first image in a lock-in period is measured at t = 0,
which is exactly the time where the excitation pulse shows its low-high edge. Since
the camera always integrates over a certain frame integration period, this low-high
edge should appear ideally in the middle of the frame integration period. Only then
the displayed 0◦ image is really the 0◦ image and so on. In many LIT systems, due
to inevitable internal delays in the system, this is not the case. An exception from
this rule is only the dynamic ILM mode (see Sect. 3.5) where the frame integration
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has to start exactly at the low-high edge of the excitation pulse. As a rule, the frame
integration time starts well after this pulse edge, since internally this edge only starts
the camera, which needs a certain time to start integrating. This means that the
systematic phase error is dependent on the lock-in frequency, since it is actually a
timing error. The higher the frequency, the larger is the phase error due to a certain
timing error.

Fortunately, many LIT systems allow to perform a global phase correction for the
results after the measurement. Then the results are first converted into an amplitude
and a phase image by applying (2.11), and then the phase is homogeneously cor-
rected by adding a certain global phase error. Afterwards, the single phase (complex)
images may be derived again by applying 2.6 (the −90◦ signal is the inverted 90◦
signal) and 2.9. If a LIT system allows global phase correction, these operations are
implied. This procedure can even be used if the systematic phase error is position-
dependent, as this is the case for cameras working in rolling frame mode where the
lines in the image are exposed one after the other. Note that uncooled (bolometer-
type) thermocameras usually work in rolling frame mode, whereas cooled quantum
detector thermocameras usually work in snapshot mode, where all pixels are exposed
at the same time.

The question remains how the systematic phase error of a given LIT system for
a given lock-in frequency can be found by the user. Here different strategies hold
for thermally thin samples (e.g. silicon solar cells) and thermally thick samples (e.g.
ICs). For thermally thin samples the correct phase reading is obtained if the average
of the 0◦ image across the sample is zero. The PV-LIT system of InfraTec [12] has
the option to find this optimum global phase correction automatically. For thermally
thick samples another strategy is necessary. One could imagine that there the criterion
is to have the average of the +45◦ image zero. However, this criterion only holds for
infinitely thermally thick samples, but as a rule ICs have a finite thermal thickness.
Here it is more useful to use the property that the −90◦ signal of local heat sources
shows only a single maximum in source position, see Fig. 5.1. If the global phase
correction is changed step by step, local heat sources in the−90◦ image change from
dark to bright appearing. The correct phase is set if local heat sources appear neither
particularly bright nor dark on a homogeneous background. Note that in the 0◦/−90◦
image the−90◦ image serves are a measure of the local emissivity, which is best met
under this condition.

In particular for failure analysis in ICs, it is always necessary to display a super-
position of a given LIT image with the topography/life image, which is always stored
together with the LIT results. Here the degree of transparency of the topography/life
image is often governed by the LIT signal height (hence outside of these signals it
is non-transparent) and different color codes are used for both images. Otherwise
an assignment of a certain fault to a position in the layout is hardly possible. If the
topography/life image is displayed in greyscale it is useful to invert its sign. Then
this image becomes more similar to an optical image of the IC, since there metallized
regions appear bright, whereas in a thermal image they appear dark, see Sect. 5.3. LIT
systems intended for performing failure analysis of ICs usually contain this image
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superposition option. The ELITE system of FEI [19] even allows the user to compare
the topography image with stored layout images of the investigated IC.

Summarizing this section, the different signals to be displayed show the following
properties with respect to the functional diagnostics of electronic components:

• The amplitude signal is the most universal one and is the standard to display both
thermally thin and thick samples. It shows a distinct maximum in the position of
local heat sources, it shows no overshoot into the negative, and it displays also
homogeneous heat sources in both thermally thin and thick samples. However, it
is characterized by a distinct (lock-in frequency dependent) halo around local heat
sources, arising from its −90◦ contribution. If there is any emissivity contrast, it
modulates the amplitude signal, just as the 0◦ and the −90◦ ones.

• The 0◦ signal shows the best spatial resolution, but in thermally thin samples it
shows a distinct overshoot into the negative around local heat sources. It is the best
choice if different point-like heat sources have to be imaged separately. However,
for thermally thin samples, the 0◦ signal cannot display extended plane heat sources
of a size exceeding the thermal diffusion length. For thermally thick samples,
however, this signal contains also this information. Therefore, especially if the
thermal diffusion length strongly exceeds the pixel distance, for thermally thick
samples it may bemore appropriate to display the 0◦ signal than the amplitude one.
Moreover, for thermally thick samples, the 0◦ signalmay be used for deconvolution
according to Sect. 4.5.2, if there is no emissivity contrast. It also has to be used for
carrier density imaging.

• The −90◦ signal shows only a weak maximum in the position of a point heat
source. Besides, it shows only little overshoot into the negative. On the other
hand, it shows a pronounced (lock-in frequency dependent!) halo around local heat
sources. Therefore, this signal is not very suited to be displayed. However, it has
to be used to be evaluated quantitatively via the image integration/proportionality
method for thermally thin samples according to Sect. 4.5.1.

• The−45◦ signal is the sum of the 0◦ and the−90◦ ones (see Sect. 2.2). It is not very
suited to be displayed, but it is optimum to become deconvoluted for thermally thin
samples according to Sect. 4.5.2. Moreover, it has to be used for the quantitative
evaluation via the image integration/proportionality method for thermally thick
samples according to Sect. 4.5.1.

• The phase signal has the unique property to display local heat sources of different
intensity with a comparable brightness. Thus, it is very useful for distinguishing
adjacent heat sources of different intensity from each other. Moreover, the phase
signal does not contain any emissivity contrast. Therefore, it is especially suited to
be displayed for investigating ICs, usually showing a strong emissivity contrast, in
order to determine which contrast part is a thermal one and which is an emissivity
one. However, it is characterized by a distinct (lock-in frequency dependent) halo
around local heat sources.

• The 0◦/ − 90◦ signal is only useful to be displayed in microscopic regions, where
the image size is not large against the thermal diffusion length. It can be consid-
ered as an “emissivity-corrected 0◦ signal”. Like the phase signal, the 0◦/−90◦
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signal does not contain any emissivity contrast. However, it shows a better spa-
tial resolution than the phase signal, and local heat sources of different intensity
are displayed with different brightness. This makes the 0◦/−90◦ signal e.g. of
integrated circuits appropriate to become deconvoluted by using the PSF of the
0◦ signal.

5.2 Influence of the Lock-in Frequency

The lock-in frequency, together with the physical properties of the investigated mate-
rial, determines the thermal diffusion length Λ according to (4.3) in Sect. 4.1. As
described in Chap.4, Λ governs the lateral extension of the halo around local heat
sources in lock-in thermography results. As discussed at the end of Sect. 4.3, for
local (point-like) heat sources lying at the surface, the spatial resolution is by far not
limited to Λ. Instead, it may be of the order of one image pixel owing to the diver-
gence of the 0◦ signal in source position. Nevertheless, the halo is disturbing also
here, since it affects or even prevents the detection of adjacent weaker heat sources.
As the simulations of Fig. 4.8 in Sect. 4.4 show, the thermal diffusion length Λ really
represents the spatial resolution limit of spatially extended heat sources. Therefore,
the general statement about the influence of the lock-in frequency on the result of
lock-in thermography used for the functional diagnostics of electronic components
is the following: The higher the lock-in frequency, the better the effective spatial res-
olution, but the poorer the signal-to-noise ratio. Thus, for the sake of a good spatial
resolution for local heat sources, the lock-in frequency should always be chosen as
high as possible, as long as the signal-to-noise ratio remains acceptable.

However, as Table4.1 in Sect. 4.4 shows, the temperature modulation amplitude
of heat sources of different geometry depends differently on the lock-in frequency,
which additionally depends on the sample type (thermally thin or thick). Thus, the
question of the optimum lock-in frequency also depends on the question: what is to
be seen in the image. The two extreme cases of a source geometry are a point source
and a homogeneously extended heat source, whereas the properties of a line source
are in between. The difference between these geometries is best pronounced for a
thermally thin sample. Here, according to Table4.1, the 0◦ signal of a point source in
source position (which dominates its amplitude signal) only logarithmically depends
on the square root of the lock-in frequency. Thus, this signal is almost independent
of flock-in. The −90◦ signal of an extended heat source (which equals its amplitude
signal), on the other hand, decays with 1/ flock-in. Therefore, the ratio of the lock-in
thermography signals of local and extended heat sources depends on the lock-in
frequency: At low frequencies, extended heat sources are dominating the image,
whereas at high frequencies local heat sources are dominating it. Hence, if both
extended and local heat sources are present in a device (which often is the case, e.g.
in a forward-biased solar cell), the extended heat source (which is the homogeneous
current injection here) will better be visualized at a lower lock-in frequency than it
has to be selected for evaluating the local heat sources (shunts).
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Fig. 5.4 Lock-in thermograms (amplitude images) of a multicrystalline silicon solar cell measured
at different lock-in frequencies and displayed in different scalings. a 0.24Hz; 0 . . . 15mK, b 2.4Hz;
0 . . . 8mK, c 24Hz; 0 . . . 2mK, d 0.24Hz; 0 . . . 5mK, e 2.4Hz; 0 . . . 2.6mK, f 24Hz; 0 . . . 0.66mK

This is demonstrated in Fig. 5.4 showing images of the solar cell already used for
Fig. 5.2, measured at three lock-in frequencies differing by a factor of 100. Here,
too, the cell was covered with a black-painted plastic foil to avoid any emissivity
contrast (see Sect. 5.3). As it will be outlined in Sect. 5.3, today the application of
local emissivity correction is preferred to using this foil. As the standard for the
functional diagnostics of electronic components, the amplitude signal is displayed
here, since for a thermally thin sample, this signal contains the information of both
local and extended heat sources. All images are displayed in two different scalings:
top: the whole dynamic range of the respective image (a–c), bottom: the contrast
expanded by a factor of 3 (d–f). Comparing the different images of Fig. 5.4 allows
the following conclusions to be made:

• The halo around local heat sources decreases with frequency, hence the spatial
resolution improves.

• The relative contribution of the homogeneous signal decreases with frequency.
• The general signal-to-noise ratio improves with decreasing frequency.

The differences between different heat source geometries are less pronounced in
thermally thick samples. As Table4.1 in Sect. 4.5 shows, the 0◦ signal of a point
source in source position (which dominates its amplitude signal) is independent of
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Fig. 5.5 Integrated circuit (0◦ image and phase image) measured at different lock-in frequencies:
a and d 1Hz, b and e 3Hz, c and f 25Hz

flock-in, whereas the signal of an extended heat source is proportional to 1/
√

flock-in.
Hence, compared to thermally thin samples the visibility of heat sources of differ-
ent geometry is less frequency-dependent here. As for thermally thin samples, the
extension of the inevitable halo around local heat sources, which is proportional to
the thermal diffusion length Λ, decreases with 1/

√
flock-in (see (4.3) in Sect. 4.1).

Figure5.5 shows lock-in thermograms of an IC used already for Fig. 5.3, measured
at three different frequencies varying by a factor of 25. According to the suggestion
made in the previous section, the 0◦ and the phase signal are displayed in Fig. 5.5.

In both the 0◦ and phase images the halos around the heat sources decreases
with increasing frequency, hence the spatial resolution improves. While it is hard to
distinguish between real heat sources and topography contrast in the 1Hz/0◦ image,
the phase image displays the real heat sources even at 1Hz. As expected, at 25Hz
the 0◦ signal is most strongly confined to the positions of the real heat sources, and
it becomes negative (overshoot) at a distance more than 1mm from the heat sources.
Interestingly, the phase image taken at 1Hz seems to show some “emissivity contrast”
in regions where no heat source is expected (e.g. the dark window-like contrast at
the lower right). This may be either due to the influence of the temperature drift,
which has not been corrected here and disturbs most for low frequencies, or due to a
spurious signal resulting from the IR emission of persons moving in the laboratory
during the measurement owing to the reflectivity of the sample. Note that all these
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measurements have been made without shadowing or optically screening the set-up
in the lab. Since IR irradiation from the lab shows main contributions in the low-
frequency range, its reflections to the sample are disturbing more and more strongly
the lower the lock-in frequency is chosen. This is another argument in addition to that
of the spatial resolution, also when investigating thermally thick samples to choose
a lock-in frequency as high as possible. The highest possible lock-in frequency may
be limited either technically, depending on the lock-in thermography system used,
or practically by the inevitable reduction of the signal-to-noise ratio with increasing
lock-in frequency. Note that some LIT systems allow the use of oversampling, see
Sect. 2.4. Then, if the local heat sources to be images are strong enough, lock-in
frequencies up to the kHz range are possible, which lead to a further improvement
of the spatial resolution.

5.3 Influence of the IR Emissivity

As mentioned in Sect. 2.1, the thermal radiation is modulated by the local value of
the IR emissivity ε. Besides it may contain components reflected by the surround-
ing. According to Kirchhoff’s law, the emissivity ε equals the absorbance α in the
corresponding wavelength range. Only if the emissivity is close to ε = 1 or at least
well-known and constant across the investigated area, and if the amount of reflected
radiation can be neglected or regarded by giving the reflected apparent temperature,
the real temperature of a surface can be concluded from a thermography measure-
ment. Lock-in thermography inherently compensates the reflected radiation, since
it is steady-state, but the primary results (0◦ and −90◦ signals) are still modulated
by the local emissivity ε. This type of contrast, which modulates both the topogra-
phy image and lock-in images, is called “emissivity contrast”. This effect is most
disturbing if a sample is partly covered with metallization layers, which is usual in
the functional diagnostics of electronic components. Metallization layers can easily
be penetrated by thermal waves, hence local heat sources lying below these layers
can also be detected by lock-in thermography. However, since due to the high reflec-
tivity of these layers their emissivity is low, heat sources below them might remain
undetected if no measures are taken to increase the emissivity. Furthermore, the IR
emissivity should also be increased if bare surfaces of silicon or other semiconductors
are to be imaged. Semiconductors (except small gap ones) are nominally transparent
to IR radiation, hence their absorbance and therefore also their emissivity are low.
A certain amount of IR absorbance is provided by free carrier absorption, which is
more effective in the long-wavelength range (8 . . . 10µm) than in the mid-range one
(3 . . . 5µm). Therefore, highly doped semiconductor layers usually lead to a mea-
surable lock-in thermography signal of bare semiconductor samples. Nevertheless,
some part of the radiation may also come from deeper regions. Especially for solar
cells, the highly doped back side contact (the back surface field layer), together with
the sintered aluminum paste back-metallization, may provide even the dominant IR
signal, if they are imaged in the bare state. Indeed, it is possible that bifacial solar
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cells, where the back contact is also a grid structure, exhibit only a very weak lock-in
thermography signal, since they are essentially transparent to the IR light [164]. The
same can be expected if cells with dielectric backside passivation are investigated,
which contain a metallic backside mirror. However, a good texture of the surface
may increase the emissivity in these cases. These influences were thoroughly inves-
tigated in a recent paper of Riverola et al. [165]. They found that unencapsulated
standard technology (full Al back contact, monocrystalline) solar cells show in the
mid-IR range (3−5µm) an emissivity of about 85%, which is largely dominated by
the back surface field layer. The emissivity contrast is mostly disturbing if lock-in
thermography has to be used for the functional testing of integrated circuits (ICs), as
already demonstrated by the examples in Figs. 5.3 and 5.5.

There are two possibilities to treat the emissivity contrast: 1. To avoid it by cov-
ering the surface with a layer of high IR emissivity, or 2. to compensate it after the
measurement by measuring the local emissivity image ε(x, y). The first possibility
is the classical one often performed in standard thermography. Usually, black paint
is used to cover the surface of an object under investigation to provide the surface an
IR emissivity close to 1. Note that here the emissivity in the wavelength range of the
camera (3. . .5µm or 8 . . . 10µm) is decisive, and not that in the visible range. As
published tables of emissivity show [166] also differently coloured and even white
paints may show an IR emissivity above 0.9. There are special black paints available
for blackening the interior of optical instruments (so-called Velvet coatings) that are
frequently used for IR thermography to increase the IR emissivity.

There are, however, several arguments against the general use of IR-emitting
paints in the functional diagnostics of electronic components. If, for instance, the
surface of an IC is covered with an efficient IR emitter, the topography image will
look very homogeneous so that the orientation on the surface becomes complicated.
Sometimes it is also hard to fully remove these paints after the investigation. This is
especially true if the component has a rough surface as, e.g., a textured solar cell, or if
there are micron-sized slits or gaps on the surface of the component. Moreover, most
of these coatings are based on carbon particles, hence, dried they may be more or less
electrically conducting. This may lead to the appearance of current by-passes or even
shorts, if high-ohmic electronic components are covered and tested in operation. For
microscopic investigations, particle size andfilm thickness canoften not be neglected,
hence the pigment film may produce spurious contrasts and may degrade the spatial
resolution. Finally, often also the heat conductivity within the paint layer cannot be
neglected. To obtain a high emissivity, the thickness of the paint layer has to have a
certain minimum value. Then the active electronic components are actually buried
below the paint layer, and the thermal waves have to diffuse to its surface before being
detected. Hence, the paint layer acts as a low pass with a certain internal thermal
time constant. For standard thermography, of course, this argument would not hold,
since in the limit flock-in → 0 the paint layer can be assumed to behave adiabatic,
reflecting the surface temperature without significant errors. Thus, the demands on
an optimum IR-emitting paint for lock-in thermography on electronic components
are the following:
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• It has to provide a large IR emissivity, hence it has to be opaque and not reflecting
in the wavelength range of the camera.

• Nevertheless, it should be able to be applied as a thin layer (preferably <10µm)
in order to have a low internal thermal time constant and not to degrade the spatial
resolution.

• For microscopic investigations its particle size should be as low as possible.
• It should be electrically insulating.
• It has to be easy to remove.
• It should be non-toxic.

Until now, no paint has been foundwhichwould excellentlymeet all these criteria.
Velvet coating is electrically insulating, but it cannot be homogeneously applied if
thinner than several 10µm, and it shows a visible surface roughness. Commercial
colloidal graphite spray gives a good emissivity for homogeneously thin layers below
10µm, but it shows a distinct sheet resistance of the order of 104 �−2.Mat black stove
paint spray has also been found to be useful, since it is usually electrically insulating
and shows a high emissivity even for thin layers of 10µm. However, it needs special
solvents for removing. Black india-ink is also almost without a structure, it provides
a high emissivity for a thickness below 10µm, and at least some varieties of it are
electrically well-insulating. However, india-ink is usually water-resistant, hence it
is not easy to remove. We have made good experiences with water-soluble black
aquarelle paint. If correctly diluted, it yields a good emissivity for a layer thickness
below 10µm, it is reasonably structureless, it is electrically well-insulating, and it
can easily be removed with warm water in an ultrasonic bath. Since recently special
thermographic paints are available fromLabIR, Pilsen [167]. For these paints detailed
documentations of the wavelength- and viewing angle-dependent optical properties
are available. Their thermographic paint for standard applications shows, for a layer
thickness of 20µm with a coating roughness of only 0.8µm, in the mid-IR range
(3–5µm) a transmissivity below 0.5% and an emissivity above 95%. Thus it should
be well appropriate for most applications, maybe except microscopic applications
needing an even lower layer thickness. The optical properties of their washable
thermographic paint are even better, but this paint shows a standard thickness of
150µm. In particular for microscopic thermal investigations, Optotherm [113] offers
an Emissivity Coating Kit. Here an optically transparent 2micron thick polymer
layer may be sprayed-on. This layer certainly only provides a medium increase of the
emissivity. However, already thismay significantly increase the thermal emissivity of
mirror-flat metallised surfaces and improve the signal-to-noise ratio in these regions.
We also have made experiments with pure liquids like oil and glycerin and even with
magnetic liquids. However, it turned out that with all these liquids, at least in the mid
IR range (3–5µm), a layer thickness well above 10µmwould be necessary to attain
a sufficient IR emissivity.

For commercial IR-absorbers colloidal metals are often used, which are prepared
by evaporating metals under a low pressure. However, such “silver black” or “gold
black” layers are electrically conducting. In [168], a method of preparing colloidal
bismuth films is described. These films with a thickness of about 10µm show a high
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emissivity above 70% and a low electrical conductivity, which vanishes completely
after some days of storage in air. Here the bismuth material was evaporated from a
tantalum boat at a residual air pressure of 200Pa in a closed box in the evaporation
chamberwith an internal radiation shield. These films are very effective for increasing
and homogenizing the emissivity since they are structureless and homogeneous even
in microscopic regions. Nevertheless, their use has not become popular until now,
maybe because there is no commercial source for producing these films available yet.
Though these films can easily be removed in an ultrasonic water bath, it must also
be considered that, especially for in-circuit testing, any foreign layers at the surface
are generally unwanted in semiconductor device failure analysis.

If macroscopic investigations with a spatial resolution well above 10µm have to
be made on plane samples like solar cells or other wafers, a good way to improve the
IR emissivity is to use a “self-supporting IR emitter film” together with the sample
holder, which will be introduced in Fig. 6.8 in Sect. 6.2. This solution allows one to
increase the emissivity without applying paint to the sample surface. We use a 23µm
thick black polyethylene foil (“rs 40” from www.ratioform.de), which is originally
intended for packaging purposes and shows a transmittance of about 20% in the
wavelength range between 3 and 5µm. As will be shown in Fig. 6.8b in Sect. 6.2,
this film is tightly vacuum-sucked to the sample surface, which also keeps the sample
in position and presses the electrical leads to its top contacts. It should be noted that
this film is most effective for a lock-in frequency of 3Hz and below. For higher
lock-in frequencies the thermal insulation by the plastic film is already so high that it
cannot follow the surface temperature modulation immediately anymore. Hence, the
amplitude signal starts to decay superlinearly with increasing lock-in frequency, and
the signal becomes strongly dependent on the contact properties between solar cell
surface and the film. Another limitation of this foil is that it prevents to contact the
sample by the usual contacting stage using multiple spring-loaded contact pins in a
current rail, see Sect. 6.2. Therefore, for lock-in frequencies of 10Hz and above, we
work without any film at the surface. Also if light has to be irradiated to the sample
(see Sect. 6.2.2) the black plastic film cannot be used. However, it must be used if
thin film cells with metallic top layer are investigated (see Sect. 6.2.2) or if bifacial
cells or cells with dielectric backside passivation are investigated, which show a very
low IR emissivity. If this foil is used on top of metallized surfaces (e.g. thin film
cells with metal contacts, see Fig. 6.47 in Sect. 6.3), its effective thickness doubles.
Therefore here it reduces the emissivity contrast from >90% to <5%.

The influence of the opaque IR emitter film on the appearance of the amplitude
image and the topography one is demonstrated in Fig. 5.6 using a multicrystalline
solar cell. In the lower line (c and d) the cell was covered with a transparent polyester
film to keep it in position. With the IR emitter film (a and b) the contact leads and
the edges of the sample can only be identified by some residual reflections on these
edges in the topography image. Without this film the topography clearly shows the
grid lines as well as the crystal structure of the material owing to the texture of the
surface. Also the amplitude image of the lock-in thermography investigation (which
is shown in exactly the same scaling as with the IR emitter) shows the grid lines
as dark lines owing to their emissivity contrast. However, the amplitude signal is

www.ratioform.de
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Fig. 5.6 Solar cell investigated with and without a “self-supporting IR emitter film”. a ampli-
tude image with IR emitter, b topography with IR emitter, c amplitude image without IR emitter,
d topography without IR emitter

generally somewhat lower than with IR emitter, and especially the shunts below the
grid lines appear clearly weaker without the IR emitter. Therefore, on large plane
samples it is generally better to work with the IR emitter film if the contacting can
be managed.

The alternative to the covering of the surface is the software-based compensation
of the emissivity contrast after the lock-in thermography measurement. Note that the
IR emissivity of even metallized surfaces is usually not zero but of the order of ε =
10%. Therefore, metallized surfaces usually appear dark in the topography image,
but they still carry their temperature information. The basic idea of the software-based
emissivity correction is to use the topography image to construct an image of the local
emissivity ε(x, y) and to correct the thermograms after the measurement using this
emissivitymap.The number of photons emitted fromeachpixel of a sample is the sum
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of the thermally emitted photons (containing the local emissivity ε as a factor) and
the reflected photons emitted from the surrounding. The number of emitted photons
may be calculated by integrating Planck’s formula across the sensitivity range of
the camera, regarding ε(λ) and the wavelength-dependent sensitivity of the camera.
However, within a limited temperature range of about 10K this signal can be well
approximated to depend linearly on T . Within this limited temperature range, the
surface reflectivity may be assumed to be T-independent. Hence, if one thermogram
of the (unpowered) sample is taken at ambient temperature T amb and another one
with the sample thermostatted at a higher temperature T amb + �T , these two signals
will differ only by the increased number of emitted photons:

S�T (x, y) = Samb(x, y) + ε(x, y)�T (5.1)

Here ε(x, y) is the emissivity image and S is the camera reading in units of (m)K,
referring to a black body. Thus, the emissivity image may be calculated as:

ε(x, y) = c

�T

[
S�T (x, y) − Samb(x, y)

]
(5.2)

If then the sample is allowed to cool down to ambient temperature and is powered
by applying a bias, the emissivity-corrected (true) surface temperature distribution
T (x, y) is calculated from the measured signal S(x, y) as:

T (x, y) = T amb + c

ε(x, y)

[
S(x, y) − Samb(x, y)

]
(5.3)

= T amb + �T
S(x, y) − Samb(x, y)

S�T (x, y) − Samb(x, y)

This is the basis of any quantitative steady-state thermography on objects with
unknown and/or inhomogeneous surface properties, if only small temperature
changes are regarded. If the emissivity measurement and the powered device mea-
surement are made with the same camera settings (e.g. one after the other), the lower
part of (5.3) even holds true if the blackbody calibration of the camera was not exact
(e.g. done with the heel of the hand, see Sect. 2.1). Once the emissivity map ε(x, y) is
obtained with the unpowered device by using (5.2) or any other means, the first part
of (5.3) allows one to display the so-called “true temperature” image of the sample,
which is emissivity-corrected. In fact, (5.3) even holds if c is not constant across the
whole image, hence if the internal 2-point correction of the camera is not correctly
adjusted, or if even uncorrected (raw) data would be used (see Sect. 2.1). In principle,
the described procedure corresponds to a pixel-by-pixel 2-point scaling procedure
of the camera with the object taken instead of a black body. Hence, if the camera
system used for lock-in thermography allows to perform the 2-point calibration pro-
cedure, and if the sample temperature can be adjusted, this calibration procedure just
has to be performed with the sample instead of a black body. Then the IR-image is
automatically emissivity-corrected, hence it shows the true temperature. Of course,
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this “true temperature imaging” only works correctly if the image position for both
the calibration measurements and the actual measurement of the powered device are
exactly the same. Especially for microscopic investigations it has to be ensured that
the sample position does not shift by more than a small fraction of one pixel size
due to thermal image drift. Any lateral image drift leads to strong spurious signals
especially at sharp boundaries between regions of different emissivities.

Once the emissivity image is known, any single-phase (complex) or amplitudeLIT
image can be locally emissivity-corrected by dividing the data by ε(x, y). Figure5.7
shows the comparison between an uncorrected and a locally emissivity-corrected
−90◦ DLIT image of a 156 × 156mm2 sized bare silicon solar cell, which is con-
tacted by a usual contacting stage containing multi spring-loaded contact pins in two
current rails above the busbars, see Sect. 6.2. In the positions of the busbars the LIT
signal is zero, since the current rails are shadowing the radiation there. Outside of
the busbars, in the uncorrected image (a) the gridlines are visible as dark lines due
to their reduced emissivity. In the emissivity-corrected image (b) these lines have
completely disappeared. This proves that, if local emissivity correction is applied,
quantitatively useful LIT experiments can also be performed below thin metalliza-
tion layers as these gridlines are. Note that, for the lock-in frequency of 10Hz used
here, the thermal diffusion length in the metal paste is in the order of 2mm, but
the gridlines have a thickness of only 10−20µm. Hence, the thermal waves easily
penetrate these thin metallization layers.

In somecases the two-point correction cannot be performedby the user, or the sam-
ple can be heated up but the exact sample temperature is unknown. Then for enabling
quantitative lock-in thermography on solar cells, a “relative emissivity correction”
procedure can be applied, which has been proposed by Kasemann et al. [169]. This
procedure is based on the fact that (5.2) holds both for the local emissivity ε(x, y)

(a) (b)

2 cm

Fig. 5.7 a Uncorrected and b locally emissivity-corrected −90◦ image of a bare silicon solar cell
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and for the average emissivity of the whole imaged region εwhole. Then the ratio of
both, describing the relative emissivity variations over the sample surface, is:

ε (x, y)

εwhole
= S�T (x, y) − Samb (x, y)

(
S�T − Samb

)
whole

= S�T (x, y) − Samb (x ,y)

S�T
whole − Samb

whole

. (5.4)

Here, as in Sect. 4.5.1, the index “whole” stands for the average across the whole
area. This equation holds independent on the temperature difference�T used for the
calibration measurement. For obtaining a sufficient signal-to-noise ratio, �T should
be at least several K [169]. If the ratio (5.4) is used in (5.3) instead of ε(x, y), the
emissivity contrast is indeed removed, but the “true” temperatures are measured too
high since the mean value of (5.4) is 1, but ε(x, y) is always smaller than 1. However,
this uncertainty can be removed for lock-in thermography, as will be shown below.
For lock-in thermography, any steady-state signal contribution cancels out, and the
two primary signals T 0◦

(x, y) and T−90◦
(x, y) only have to be divided by ε(x, y):

T 0◦
corr(x, y) = T 0◦

meas(x, y)

ε(x, y)
(5.5)

T−90◦
corr (x, y) = T−90◦

meas (x, y)

ε(x, y)

The relative emissivity correction using (5.4) is very valuable for the quantitative
interpretation of lock-in thermograms of solar cells (see Sect. 4.5), if their emissivity
is not homogenized by a black surface layer. If in (4.33) all lock-in thermography
signals are divided by ε(x, y), which can be replaced by εwhole (ε(x, y)/εwhole), (4.33)
can be re-written as [169]:

p (x, y) = S−90◦
(x, y)

(
S−90◦

ε(x,y)/εwhole

)

whole

εwhole

ε (x, y)

Pwhole
Awhole

. (5.6)

Since the absolute value of the emissivity influences both the local lock-in ther-
mography signal and the signal averaged across the whole area, the absolute value
of ε is not needed in (5.6), and it is sufficient to use the relative emissivity change
(5.4), which is easier to measure. In this way, quantitatively correct lock-in thermog-
raphy investigations can also be performed on bare devices like solar cells showing
a distinct emissivity contrast.

Thermostatting the sample takes time and is not always possible. It would be
much easier if the emissivity correction could also be performed with a sample kept
at room temperature. Indeed, under certain favourable conditions this is possible. The
procedure of obtaining ε(x, y)may essentially be simplified if the reflected radiation
can be neglected. This is the case if the surrounding of the sample is at a considerably
lower temperature than the sample itself, which can be realized most simply by
heating up the sample by at least 10K above room temperature. Alternatively, the
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influence of reflected light can also be minimized by placing the sample in a hollow
enclosure, which contains a hole for the camera to look through and is internally
black painted and cooled well below sample temperature. For investigating ICs with
a microscope IR objective by using a cooled camera even at room temperature the
reflected radiation can usually be neglected. This is because then the object is very
close to the objective, hence the reflected light mainly comes from the cold interior
of the camera itself. One can say that in this case the black spot of the “Narcissus
effect” (see Sect. 2.1) covers the whole area.

If the reflected light can be neglected, the topography signal Stopo(x, y) of the
unpowered object, which is always measured and stored before a lock-in thermog-
raphy measurement, can be written as:

Stopo(x, y) = S0 + ε(x, y)Sem (5.7)

Here, S0 is the camera signal offset value, which appears without receiving any
photons, and Sem is the signal part, resulting from the emission of photons at this
temperature. Equation (5.7) comes from the fact that we assume a linear dependence
of the camera reading on temperature here, which actually is super-linear. Therefore,
even if the object would be at 0 K, the camera reading is at S0. For a black body,
Sem = Stopoblack − S0 would hold, with (5.7) leading to:

ε(x, y) = Stopo(x, y) − S0

Stopoblack − S0
(5.8)

The two parameters S0 and Stopoblack may be obtained either empirically by minimiz-
ing the emissivity contrast of a lock-in thermography result, regarding that S0 has to
be below the lowest and Stopoblack above the highest pixel value of S

topo(x, y). Alterna-
tively, both values can be directly measured by exposing the camera to a sufficiently
cool object and a black body at sample temperature. The simplest realization of a cool
object is to show the camera its own “cool eye” in a goodmetallicmirror. Once S0 and
Stopoblack are established and the emissivity map has been calculated from the unpowered
topography image Stopo(x, y) according to (5.8), the “true temperature” map of the
powered device can be calculated from the measured signal S(x, y) according to:

T (x, y) = S0 + S (x, y) − S0
ε (x, y)

. (5.9)

It should be noted that, if the emissivity map is obtained according to (5.8), the
unpowered “true temperature” image according to (5.9) looks always homogeneous
(no emissivity contrast), independent on whether S0 has been chosen correctly or
not. However, if S0 has an incorrect value, in the “true temperature” image of the
powered device some emissivity contrast reappears, which vanishes if S0 is correctly
chosen. On the other hand, if lock-in thermography measurements are corrected
according to (5.5), the emissivity contrast only vanishes if S0 is correctly chosen.
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So, in a lock-in thermography system, the easiest way to obtain S0 is not to measure
it but to vary it interactively until in any lock-in thermography result the emissivity
contrast vanishes.

All previous considerations are valid only in a limited temperature range of less
than 10K,where an essentially linear dependence of the camera signal on temperature
can be expected. Over a larger temperature range, however, the intensity of emitted
IR radiation depends super-linearly on temperature, see (2.1) in Sect. 2.2. Then non-
linear camera calibration has to be used, which is incorporated in most modern IR
cameras. Then a given (homogeneous) emissivity has to be assumed. If the emissivity
is inhomogeneous but temperature-independent, it can be measured as for (5.2) and
(5.8).However, in contrast to (5.3), here the emissivity correction for true temperature
imaging has to be applied not to the temperature reading of the camera but rather
to its raw signal, since only this one depends linearly on the emissivity. Then from
the emissivity-corrected raw image the true temperature image can be calculated by
using the non-linear scaling procedure of the camera calibrated for a black body.

Finally, if lock-in thermography with two-channel correlation is applied, the dis-
turbing emissivity contrast is not present if the results are displayed as the phase
image, which is inherently emissivity-corrected. However, as it has been outlined
in Sect. 5.1, the phase image only qualitatively displays the local dissipated power
distribution. For isolated local heat sources, the phase image is independent on the
magnitude of the dissipated power. Therefore the phase image displays the dissipated
power distribution with a kind of “dynamic compression”. This property also can be
taken as an advantage, since it allows to display weak heat sources adjacent to strong
sources with a similar brightness. If only microscopic regions have to be imaged,
as it is the case in thermal failure analysis of integrated circuits, also the 0◦/−90◦
image can be displayed, which is also inherently emissivity-corrected. As it has been
explained in Sect. 5.1, this signal preserves the information of the magnitude of local
power sources, at least within a small microscopic region being small against the
thermal diffusion length. This is the reason why the 0◦/−90◦ signal can also be
mathematically deconvoluted for removing the thermal blurr and obtaining the true
lateral dissipated heat distribution in microscopic region (see Sect. 4.5.2).

To summarize this section, the emissivity contrast can be removedby the following
measures:

• Covering the surface with a thin layer of high emissivity, like graphite spray (con-
ducting!), stove paint, aquarelle paint, dedicated thermographic paint [167], or
colloidal bismuth.

• Sucking on a thin black plastic foil (best for DC imaging or lock-in thermography
of solar cells at low frequencies).

• Thermostatting the sample, measuring the local emissivity, and correcting all
results correspondingly.

• Thermostatting the sample and performing the 2-point correction of the IR camera
with the unpowered sample at two temperatures.

• Thermostatting the sample and performing the relative emissivity correction (for
correcting lock-in thermography results).
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• If reflected light can be neglected (sample at elevated temperature, cooled environ-
ment, or microscopic sample under microscope objective), emissivity correction
by using the topography image of the unpowered device at room temperature.

• Display of the phase image (only qualitative measure of the power distribution)
or the 0◦/ − 90◦ image (quantitative in regions being small against the thermal
diffusion length).

5.4 Influence of the Peltier Effect

It was already mentioned in Sect. 2.8 that several different heat dissipation and trans-
port mechanisms may be active in an electronic device, which all may contribute
to a local temperature change detected by lock-in thermography. These are resis-
tive (Joule type) heat generation, heat generated by non-radiative minority carrier
recombination, Peltier-type heating and cooling, and thermalization of hot carriers
after optical generation.

In this section, we will focus on the physical understanding of the Peltier effect
both at ohmic contacts and at the p-n junction. In most textbooks, the Peltier effect
is described only for a loop made by two dissimilar metal wires A and B switched in
sequence A-B-A in conjunction with the Seebeck effect. If a temperature difference
�T is established between contacts A-B and B-A, a thermovoltage appears between
the two open ends A-A, which is the Seebeck effect. Thus, the Seebeck coefficient
Σ has the unit V/K. On the other hand, if a current I flows through this circuit under
isothermal conditions, e.g. at junction A to B heating occurs and at junction B to
A cooling power, depending on the two materials. Reversing the current direction
exchanges the heating and cooling sites. Thus, the Peltier coefficient Π has the
unit W/A = V. It can generally be shown that for any temperature T and for any
combination of materials Σ = Π/T holds, which is known as one of Kelvin’s laws.

By the pure Peltier effect (i.e. under isothermal conditions) heat is only transported
but not generated. Both the Peltier heating and cooling powers have the same magni-
tude, and the Peltier process itself does not consume any energy. Only if, due to the
Peltier effect, a temperature difference between both contacts is established, which
is connected with a Seebeck effect, and the current flows against the thermovoltage,
electric energy is consumed by the device. Also the inevitably involved Joule heating
in the device consumes electric energy. Both the Seebeck and the Peltier coefficients
can be defined also for a single material [51]. In the following section, we will focus
only on the Peltier effect andwill try to explain its physical nature in somemore detail
for metals, metal-semiconductor contacts, and also for p-n junctions. Understanding
the following paragraphs requires basic knowledge in semiconductor physics.

The Peltier effect can be explained either by using thermodynamic potentials or
based on semiconductor physics of quantum particles (electrons and holes). Here,
we will use the particle description since it appears to us to be more comprehensible.
In the following we will often mention electrons as charge carriers, but the whole
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discussion can also be performed for holes. We also will restrict ourselves to 1-
dimensional current and heat flows and isotropic materials, hence we will consider
the Peltier coefficients and the conductivity as scalars.

ThePeltier coefficient of amaterial is ameasure of howmuch energy is transported
by its charge carriers if a current flows [51]. This energy is a “latent” heat energy,
which is transported by a medium (carriers) at constant temperature. This can be
seen in analogy to thermodynamic phase transitions. So the Peltier coefficient Π

can also be described as “heat per amount of transported charge”, having the units
J/C = Ws/As = V. As it will be shown later, this energy can have contributions
of potential energy and of kinetic energy. In any material the energy-dependent
equilibrium electron concentration is given by the product of the density of states
and the Fermi distribution function, which shows an occupation probability of 1/2
at the Fermi level. In metals the Fermi level is lying within a band. Since electrons
are Fermi particles, they need empty states for movement, so that they cannot move
in energy positions well below the Fermi level where the band is totally occupied.
Therefore the current transport inmetals occursmainly by electrons having an energy
close to the Fermi level. However, depending on the shape of the band and on the
scattering mechanism, the mean energy of the carriers participating on transport may
slightly deviate from the position of the Fermi level. For example, if the density of
states increases with increasing energy, there are more carriers with higher energy
available for the transport, hence here the mean energy of the transporting carriers
is slightly above the Fermi level. The scattering process determines the mean free
path of the carriers depending on their kinetic energy, which also may increase the
mean energy of the carriers contributing to current transport. Since these two effects
lead to only small deviations between the Fermi level and the mean free energy of
carriers contributing to charge transport in metals, the differential Peltier coefficients
for combinations of metals are small, typically in the order of some mV.

This changes if ohmic contacts between metals and semiconductors are consid-
ered. In a non-degenerated semiconductor, the Fermi level is lying in the gap where
no allowed electron states exist. For entering the band of a semiconductor from a
metal, the carriers have to gain an amount of potential energy which equals the
Fermi energy ξ of the semiconductor. In addition, as it had been already mentioned
in Sect. 2.8, the carriers in the bands carry a certain mean energy. It can be found
in [51] how this energy can be calculated both for the case of non-degeneracy and
degeneracy. The expected Peltier coefficient between a metal and a semiconductor is
Π = ±(ξ + ε)/e [51]. The sign of the Peltier coefficient depends on the conductivity
type; it is positive for holes and negative for electrons, and its magnitude strongly
depends on the doping concentration via ξ . Here ε is the mean energy of conducting
carriers in a band relative to the band edge. In the case of non-degeneracy ε can be
viewed as the mean kinetic energy of the carriers, which depends on the dominant
scattering mechanism and is for silicon at room temperature ε = (r + 5/2)kT . The
temperature dependence of the scattering process is given by the scattering param-
eter r , which for silicon at room temperature is about −0.5 [170]. In the case of
degeneracy ξ becomes negative and ε is a function of ξ and r [51].
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Another contribution to Peltier-type heat transport in semiconductors needs to
be taken into account in addition to the potential and kinetic heat of the electrons.
Consider a directedflowof electrons in a high-quality crystal at low temperatures. The
electrons are scattered by lattice vibrations. Therefore, in steady-state conduction, a
certain amount of energy is conducted through a directed flow of phonons parallel to
the electron flow and in equilibrium with it. At a metal contact, the directed phonon
flow comes to a sudden stop and the latent heat carried by them is absorbed by the
lattice.

This effect known as “phonon drag” [51] always increases the amount of latent
heat conducted together with the electronic transport, and can thus be added to the
kinetic energy portion ε of the electrons (the same holds for holes).

Although phonon drag is a low temperature effect, it still amounts for some
30−40% of the overall Peltier coefficient ξ + ε of moderately doped silicon
(1016 cm−3) [170–172]. It depends critically on crystal quality and on geometry
and is therefore hard to predict for a given experiment.

Note that here, in contrast to [51], the Fermi energy ξ is counted positively in
the case of non-degeneracy and negatively in the case of degeneracy. The Peltier
effect at the contacts was described in Fig. 2.15 in Sect. 2.8 by the inclined double
arrows labelled pBM and pME. Note that, in reality an ohmic contact never is a
simple energy step as sketched in Fig. 2.15. Since there are inevitable energy barriers
at the semiconductor interface, only a highly doped semiconductor at the interface
enables the formation of low-ohmic contacts, since only in this case the barrier is low
enough to be overcome or small enough to be tunneled through by the carriers [173].
Fortunately, the amount of the differential Peltier effect at the metal-semiconductor
interface does not depend on the microscopic structure of this interface but only on
the homogeneous Peltier coefficients of the materials that are left and right of this
interface, where the charge is transported away. Only the contact resistance, which
governs the resistive loss at the interface, depends on this microscopic structure.

It hadbeen alreadymentioned inSect. 2.8 that the current flowacross a p-n junction
also implies a Peltier effect. While the Peltier effect at metal contacts or at the ohmic
contact between a metal and a semiconductor is a majority carrier process, which
changes sign if the applied bias is reversed, the Peltier effect at a p-n junction is a
minority carrier effect. This phenomenon is known as bias-dependent Peltier effect,
bipolar Peltier effect, or internal cooling effect [174]. The additional potential energy
of the minority carriers is given by the bias-dependent barrier height at the junction.
According to Fig. 2.13, the “thermalization” of photo-generated electrons crossing
the p-n junction from the p- to the n-side generates a Peltier heat of p+

pn (2.38). In
the same way, the dark forward current generates a Peltier cooling of p−

pn (2.39).
While the effect of Peltier heating can easily be understood by imaging electrons
as particles in a gravitation field, which loose their potential energy, it is harder to
imagine why the electrons “climb up the hill” (since they move against the electric
field) by becoming cooler. This can only be understood by considering the fact that
charge is not only conducted by carriers close to the band edge, as it is drawn in most
figures and also in Fig. 2.13, but also by hot carriers deep in the band,which exist there
also in equilibrium due to the “Maxwell–Boltzmann tail” of the Fermi distribution.
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This fact was nicely explained in Fig. 1.2 in [54]. Only those “hot” electrons in the
n-material having a kinetic energy above the barrier height are able to flow into the
p-material. This process is also known as “thermionic emission”. Since the carriers
are slowed down by the electric field, they arrive at the p-side with a correspondingly
lower kinetic energy without having generated any heat. However, by the drain of the
highest energy electrons in the n-material, the electron temperature in this material
reduces, which instantly couples to the lattice temperature. This is the Peltier cooling
power at the p-n junction p−

pn.
It is sometimes hard to imagine that also at a p-n junction Peltier heating and

Peltier cooling have the same amount. If electrons are injected from the n- to the
p-side at an applied forward bias V in the dark, they generate a certain Peltier cool-
ing, as described. Also at the contacts only Peltier cooling occurs. So where is the
corresponding Peltier heating which should balance this cooling? It is contained in
the recombination heat. Indeed, as (2.45) shows, for the device as a whole the sum
of all Peltier contributions is zero and the only dissipated heat is the product of the
flowing current and the applied bias. Since the only heating effect considered in this
model is recombination heat, the recombination energy has to be split into two parts.
This is one irreversible part, which is e × V per electron, and one reversible part,
which is the sum of all contributing Peltier effects. If the recombination should be
purely radiative, also the light absorber is part of the whole thermodynamic ensem-
ble. Then the heat is dissipated at the absorber, and in the p-n junction (which is then
an LED) only Peltier cooling occurs. This effect is known as “optical refrigeration”
[175].

The Peltier effect in an illuminated solar cell is also an interesting consideration.
Let us assume a cell under short circuit (having zero dark current) under illumina-
tion. Then, according to our explanation, both at the contacts and the p-n junction
only Peltier heat is generated, so where is the corresponding Peltier cooling? It can
be thought to be generated in an LED at the same temperature illuminating the
considered cell. Indeed, the splitting of the photon energy into a reversible and an
irreversible contribution is physically related to the Shockley–Queisser model of the
maximum possible conversion efficiency of solar cells [176], which also depends on
the bias, hence on the illumination intensity: The irreversible fraction of the photon
energy is the one that can be converted into electric energy at maximum.

These considerations have the implication that, in the presence of minority car-
riers, the Peltier coefficient of the semiconductor has to be split into an electron-
and a hole-contribution, from which the minority carrier contribution is no material
constant anymore but is dependent on the position in the device and on the applied
bias [174]. Without going into any more details, the implications of this behavior for
the interpretation of lock-in thermography measurements will be presented here. It
was already mentioned in Sect. 2.8 that none of the Peltier effects can be observed
in the dark for vertical current flow, i.e. that all Peltier effects and the non-radiative
recombination appear in one and the same position viewed by the IR camera. In
this case the heat generation occurs in analogy to Joule heat generation, which is
the base of all approaches for quantitative interpretation of lock-in thermography
presented in Sect. 4.5. According to (2.45) in Sect. 2.8, which holds under forward
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bias without illumination, all three Peltier terms p−
pn (at the p-n junction), pME (at the

emitter contact) and pBM (at the base contact) are negative (cooling), and the only
heat source is recombination. The pure recombination heat ((2.40) plus (2.41), times
cell area) is P = I × Eg/e (plus the kinetic energy terms), which is much more than
the value P = I × V expected from the energy conservation law. So we can say
that the Peltier effect “carries additional heat to the recombination sites”, which is
consistent with the interpretation of the Peltier coefficient as a measure of how much
energy is transported by carriers.

It depends on the sample geometry how much of this effect can be observed
separately by lock-in thermography. The bipolar Peltier effect at the p-n junction,
for example, could be observed separately if, in a long-length diode, the IR camera
is observing the p-n junction from the side. Then, since the minority carriers are
recombining in a certain lateral distance from the p-n junction, depending on their
diffusion length, the local Peltier cooling at the junction could be observed sepa-
rately by performing DLIT at this device. If then a strong recombination center was
placed between the p-n junction and the base contact, which dominates the whole
recombination in this device, the recombination heat on this site would contain all
three Peltier heat contributions: the bipolar one from the minority carriers from the
junction and the two unipolar ones from both contacts.

In solar cells the p-n junction is lying in the image plane and the minority carri-
ers are moving essentially vertically, therefore recombination and current injection
appear here at the same sites. In this case, any lateral current is a majority carrier cur-
rent. Then only the unipolar Peltier effects at the contacts can be observed separately
at local contacts, and the recombination heat only contains the additional Peltier
heat from the contacts. Since the top contact of all solar cells is formed as a grid, in
the emitter always a lateral current flows, hence under dark forward current the grid
lines should show local Peltier cooling and under reverse current (photocurrent) local
Peltier heating. It will be shown later in this section that this is indeed the case, but the
effect is small, since the emitter doping concentration is very high. The Peltier coef-
ficient at the grid contacts is only about 70mV, which is small when compared to a
typical applied bias. At the base contact the Peltier coefficient is about 350mV,which
is much more pronounced. However, in most present silicon solar cells the base con-
tact covers the whole area and is very low-ohmic. So horizontal electric fields in the
base region cannot establish, hence the base current is flowing essentially vertically.
Therefore, if the current is fed into the cell through a homogeneous p-contact, no
Peltier effects from the base contact can be observed separately and all techniques for
quantitative evaluation of lock-in thermography should work correctly. This changes
if we have a local base contact, like a grid contact for double-sided cells or an array
of point contacts. Here for forward currents, the grid contacts should become cool
and the recombination sites should show a correspondingly higher power generation.
The latter effect was already mentioned by Kaes et al. [15] who have observed that
local recombination sites show a higher lock-in thermography signal under pulsed
illumination, leading to a certain pulsed open circuit voltage, than by application
of the same pulsed bias in the dark. They have attributed this effect to the missing
Peltier effect of the back side at these sites, hence they have assumed lateral majority
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carrier (hole) transport to the recombination sites in the base. Also a certain amount
of lateral minority carrier diffusion to the recombination sites might contribute to
this effect. As one example in Sect. 6.3 will show, the Peltier effect is especially
pronounced in thin-film CSG (Crystalline Silicon on Glass, [177]) solar cells, since
there all contacts are local and the unipolar Peltier effects from both contacts are
clearly visible.

Since lock-in thermography may detect very tiny temperature modulations it is
especially qualified to detect Peltier effects. Indeed, Grauby et al. [36] have investi-
gated a resistive network consisting ofmetal lines and polycrystalline silicon conduc-
tor stripes. They have uniquely observed the Peltier effect at the junctions between
the metal lines and the poly-Si stripes. However, contrary to our approach of lock-in
thermography, they have used a symmetric harmonic signal for loading their struc-
ture. Here, the Joule heating has a sin2-shape, hence the Joule heating oscillates
with double the driving frequency, whereas Peltier heating and cooling occur syn-
chronously with the driving frequency. This allowed them to clearly separate these
two effects by synchronizing the lock-in detection to these two different frequen-
cies. As mentioned above, Peltier heating increases linearly with the driving current,
but the Joule one increases to the quadratical power, which was also experimentally
verified. Unfortunately, the lock-in thermography systems described in this book,
specialized to investigate electronic devices, are neither intended to provide a sym-
metric and harmonic driving signal nor to enable a detection at double the driving
frequency. Instead, they provide an asymmetric squarewave driving signal and detect
only at the basic harmonic of this signal. Hence, the question arises how it is possible
using the systems described here to detect Peltier signals and to distinguish them
uniquely from signals caused by Joule type heat dissipation.

This problem can easily be solved by making two separate lock-in measurements
of the sample applying the same bias in both polarities [172]. Joule heating does not
depend on the polarity, but Peltier heating and cooling just change their signs for
different polarities. In order to distinguish heating from cooling, the polarity of the
detected signal has to be detected. Therefore, as the result of the lock-inmeasurement
a fixed phase signal has to be used instead of the amplitude one. The optimum phase,
whichmost clearly allows one to distinguish heating from cooling for any heat source
geometry, is the one which gives a maximum signal for a homogeneous heat source
and shows a minimum overshoot for point sources. According to the considerations
in Chap.3 this is the −90◦ signal for thermally thin samples, and the −45◦ one for
thermally thick ones. The problem is that in each of the two measurements (forward
and reverse bias) in one and the same position the signals of Joule heating and Peltier
heating/cooling may superimpose. Thus, the trick to separate both components is to
calculate the sum and the difference of the fixed phase images for both polarities! In
the difference-image, the Joule component should cancel, and in the sum-image the
same happens with the Peltier one. Hence, the difference-image displays the Peltier
signal separately, and the sum-image does the same with the Joule one. While the
Joule image should be positive everywhere, in the Peltier image a positive signal
corresponds to Peltier heating, and a negative one to Peltier cooling. Altogether,
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Fig. 5.8 Current flow between two contact grid lines of a silicon solar cell. a: Schematic drawing,
SA,B and CA,B are “sense” and “current” leads for contacts A and B, respectively. The p–n junction
of the cell is reverse biased using SR. b:−90◦ thermograms, S+: positive at contact A, S−: negative
at contact A; SP: Peltier signal; SJ: Joule signal

both Peltier components should have the same total amount and should average out
across the whole sample area.

This is demonstrated in Fig. 5.8, showing different −90◦ lock-in thermography
images of a piece of a silicon solar cell. The n+-doped emitter layer of this cell
is contacted by silver grid lines having a separation of about 2.5mm. In normal
operation of the cell, all these grid lines are connected together by the bus bars. In
this small piece of a solar cell, however, the grid lines are electrically separated from
each other. For demonstrating the Peltier effect, the pulsed voltage was applied here
between two grid lines. The base voltage was chosen such that the p-n junction was
under reverse bias everywhere. Then the current flows from one grid line through
the ohmic contact into the emitter layer and leaves this layer through the ohmic
contact to the other grid line, as sketched in (a). For reducing the emissivity contrast,
the surface of this device was covered by a thin layer of black paint. Figure5.8b,
shows the lock-in thermograms of this device under 0.6V bias applied under both
polarities (“+” at the upper and “+” at the lower contact). The main heat is generated
in this device by Joule heating in the emitter layer between both contact stripes.
This heat is independent of polarity. However, the signals at the two contacts are
slightly different and depend on polarity. This becomes more obvious if the Peltier
and the Joule component are displayed separately by subtracting the images for
both polarities and adding them (both divided by 2 for obtaining the same scaling
limits). Indeed, the average value of the pure Peltier signal across the whole device is
zero, and the Peltier signal appears only at the contacts. There is no increased Joule
signal at the contacts, hence here the contact resistance is negligible compared to the
sheet resistance of the emitter layer. Since the amount of Joule heat is well known
here by knowing the applied bias and the flowing current, also the Peltier effect
can be quantified from the data in Fig. 5.8 by applying the proportionality method
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(see Sect. 4.5.1). It turns out that in this device the Peltier coefficient of the emitter
has a magnitude of −70mV. This value corresponds well both to measured values
from the literature [171] and to the theoretically expected value [51] for an effective
emitter electron concentration of about n = 1 × 1020 cm−3. A similar investigation
of the base of a typical solar cell yielded a Peltier coefficient of about +350mV,
which also corresponds well to literature values for a base doping concentration of
p approximately 1016 cm−3. In contrast to the value for the emitter, this value for
the base is significantly affected by phonon drag (approximately 30% of the Peltier
coefficient). For detailed information on the measurement and interpretation of the
results cf. [172]. Hence, lock-in thermography provides effective means to measure
the Peltier coefficient quantitatively in simple devices like solar cells having spatially
separated ohmic contacts.

It had been mentioned already at the end of Sect. 2.8 that, if the current flows
strictly vertically through a device, it is not possible to image the Peltier effect at the
contacts separately, since it always superimposes with other heat sources. As Fig. 5.8
shows, such a separate imaging is possible if the contacts are local and the current
spreads laterally. Also the result shown in Fig. 6.27a, which was originally attributed
to Joule heat, is caused mainly by the Peltier effect. It will be shown in Sect. 6.3 that
lock-in thermograms of thin film polycrystalline silicon solar cells are considerably
affected by Peltier warming and cooling. Hence, these lock-in thermograms can only
be interpreted correctly by considering also the Peltier effect.



Chapter 6
Typical Applications

Some applications of Lock-in Thermography for the investigation of a thermally
thin sample (solar cell) and a thermally thick one (IC) were already presented in
the examples given in Chap.5. In the following section we will present some more
applications, showing the universal applicability of this technique to different fields
of functional diagnostics of electronic components. Here we have concentrated our-
selves to the most prominent application fields of lock-in thermography in electronic
device testing, which are failure analysis in integrated circuits and testing of solar
cells, modules, and materials. As a very recent new application, in Sect. 6.4 appli-
cation of LIT for investigating spin caloritronics effects will be introduced. At the
beginning of each section, the physical problem to be solved will briefly be intro-
duced. Of course, also this can only be a small survey of the possibilities of lock-in
thermography in this field. Not considered here will be e.g. the application to the
fields of non-destructive testing (NDT, see [2]) and of biology and medicine (see,
e.g., [178]). In Sect. 6.1 some more investigations of integrated circuits (ICs) will be
described, since this is already today one of the most promising applications of lock-
in thermography. Especially, we will present the application of a solid immersion
lens (SIL), and an application of a more sophisticated triggering mode of imag-
ing sites of a definite logical response of an IC, which was mentioned in Sect. 2.3.
Moreover, we present an example of a lock-in thermography investigation from the
back-side on an encapsulated chip “through the die”. Another example shows how
lock-in thermography may detect sub-surface shorts in the mold compound of a
device. In Sect. 6.1.1, after introducing the basic theory of thermal 3D analysis, the
frequency dependence of the detected phase is used to determine in a multi-chip
device in which depth the detected fault is lying. In Sect. 6.2 some more examples
of solar cell investigations will follow. Depending on whether or not the sample is
irradiated during these investigations by light, these investigations are divided into
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dark lock-in thermography (DLIT, Sect. 6.2.1) and illuminated lock-in thermogra-
phy investigations (ILIT, Sect. 6.2.2). For both groups of application several special
investigation techniques will be introduced and illustrated. In Sect. 6.3 investigations
on solar modules are reported. It will be shown that the interpretation of lock-in ther-
mograms of single solar cells differs somehow from that of solar modules, which
consists of an electrical serial connection of several solar cells. New developments
in this field are differential ILIT techniques (Sect. 6.2.2.5) and the local analysis of
single solar cells in modules (Sect. 6.3.1). Section6.4 introduces the application of
LIT to investigate spin caloritronics effects. Finally, in Sect. 6.5 some applications of
“non-thermal” investigations of carrier density imaging onwafermaterial (CDI/ILM)
are introduced.

6.1 Integrated Circuits

It had been outlined already in Sect. 3.1 that the microscopic thermal inspection of
integrated circuits (ICs) has become an established standard diagnostics tool. Some
kinds of defects like leakage currents, shorts, or latch-ups, are leading to local heat
sources. Finding the position of such a defects (fault) in the chip (called “die”), e.g.
by thermographic methods, is called “fault isolation”, and the identification of the
root-cause of the fault is called “failure analysis”. Also the normal operation of an IC
may lead to a characteristic pattern of (usually weaker) local heat sources across the
die, which may be used to characterize the correct function of the circuit. The most
popular microthermography techniques of IC testing and failure analysis in the past
have been liquid crystal techniques [90], fluorescent microthermal imaging [47] and
IR microthermography [20, 105]. The advantage of the liquid crystal technique is
its ease of operation, whereas its main disadvantage is its limited sensitivity of about
100mK and the necessity to cover the surface with the liquid crystal layer of homo-
geneous thickness. Moreover, this technique requires the exact control of the device
temperature. Fluorescent microthermal imaging (FMI [47]) may reach submicron
spatial resolution and a sensitivity limit down to 10mK, but it also requires that the
surface is covered with a foreign layer. Both techniques cannot be performed from
the back side of a flip-chip “through the die”, which is possible for IR thermography
inspection techniques (see below). The basic limitation of microscopic IR thermog-
raphy is that its optical resolution is limited by the wavelength of the detected light
to the order of 5µm. This limitation can be overcome to a certain degree by using
a solid immersion lens (SIL, see Sect. 3.4), which shifts the spatial resolution limit
close to 1µm.Another serious problem is that the image is stronglymodulated by the
local IR emissivity so that it may be hard to distinguish weak temperature contrasts
from the emissivity contrast (see Sect. 5.3). Therefore, if IR thermography is applied
in the conventional (steady-state) mode, a special emissivity map has to be measured
in addition to the actual thermogram at elevated temperatures in order to correct the
thermograms for the emissivity contrast [105]. This procedure had been discussed
before (see Sect. 5.3). It has to be pointed out that the lateral heat conductivity may
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seriously degrade the spatial resolution of any steady-state thermographic investiga-
tion, especially in silicon devices, which had been discussed already in Sect. 5.2.

If microscopic IR thermography is performed in the steady-state mode, a tem-
perature resolution of the order of 100mK may be obtained [105], which is of the
same order as that of the liquid crystal technique. With this thermal sensitivity only
relatively strong heat sources in ICs can be imaged, like latch-up sites, shorts in the
metallization, or gate oxide breakdown sites. Heat sources from the ordinary opera-
tion of the circuits, however, usually remain invisible in these investigations, unless
a considerable local power of many mW is dissipated. The application of lock-in
thermography greatly improves the sensitivity by 3 orders of magnitude from about
100mK to below 100µK.We have estimated that a local heat source of below 5µW
on the surface of a silicon die is still detectable after a measurement time of 1/2hr by
microscopic lock-in thermography [111]. This improved sensitivity, combined with
the inherently improved lateral resolution of lock-in thermography (see Sects. 5.1
and 5.2), enables a vast number of new applications in thermal IC testing, which
have not been accessible before by thermal methods due to the lack of sensitivity.
Now also weak heat sources, possibly arising during the normal operation of an IC,
may be detected. Another great advantage of lock-in thermography over the steady-
state one is the possibility to display a phase image or an “emissivity corrected 0◦
image” (0◦/−90◦ image, see Sects. 5.1 and 5.3). These two images directly follow
from a single lock-in measurement performed at room temperature without any ther-
mostatting. But contrary to the amplitude image, they are not directly influenced
by the emissivity contrast, only their signal-to-noise ratio is degraded in regions of
low emissivity. The 0◦/−90◦ image may become even numerically deconvoluted to
obtain the local power distribution (see Sect. 4.5.2). In the following, some more
results of microscopic IR lock-in thermography on ICs will be presented.

The thermocamera used for lock-in thermographymay be equipped with different
IR objectives. For example, the ELITE lock-in thermography system of FEI [19]may
be equipped with a wide range of Macro- and Micro-Objectives up to Micro 10×,
corresponding to a pixel size of 1.5µm. It was discussed already in Sect. 3.4 that the
decisive figure ofmerit of an objective used for lock-in thermography is its brilliance,
which is given by its input-NA (numeric aperture) and its f -number. Any IC failure
analysis starts with a low magnification image to see in which region of the die the
dominant local heat sources are. It is one of the advantages of lock-in thermography,
e.g. compared to light emission microscopy, that no defect is too small to be detected
even at a low magnification factor. This is due to the inherent lateral blurring of all
thermal methods, which leads to a remarkable halo of the thermal signal around the
defect. Due to this halo, also very small (point-like) heat sources remain visible at
low magnification factor, if their power is above the detection limit (see Sect. 4.5).
So the first investigation is at low magnification, where the die can be imaged as a
whole. For this investigation, a lower value of the lock-in frequency may be chosen
in order to have a large signal height. Only as the second step the interesting details
should be investigated using the highest magnificationmicroscope objective at a high
lock-in frequency in order to have a good spatial confinement of the heat around local
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240 µm400 µm

(b)(a)

70 µm

(d)(c) 

Fig. 6.1 a Survey image of the whole die (objective 2.5×); b detailed image of the region framed
in a (objective 5×); c detailed image of the region framed in b (objective 5× with SIL); d SEM
image of a cross-section through the fault region (courtesy of IWMH, Halle)

heat sources. Finally, an SIL may be used for detecting the fault position as good as
possible.

This procedure is demonstrated in the investigations shown in Fig. 6.1. Here over-
lay images of the topography image (in grey) with the actual lock-in thermography
images (in colour) are shown. Topography images are single images of the IR camera
which are taken before the lock-in thermography procedure begins. Figure (a) was
taken at a lock-in frequency of 10Hz by using a 2.5× objective which is able to dis-
play the whole die. The point-like power source in the framed region was the fault in
this device. For (b) a 5× objective was used and the lock-in frequency was increased
to 25Hz. Finally, (c) shows the region around the fault imaged at the same frequency
through a silicon solid immersion lens (SIL), which further increased the magnifi-
cation by a factor of 3.5. The localization of the fault allowed a focused ion beam
(FIB) preparation of a cross-section specimen for a scanning electron microscopy
(SEM) investigation, which is shown in (d). This image shows residues of a TiN
barrier layer which were not completely etched away (arrow) and finally lead to a
short (by courtesy of Ch. Schmidt, IWMH, Halle).

The emissivity contrast is especially disturbing whenever spatially extended heat
sources are present in an IC. Figure 6.2 shows the amplitude image of a hall sensor
circuit (a), the corresponding phase image (b), the ε-corrected 0◦-image (0◦/−90◦
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Fig. 6.2 Amplitude image (a), phase image (b), ε-corrected 0◦ image (c); from the region indicated
in b), and power distribution (d), numerically deconvoluted from c, of a hall sensor circuit; supply
voltage pulsed with 22Hz

image, c, detail), and the power distribution (d) numerically deconvoluted from (c).
All details visible in Fig. 6.2 arise during the normal operation of this circuit. The
selected region displayed in (c) and (d) is indicated in (b). The measurement was per-
formed at a lock-in frequency of 22Hz within a few minutes. Similarly to Fig. 5.3 of
Sect. 5.1, here we see that the amplitude image (a) is indeed strongly affected by the
emissivity contrast caused by themetallization. Note that due to the lock-in technique
the steady-state IR image is already perfectly compensated even in the amplitude
image (a). Hence, the bright regions outside the heat source positions, modulated by
the local emissivity contrast, are caused by the inevitable heat conduction-induced
halo of the temperature modulation around the heat sources. This halo is more pro-
nounced for extended heat sources than for point sources, since for extended heat
sources the signal does not diverge in source position (see Chap.4). From the ampli-
tude image (a) it is not possible to judge which of the bright regions are real heat
sources and which are regions of high IR emissivity. In the phase image (b) and the ε-
corrected 0◦ image (c), however, this emissivity contrast is indeed perfectly removed.
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Fig. 6.3 Topography image (a) and fixed phase lock-in thermogram: b and c of an IC with per-
manently applied supply voltage and triggered control input. c is a contrast-enhanced presentation
of b

This is due to the fact that both images rely on the quotient of the 0◦ image and the
−90◦ one, which are both modulated by the local emissivity in the same way. Only
the signal-to-noise ratio is degraded in regions of low IR emissivity. The differences
between the phase image (b) and the ε-corrected 0◦ one (c), discussed in Sect. 5.3,
are clearly revealed also in Fig. 6.2: The phase image shows a stronger halo around
the heat sources, and it displays heat sources of different intensity with comparable
brightness. Depending on the point of view, the latter property may also be consid-
ered an advantage, since it provides a kind of “dynamic compression” visualizing
both weak and strong heat sources in one image. On the other hand, the phase image
can not be deconvoluted. The reason is that in the phase image the contributions of
different heat sources are not linearly superimposing, which at least approximatively
holds for the ε-corrected 0◦ (0◦/−90◦) image. The power distribution (d), which was
obtained from (c) by numeric deconvolution, shows by far the most details of all
images in Fig. 6.2.

In the next example of this section the supply voltage was permanently applied
to the IC, and the lock-in trigger pulse was applied to one of the control inputs of the
circuit (see Sect. 2.3). Under this simplest kind of “sophisticated triggering”, heat
sources permanently existing in the IC, which are not affected by this trigger signal,
do not appear in the lock-in thermogram. Only heat sources reacting on the trigger
signal are detected here. However, theremay be two possibilities: In the “high” period
of the trigger signal a heat source may be either switched on, or off. If the amplitude
signal were displayed here, these two possibilities could not be distinguished from
each other. Therefore, here it is advantageous to display not the amplitude signal
but rather that of a fixed phase position, which has to be selected for an optimum
separation of the two possible signal components. Then complementary acting heat
sources appear as a positive or negative signal, respectively. Alternatively, also the
phase signal could be used to display the different trigger signal-induced heat sources.

The IC shown contained some power transistors in the centre and some control
logic around to drive them. In the fixed phase lock-in thermograms (b) and (c), the
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red colour corresponds to regions of no thermal reaction to the trigger pulse, yellow-
to-white regions correspond to heat sources reacting in-phase to the trigger, and blue-
to-black regions correspond to heat sources inversely reacting to the trigger pulse.
Hence, two complementary reacting heat sources always produce a yellow/blue pair
of dots in the image. While the low-contrast image of Fig. 6.3b only shows the two
complementary-acting driver transistors, in the contrast-enhanced image (c) these
heat sources appear overexposed, but a lot ofweaker heat sources in the logic circuitry
are visualized. Obviously, this whole control circuit has a widely complementary
design, since nearly all appearing heat sources find their complement nearby in the
circuit. Whenever the function of this circuit is disturbed, it becomes clearly visible
in the lock-in thermogram. Knowing the circuit topography, one can even find out
how far away a digital signal passes within the circuit, until it is blocked by a possible
fault.

The next example of this section is to illustrate results of investigating an encap-
sulated circuit, which was mechanically opened from the back side up to the silicon
chip and imaged “through the chip”. Until now, all reported IC investigations have
been performed on originally plastic-encapsulated chips after opening the case from
its front side by hot HNO3-etching. This technique, however, is inapplicable if a chip
is mounted in “flip chip” configuration face-down, as it is usually done e.g. for PC
microprocessors in order to have a more efficient heat dissipation to the heat sink.
Note that in this case liquid crystal investigations as well as fluorescent microthermal
imaging (FMI) are no longer applicable, since the active region of the IC is at the
bottom of the chip. IR imaging “through the chip” is already well-known for steady-
state microthermography [20], but there the above-mentioned limitations regarding
the sensitivity, the effective spatial resolution, and the emissivity contrast have pre-
vented a wider application until now. Also here, lock-in thermography significantly
expands the field of application of this kind of investigation. For the investigations
shown in Fig. 6.4, a plastic-encapsulated 8 Bit microprocessor running at a clock
frequency of 12MHz was used, which was mechanically opened and polished from
the back side and imaged through ≈400µm silicon material. The investigation was
performed by pulsing the supply voltage (5V) with flock−in = 20Hz. During opera-
tion the circuit was connected with the 12MHz clock generator, but no ROM for the
program code was connected. Hence, the processor was imaged in dynamic standby
operation, consuming a supply current of about 8mA. Figure 6.4 shows the topog-
raphy and the phase image of two neighbored regions of the chip. Obviously, the
optical resolution is not seriously degraded in this back side investigation, compared
to an investigation performed from the front side (see, e.g., Fig. 5.3 of Sect. 5.1).
A further improvement of the spatial resolution would be possible by using a solid
immersion lens for backside inspection, see Sect. 3.4. The heat sources visible in
Fig. 6.4b showed a temperature modulation amplitude of up to 10mK, therefore here
a measurement time of only 20s was sufficient to capture this image. The details
in a lower-lying region displayed in (d), on the other hand, showed a temperature
modulation amplitudewhichwas roughly 100 times lower. Nevertheless, after amea-
surement time of 45min and appropriately scaling the phase image, also here some
additional details become visible. However, at this relatively low frequency of 20Hz,
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Fig. 6.4 Topography images (a), (c) and corresponding phase images (b); scaling range
−160◦ . . . 0◦, and (d); scaling range −120◦ . . . − 90◦) of two adjacent positions in a dynamically
operating microprocessor, imaged from the back side “through the chip”

which at the time of this measurement was our highest possible lock-in frequency
for this spatial resolution, the halo of the above-lying strong heat sources is already
seriously disturbing the imaging of the neighbouring weak ones. Hence, in this case
the selection of a higher lock-in frequency by working in the undersampling mode
(see Sect. 2.4) would have been advantageous.

The final example in this section is the investigation of a short lying in the encap-
sulation mould compound (by courtesy of Ch. Schmidt, IWMH, Halle). The device
shown in Fig. 6.5a showed a short between the two contacted pins. Figure 6.5b is an
overlay of the topography (grey) and the lock-in amplitude image (colour), which
roughly shows the position of the short. Since here the short is lying a few millime-
ters below the surface and the mould compound is not transparent to the IR light, the
spatial resolution is very poor. For increasing this resolution, the mould compound in
the interesting region was carefully thinned down until the first bond wires appeared
(c). This device is still fully functional and still contains the short. The overlay image
(d) shows the bond wires as dark lines (due to their low emissivity) and the short
position with a much better spatial resolution (see arrow). Further cross sectioning
and electron microscopy analysis revealed a steel splinter shorting two bond wires
in this position. This root source could probably not have been found if the mold
compound were chemically etched away.
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(b)(a)

(d)(c)

Fig. 6.5 Short in mould compound: a device image, b overlay topography + amplitude image,
c thinned device, d thinned device, overlay topography + amplitude image (courtesy of IWMH,
Halle)

Already these few examples demonstrate the high potential of lock-in thermog-
raphy for failure analysis in microelectronic industry. As it was shown in Sect. 3.2,
meanwhile several vendors are offering lock-in thermography systems specialized
for this type of failure analysis. Since the success rate of lock-in thermography for
finding a fault is very high, this technique is especially suitable for a quick and coarse
fault localization. If the spatial resolution of about 1.5µmprovided by an SIL inspec-
tion is not sufficient for finding the root cause, other fault isolation techniques like
light emission microscopy and laser stimulation techniques may be applied [179].
These laser stimulation techniques, which are today standard failure analysis tech-
niques, are called OBIRCH (Optical Beam-induced Resistance CHange) or TIVA
(Thermally Induced Voltage Analysis), depending on whether the device is oper-
ated at a constant voltage or current. They are measuring the influence of a scanned
focused laser beam in the operation current or voltage of a device, respectively. Since
every leakage current has a certain temperature coefficient, be it negative or positive,
local heating at a leakage site changes this current and leads to an OBIRCH or TIVA
signal.
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Itwasmentioned already inSect. 3.1 here thatOBIRCHandTIVAaredetecting the
same same type of defects as lock-in thermography does, namely resistance-limited
local leakage currents. If a current flows in a low-ohmic conductor line without
any voltage drop, it can be detected neither by OBIRCH or TIVA nor by lock-
in thermography. The method of choice to detect such currents is current imaging
using magnetic field sensors [179]. Also an “open” (break of a line) can detected
neither by OBIRCH or TIVA nor by lock-in thermography. It has been shown by
the parallel application of OBIRCH and lock-in thermography to one and the same
device that most faults can be detected by both techniques [180]. The answer to the
question, which of the two methods shows a higher success rate, depends on the
special parameters of a fault in a device. For example, if a leakage current is very
small (less than a µA) and also the whole device current is only in the µA-range,
this fault is easily detectable by OBIRCH but less easy by lock-in thermography.
On the other hand, if a leakage current of at least some µA is flowing at some V
bias and the whole device draws tens of mA current, this fault is easier to detect by
lock-in thermography than by OBIRCH. It has been shown that, if a weak leakage
current is flowing in close proximity to a large one, the weak one can be detected
only by lock-in thermography but not by OBIRCH [181]. Here the special property
of the phase image was untilized to display weak local heat sources with a similar
brightness as strong ones, see Sect. 5.1. Generally, lock-in thermography is better
suited to get an overview about all local leakage currents in a device than laser
stimulation techniques [180]. Meanwhile, also the sensitivity and the general image
quality of OBIRCH and TIVA have been improved by operating both techniques in
lock-in mode [97, 98]. Until now only single-phase lock-in has been applied here. It
can be expected that two-phase lock-in correlation should also be advantageous for
OBIRCH and TIVA, since only here a phase image can be displayed. As for lock-in
thermography, the phase image shows the dynamic compression feature, and it even
may enable the observation of different thermal time constants in the device.

6.1.1 3D Analysis

For integrated circuits (ICs) the active components are always in the topmost few
µm depth of the chip, which is usually called a die. Hence for a single die a depth-
dependent analysis is neither possible nor useful. However, this is different if multi-
chip devices are considered. For further and further increasing the packing density
of ICs, in particular but not only for memory devices, several dies are stacked on top
of each other, electrically connected, and then capped by some mould compound,
see Fig. 6.6. This mould compound is opaque for the thermal radiation, hence the
detected radiation comes from the surface of the mould.

The dies, which are usually thinned down to some 10–100µm thickness, are glued
to each other by some organic glue layer being typically 10–20µm thick. This glue
shows thermal properties similar to plastics like PVC. In spite of their low thickness,
these glue layers provide a substantial heat resistance between the dies, since their
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Fig. 6.6 Simplified sketch of a stacked die device and illustration of the resulting phase shift values
per defect depths [182]

Fig. 6.7 Calculated phase shift signals of each die level within a stacked die device and comparison
to measured phase shift values [182]

heat conductivity is nearly three orders of magnitude lower than that of silicon, see
TableA.1 in Appendix A. Therefore, together with the heat capacity of the silicon
dies, for thermal waves running from a lower die through the upper dies towards
the surface, each glue-die-pair on top acts as a low-pass filter for the thermal waves
and thus leads to a distinct frequency-dependent phase delay. Since also the mould
compound on top leads to a frequency-dependent phase delay, the phase of the LIT
signal measured at the surface uniquely depends on where in the die stack the heat
source is located. Therefore frequency-dependent phasemeasurements onmulti-chip
devices can be used for 3D analysis, hence to measure in which of the buried dies
a resistive defect (heat source) is located [182]. The exact magnitude of the phase
delay of the thermal wave arriving at the surface for heat sources located in different
dies of a stack is not linearly dependent on the depth position anymore, since here
we have to do with a thermally inhomogeneous material. Instead, the phase delay
strongly depends on the thicknesses and thermal properties of the different layers in a
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stack and can be simulated best by applying finite element simulations like COMSOL
[149]. Figure 6.7 shows such a simulation for a moulded 3-die stack together with
experimentally obtained phase measurements [182]. The results clearly prove that
here the heat source is in the uppermost die 1. Of course, on its way through other
dies and through the mould compound the thermal waves are considerably damped
and spread laterally, as it is sketched in Fig. 6.6. Hence, a heat source must have a
certain minimum intensity and must be sufficiently away from other heat sources to
be analyzed. Nevertheless this 3D analysis has been found to be very useful, since it
is the only way to measure the depth of a fault in a stacked device. The 3D analysis
is implemented in the ELITE system of FEI [19]. In a new approach off-line FFT
correlation of the images of a LIT measurement is used for obtaining phase data of
several frequencies from only one measurement [183].

6.2 Solar Cells

In this section, we will present more examples of investigating solar cells using lock-
in thermography. Thereby we will concentrate on the investigation of crystalline
silicon solar cells. Although a lot of research is done on other solar cell materials and
techniques, solar cells made from mono or multicrystalline silicon still dominate the
market of photovoltaics. The investigation of both silicon and non-silicon thin film
modules will be demonstrated in Sect. 6.3.

Silicon solar cells are rather simple electronic devices consisting of a large-area
p–n junction diode, which is manufactured by diffusing a thin n-type emitter into a
p-doped base. The huge area of typically 243cm2 is the outstanding feature of these
diodes in comparison to microelectronic devices. In addition, the material used for
most of today’s solar cells is a large-grainedmulticrystallinematerial, which contains
far more crystal defects than found in microelectronic devices. Thus, the interesting
questionwith respect to solar cells is the homogeneity of the I–V characteristic across
a single device.

As mentioned before, the investigation of inhomogeneities in solar cells was the
initial task, leading to the development of the lock-in thermography systems used for
testing electronic devices. Lock-in thermography results of a typical multicrystalline
solar cell have already been used as practical examples throughout Chap.5 to illus-
trate the behavior of thermally thin samples. In this section, we will pay our attention
to the physical information to be gained on solar cells. According to our experiences,
nearly all solar cells show certain local sites of an increased forward current. These
sites are traditionally called “shunts”, even if they are not complete shorts in the
electrotechnical sense but rather sites of a locally enlarged forward current. They
degrade the efficiency of the whole device and have to be minimized. The investiga-
tion of the lateral homogeneity of the current flow, which is performed in the dark
without irradiating the sample (“dark lock-in thermography”, DLIT), is still the dom-
inant application of lock-in thermography in solar cell research and development.
In Sect. 2.8 the physical basics of LIT on solar cells was discussed by introducing
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the elementary heat sources in a solar cell. In Sect. 6.2.1 the physical background
of these investigations will be explained in some more detail and different variants
of DLIT-investigations are introduced and demonstrated. In operation, solar cells
are illuminated by light. If lock-in thermography is performed on solar cells under
any kind of illumination, we speak from “illuminated lock-in thermography” (ILIT).
Section6.2.2 summarizes the physical background of ILIT investigations and intro-
duces and demonstrates several newly developed special ILIT techniques. By using
these techniques not only shunts can be detected without electrically contacting the
cell, but also information about the local minority carrier lifetime as well as about
series resistance problems in solar cells may be obtained and the local avalanche
multiplication factor may be imaged. Both DLIT and ILIT may provide valuable
quantitative information to the local efficiency distribution, which is introduced in
Sects. 6.2.1.8, 6.2.1.9 and 6.2.2.5–6.2.2.8. The additional information obtained by
luminescence imaging is discussed in Sect. 6.2.4.

An important question holding both for DLIT and ILIT is how to mount solar
cells correctly for performing lock-in thermography. For performing electrical or
optical measurements on wafer-based devices, they are usually sucked by vacuum
to a contacting stage, which is often made from copper or brass for effectively
feeding away any generated heat. In Sect. 4.1 the term “quasi-adiabatic condition”
was introduced which means that the heat resistance between the sample and a heat
sink should be so high that the magnitude of the temperature modulation does not
depend on the height of the heat resistance anymore. It was discussed already in
Sect. 4.1 that typical industrial silicon solar cells, having a thickness of 200µm,
behave quasi-adiabatic for a lock-in frequency of 10Hz and above, even if they are
directly sucked to a metallic sample holder (chuck). It was mentioned at the end of
Sect. 4.1 that only for ILIT investigations it is often advantageous to insert a thin
woven metal net between cell and stage for artificially increasing the heat resistance.
Figure6.8 shows a sample stage where the cell is sucked to an 8mm thick brass plate
by vacuum. At the back of this plate a heat exchanger allows to control the sample
temperature via water flowing through a thermostat. Figure 6.8a shows the sample
stage without a cell. The hole in the middle of the stage leads to a vacuum pump, and
the vacuum is distributed below the cell by the diagonal grooves. The contact above
the vacuum hole is the back sense contact and below the vacuum hole the spring-
loaded temperature sensor is visible. Note that the dark current density, which is
the primary result of LIT investigations, is strongly temperature dependent. Hence
for all quantitative investigations the cell temperature must be known. A separate
temperaturemeasurement directly at the cell ismost important for ILIT investigation,
since there, due to the illumination, the cell temperature is always higher than the
chuck temperature. At the edge of the stage a number of plugs can be inserted into
some sockets, one row at the right representing the current feeding and the other
one at the left the corresponding sense-input of the power supply. The numbers and
lateral positions of these sockets may be changed according to the cell types to be
investigated. This stage can be used as a standard contacting stage (Fig. 6.8a) using
special current rails containing multiple spring-loaded contact pins. Then the current
rails are inserted by bunch plugs into the sockets. Through these current rails also high
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Fig. 6.8 Sample contacting stage used for lock-in thermography in solar cells: a standard contacting
stage for investigating bare cells, b contacting stage for using a black IR-emitter foil (here shown
without the frame with the black plastic foil for showing the contacting means)

currents can reliably be fed in and out of the bus bars. The middle pin in each current
rail is the upper sense contact, glued-in electrically isolated. The red wire connects it
with the left plug of the current rail, which is glued-in electrically isolated from the
current rail and feeds out the sense-potential. These contact rails can only be used if
bare solar cells (without IR emitter foil) are imaged. Alternatively, flexible copper
contact stripes can be inserted into the sockets and the whole plate may be covered
with a black IR-emitter foil, which is fixed in a frame and sucked to the surface, see
Sect. 5.3. Figure 6.8b shows the contacting stage with a solar cell and two flexible
copper contact stripes, but without the framewith the black foil. The bottom left short
contact stripe serves for sensing. Thin film cells on glass substrate can be considered
as thermally thick, they are free-standing and do not need any special sample holder,
except if they shall be investigated by using the black IR-emitter foil, see Sect. 6.3.
However, then during the measurement the module temperature steadily increases
as described in Sects. 4.1 and 4.2. Hence quantitative investigations are not possible
anymore without thermostatting. For performing quantitative LIT investigations on
solar modules they also have to be thermostatted or at least the module temperature
must be constant and measured, see Sect. 6.3.1 (Fig. 6.48).

6.2.1 Dark Lock-in Thermography (DLIT)

In operation (under illumination) a solar cell is under forward bias. For silicon solar
cells the so-called “superposition principle” holds in good approximation, hence
the illuminated current-voltage (I–V) characteristic equals its dark (un-illuminated)
characteristic shifted by the bias-independent photocurrent, which is a reverse current
(see Sect. 6.2.2). Hence, for any forward bias the dark current reduces the net current
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which is supplied by the cell to a load. Under open circuit condition (no load current)
the photocurrent equals the dark forward current, hence the latter determines the
open circuit voltage. It follows that the illuminated I–V characteristic of a solar cell,
which governs its efficiency, is strongly affected by the dark I–V characteristic of
this cell. Therefore lock-in thermography performed in the dark (DLIT) is a powerful
tool to characterize solar cells, since it allows to “see where the dark current flows”.
Also, under larger reverse bias, new local shunts, which are called breakdown sites,
may appear. The investigation of such breakdown sites has attracted special attention,
since they strongly influence the reliability of solar modules.

In the traditional interpretation of I–V characteristics of solar cells all nonlinear
currents were attributed to recombination processes of the whole cell, and only
ohmic current paths across the p–n junction have been called ‘shunts’. With the
availability of lock-in thermography techniques these shunts could be made visible.
In the following, all bright features visible in DLIT images were called ‘shunts’.
However, by later investigations, it has turned out that there are not only ohmic shunts,
but also diode-like ones caused, e.g., by local recombination sites. So the question,
what is a shunt and what belongs to the undisturbed cell, obtained a philosophical
dimension: Should a region of lower crystal quality be called a shunt? Throughout
this book, we will use the term ‘shunt’ for any position in a solar cell showing a
locally increased dark current contribution under forward or reverse bias. In this
sense, also a region of lower crystal quality, where the saturation current density of
the diffusion current is increased, is called a “J01-type shunt” (see Sect. 6.2.1.1).

It was mentioned in Sect. 2.8 that, in the absence of ohmic shunts, the forward bias
I–V characteristic of solar cells contains two exponential contributions, which are the
depletion region recombination current and the diffusion current. Figure 6.9a shows
a measured forward I–V characteristic of a typical multicrystalline silicon solar cell
not containing any significant ohmic shunts in half-logarithmic drawing, with the
recombination current and the diffusion current contributions indicated separately.
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Fig. 6.9 Typical dark current-voltage (I–V) characteristics of multicrystalline silicon solar cells
a under forward bias (half-logarithmic drawing, details see text) and b under reverse bias (linear
drawing) for two temperatures
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The reverse bias characteristics shown in (b) will be discussed in Sect. 6.2.1.7. Note
that (a) and (b) are scaled in A/cm2, which is the usual convention to make them
independent of cell size. However, it will be shown later that most of these current
contributions come from local shunts, so these characteristics usually cannot be
interpreted as homogeneous current densities. Also shown in (a) is the expected
characteristic of this cell according to established diode theory [52], which was
calculated assuming a mean minority carrier lifetime of the material of 100µs. It
is observed that the measured recombination current is many orders of magnitude
larger than predicted by theory [50, 54], and also the diffusion current is significantly
larger. The question, which can be answered by DLIT, is:Where do these unexpected
current contributions flow? Figure 6.9a shows that, due to their different slope, the
diffusion current dominates for a forward bias above 0.5V, whereas for a lower
forward bias the recombination current dominates. This property allows imaging
these two contributions nearly separately. If DLIT is performed at a forward bias of
0.5V or below, one may expect the recombination current to dominate in the image.
If there are ohmic shunts, they should also dominate at low forward bias. On the other
hand, the diffusion current should dominate the image if DLIT is performed at about
0.6 V. This current contribution mainly depends on the local value of the effective
minority carrier lifetime in the bulk material [52]. In Sect. 6.2.1.9 the ‘Local I–V’
method will be introduced, which enables a clear separation of local recombination
currents, diffusion currents, and ohmic currents.

6.2.1.1 Shunt Imaging

For shunt imaging in silicon cells a forward bias as low as +0.5V may be applied,
since for a higher bias other effects will dominate, see below. Ohmic shunts can be
identified by comparing the DLIT image recorded at −0.5V (reverse bias) with a
DLIT image recorded at +0.5V (forward bias). If a shunt leads to the same signal
amplitude under both conditions, its characteristic is ohmic (linear). If ohmic shunts
are present in a cell, their current usually dominates the whole low-voltage part of the
I–V characteristic, hence here the recombination current is hardly visible. In Fig. 6.10
amplitude images taken at −0.5V (a) and +0.5V (b) are compared with each other.
All examples shown in this section have been measured at a lock-in frequency of
10Hz on bare cells. In (a) only linear (ohmic) shunts are visible, one of them being in
the area and the rest at the edge. TheDLIT image (b) taken under+0.5V forward bias
(the so-called “shunt image”, taken close to the maximum power point of the cell, see
Sect. 6.2.2) additionally shows a large number of other local heating sites, which are
recombination-induced shunts showing a non-linear (diode-like) I–V characteristic.
Therefore these shunts do not appear under weak reverse bias (a). This is the reason
why reverse-bias shunt investigations are, as a rule, not representative for the shunt
behaviour at the working point of the cell. Only if ohmic shunts are dominating under
forward bias, they also dominate under reverse bias. The non-linear shunts visible
at +0.5V are the source of the unexpectedly large depletion region recombination
current. Especially the edge region, where the p–n junction crosses the surface, is a
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(b)(a)

(d)(c)

BA2 cm

Fig. 6.10 DLIT amplitude images of a multicrystalline solar cell, a measured at −0.5V reverse
bias (scaled to 1mK), b +0.5V forward bias (scaled to 1mK), c +0.6V (scaled to 5 mK), and d 0◦
component of the +0.6V image (scaled to 1mK)

strong source of this current contribution. The irregular line in the lower left is caused
by a weak scratch, visible at the surface by the naked eye. One non-linear (A) and
one linear shunt (B) are labelled in (b). At this forward bias of +0.5V the diffusion
current just starts to becomevisible. Theweak cloud-like features in the area of (b) are
already due to this current contribution, see the discussion of Fig. 6.13. A summary
of the different types of shunts, which were identified by a detailed investigation of
shunt sites by microscopic and microanalytic techniques in a large number of solar
cells, can be found in [54, 184].
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6.2.1.2 High-current DLIT

This diffusion current dominates in the high-current DLIT image taken at a forward
bias of +0.6V Fig. 6.10c, where the local shunts appear relatively weaker. This
image closely anti-correlates to the local lifetime image of the material (not shown
here), hence regions with low lifetime correspond to regions with high diffusion
current. Note that +0.6V is already close to the open circuit voltage of this cell.
Hence, the forward current at this voltage of about 3.7A is already half of the short
circuit current of this cell. If instead of a standard technology cell (full-area Al back
contact) a high efficiency cell is investigated, a correspondingly higher bias of up
to +0.7 V must be used. For reliably applying such high currents with minimum
series resistance influence, the conductivity of the bus bars has to be increased,
e.g. by feeding in the current in different positions for avoiding voltage drops along
the bus bars. This can be done by using multi-contact rails as shown in Fig. 6.8.
Moreover, 4-point probing has to be applied, hence the bias has to be measured
and regulated directly at the cell. In addition to the amplitude images (a–c), which
contain both the 0◦ and the −90◦ signal contributions (see Sect. 2.1), also the pure
in-phase (0◦) contribution of the +0.6V measurement is displayed in Fig. 6.10d.
As it was already discussed in Chap.4 and Sect. 5.1, the 0◦ image shows the best
possible spatial resolution, and, for this thermally thin sample, it is insensitive to
homogeneous heating contributions. Therefore the 0◦ signal is best appropriate to
display local heat sources independent of homogeneous sources. The comparison
between (b) and (c) shows that the recombination current flows locally in the positions
of certain shunts, whereas the diffusion current is an areal current. However, the
0◦ contribution of this image (d) shows an irregular line structure, which stems
from recombination-active grain boundaries. Hence, the diffusion current in this
cell, which is a typical multicrystalline one, is obviously dominated by low-lifetime
regions and recombination-active grain boundaries.

Note that for high-current DLIT (and for Jsc-ILIT, see Sect. 6.2.2.2), due to the
high currents flowing, the electrical contact points may heat up. If the current at
each busbar is fed in by a needle only in one position, these sites are looking like
local shunts lying directly below the contact points. Such an effect will be shown in
the Jsc-ILIT image in Fig. 6.27b at the top right and the bottom left contact points,
where the current was injected. Such “pseudo-shunts” may be avoided by feeding
in the current in many positions of the bus bar. Note that “pseudo-shunts” may also
appear at the back contact. If the cell is not homogeneously sucked to the metallic
base by a vacuum but just kept in position by some spring contacts, it contacts the
base only in several local positions. In high-current DLIT (and Jsc-ILIT) also these
positions are becoming warm, thereby looking like local shunts. The characteristic of
these “pseudo-shunts” is that they become relatively weaker (compared to the areal
signal, which is due to the diffusion current) with decreasing current level. This is
in contrast to real shunts (both ohmic/linear and non-linear), which always become
relatively stronger with decreasing current. These pseudo-shunts may be avoided by
positioning a highly conducting yet soft elastomer between the cell and the sample
stage [185].
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(b)(a)

2 cm

Fig. 6.11 DLIT images of a monocrystalline cell containing a region of high series resistance,
a measured at +0.5V (scaled to 1mK) and b at +0.6V (scaled to 5mK)

The electric contacts to standard industrial solar cells are formed by a high-
temperature treatment (“firing”) of a metal paste. If the firing parameters are not
optimal or if there are any other technological problems, this contact formation does
not work properly. In this case the whole cell or at least some regions in this cell are
not well-contacted, hence there are regions of locally increased series resistance Rs.
High-current forward-bias DLIT is also able to image such high-Rs regions, which
is demonstrated in Fig. 6.11. Here a monocrystalline cell is investigated where the
leftmost region is poorly contacted. The shunt image (a) taken at +0.5V essentially
shows the typical edge recombination and some additional edge shunts at the top.
The high-current DLIT image (b), however, clearly images the non-contacted region
as a region where less or no diffusion current flows due to the locally increased series
resistance. Unfortunately, this technique does not work straightforwardly for mul-
ticrystalline cells showing an inhomogeneous lifetime distribution, see Fig. 6.10c.
Here it is difficult to distinguish high-Rs regions from regions with high lifetime,
where the diffusion current is reduced as well. It was proposed to correct for these
inhomogeneity by yielding the ratio of two DLIT images taken at two different
forward bias conditions (Rs-DLIT, [186]). However, then the high lifetime regions
appear very noisy in the resulting image. Therefore, for multicrystalline samples, Rs

problems can be detected more reliably e.g. by applying Rs-ILIT, see Sect. 6.2.2.3,
or by RESI (see following section).

6.2.1.3 Series Resistance Imaging (RESI)

Anotherway to correct a high-currentDLIT image for inhomogeneities of the lifetime
is to combine it with electroluminescence (EL) imaging. Ramspeck et al. developed
a technique called RESI (REcombination current and Series resistance Imaging)
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which even allows to measure the local series resistance quantitatively [187]. Note
that in this and other works the term “recombination current” is used not for the
depletion region recombination current, as done throughout this book, but for the
current due to bulk recombination, which is traditionally [50] and also in this book
called “diffusion current”. Also RESI uses the fact that, when applying a certain
forward bias Vappl to the cell, the locally dissipated power density Ploc (area-related)
is measured by DLIT. Neglecting Joule heating and assuming vertical current flow,
this local power density equals the local junction bias Vloc(x, y) multiplied by the
locally flowing dark current density (see also (2.45) in Sect. 2.8). In [187] this dark
current density was named local recombination current density Jrec, but according to
the terminology used here it is the sum of the recombination and the diffusion current
densities, whose carriers finally also recombine in the bulk, see Sect. 2.8. Since, at
least in multicrystalline cells, Jrec may locally vary considerably from location to
location even for constant local bias, this information alone is not sufficient yet for
calculating the local series resistance. Therefore in RESI the local junction bias Vloc

is measured independently by EL imaging. It can be shown that Vloc(x, y) can be
calculated from the local EL signal SEL(x, y) by:

Vloc(x, y) = kT

e
ln [SEL(x, y)] + c. (6.1)

The constant c is obtained e.g. by extrapolating the EL signal across the grid lines to
below the bus bars where the junction bias Vloc is supposed to be very close to the
applied bias Vappl [188]. Finally, the local (dark) series resistance Rs(x, y) is obtained
from [187]:

Rs(x, y) = Vappl − Vloc(x, y)

Jrec
= Vloc(x, y)

(
Vappl − Vloc(x, y)

)

Ploc
. (6.2)

Figure 6.12 (courtesy of K. Ramspeck, ISFH Hameln) shows typical results of this
procedure applied to a monocrystalline cell showing series resistance problems.

(b)(a)

2 cm

(c)

Fig. 6.12 a Ploc after DLIT measurement of a monocrystalline cell with Rs-problems (scaled to
50mW/cm2),bVappl − Vloc, scaled 0 to 100mV, c Rs, scaled to 30� cm2 (courtesy ofK.Ramspeck,
ISFH Hameln)
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6.2.1.4 Ideality Factor and Saturation Current Mapping

Other useful DLIT techniques are ideality factor mapping and saturation current
density mapping. Figure 6.9a has shown that there are different exponential current
contributions present in a solar cell, having different exponential slopes, which may
belong to different positions in a cell. Within a limited bias range it is common to
approximate the local characteristics of a solar cell by the general exponential form:

J (x, y) = J0(x, y) exp

(
eV

n(x, y)kT

)
. (6.3)

Here J0(x, y) is the position-dependent saturation current density and n(x, y) is
the position-dependent “ideality factor”, which is proportional to the inverse of the
slope of the logarithmized characteristic. Generally, this ideality factor is also bias-
dependent. The diffusion current always has an ideality factor of 1. Theoretically,
the ideality factor of the recombination current should be 2 or below [49], but for
solar cells it is observed to vary from 1.5 up to 5 and above. The recombination
current in Fig. 6.9 shows an ideality factor of 3.1. Meanwhile the physical reason
for such high ideality factors of the depletion region recombination current is well
known. They are due to multi-level recombination if extended defects are cross-
ing the depletion region [189]. Hence, for the identification of the different local
conduction mechanisms, especially the local ideality factor n(x, y) is an important
information, whereas the local saturation current density J0(x, y) is a measure of the
magnitude of this conduction process. It was described in Sect. 4.5.1 that the −90◦
image S−90◦

(x, y), within its spatial resolution of the thermal diffusion lengthΛ, can
be converted to the locally flowing current density J (x, y). Assuming the validity
of (6.3), the two parameters n and J0 can be calculated for each position (x, y) by
measuring the local current density J (x, y) for two different biases V1 and V2. Then
the local ideality factor and the local current density are given by [154]:

n(x, y) = e(V2 − V1)

kT ln
(

S−90◦
2 (x,y) V1

S−90◦
1 (x,y) V2

) , (6.4)

J0(x, y) = I2V2

S−90◦
2wholeAwhole

exp

⎛

⎜
⎝
V2 ln

(
S−90◦
1 (x,y)

V1

)
− V1 ln

(
S−90◦
2 (x,y)

V2

)

V2 − V1

⎞

⎟
⎠ .

As in Sect. 4.5.1, Awhole is the whole cell area, and S−90◦
2whole is the −90◦ signal of the

secondmeasurement, averaged over thewhole cell area. Figure 6.13 shows the results
of this procedure for the cell previously used in Fig. 6.10, based on measurements at
V1 = 0.5V and V2 = 0.55V. Hence, these parameters are valid only in the limited
bias range between 0.5 and 0.55V. One might argue that high values should be used
for V1 and V2, leading to a good signal-to-noise ratio, but for high-forward bias the
ideality factor everywhere approaches 1 since then the diffusion current dominates.
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Moreover, at high-forward bias, corresponding to a high-current density, also the
series resistance becomes important, which effectively increases the measured ideal-
ity factor again. Therefore ideality factor imaging should be performed for biases as
low as possible. On the other hand, for too low biases also the currents are getting low,
hence the signal-to-noise ratio will become insufficient. So 0.5 and 0.55V are a good
choice for V1 and V2 for crystalline silicon solar cells of standard technology since
the local current density is already remarkable, but the diffusion current does not yet
dominate. The results in Fig. 6.13a show that the ideality factor is close to 1 (blue)
in most parts of the cell area. Especially regions of low bulk lifetime, which appear
red in Fig. 6.10c, do not show an increased ideality factor. This is the proof that the
corresponding structures, which are weakly visible already in the shunt image mea-
sured at +0.5V in Fig. 6.10b, are indeed due to an inhomogeneous diffusion current
and not to a recombination current. However, all other structures visible in the shunt
image are due to local depletion region recombination currents, since they all show
an increased ideality factor in Fig. 6.13a. Most of the edge region of the cell shows an
ideality factor close to 2 (red). The non-linear shunt at the top of this cell even shows
a local ideality factor above 4. Note that also the ohmic shunts (especially shunt ‘B’
and the edge region around) show a high ideality factor in Fig. 6.13a. This is an arti-
fact of the evaluation since for these shunts the exponential assumption (6.4) does not
hold. Since the saturation current density evaluated by (6.4) spans over many orders
of magnitude, in Fig. 6.13b the logarithm of this value is displayed. This image not
only displays the inhomogeneity of the recombination current but also that of the
diffusion current. Indeed, while the high-lifetime (low-lifetime) regions appear blue

(b)(a)

2 cm

n = 0 32 41

J0 = 10-13 A/cm2 10-4 A/cm2

A B

Fig. 6.13 a Ideality factor (n) map and b map of the logarithm of the saturation current density J0
of the cell used in Fig. 6.10
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Fig. 6.14 Local I–V curves of shunts A and B of Fig. 6.10 (b) measured thermally (LIVT) a in
linear drawing, and b of shunt A in half-logarithmic drawing. The expected “real” characteristics
are indicated in a as dotted lines, the dashed line in b shows a curve with an ideality factor of 2.3

(red) in Fig. 6.10c, in Fig. 6.13b they appear black (blue). This example demonstrates
how ideality factor mapping and saturation current mapping can help to identify the
nature of different current contributions in solar cells.

6.2.1.5 Local I–V Curves Measured Thermally (LIVT)

DLIT not only allows one to image local current densities but also to measure the
individual I–V characteristics of single shunts in an extended bias range without
cutting a cell into small pieces. This technique has been named “Local I–V curves
measured Thermally” (LIVT) [190]. It was developed originally for the technique
of Dynamic Precision Contact Thermography (DPCT, [78, 79]). Here a temperature
sensor was placed in shunt position on top of the cell, a pulsed bias of different height
was applied, and the bias-dependent local temperature modulation was detected by
lock-in techniques. Since the amplitude of this temperature modulation (i.e. the lock-
in thermography signal S(V )) is proportional to the locally dissipated power and the
applied bias V is known, the locally flowing current I (V ) is given by:

I (V ) = c
S(V )

V
. (6.5)

In DPCT the sensor was permanently placed in shunt position and the signal was
successivelymeasured for all required biases. Of course, LIVT can also be performed
with IR camera-based lock-in thermography by taking images for all required biases
and evaluating only the data in shunt position. The proportionality factor c in (6.5) is
generally unknown. If the shunt is really point-like and the IR emissivity is known,
it can be estimated according to Table 4.1 in Sect. 4.5. For a point source at the
surface the 0◦ signal should dominate; a realistic value for the contributing pixel
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width is D = 300µm (156mm field of view, distributed over 512 pixels). If only
the shunt region is imaged, the pixel size can be as small as 30µm. Unfortunately,
for a cell thickness of 200µm, this geometry can neither be called clearly thermally
thin nor thermally thick, see the discussion at the beginning of Sect. 4.1. It is not
clearly thermally thin, since the pixel size is small compared to the sample thickness,
hence 3-dimensional heat diffusion has to be considered. Purely 2-dimensional heat
diffusionwould hold only if the shuntwere not a point shunt at the surface but a heated
line vertically crossing the cell. On the other hand the geometry is also not clearly
thermally thick since, for a typical lock-in frequency of 10Hz, the thermal diffusion
length is Λ ≈ 1.7mm, which is large compared to the sample thickness of typically
200µm. By realistically simulating a point shunt at the surface using the software
“DECONV” (see Sect. 4.5.2) regarding a finite sample thickness of 200µm, a value
of c = 12.5µW/mKwas estimated assuming an emissivity of 1 and that S(V ) is given
in units of mK. This value is much closer to the value from Table 4.1 for thermally
thick samples (12.7µW/mK) than that for thermally thin samples (59.9µW/mK),
which were also both confirmed by DECONV. Alternatively, if the shunt is lying
well-separated from others, the scaling factor c in (6.5) can also be measured for any
emissivitymaking a scalingmeasurement at one biasV byusing the image integration
method described in Sect. 4.5.1. For this scaling measurement the highest applied
bias and the strongest shunt should be chosen, since there the thermal signal is largest.
From this procedure (which uses the−90◦ signal!) the current I (V ) flowing through
this shunt at this voltage V can be measured, which allows to calculate c according
to (6.5) also for the 0◦ or the amplitude signal, where the signal in shunt position is
much higher than for the−90◦ signal [151]. This value of c then also holds for lower
biases. Inmost cases it is sufficient to present the local I–V characteristics in arbitrary
units (a.u.; which is usually mK/V), e.g. for measuring the ideality factor of a non-
linear shunt. Figure 6.14 shows results of LIVT measurements of the two shunts ‘A’
and ‘B’ indicated in Fig. 6.10 in linear and that of shunt ‘A’ in logarithmic scaling,
respectively. The exponential and the linear curve shape of shunt ‘A’ and shunt ‘B’ are
clearly revealed. At a forward bias above 0.5V, for shunt ‘B’ the diffusion current
of the surrounding area starts to dominate, therefore this characteristic becomes
super-linear. Here for the signal height S(V ) in (6.5) the amplitude signal was used.
Note that this signal always contains a certain additive noise contribution. This is
the reason why, for low voltages, the LIVT data systematically tend to increase in
magnitude, which is a clear artifact of the measurement. The expected real shape of
the characteristics is indicated in (a) as dotted lines. For the non-linear shunt A the
reverse current is expected to be zero in this scaling. If the 0◦ signal would be used,
there would be no systematic outrunning, but the values for low voltages nevertheless
would become increasingly inaccurate due to the inevitable noise. Hence, due to this
noise limitation, LIVT is only able tomeasure I–V characteristics above a certain bias
limit, which depends on the strength of the shunt. The dashed line in the logarithmic
drawing (b) of the characteristic of shunt ‘A’ shows that the ideality factor of this
characteristic is 2.3. This result nicely confirms the ideality factormapping in Fig. 6.5
in Position ‘A’. At low voltages the measured curve deviates from this line due to the
noise and at high voltage due to the series resistance. LIVT was originally developed
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for being used in DPCT [78, 79], where the T sensor was resting in one position
and the pulsed bias was varied. In the present IR camera based LIT systems LIVT is
widely replaced by the “Local I–V” analysis, see Sect. 6.2.1.9.

6.2.1.6 Reverse-Bias DLIT

In the last years also reverse-bias DLIT has gained increasing attention for the fol-
lowing reason: In a solar module, usually 20 to 24 solar cells are connected in series
to yield one “string” of cells. The current through all these cells is all identical, but
the individual cell biases are floating, with only the sum of all biases being defined.
Only if all these cells should have identical I–V characteristics, they behave like one
cell generating 24 times the voltage of one individual cell. However, if e.g. one of
these cells should be shadowed, it generates less current, thereby limiting the total
string current. In this case the equilibrium of cell biases is disturbed and all the
other cells may bias the shadowed cell into reverse direction. If then this cell “breaks
down”, i.e. if a large reverse current flows, excessive heat may be dissipated at the
breakdown sites, leading in the worst case to the destruction of the module. Accord-
ing to conventional diode theory, a silicon solar cell should break down at a reverse
bias above −50V by avalanche breakdown [52]. Up to this bias, the reverse current
density should be below 10−7 A/cm2, which is uncritical. However, as the measured
reverse bias I–V characteristics in Fig. 6.9b show, typical multicrystalline cells show
a strong reverse current (breakdown) already at −10V reverse bias and below. Inter-
estingly, here, as in many other cases, the reverse I–V characteristics measured at
two temperatures are crossing, hence under high reverse bias another breakdown
mechanism seems to be active than under low reverse bias. Meanwhile the physical
origins of these different pre-breakdown mechanisms are well understood [55]. For
all these reasons breakdown in crystalline Si solar cells is an important reliability
issue which has to be studied in detail.

The dissipated power under a reverse bias of several volts is usually orders of
magnitude larger than under forward bias, where only 0.5–0.6V are applied. For
an ohmic shunt, for example, the dissipated power increases with the square of the
applied bias. Thus, from the sensitivity point of view, lock-in thermography is not
necessary for investigating shunts under reverse bias. Reverse-bias shunt imaging
also works by using standard thermography and is often used. However, besides the
fact that shunts under reverse bias may differ from those at the working point of the
cell, the spatial resolution of lock-in thermography is decisively better than that of
steady-state thermography. This is demonstrated in Fig. 6.15 comparing two reverse-
bias lock-in thermograms (a, b) of the cell used for Fig. 6.10, measured at −10 and
−17V reverse bias, with the steady-state thermogram (c) of this cell also measured
at −17V. The −10V image looks very similar to the −0.5V image in Fig. 6.10a
as it essentially shows the linear (ohmic) shunts with only some weak additional
features. Indeed, up to −10V the reverse characteristic of this cell is essentially
linear. In the−17V image (b), however,manynew features appear,which are strongly
correlatedwith the low lifetime regions visible in Fig. 6.10c. These are defect-induced
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(c)(b)(a)

2 cm

Fig. 6.15 Reverse bias DLIT images of a multicrystalline Si cell measured a at −10V (scaled to
300mK) and b at−17V (scaled to 500mK), c: steady-state thermogrammeasured at−17V (scaled
to 10K temperature increase)

breakdown sites, showing a highly super-linear (“hard”) breakdown characteristic.
At the top of the cell a laser marking of the wafer becomes visible which was already
visible in the high-current forward-bias 0◦ image Fig. 6.10d. Note that the scratch in
the bottom left region, which was dominating the forward-bias thermograms, is not
visible under reverse bias. In the steady-state thermogram Fig. 6.15c the strongest
breakdown regions can also be localized, but single shunt positions are only hardly
visible. A similar comparison on another cell was shown already in Fig. 2.8 in
Sect. 2.3. Steady-state thermography is equivalent to a lock-in frequency close to
zero. The scaling limit in (b) is 500mK and in (c) it is 10K, demonstrating that the
signal height reduces with increasing lock-in frequency, see Sect. 5.2. Nevertheless,
due to the high reverse bias the signal is strong enough that thewholemeasurement for
(b) could be performed within only 1 s. Hence, lock-in thermography under reverse
bias is able to be used as an in-line test measurement in an industrial fabrication line.
It was shown that the time for shunt measurements can even be reduced to 10ms by
using only four images of an IR camera running at 400Hz in one lock-in cycle with
0◦ correlation [191].

6.2.1.7 Temperature Coefficient and Slope Imaging

To distinguish different breakdown mechanisms, which may appear in different
breakdown positions and in different bias ranges, their physical parameters have
to be measured locally. Important parameters, which can be measured by evaluating
bias- and temperature-dependent DLIT investigations, are e.g. the temperature coef-
ficient and the slope of a local breakdown current. Since any breakdown mechanism
may work at different magnitudes, the values of these coefficients have to be normal-
ized to the local current values, hence we need the images of the relative temperature
coefficient and of the relative slope of the reverse current density. It was shown in
Sect. 4.5.1 that −90◦ images can be converted into current density images by using
(4.32). If DLIT images are measured at a number of different temperatures Tj and,
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for each temperature, at a number of different reverse biases Vi , these images are
first converted into a set of current density images J (x, y)i, j . Then images of the
relative temperature coefficient (TC) and of the relative slope are calculated by the
following relations [192]:

TC(x, y) = 2(J (x, y)i, j − J (x, y)i, j−1)

(Tj − Tj−1)(J (x, y)i, j + J (x, y)i, j−1)
, (6.6)

Slope(x, y) = 2(J (x, y)i, j − J (x, y)i−1, j )

(Vi − Vi−1)(J (x, y)i, j + J (x, y)i−1, j )
.

These techniques have been named “TC-DLIT” and “Slope-DLIT” [192]. Note that
the reverse biases Vi are assumed to be positive values in (6.6). The data appear
in units of K−1 and V−1 and may also be given in “percent change per K (or V)”
by multiplying the values by 100. Since these are “central-difference derivatives”
(due to the normalization to the average current density), the parameters Tj and Tj−1

and Vi and Vi−1, respectively, have to be chosen sufficiently close together, and the
results refer to the midpoint values between Tj and Tj−1 respectively, Vi and Vi−1. If
for slope measurements Vi and Vi−1 are chosen too distant so that J (Vi−1) � J (Vi )

holds, (6) always leads to a slope of 2/(Vi − Vi−1), independent of the real slope.
If this slope should be measured, Vi−1 has to be chosen closer to Vi . Figure 6.16a
shows a TC-DLIT image and (b) a slope-DLIT image of the cell used already in
Figs. 6.10, 6.13, 6.14 and 6.15. The measurement parameters are given in the caption
and the scaling ranges below the figure. Note that, due to their normalization to the
average signal values, signals (a) and (b) of Fig. 6.16 show excessive noise in regions
of low signal height in the regions between the breakdown sites, where the DLIT
signals are low. This noise does not disturb very much in the Slope-DLIT image
(b) since this signal is always positive. The TC-DLIT image (b), however, may be
both positive (yellow to white) and negative (blue to black). Therefore the TC-DLIT
signal may be artificially blanked to zero in regions where the signal is noisy [192].
We have refrained from this here since the predominantly positive TC between the
breakdown sites in (a) is real. In fact, the dominant breakdown sitesmay have negative
TC (blue) or nearly zero TC (red), but the homogeneous current contribution between
the breakdown sites is responsible for the positive TC of the whole cell for reverse
biases smaller than 13V, which is visible also in Fig. 6.9b [193]. The normalization
is also the reason why (a) and (b) appear blurred compared to the DLIT images. In
fact, the whole area influenced by one breakdown site shows the same signal value,
and weak breakdown sites appear with the same signal value as strong ones. The
comparison of (a) and (b) with Fig. 6.15 shows that there are at least two different
types of breakdown present, one showing a clearly negative TC and high slope, and
one showing a TC close to zero and lower slope. The dominant breakdown sites
in Fig. 6.12b belong to the first type. The first breakdown type is due to avalanche
breakdown at etch pits [194] and the second is due to precipitate-induced breakdown
at iron silicide precipitates [55, 195, 196].
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TC  = - 3 %/K 0

slope = 0 %/V
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Fig. 6.16 a TC-DLIT image of the cell of Fig. 6.10, measured between 25 and 50 ◦C at −16.5V,
b slope-DLIT image of this cell, measured between −16 and −17V at 25 ◦C

All examples in this section have been made on wafer-based silicon solar cells.
However, DLIT is applicable very successfully also on thin film solar cells. In fact,
the sensitivity and also the spatial resolution of lock-in thermography on thin film
cells on glass substrates is even better than for wafer-based silicon cells since glass
is a poor heat conductor. It should be noted that, since usual glass substrates are
thicker than the thermal diffusion length in this material, and the thickness of the
active layers is usually small compared to the pixel size, thin film cells have to be
modeled as thermally thick samples. However, recent calculations and experiments
on thin film crystalline silicon on glass (CSG [177]) modules have shown that even
the 1.5µmthin silicon layer on the glass considerably affects the lateral heat diffusion
[161, 197]. In fact, the effective spatial resolution of CSG is between that of pure
glass and that of pure silicon. Shunt imaging, LIVT, and the technique of ideality
factor mapping have also been applied to CIS (copper indium sulfide) based solar
cells and modules [198, 199]. Some examples of lock-in thermography on thin film
modules will be presented in Sect. 6.3.

6.2.1.8 DLIT-Based Jsc Imaging

The local short circuit current density Jsc is one of the most important parameters
governing the efficiency of a solar cell. Local regions of reduced Jsc lead to a reduction
of the current that a solar cell is able to generate. Therefore for all methods for
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efficiency imaging (see Sects. 6.2.1.9 and 6.2.2.6) the local distribution of Jsc has to
be known. In the beginning of local efficiency imaging, Jsc has been assumed to be
homogeneously the averaged (global) Jsc of the corresponding cell [200, 201]. This
was only a poor approximation since, in particular in multicrystalline solar cells,
Jsc may vary substantially form position to position, see below. The direct way for
imaging Jsc is light beam-induced current (LBIC) mapping [202]. This technique
usually works by mechanical scanning of a table (chuck) with the cell below a fixed
focused light beam, so it is a very slow method. It can be speeded up by using mirror
scanners [203], but also then it is still a relatively slow technique. Moreover, LBIC
is usually performed at only one wavelength, which is not representative for sunlight
radiation typically showing the so-called AM 1.5 spectrum [204]. A realistic Jsc
image corresponding to AM 1.5 radiation can be obtained if several LBIC images
measured at different wavelengths are combined together [205]. Thismeasurement is
experimentally particularly demanding. According to the knowledge of the authors,
the only commercial systems allowing such multi-wavelength LBIC investigations
are theLOANAand theLBIC systemsbypv-toolsGmbH[206]. Therefore alternative
methods for measuring or at least estimating the Jsc distribution, particularly in an
inhomogeneous (multicrystalline) solar cell, are needed.

One possibility to simulate LBIC and Jsc images is based on DLIT measurements
and the “Local I–V” evaluation method, which will be described in the following
Sect. 6.2.1.9. One of the results of this evaluation is the image of the so-called sat-
uration current density J01, which governs the diffusion current of the investigated
solar cell. As it had been mentioned in Sect. 2.8, the diffusion current and thus J01
is a measure of the minority carrier lifetime in the bulk. This lifetime governs the
recombination probability for light-induced carriers in the bulk, low lifetimes resp.
high J01 correspond to a high recombination probability and high lifetimes resp. low
J01 to a low recombination probability, see [54]. This recombination acts also under
short circuit condition (zero bias), where LBIC and Jsc aremeasured. Therefore it can
be expected that the local value of J01 allows us to predict local values of Jsc [207].
The basic assumption behind this method is that the optical properties of the cell in
the regions between the gridlines are sufficiently homogeneous and the illumination
is homogeneous. Then it can safely be assumed that the equivalent current density of
all optically generated carriers Jgen is also homogeneous. Under short-circuit condi-
tion some fraction of these generated carriers is lost by recombination in the bulk and
at the back surface, which can be described by the local short circuit recombination
current density Jrec,sc,i , leading to (i = position index):

Jsc,i = Jgen − Jrec,sc,i (6.7)

Based on physical considerations, in [208] an empirical formula was proposed for
describing the connection between J01 and Jsc:

Jsc(J01) = C − A J01

[1 + ( A J01
B )

n] 1
n

(6.8)
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Fig. 6.17 a LBIC-based Jsc image, b artificially blurred data of a, c DLIT-based Jsc image

This equation contains four parameters. These are A describing the proportionality
between Jrec,sc and J01 for small values of J01, B describing the saturation value of
Jrec,sc for large values of J01, n describes how fast the dependence saturates, and the
offset parameter C describes the Jsc value for an assumed J01 of zero, corresponding
to Jgen.When these parameterswere fitted toLBIC-measured Jsc andDLIT-measured
J01 data, it turned out that n = 1 is a good approximation in the most interesting J01
range between 0 and 10 pA/cm2 [208]. Moreover, if the global short circuit current
of the cell < Jsc > is known, parameter C can be eliminated, leading to the final
result [208] (N = number of pixels):

Jsc,i =< Jsc > − A J01,i

1 + A J01,i
B

+
∑

i

A J01,i

N [1 + A J01,i
B ] (6.9)

Since the number of pixels N is known, this expression contains only the two param-
eters A and B. Fitting them to AM 1.5 LBIC and DLIT data for a standard technol-
ogy cell (full area Al back contact, 50/sqr emitter) lead to the parameters A = 109

and B = 0.01 and for a PERC cell (passivated emitter and rear cell) to A = 109

and B = 0.005. Note that these values may be different for different cell types.
Figure6.17 shows the comparison between (a) anLBIC-measured Jsc image obtained
after [205], (b) the artificially blurred LBIC-Jsc image, and (c) the DLIT-based Jsc
image obtained by applying (6.9) [208]. Since for measuring the DLIT-based J01
image local emissivity correction was used (see Sect. 5.3) the gridlines are invisible
in the DLIT-Jsc image. We see that the blurred LBIC-Jsc image (b) and the DLIT-Jsc
image (c) nicely correspond to each other. It was shown in [209] that this method can
also be used for obtaining high spatial resolution Jsc images from high resolution J01
images obtained by evaluating photoluminescence images. Since this comparison
was based on LBIC data for only 780 and 960 nm, which cannot exactly model AM
1.5 radiation, in this case other values of the parameters A and B then reported in
[208] were needed in (6.9) for obtaining a good correspondence.
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6.2.1.9 ‘Local I–V’ Evaluation

In a solar cell all elementary diodes (pixels) are electrically connected to each other by
the emitter layer and the topmetallization, usually consisting of gridlines and busbars.
If the local diode current density is inhomogeneous, as it is e.g. for multicrystalline
(mc) silicon solar cells, the different regions in a cell show different current-voltage
(I–V) characteristics. Therefore, even for local illumination, the illuminated I–V
characteristic reflects the dark characteristic of the whole cell and not only of the
illuminated region. If there are local positions of particularly high dark current den-
sity, which are traditionally called shunts, these shunts degrade the characteristic of
the whole cell and reduce its energy conversion efficiency. For quantitatively eval-
uating this effect, a non-destructive method for measuring local I–V characteristics
is necessary. It was shown in Sect. 6.2.1.1 that shunts can be imaged by dark lock-in
thermography (DLIT), in Sect. 4.5 methods for measuring the local current density
were described, and Sect. 6.2.1.5 describes the ‘LIVT’ method to measure local dark
I–V characteristic non-destructively. However, this method does not work for low
biases, and for measuring a complete characteristic a high number of single DLIT
measurements would be necessary. It will be shown below that, at least for crystalline
silicon solar cells, the current in a certain position may consist of three and only three
physically different current contributions. These current contributions differ in their
voltage-dependence, which makes it possible to separate them from each other. The
goal of the ‘Local I–V’ method to be described in this section is to perform this
separation and thus, based on a limited number of DLIT measurements, to provide
a complete physical description of the investigated inhomogeneous solar cell. Such
a ‘Local I–V’ analysis allows us to identify and to quantify the local reasons for a
reduced efficiency of the cell.

It was already briefly mentioned in Sect. 2.8 that the dark current of solar cells
can be described by two exponential contributions, which are traditionally called
the diffusion current Jdiff , being characterized by the saturation current density J01
and an ideality factor n1 of typically 1, and the depletion region recombination
current Jdr being characterized by the saturation current density J02 and an ideality
factor n2, typically assumed to be n2 = 2. In addition each solar cell shows a certain
ohmic current contribution, which is described by a parallel resistance Rp. These
are the three dark current contributions mentioned above. Regarding the voltage-
independent short circuit current density Jsc, which represents a reverse current and
is counted negatively in this book, the local illuminated I–V characteristic of a solar
cell can be described by the so-called two-diodemodel [52] (Vd = local diode voltage,
VT = thermal voltage, being 25.7 mV at 25 ◦C):

J (Vd) = J01

(
exp

(
Vd

n1 VT

)
− 1

)
+ J02

(
exp

(
Vd

n2 VT

)
− 1

)
+ Vd G p − Jsc

(6.10)
As mentioned above, the ideality factor n1 of the diffusion current is usually taken as
unity. However, if the excess carrier lifetime in a solar cell is injection-dependent, it
can reach also values larger than 1 [210]. The ideality factor of the depletion region
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recombination current n2 is usually assumed to be 2 [50]. However, it has been
found that, if extended defects implying multi-level recombination are crossing the
pn-junction, n2 can be significantly larger than 2 [189]. Therefore n2 is considered
as an independent local parameter in the ‘Local I–V’ analysis. The ideality factor n1
is assumed to be homogeneous but may be set larger than 1. Since the ohmic parallel
resistance Rp (here defined in units of �cm2) is infinite in most of the area of a solar
cell, it is described in (6.10) by its inverse, which is the ohmic parallel conductivity
Gp = 1/ Rp in units of S/cm2 = A/Vcm2.

The local diode voltage Vd differs from the applied bias V by the voltage drops
at the series resistances. If the I–V characteristic of a solar cell is expressed in terms
of current densities, as done in (6.10), the effective series resistance Rs is given in
units of �cm2. Rs is defined then as the voltage drop divided by the current density:

Rs = V − Vd

J
(6.11)

Originally this definition was used for regarding the global effective series resis-
tance of cells of different sizes, assuming homogeneous current flow. It was used
by Mijnarends et al. [211] for describing extended macroscopic regions of different
properties in a solar cell. Trupke et al. [212] were the first to use (6.11) for defining
a local series resistance for each elementary diode in a pixel, with J being the local
diode current density and Vd being the local diode voltage. The physical meaning of
this definition is the so-called model of independent diodes. Hence, it is implicitly
assumed that each position (pixel) is connected with the terminals of the cell by its
individual series resistance, which carries only the current of this diode. This still
may be true for extended regions of different properties in a cell, but not for each
image pixel. In reality the dominant series resistances in a solar cell are the emitter
and the grid resistances. These are both horizontal resistances, assuming that the
diode current flows vertically. All these elementary resistances carry the current of
many elementary diodes, hence in reality the series resistance of a solar cell is a dis-
tributed resistance [213] and cannot be described correctly by (6.11), based on the
local diode current density. Nevertheless, the definition of Rs in (6.11) is widely used
for describing local series resistances of solar cells due to its simplicity. If applied
for evaluating photoluminescence (PL) images, as done by Trupke et al. [212], this
definition was found to be very useful, also for multicrystalline (mc) cells showing
an inhomogeneous dark current density. The reason for this success is that, under
illumination and current extraction, the diode current density is relatively homoge-
nous even for mc cells. Only for a homogeneous diode current density the expected
parabolic profile of the diode voltage between neighboring gridlines or neighbor-
ing busbars establishes, which makes the local Rs defined by (6.11) equivalent to
the so-called “geometrical Rs” or “point-to-point Rs”, which would be measured
between the busbars and a certain position in the dark [214]. Therefore, if this defini-
tion (6.11) is locally applied in the dark case, as done in the so-called RESI method
[187, see Sect. 6.2.1.3], the results are equivalent to PL-Rs results only as long as the
diode current density is sufficiently homogeneous, e.g. if monocrystalline cells are
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investigated. However, for inhomogeneous (e.g. mc) cells, the appearing RESI-Rs

image is still influenced by the distribution of the dark current density [215], see
Sect. 6.2.4. This may be called an artifact, but nevertheless this RESI-Rs distribution
correctly describes the local voltage drops after (6.11) in the measured dark case.
Therefore this definition is also used in the ‘Local I–V’ method to be described in
the following. It has been shown that, in spite of this actually too simple description
of the local series resistance, local dark current parameters can be correctly imaged
by this method [216].

It will be demonstrated in the results shown below that a special measure must
be taken for avoiding obvious artifacts by the use of RESI-Rs in the ‘Local I–V’
method. This problem arises due to the low spatial resolution of DLIT, which is in
the order of the thermal diffusion length being in silicon about 2 mm for a lock-in
frequency of 10 Hz, see Sect. 4.1. On the other hand EL imaging, which is used in
the RESI method for imaging the local diode voltage, may show a spatial resolution
of a few 100 µm. This means that the minima of the local diode voltage between
neighboring gridlines are well visible in the EL-based local diode image, but the
corresponding expected minima of the local diode current are not visible in DLIT
due to the poor spatial resolution of this method. Hence the current density between
the gridlines appears in DLIT homogeneous. If these data are processed in ‘Local
I–V’ and J01 is calculated from the local current densities and the local diode voltages
after (6.10), this J01 distribution shows localminima close to the gridlines, since there
for the same apparent current density a higher local diode voltage is measured. This
inhomogeneity of J01 would be a clear artifact. For avoiding this artifact the EL-based
image of the local diode voltage distribution should be artificially blurred to get the
same spatial resolution as the DLIT images. The corresponding point spread function
is, for thermally thin samples like wafer-based solar cells, the kei-function with the
corresponding thermal diffusion length �, see Fig. 4.5 in Sect. 4.3. This blurring
can be performed very comfortably by applying the available DECONV software
[152], which internally calculates the necessary point spread function. There the
high-resolution diode voltage image has to be loaded as a “power density” image
and the simulated−90◦ LIT image is proportional to the blurred diode voltage image.
Finally an appropriate factor has to be multiplied to the result for obtaining the same
global mean value as for the original high-resolution diode voltage image.

The ‘Local I–V’ method is realized as a software package named “Local I–V 2”,
which is available [152]. It is used for evaluating up to four DLIT images of a solar
cell. Three of these images have to be measured at three different forward biases V1,
V2, and V3 (typically 0.5, 0.55, and 0.6 V, for PERC cells about 50mV more), and
the fourth at low reverse bias Vr (typically−1 V). These data are evaluated for fitting
the four local diode parameters of the 2-diode model (6.10) J01, J02, n2, and Gp for
each pixel [200, 217]. The parameter n1 can be chosen to be 1 or larger than 1, but
it must be assumed here to be homogeneous. The short circuit current density Jsc
can be loaded as an image or assumed to be homogeneous. Moreover, the software
includes the option to simulate Jsc from J01 for a given mean value < Jsc > after
the method described in Sect. 6.2.1.8. The local series resistance Rs is described by
Eq. (6.11) and can be loaded as an image or can be assumed to be homogeneous.
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Moreover, if an image of the local diode voltage Vd,3 at the highest forward bias V3

is loaded, the software calculates Rs after the RESI method [187]. This RESI-Rs has
been found to lead to the most reliable results [200] and will be used in the example
shown below. The Vd,3 image can be obtained by evaluating two electroluminescence
(EL) images, one of them taken at V3, e.g. after the method described in [218]. The
software “EL-Fit”, which performs this evaluation, is also available [152]. If a solar
cell shows no significant ohmic shunts, the DLIT measurement at the reverse bias Vr

can be skipped. If the depletion region recombination current is assumed to have an
ideality factor of n2 = 2, also the forward bias measurement at V1 can be skipped.
This option is useful for imaging J02 in the usual definition (assuming n2 = 2), since
for variable n2 the distribution of J02 spreads over many orders of magnitude [200].

The evaluation is based on the proportionality method described in Sect. 4.5.1 by
(4.33). Hence it is assumed that the loted power density ploc is proportional to the
local −90◦ DLIT signal S−90◦

loc . On the other hand, ploc is assumed to be the product
of the local diode voltage and the local diode current density. Regarding (6.11) this
leads to (i = position index):

ploc,i = Vd,i Jd,i = (
V − Jd,i Rs,i

)
Jd,i (6.12)

This can be resolved to:

Jd,i = V

2 Rs,i
−

√
V 2

4 R2
s,i

− ploc,i
Rs,i

(6.13)

In the limit Rs → 0, (6.13) simplifies to Jd,i = ploc,i /V , as could be expected.
After loading all input images and the necessary cell andmeasurement parameters

into the software, it first calculates the local diode currents for all biases and all pixels
after (6.13). The proportionality factor between ploc and S

−90◦
loc is chosen for all DLIT

measurements so that the sums of all pixel currents measured after (6.13) yield
the global cell currents measured for the corresponding measurements. Therefore
this method is self-calibrating, hence the results are not influenced by any scaling
inaccuracy of the IR-measured local temperatures or by the IR emissivity, as long as
this is sufficiently homogeneous. Then the software calculates all local diode voltages
regarding the chosen Rs distribution after (6.11). Then it fits for each pixel the local
current densities to the 2-diode model (6.10), leading to images of J01, J02, n2, and
Gp. This fit is performed by an iterative method described in detail in [217]. Once
the images of these parameters are available, the software calculates local dark and
illuminated I–V characteristics of all pixels by regarding the chosen Rs distribution.
From these it automatically calculates images of various efficiency-related local cell
parameters (see Sect. 6.2.2), the most important ones being the open circuit voltage
Voc, the fill factor FF, and the local efficiency η, and the short circuit current density,
if this was calculated by the software from the J01 distribution after the method
described in Sect. 6.2.1.8.
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The accuracy of the fit to the 2-diode model, in particular the separation of J01
and J02 contributions, strongly depends on the accuracy of the input data used for
the procedure. For example, the busbar potential must be well-defined both for the
DLIT and for the ELmeasurements which are used for imaging Vd,3 for applying the
RESI method. Hence the current rails used in the respective contacting stages must
be sufficiently massive, they must use a high number of spring-loaded contact pins,
and the wiring must use independent sense probing directly at the top and the bottom
of the cell. Actually, for obtaining a sufficiently accurate distribution of Vd,3, the
used EL evaluation should either correct photon scatter in the detector by applying
appropriate image deconvolution [219], or this effect may be kept small by applying
short-pass filtering for the EL measurements [220]. However, if the above proposed
artificial blurring of the Vd,3 data is applied, thesemeasures are usually not necessary,
but they also do not disturb.

Note that there are two different definitions of the local efficiency η and the local
Voc distribution of a solar cell, which have to be distinguished. One definition, which
has been used e.g. in [200, 217], is the ‘local expectation value’ or ‘potential value’
of η or Voc. This definition assumes that the chosen pixel is electrically isolated from
the others. Physically it means that an extended solar cell having homogeneously the
properties of the chosen position (x, y)would have these values of η and Voc. Hence,
this definition refers to the individual (isolated) values of Voc and of the maximum
power point voltage Vmpp, at which the efficiency η is measured. The other definition
is the ‘in-circuit’ definition of η and Voc. This definition refers to the values of Voc

and Vmpp of the whole cell. The local in-circuit efficiency ηic is governed by the local
diode current at Vmpp of the cell Jd,mpp(cell) (prad = irradiated power density):

ηic = Vmpp,cell Jd,mpp(cell)

prad
(6.14)

This definition was used e.g. by Shen et al. [201]. They also have introduced a local
in-circuit fill factor, being FF = (Vmpp,cell Jd,mpp(cell))/(Voc,ic Jsc). Later on Shen
et al. [221] and also Frühauf et al. [142] have pointed to the two different definitions
of local Voc and η. Note that for (6.14), in contrast to other cases in this book but
as usual for defining solar cell efficiencies, the photocurrent is counted positive and
the dark current negative. Therefore, as a rule, Jd,mpp(cell) is positive. However, it
may become negative in positions of strong shunts, where even at Vmpp,cell the local
dark current density exceeds the photocurrent density. In such positions also ηic

becomes negative, whereas the potential value of η is always positive. This case will
be demonstrated in Sect. 6.2.2.6.

The local in-circuit value Voc,ic is the local diode voltage in the cell, if the cell as
a whole is at its open circuit voltage Voc,cell. If in an inhomogeneous (e.g. multicrys-
talline) solar cell the dark current (usually dominated by J01) is inhomogeneous,
the individual (isolated, hence potential) values of both Vmpp and Voc are position-
dependent. In ‘good’ regions of low J01 these voltages are lying above and in ‘poor’
regions of high J01 they are lying below the global cell values of Vmpp and Voc. There-
fore, under Voc of the cell, the ‘good’ regions are producing net photocurrent, which
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(d) (e) (f) 
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Fig. 6.18 Input images for ‘Local I–V’ analysis: a DLIT image taken at 0.5 V (0–1 mK), b DLIT
image taken at 0.55 V (0–3 mK), c DLIT image taken at 0.6 V (0–7 mK), d DLIT image taken at
−1 V (0–0.5 mK), e EL-based local diode voltage image (0.58–0.6 V), f artificially blurred local
diode voltage image (0.58–0.6 V)

distributes laterally and flows back as net dark current in the ‘poor’ regions of the
cell. Between these regions horizontal balancing currents are flowing in the emitter
and the top metallization lines (and flow back in the base, hence they circulate),
which are influenced by the horizontal and vertical series resistances. If these series
resistances would be zero, all positions of the cell would be switched in parallel
and would show the same values of Vmpp and Voc of the cell. Due to the finite series
resistances, the individual in-circuit values of Vmpp and Voc differ from the global cell
values measured at the busbars, but they are still closer to Vmpp,cell and Voc,cell than
the potential values. At Vmpp,cell the horizontal balancing currents become lower, but
they still exist and influence the local Vmpp,ic. The ‘Local I–V 2’ software calculates
both the potential and the in-circuit local values of Voc and η within the model of
independent diodes. Hence it is assumed here that lateral balancing currents between
positions A and B flow from A vie Rs(A) to the busbar and from there via Rs(B) to
B. Note that the ILIT-based local efficiency analysis to be described in Sect. 6.2.2.6
only measures in-circuit values of the efficiency.

In the following the application of the ‘Local I–V’ method will be demonstrated
on an industrial multicrystalline silicon solar cell of standard technology (243 cm2

size, full-area Al back contact, 50 �/sqr emitter). Figure6.18 shows typical input
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images used for the ‘Local I–V’ analysis and Figs. 6.19 and 6.20 show the most
important images resulting from this analysis. The comparison between Fig. 6.18a,
c shows that at 0.5 V mostly local shunts are visible, one dominating in the upper
right region, one in the lower region, and most of them in the edge regions, which
are all J02-type shunts. At 0.6 V (c) the more homogeneous and cloudy-looking bulk
lifetime-governed J01-based diffusion current dominates, but the local shunts are still
visible, and (b) is in between. Below the two busbars a stripe of increased J01 is visible
in (c), which stems from an increased J01 at the two silver-containing contact stripes
at the backside of the cell, leading to an increased back side surface recombination
velocity there. The current rails used for contacting the busbars shadow the IR light
and appear dark in (c). The gridlines are not visible in the DLIT images because of
the low effective spatial resolution of this image and because software-based local
emissivity correction was applied here, see Sect. 5.3. Under reverse bias (d) only the
dominating shunt is weakly visible. The size of this shunt appears smaller here than
in (a) to (c) since in the latter its maximum signal is well above the upper scaling limit
(hence it appears overexposed), whereas in (d) it is not. The stronger noise visible in
the regions outside of the cell in (d), where the signal should be zero (as in most parts
of the cell), stems from the software-based emissivity correction procedure, since
the metallic base shows a low emissivity. In the original EL-based Vd,3 image (e)
the gridlines appear as bright lines, since there Vd is indeed higher. These lines have
disappeared in the artificially blurred image (f). Note that before artificially blurring
the cell region was cut out from the original image since the dark regions outside of
the cell would have disturbed the blurring procedure.

The first task of ‘Local I–V’ is to separate the J01, J02, and ohmic shunt contri-
butions of the dark current from each other. Figure6.19 shows the most important
results of this procedure regarding the dark characteristic. The J01 image in (a),
which was obtained by using the original high-resolution Vd,3 image in Fig. 6.18e for
calculating the RESI-Rs, clearly shows the local J01 minima in gridline positions,
which are an artifact as explained above. In the J01 image (b) using the artificially
blurred Vd,3 image in Fig. 6.18f these artifacts are absent. The Gp image (c) shows
that only the dominant shunt in the upper right and some edge shunts have a weak
ohmic component. In (d) the depletion region recombination current density at 0.6 V
is displayed. This is the most reliable way to display this current contribution since,
if n2 is taken as a variable, the saturation current density J02 may spread over many
orders of magnitude [217]. The two J02-type shunts in the area and the J02-current
at the edges are clearly visible in (d). In most of the area the J02-current is negligibly
small. As image (e) shows, in most of the region n2 is close to 2 (dark red), at the
edges and in the lower shunt position it is locally increased, and in the upper shunt
position it exceeds n2 = 5. The comparison of (b), (c), and (d) shows that the lower
shunt is a pure J02-type shunt, hence there neither J01 nor Gp are locally increased,
whereas the dominating shunt in the upper right has J01-, J02-, and ohmic (Gp) com-
ponents. Alternatively, the ‘Local I–V procedure can be repeated assuming n2 = 2,
then the display of J02 is meaningful. Figure6.19f shows the result of this procedure,
which looks very similar to (d).
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(a) (b) (c)

(d) (e) (f)
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Fig. 6.19 Dark characteristic results: a J01 obtained with original Vd,3 data (0–4 pA/cm2), b J01
obtained with artificially blurred Vd,3 data (0–4 pA/cm2), c Gp (0–1 mS/cm2), d depletion region
recombination current density at 0.6 V assuming variable n2 (0–15 mA/cm2), e n2 (0–5), f J02
assuming n2 = 2 (0–2*10−7 A/cm2)

The second task of ‘Local I–V’ is to display images of efficiency-related cell
parameters. Figure6.20a shows the local efficiency potential of this cell, (b) shows
the Voc potential, and (c) shows the fill factor (FF) potential. The region of highest
efficiency potential is indicated by a dark square and a region of high J01 by a white
circle in (a), see Fig. 6.19b. The highest efficiency would reach 17.7% and that in
the J01 maximum 14.0%, whereas the whole cell shows an efficiency of 16.3%, see
below. We see that the different types of defects influence the various efficiency
parameters differently. For example, the weak J02-type shunt in the lower region of
the cell reduces the fill factor in (c) strongly but does nearly not influence the Voc

potential in (b). On the other hand the J01 maxima in the upper region of the cell,
one of them indicated in (a) by a white circle, strongly influence the Voc potential
in (b) but not the FF potential in (c). The latter is also influenced by the local series
resistance distribution (compare with the Vd distribution in Fig. 6.18f), but the Voc

potential in (b) is not.
The in-circuit efficiency (d) is only slightly lower than the efficiency potential (a),

in particular visible in the strong J01 maxima at the top of the cell. It will be shown
in Sect. 6.2.2.6 that these two efficiencies only differ significantly in the positions
of strong shunts. Indeed, also here in the position of the dominant shunt at the top
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Fig. 6.20 Simulated local efficiency parameter images: a efficiency potential (10–20%), square:
region of highest efficiency potential, circle: region of high J01, b Voc potential (0.55–0.65 V), c
FF potential (65–85%), d in-circuit efficiency (10–20%), e in-circuit distribution of Vd at Voc of
the cell (0.55–0.65 V), f simulated Jsc distribution (30–35 mA/cm2)

right the efficiency potential is 9.32%, whereas the in-circuit efficiency there is only
5.08%. The local in-circuit distribution of the diode voltage at Voc of the cell is shown
in (e). It shows about the same average value as the Voc potential distribution (b) but a
significantly lower contrast. This difference is due to the horizontal balancing currents
as discussed in [221] and above. Image (f) shows the Jsc distribution simulated by
the software from the J01 distribution in Fig. 6.19b after the procedure described in
Sect. 6.2.1.8. This image anti-correlates with the J01 distribution shown in Fig. 6.19b.
Note that for the calculations in Fig. 6.20 the DLIT data in the busbar positions,
where the thermal signal is shadowed by the current rails as seen in Fig. 6.18c, were
replaced by the average signal from their surrounding region by using the “bad pixel”
correction option of ‘Local I–V’. Otherwise the software would have misinterpreted
the missing DLIT signal in this region as a region of particularly low dark current,
which would lead to unphysically high values of Voc and η there.

Another task of ‘Local I–V’ is to simulate dark and illuminated I–V characteristics
of a chosen position or region or of the whole cell. There are two display options,
which are “suns I–V” characteristics, being local diode characteristics not regarding
Rs, and “real” I–V characteristics regarding Rs in the model of independent diodes.
The name “suns I–V” stems from the well-known “suns-Voc” method to measure
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Fig. 6.21 Local dark (suns I–V) and illuminated I–V curves of a the best region in the cell, b a
region of maximum J01 current, c the dominant shunt at the top right, and d the weak shunt at the
bottom of the cell

I–V characteristics non-contacting (under Voc), where the illumination intensity-
dependent photocurrent replaces the externally injected current [222]. Since here the
external current is zero, the “suns I–V” characteristics is expected not to contain the
influence of Rs. For dark “suns I–V” characteristics the different physical constituents
of the dark current density (J01, J02, ohmic) can be displayed separately. Figure6.21
shows simulated local I–V curves of four positions: (a) the best region of the cell
indicated by a dark square in Fig. 6.20a, (b) the region of maximum J01 indicated by
a white circle in Fig. 6.20a, (c) the dominant shunt at the top right, and (d) the weaker
shunt in the bottom part of the cell. The graphs contain the dark and the illuminated
characteristics (black dashed). For the dark characteristics the J01 currents (red), the
J02 currents (blue) and the sum currents (black) are shown separately. The ohmic
current density was even at the dominating shunt (c) so weak that it remains invisible
in this scaling range. The black squares mark the measured current densities at Vd,1,
Vd,2, and Vd,3. For (a) and (c) the current densitymeasured at Vd,3 was lying above the
scaling limit of 35 mA/cm2, therefore here only two measured points are visible. We
see in Fig. 6.21 that the I–V characteristics of the different regions are very different.
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Fig. 6.22 Dark (a) an illuminated (b) simulated and measured global I–V characteristics

In the best region (a) and in the high-J01 region (b) the J01 current dominates over
the J02 current, but in both shunts (c and d) the J02 current is dominating. The
difference between (a) and (b) is a lower Voc and Jsc in (b), but the shape of the
illuminated characteristic remains. The two shunt curves (c) and (d) appear much
more ‘rounded’, hence the fill factor is significantly smaller there, as could be seen
already in Fig. 6.20c.Moreover, in the dominant shunt (c) Jsc and Voc are significantly
reduced, since this shunt also shows a significant J01 contribution, see Fig. 6.19b.

If the whole cell area is selected for calculating the I–V curves, the simulated
global characteristic appears, which may be compared with the measured ones. The
measurements have been performed on a Sinton Instruments FCT-400 flash cell
tester. The global short circuit current density of < Jsc > = 33.3 mA/cm2 obtained
from this measurement was used in the ‘Local I–V’ simulations. Figure6.22 shows
this comparison for (a) the dark characteristic in half-logarithmic scaling, and (b) the
illuminated characteristic in linear scaling. We see a very good agreement between
simulated and measured curves. Only in the low voltage range below 0.4 V some
deviations occur in the dark characteristics (a), but this has no influence on the
illuminated characteristic and on the simulated cell data. The square dots in (a) are
the points where the DLIT data were measured. The blue round and dark square dots
in (b) mark the simulated and measured maximum power points. Also here we see a
very good agreement between simulated and measured data.

Finally, Table6.1 shows the comparison between measured and ‘Local I–V’-
simulated solar cell parameters. Also here we see a good agreement between mea-
sured and simulated global data with only minor deviations. These deviations are in
the order of the systematic error of flash cell testers. One deviation is the by 1% too
high simulated fill factor FF, which also can be observed in Fig. 6.22b. It has been
found already in [200, 223] that the simulated fill factor comes out slightly too high,
if RESI-Rs is used in ‘Local I–V’. This is a limitation of the model of independent
diodes used here. If the local efficiency analysis would be performed based on DLIT
analysis by ‘Local I–V’ but using a more realistic two-dimensional cell model, as
done e.g. in [224], this contradiction could be resolved.
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Table 6.1 Measured and ‘Local I–V’-simulated global and local cell parameters

Cell
parameter

Measured Simul.
global

Simul. best
region

Simul. no
edge

Simul.
0.1 sun

Sim. 0.1
sun, shunt
cut out

Efficiency
(%)

16.3 16.5 17.7 16.6 14.63 14.66

Voc (V) 0.622 0.622 0.641 0.623 0.560 0.560

Jsc
(mA/cm2)

33.3 33.3 33.74 33.3 3.33 3.33

FF (%) 78.7 79.7 81.9 80.0 78.5 78.6

Vmpp (V) 0.520 0.525 0.552 0.526 0.476 0.476

Jmpp

(mA/cm2)
31.3 31.5 32.1 31.6 3.075 3.080

In addition to the globally simulated data also the simulated parameters of the best
region in the cell and of the inner part of the cell without the edge region are given in
Table6.1. We see that the best region shows significantly better parameters than the
whole cell, the improvement in efficiency is more than 1% absolute, which is 7.3%
relative. These cell parameters may be taken as a limit of the used cell technology. A
cell showing no regions of locally increased J01 and J02 and showing a sufficiently
low series resistance could show these improved cell parameters. The comparison
between the global simulation and that without edge shows the quantitative influence
of the edge region on the efficiency. We see that the edge region, due to its high J02
current contribution, preferentially degrades the fill factor of the cell.

Two further options of this software are the possibility to simulate the cell under
variable illumination intensities and the so-called “cut shunt” option. If the two-
diode parameters of all pixels are known, the simulation can be performed at any
illumination intensity. In Table6.1 also the simulated global cell data for 0.1 sun
intensity are given. As expected, the efficiency is significantly reduced at 0.1 sun.
The “cut shunt” option allows to virtually cut out a shunt or another defect region from
the cell area, leaving the rest of the cell unchanged. Such a region can be marked, and
after activating this option allDLIT results in this region are replaced by the properties
of the surrounding, also the global cell currents are corrected correspondingly. If then
the evaluation of the cell is repeated, higher values of the global cell parameters may
appear. If this procedure is performed here for the dominant shunt in this cell at 1 sun
intensity, the improvement in efficiency is not measurable yet. Note that DLIT is a
very sensitive method, which may detect defects well before they become dangerous
for the cell. However, as can be seen in Fig. 6.21, the relative current contribution
of the shunts increases with decreasing voltage, hence with decreasing illumination
intensity. Therefore, at an illumination intensity of 0.1 suns the influence of this shunt
becomes measurable. Table6.1 also contains the simulated global cell data at 0.1 sun
intensity with the shunt virtually cut out. The improvement in efficiency is after all
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0.03% absolute, this is 0.2% relative. Also this ‘cut shunt’ option allows the user to
quantify the influence of certain defect regions on the global efficiency of a cell.

In this section the basics and application of DLIT-based detailed local efficiency
analysis are reported, which can be performed by the ‘Local I–V’ method, for which
the “Local I–V 2” software is available [152]. As shown above, this method allows
the user to evaluate the influence of certain local defect regions on the efficiency
of a given solar cell. Therefore, it should be a valuable tool for everybody who
wants to improve the efficiency of his solar cells. It has been found recently that,
for the modern multicrystalline PERC cells (Passivated Emitter and Rear Cells) the
accuracy of the separation between J01 and J02 current contributions is worse than
for standard technology cells [209]. This is a result of the stronger inhomogeneity
of the dark current observed in these cells. In PERC cells J01 in the defect regions
is about the same as that in standard technology cells. In defect-free regions, on the
other hand, J01 is about a factor of 5 lower in PERC than in standard technology
cells. Due to this stronger dark current inhomogeneity the accuracy of the RESI-Rs

concept reduces, which may lead to an incorrect attribution of some J01 currents to
J02 [209]. The sumcurrent density, however, is still correctlymeasured andmodelled,
also for PERC cells. This means that the ‘Local I–V’ method described here can also
be applied to more modern cell concepts, if they suffer from inhomogeneous dark
current densities.

6.2.1.10 3D Analysis of Solar Cells

3D analysis of solar cells by lock-in thermography means that, in addition to the
lateral information about local heat sources, some information as to the depth dis-
tribution of these sources can be obtained. The 3D analysis of integrated circuits
has been described in Sect. 6.1.1. This method is based on measuring the frequency-
dependent phase shift of the LIT signal on top of the heat source. In this case an
isolated lying point-like heat source can be assumed. Note that this method is used
for estimating in which layer of a stacked multi-die device a local heat source exists.
The phase shift is here mainly caused by the glue layers between the single dies,
which provide a heat resistance, together with the heat capacity of the silicon dies.
Hence, here we do not measure the depth position of a heat source in a single silicon
wafer.

It would be interesting to have a depth resolution also for silicon solar cells. The
local heat sources in these devices are caused by recombination, by Peltier effects,
or by ohmic shunting, see Sect. 2.8. Recombination may take place at the emitter
(lying usually at the top of the cell), in the bulk, or at the backside of the cell, e.g.
at a back contact (metal-induced recombination). Also in the emitter, metallized
regions are expected to show stronger recombination than the free lying emitter
area. The recombination at grown-in crystal defects in multicrystalline Si solar cells
should occur mainly in the bulk. However, there are indications that also the backside
recombination velocity [225] and the emitter recombination [226] correlates with the
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local bulk lifetime. For studying these phenomena an additional depth resolution of
the LIT analysis would be desirable.

It was explained in Sect. 6.4 and is visible e.g. in Fig. 5.1 in Sect. 5.1 that, in a
thermally homogeneous material, the phase of a thermal wave drops with increasing
distance to an oscillating heat source linearly into the negative. This holds for any heat
source geometry in a spatially extended medium and could also be expressed by the
sentence: The velocity of thermal waves in a homogeneous and isotropic medium
is constant and independent of the geometry of the wave, as are the velocities of
sound and light. It was asked very early whether this property cannot be used for
determining the depth of a heat source below the surface, e.g. in a solar cell. Until
recently such investigations have not been carried out successfully. One reason is
that the phase reading of most LIT systems is not absolute. Hence the phase reading
contains a systematic phase error, which is not generally known. Also the strategy
for estimating the systematic global phase error suggested in Sect. 5.1 (the average
0◦ signal must be zero) is only approximate, since it assumes an infinitely thermally
thin sample. The most accurate and practicable methods for absolute scaling of the
phase in a LIT system are the following:

(1) Imaging a homogeneously heated quasi-adiabatic test object as described in
Sect. 2.7, which is known to show a phase of exactly −90◦, if the paint layer is
negligibly thin and the thermal properties are not influenced by the temperature
modulation. Ideally, this paint should be the same that is used for blackening the
surface of the device to be investigated, see below. Alternatively this test object
can also be made e.g. from graphite, then it does not need any paint layer and
can be used up to high frequencies.

(2) Imaging a pulsed LED emitting in the sensitivity range of the camera. If the rise
and fall times of this LED are in the ns range, this radiation source would show
a phase of exactly 0◦ for usual lock-in frequencies.

One practical problem for performing depth-dependent LIT investigations is that,
for a bare silicon solar cell, the thermal radiation emission does not appear strictly
at the surface, since silicon is semi-transparent to thermal radiation. As it has been
discussed already in Sect. 5.3, silicon is nominally transparent in this spectral range.
However, there is free carrier absorption and emission, which is strongest in the
highly doped emitter and the back surface field (BSF) layer at the bottom, which
exists homogeneously only in so-called standard technology cells having a full-area
Al back contact. In addition, the emissivity is significantly increased by the texture
of a solar cell to an unpredictable degree, since different cells may show different
textures. Last but not least the back contact plays a big role for thermal emission. For
nearly all industrial solar cells, including themodern PERC types (Passivated Emitter
and Rear Cells), the back contact consists of sintered Al paste. This paste contains
small Al particles embedded in a glass frit. Glass is known to be a good thermal
IR emitter (ε ≈ 90% [166]), and small metal particles show a significantly higher
emissivity than a smooth metal layer. Therefore this sintered Al back contact shows
a high emissivity of >80%. This is the reason why lock-in thermography performed
at the bare front and backsides of solar cells leads to nearly the same results, see the
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discussion for Fig. 3.4 in Sect. 3.3. Hence, if a bare solar cell is imaged in LIT it
is not clear where in the cell exactly the thermal radiation comes from. As long as
this is not clear, all attempts to distinguish between heat sources at the top and at the
bottom are hopeless. However, such investigations could be successful if the cell is
covered with a sufficiently thin black layer, see Sect. 5.3.

One may suspect that the expected phase differences between heat sources lying
at the bottom or at the top of a typical solar cell could be too weak to bemeasured, but
on first view this appears to be not the case. According to (4.3) and (4.15), the phase
of a thermal wave changes by 2π (360◦) over a distance of 2π thermal diffusion
lengths �. For a typical lock-in frequency of 10 Hz the thermal diffusion length in
silicon is about 1.76 mm. This means that the difference in phase between a heat
source lying at the top and at the bottom of a 180 µm thick solar cell should be about
5.9◦, which would be easily measurable. However, this estimation only holds if a
thermal wave travels in a spatially extended body. In a wafer with a thickness being
small compared to the thermal diffusion length, the top and bottom surfaces must be
described by mirror heat sources outside of the wafer, see Fig. 4.4 in Sect. 4.3. This
leads to multiple reflections of the thermal wave at the surfaces, which significantly
reduces the phase difference between sources lying at different depths. This problem
has been modelled by using the DECONV software tool ([152], see Sect. 4.5.2),
which uses the thermal transfer functions introduced in [161]. Figure6.23a shows
the simulated phase of the thermal wave at the surface of a 180 µm thick wafer for
a homogeneous heat source layer parallel to the surface as a function of the source
depth below the surface for two frequencies. We see that for this wafer the real
phase difference between the source lying at the surface (depth 0 µm) and that at
the bottom (depth 180 µm) is for 10 Hz only 0.6◦, about a factor of 10 less than
originally expected for a thick body, and for 40 Hz it is 2.39◦, which should just be
measurable.

The most striking practical problem, however, is that the lateral shape of the heat
sources in solar cells is generally unknown. For local heat sources the thermal waves
run laterally over distances of manymm, thereby generating lateral phase differences
being more than an order of magnitude larger than the phase differences caused by
the different depth positions shown in Fig. 6.23a. This is demonstrated in Fig. 6.23b
showing the lateral phase image of the power distribution used for Fig. 4.8 in Sect. 4.4,
which contains one extended, two line, and one point heat source. As for this figure, a
thermally thin sample and a thermal diffusion length of 10 pixel was assumed, which
corresponds to a pixel width of 176 µm for a lock-in frequency of 10 Hz. This image
is scaled from−180 to 0◦. Additional depth-dependent phase differences in the order
of 0.6◦ for heat sources lying in different depths, as expected from Fig. 6.23a, could
not be recognized in such a measured phase image. Therefore measuring the phase
alone does not lead to unique information about the depth position of a heat source
in a silicon solar cell yet.

Most recently a solution for this problem has been proposed [227]. Realistic
simulations of DLIT signals by DECONV [152] have been performed with heat
sources lying at the top, in the middle, and at the bottom of a 180 µm thick Si
wafer. These simulations lead to simulated DLIT signals measured at the top and at
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Fig. 6.23 a Phase of the temperature modulation at the surface for an extended heat source plane
lying at various depths in a 180 µm thick silicon wafer for two frequencies, b phase image scaled
from −180◦ to 0◦ for the power distribution of Fig. 4.8, same parameters as there
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Fig. 6.24 a Sketch of the imaged geometry, b phase top-minus-bottom difference image, −90 to
0◦, c 0◦ top-minus-bottom difference image, −1 to 2 mK

the bottom of the cell. For performing these two measurements, the cell has to be
painted black at the top and at the bottom, see also Sect. 5.3, and imaged from both
sides. The simulations in [227] predict that the top-minus-bottom difference of the
phase and of the 0◦ DLIT signal are positive for heat sources lying at the top and
negative for heat sources lying at the bottom of a cell. Moreover, in these difference
images the blur of the original images should be strongly reduced. First experiments
have confirmed these predictions. In Fig. 6.24a the investigated geometry is sketched.
The images show a region at the left edge of the cell edge containing one busbar at the
top of the imaged region. The imaged region is indicated as a red dashed rectangle.
The busbar current rail shadows a stripe in the upper part of the imaged region, and
at the left a stripe outside the cell is imaged. Below the busbar, at the back of the cell,
there is a silver (Ag) back contact at the bottom of the cell, which is known to show
a high surface recombination. In the area not covered by the Ag contact we have
the usual Al back surface field (BSF) contact, which shows a low recombination
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velocity. Between the cell edge and the back contacts there is a vertical stripe of
missing Al BSF, which also shows a slightly increased recombination velocity. At
the right in the imaged region a vertical diamond scratch was made at the surface,
which provides a region of strongly increased recombination at the top of the cell.
Both in the phase difference image (b) and in the 0◦ difference image (c) this scratch
is visible as a bright line, indicating that this heat source is lying at the top of the cell.
The stripes outside the cell at the left and where the current rail shadows the image
in its upper part appear strongly noisy in the phase image, as is usual in regions
without a LIT signal. The silver back contact stripe at the top of the difference
images (b) and (c) appears homogeneously dark, indicating its backside position. In
the original phase and 0◦ images also this region appeared blurred bright with a slight
undershoot below its edge [227], compare this with the simulations in Figs. 6.23b
and 4.8 in Sect. 4.4. These results are a first proof of concept of the 3D analysis of
solar cells proposed in [227]. This method still has to be improved, e.g. by applying
a better black paint for increasing the IR surface emissivity and by further reducing
the image noise. If this method can be made practicable, it could be used e.g. for
distinguishing between defect-induced bulk recombination and defect-influenced
emitter- or backside recombination in multicrystalline solar cells or for investigating
metallization-induced recombination.

6.2.2 Illuminated Lock-in Thermography (ILIT)

Typical current–voltage (I–V) characteristics of silicon solar cells without illumina-
tion were shown in the previous sections. The dark forward characteristics are, in the
absence of ohmic shunts, essentially exponential; hence, the current steeply increases
for increasing forward bias. Figure 6.25 shows a typical illuminated characteristic (a)
together with a characteristic of the generated electric power (b). In order to be inde-
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Fig. 6.25 a Illuminated current-voltage characteristic and b generated power characteristic of a
typical solar cell, both referred to the area. The scaling ranges are indicated below
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pendent on the cell size, also these magnitudes are referred to the cell area, instead
of the currents I , the current densities J are presented. These characteristics can be
obtained by varying an electric load connected to the cell under illumination between
zero resistance (short circuit) and infinite resistance (open circuit). By definition, the
dark current is counted positively, and the photo-induced current being a reverse cur-
rent is counted negatively. A negative current at a positive (forward) voltage means
that the electric power is negative, hence the solar cell produces electric energy. Only
for defining the local solar cell efficiency the photocurrent is defined in this book
positive and the dark current negative, see Sect. 6.2.1.9.

The three most important points in the illuminated I–V characteristic are the short
circuit point where the current is the short circuit current Isc (resp. Jsc) and the bias
V is zero, the open circuit point where the bias is the open circuit voltage Voc, and
the current I is zero (here the bias-independent photocurrent is completely balanced
within the cell by the dark forward current), and the maximum power point (mpp)
where the generated power is maximal and the I–V characteristic shows Impp and
Vmpp. All these magnitudes depend on the illumination intensity, the currents essen-
tially linearly and the voltages logarithmically. If series resistances can be neglected,
the illuminated I–V characteristic equals the dark characteristic shifted by the short
circuit current, which is called the “superposition principle”. In reality and under
standard solar illumination intensity (which is called “1 sun”, corresponding to an
irradiated power density of 100mW/cm2), the series resistances of the cell (typically
0.5� cm2) lead to an internal voltage drop of up to approximately 10mV, depend-
ing on the magnitude of the current. The voltage drop is positive for dark currents
(terminal voltage larger than internal bias) and negative under illumination (terminal
voltage lower than internal bias). Due to this voltage drop, a forward bias somewhat
larger than the open circuit voltage has to be applied in the dark to generate a dark
current with the same amount as the short circuit current.

Another important parameter for describing the illuminated solar cell character-
istic is the dimensionless so-called fill factor (FF). It is defined as:

FF = JmppVmpp

JscVoc
(6.15)

The fill factor (usually given in %) is a measure of the rectangular shape of the
illuminated characteristic. The more rectangular this characteristic looks like, the
higher is the fill factor. By using the fill factor the energy conversion efficiency of a
solar cell can be defined as (prad = irradiated power density, under standard condition
100 mW/cm2):

η = pelectr
prad

= JmppVmpp

prad
= JscVocFF

prad
(6.16)

At the beginning, lock-in thermography had been performed on solar cells only
in the dark. Indeed, shunts in solar cells can most easily be investigated in the dark,
since then they are the only existing heat sources, see previous section. In 2004 two
groups, one at Fraunhofer Institute of Solar Energy Systems (ISE) and the other
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at Konstanz University, had proposed independently to perform lock-in thermog-
raphy on solar cells by pulsed illumination [15, 16]. These techniques had been
named independently “ILT” (Illuminated Lock-in Thermography) and “LimoLIT”
(Light-modulated Lock-In Thermography) by the first and second groups, respec-
tively. Later on, the name “ILIT” (Illuminated Lock-In Thermography)was generally
accepted for all kinds of lock-in thermography on solar cells performed under illu-
mination, whereby different short prefixes are used to characterize the type of the
investigation [17]. The experimental technique needed for ILIT can also be used for
performing local lifetime imaging onwafers byCDI/ILM, see Sects. 2.9, 3.5, and 6.5.
In this section,we introduce anddemonstrate several different ILIT techniques,which
have been developed for imaging different kinds of inhomogeneities in solar cells.

6.2.2.1 Voc-ILIT

The simplest and most popular ILIT technique is called Voc-ILIT. Here, the cell is
not contacted at all and is illuminated homogeneously by pulsed light. Because no
current is drained here, the cell is under open circuit conditions (which is at forward
bias) under illumination, so the biasmodulation is, in principle, the same as for DLIT;
therefore, all results visible inDLIT (especially shunts) can also be observable in Voc-
ILIT. This is demonstrated in Fig. 6.26a–c,which has to be comparedwith Fig. 6.10b–
d of Sect. 6.2.1. By varying the light intensity, the value of the Voc modulation can
be adjusted, e.g., to match Vmpp at standard illumination (typically about +0.5V,
Fig. 6.26a) and Voc (about +0.6V, b). The basic advantage of Voc-ILIT compared to
DLIT is that it does not need any electric contacts at the cell. Therefore, it can be
applied, e.g., for shunt imaging already in an early technological state of a solar cell,
where no contacts aremade yet. This was the basic motivation for the development of
Voc-ILIT. This advantage has to be paid by the disadvantage that in Voc-ILIT always
a homogeneous heating contribution is present. This is due to the two “local” heating
power contributions Pth and Ppn+, which are both dissipated in the position of light
absorption and have been discussed in Sect. 2.8 in (2.37) and (2.38). This additional

(b)(a)

2 cm

(c)

Fig. 6.26 Voc-ILIT images of the cell taken for Figs. 6.10 and 6.13, measured at a mpp (0.5V,
reduced light intensity, scaled from 0.2 to 2.5mK) and b at Voc (0.6V, full light intensity, scaled
from 5 to 20mK). c: 0◦ component of the 0.6V image (scaled to 2mK)
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homogeneous heating disturbs in most ILIT techniques, only in some differential
techniques it is compensated. It can be minimized by working at a wavelength in the
near-IR range where the thermalization heat is minimal. The optimum wavelengths
for ILITon crystalline silicon cells are typically between850 and950nm. InFig. 6.26,
this homogeneous heating was compensated by scaling the figures not between zero
and a certain maximum signal value, but between two signal values. Another way to
cope with the homogeneous heating is to display the 0◦ signal, which for thermally
thin samples is insensitive to homogeneous heating, see Sects. 4.4 and 5.1. This
signal also has the advantage that it displays local heat sources with the best possible
spatial resolution, see the grain boundaries visible in Figs. 6.10d and 6.26c.

Another advantage of Voc-ILIT compared to DLIT is that the cell can easily be
investigated even under standard open circuit condition without the necessity to feed
in a high current. Note that for performing DLIT at Voc, a current as high as the short
circuit current had to be fed in, which is above 7A for actual solar cells. In ILIT, just
as in DLIT, any differences in the local heating are governed by differences of the
local dark forward current, which may be due to local shunts, local recombination
currents, or the local diffusion current, which depends on theminority carrier lifetime
in the bulk material. In a homogeneous solar cell, under open circuit condition, the
photocurrent is balanced by the dark forward current in any position. In this case,
no lateral currents are flowing in the cell and the heating is homogeneous. If there
are local low-lifetime regions in the cell showing an increased diffusion current, or
if there are any local shunts, these regions are effective current sinks in the cell,
whereas high-lifetime regions are effective current sources. Between these regions,
lateral balancing currents are flowing in the emitter and in the bulk of the cell (or in the
two contact metals, respectively) from high-lifetime regions to low-lifetime regions
or to local shunts, but the external net current is zero. These lateral or horizontal
balancing currents were mentioned already in Sect. 6.2.1.9. The thermal contrast in
Fig. 6.26 is basically due to these lateral balancing currents. If there are strong ohmic
shunts in a solar cell, they can be detected through Voc-ILIT within less than 1s
without the need to contact the cell electrically. It has been shown that the best way
for doing this is to illuminate the cell with IR light equivalent to about 1 sun, pulsed at
a relatively low frequency of 3 Hz, and to display the 0◦ signal [228]. As mentioned
above, this signal shows the highest spatial resolution and is not affected by the
homogeneous heating contribution, which is inherent to ILIT. However, because the
cell is not in thermal equilibrium after short acquisition times, it is necessary to apply
the temperature drift correction as described in Sect. 4.2. If a highly sensitive and
fast IR camera is used for this investigation, sufficient strong shunts can be detected
by ILIT reliably after an acquisition time of 1 s [228].

Another difference between Voc-ILIT and DLIT is that nonlinear shunts, which
are due to local recombination sites crossing the p–n junction, appear for the same
forward bias somewhat stronger in Voc-ILIT than in DLIT. This may be partly due
to the inevitable series resistance of the cell, which leads to the fact that under Voc

in the dark usually only Isc/2 flows (see discussion of Fig. 6.10c of the Sect. 6.2.1).
However, it had been mentioned already in [15] and had been discussed in more
detail in Sect. 5.4 that for optical excitation (under Voc-conditions), if the carriers
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are flowing to local recombination sites not through the back contact but in the bulk
material, at least some part of the additional Peltier heat from the contacts and from
the p–n junction may be dissipated at local recombination sites. How much of this
additional heat is dissipated there depends on the fraction of majority and minority
carriers directly flowing to the recombination sites compared to the fraction flowing
across the contacts, if there are any. At least it is clear that this effect is not small. Note
that Fig. 6.10b of Sect. 6.2.1 is scaled to 1mK, whereas Fig. 6.26a is scaled from 0.2
to 2.5mK, under otherwise identical conditions. Because the illumination intensity
was weak, the homogeneous heating contribution alone was not responsible for this
effect, and also the influence of the series resistance should be negligible here. So the
lock-in thermography signal values may be higher in Voc-ILIT than in DLIT due to
local recombination and a higher contribution of Peltier heat. It had been discussed
in [16, 229] that another difference between DLIT and Voc-ILIT is that the sign of
internal voltage drops in the cell is different in both cases. For DLIT, the regions
between grid fingers always show a lower local bias than that directly below grid
fingers, whereas for ILIT, this region shows the same or even a somewhat higher
bias, depending on the load condition. However, these internal bias differences are
only in the order of some mV. It can be suspected that the influence of the additional
Peltier heat is larger than the influence of these internal bias differences.

Another interesting application of Voc-ILIT is the separate investigation of shunts
in different layers of tandem cells by illuminating with light of different wavelengths,
as has been shown in [230].

6.2.2.2 Jsc-ILIT

Another kind of illuminated lock-in thermography is Jsc-ILIT, which is performed
by irradiating pulsed light to a cell being electrically short-circuited. Under this
condition, the maximum possible amount of current Isc is flown, hence (just as
for high forward current DLIT) the current has to be fed out very low-ohmically.
According to Sect. 2.8, the two dominant heat dissipation mechanisms in this case
are Joule heat in the emitter and Peltier heating at the p–n junction. In Fig. 6.27a, a Jsc-
ILIT image of an enlarged region of another cell is shown [16, 229]). For displaying
only local heat sources, the 0◦ image is presented here.Moreover we also have Peltier
heating at the contacts. Originally, this signal had been interpreted to be due to Joule
heating in the emitter. However, recent simulations have shown that this signal is
predominantly caused by the Peltier effect at the emitter grid lines, as for Fig. 5.7b.
Near the tips of the emitter grid lines, an increased amount of Peltier heat is generated
since these tips have to collect the current generated in the whole edge region.

Jsc-ILIT is also appropriate to detect poorly contacted regions of high series
resistance Rs [229, 231]. This can be understood by considering Fig. 2.16 in Sect. 2.8.
Here, we see that the maximum amount of dissipated heat under illumination occurs
under short and open circuit conditions. If the well-contacted regions of a cell are
under short circuit condition, any high-Rs regions are not, since the photocurrent
increases the forward bias. Then in these regions, the amount of dissipated heat is
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Fig. 6.27 a Jsc-ILIT (0◦ image) image of a region of a cell showing Peltier heat at the emitter
contacts, b Jsc-ILIT image (amplitude) of a cell showing high-Rs regions (arrows), c Jsc-ILIT
amplitude-image of the cell used already for Fig. 6.11, d 0◦-image of (c). a and b by courtesy of
J. Isenberg. All images arbitrarily scaled

lower because the Peltier heat (“thermalization heat”) at the p–n junction is lower.
At the edge of this region, however, an increased signal is observed, because the
photocurrent generated in the noncontacted region flows horizontally through the
emitter out of this region by generating Joule heat. In fact, the average heat generated
in a faulty device is the same as in a good device because no electric energy is fed
away; hence, high-Rs regions have to generate a dark–bright contrast. This can be
seen in Fig. 6.27b showing the Jsc-ILIT amplitude image of a cell containing high-Rs

regions (see arrows). In (c), the same type of image is shown for the cell that had
been used already for Fig. 6.11. Here, we also see a lower Jsc-ILIT signal in the high-
Rs region at the left. However, in this case, the high ILIT-signal around this region
is especially strong and highly localized. As the 0◦ signal of this measurement (d)
shows, there are some point-like positions in this region dissipating a large amount



6.2 Solar Cells 231

of heat. The arrangement of these positions in vertical lines shows that they are lying
below emitter grid lines. It turns out that these positions are local Schottky contacts
between the emitter and the emitter contact lines [232]. Due to insufficient firing
conditions in this region, instead of a continuous ohmic contact, some local Schottky
contacts have been formed here. If the cell is under short circuit, the p–n junction and
these Schottky diodes are electrically switched in parallel with the emitter potential
floating. Under illumination, the Schottky diodes become forward-biased by the p–n
junction, leading to the observed hot spots because the p–n junction shows a larger
barrier height than the Schottky diodes. If a certain forward bias is applied to the
cell under illumination, these hot spots vanish since then the Schottky diodes are not
sufficiently forward biased anymore.

6.2.2.3 Rs-ILIT

The basic limitation of Jsc-ILIT for series resistance imaging is that it may be hard
to interpret the images correctly due to the inherent dark–bright contrast of high-Rs

regions. If these regions are spatially extended, they come into open circuit condition
in the middle, even if the terminals are short-circuited. Hence, these regions show
the same thermal signal as well-contacted regions (see Fig. 2.16). To overcome these
limitations, the technique of Rs-ILIT was developed [48, 186]. In this technique,
the illumination is applied continuously and the bias is pulsed between short circuit
and mpp (typically +0.5V). In this case, however, since for zero and positive bias a
negative current occurs, the power supply must be able to work as a current sink (2-
quadrant operation). An ordinary power supplymay also be used if an electronic load
is switched parallel to the power supply for draining the generated photocurrent to
ground. In Rs-ILIT not the amplitude signal but the−90◦ signal is displayed because
positive and negative signals may occur. According to Fig. 2.16 in a well-contacted
cell, the dissipated heat is minimum at mpp. Hence, if the cell is at mpp in the “+”
phase of the lock-in cycle and at short circuit in the “−” phase, the resulting Rs-ILIT
signal of such a region is negative. In a high-Rs region under constant illumination, all
biases are shifted towards Voc. Thereby, the Rs-ILIT signal becomes less negative or
even positive. Even in a spatially extended high-Rs region, the Rs-ILIT signal is zero
(because this region remains permanently under open circuit); hence, it can easily be
distinguished from a well-contacted region showing negative signal. The optimum
excitation wavelength for Rs-ILIT is about 850nm, because even in low-lifetime
regions nearly all absorbed photons are leading to a photocurrent. One advantage
of Rs-ILIT is that it is not disturbed by the homogeneous heating caused by the
illumination because this illumination is acting both in the “+” and in the “−” phase
of the lock-in cycle. Also, the heating influence of the current flowing laterally in the
emitter, which generates the bright contrast in Jsc-ILIT, is considerably reduced in
Rs-ILIT, because this current flows essentially in both lock-in periods. One limitation
of Rs-ILIT is that it cannot be interpreted quantitatively yet, because the signal height
depends nonlinearly and even nonmonotonically on Rs. For quantitatively imaging
the dark Rs, the RESImethod described in Sect. 6.2.1.3 should be used. Alternatively,
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Fig. 6.28 a Rs-ILIT image of a cell containing disrupted grid lines, b DLIT shunt image (measured
at +0.55V), c shunt-corrected Rs-ILIT image

techniques based on luminescence imaging only are available. For an overview and
practical comparison, see [233, 234] and Sect. 6.2.4. Another limitation of Rs-ILIT
is that it also shows shunts as bright regions, because the bias is pulsing. However,
this can be corrected by subtracting a DLIT shunt-image from the Rs-ILIT signal.
It has turned out that if the Rs-ILIT image was measured between 0 and 0.5V the
optimum bias for this DLIT shunt-image is 0.55V. This voltage shift may be a series
resistance effect, but probably under illumination the shunts also show an increased
signal due to a certain contribution of Peltier heating, see Sect. 5.4. Alternatively, the
shunt contribution can be avoided by forming the Rs-ILIT signal as the difference of
two ILIT signals measured with pulsed illumination at constant biases, onemeasured
under short circuit and the other at maximum power point [186]. Figure 6.28 shows
a standard Rs-ILIT image of a cell containing grid line disruptions, which appear
bright. In addition, some shunts are visible. (b) shows the shunt image measured at
0.55V in the dark, and (c) shows the difference between (a) and (b), which is the
shunt-corrected Rs-ILIT image. A similar shunt correction is needed for ILIT-based
Jsc imaging, see Sect. 6.2.2.7, which uses the same physics as Rs-ILIT. The image
obtained by subtracting two pulsed-irradiation ILIT images at constant biases of 0
and 0.5 V looked like (c).

The third variant of electric loading for ILIT performed by pulsed light illumi-
nation is to keep it during the light pulses at the maximum power point (mpp) of a
solar cell. This variant is called mpp-ILIT and can image any kind of power loss at
the real operation point of a solar cell. This possibility will be described in detail in
Sect. 6.2.2.6.

6.2.2.4 Avalanche Multiplication Factor Imaging (MF-ILIT)

This is a special ILIT variant which works under reverse bias. It is also physi-
cally related to ILIT-based Jsc imaging, which will be introduced in Sect. 6.2.2.7.
It has been mentioned already in the previous section that the physical investiga-
tion of breakdown sites in silicon solar cells has attracted a good deal of interest in
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recent times. The two well-known breakdown mechanisms in semiconductors are
internal field emission (Zener effect) and impact ionization (avalanche effect) [52]
and between these two, only impact ionization has the property to multiply photo-
induced minority carriers flowing through the depletion region. This effect is used in
Avalanche photodetectors. For checking the breakdown type of different breakdown
sites in a solar cell, it is useful to image its local avalanchemultiplication factorMF at
different biases, which can be performed usingMF-ILIT [192]. This technique relies
on the evaluation of two ILIT images taken under special conditions. Here, two ILIT
images measured with pulsed irradiation but under constant reverse bias of different
heights are used. The illumination intensity may be as weak as 0.1 sun (correspond-
ing to a photocurrent of about 3mA/cm2) or below, because the appearing signals are
high. Again, because these images are evaluated quantitatively for silicon solar cells,
the −90◦ signal has to be used. Under these conditions, all steady-state breakdown
currents, which are not affected by the pulsed photocurrent, do not contribute to the
measured signal. In fact, according to Sect. 2.8, the dominant modulated heat gen-
erated under these conditions is due to thermalization of photo-generated carriers.
This is the thermalization of absorbed photons in the bulk (giving a contribution of
eVth = hν − Eg per electron) and, to the biggest part, heat dissipation of the pho-
tocurrent at the p–n junction, which is related to Peltier heat at the p–n junction, see
Sect. 5.4. The contributing barrier potential is the sum of the applied reverse bias V
(assumed to be a positive number here) and the diffusion voltage VD of the junction,
which can be measured, e.g., by capacitance–voltage techniques and is about 0.95V
for silicon solar cells. If we neglect the small kinetic energies of the carriers, for a
generated photocurrent Jph without avalanche multiplication the dissipated power
per unit area is:

p(V ) = Jph(V + VD + Vth). (6.17)

Note that the reverse biases are taken here as positive numbers. If one of these photo-
generated carriers gets multiplied on its way through the depletion layer, it loses
some of its kinetic energy and the newly generated electron-hole pair dissipates the
energy e(V + VD). Thus, neglecting the small influence of Vth which does not apply
for multiplied carriers, (6.17) also holds for an “effective avalanche current” density
Javal flowing in addition to Jph. By definition, the avalanche multiplication factor MF
is the ratio of the total current flowing under multiplication condition at a reverse
bias V to its constant value at small reverse bias Vlow. Because (6.17) is proportional
to the corresponding ILIT signals S−90◦

, the multiplication factor becomes [192]:

MF(V ) = Jph + Javal
Jph

= (Vlow + VD + Vth)S−90◦
(V )

(V + VD + Vth)S−90◦
(Vlow)

. (6.18)

If both V and Vlow are chosen so low that no avalanche multiplication takes place, or
if in a certain position no avalanche multiplication takes place, the measured MF is
unity, because the photocurrent is independent of V and the ILIT signal increases pro-
portional to (V + VD + Vth). An example of such an MF-ILIT measurement, taken
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Fig. 6.29 a MF-ILIT image of the cell of Fig. 6.15, measured at Vlow = 10 and V = 15V at 25 ◦C,
b reverse-bias DLIT image at −17V of (see also Fig. 6.15 b in Sect. 6.2.1). The scaling ranges are
indicated below

with the cell of Fig. 6.15 and before at Vlow = 10V and V = 15V by irradiating
light with λ = 850nm (Vth = 0.35V), is shown in Fig. 6.29a. For comparison, (b)
shows the −17V reverse-bias DLIT image of this cell, which was shown already in
Fig. 6.15b of Sect. 6.2.1. The comparison shows that the regions of dominant break-
down at −17V reverse bias are regions of considerable avalanche multiplication of
up to a factor of 8. Because in this material avalanche multiplication actually should
occur only above 50V reverse bias [52], this may be an effect of sharp surface struc-
tures [194]. Also, the other defect regions show a weak avalanche multiplication
effect, which is not completely understood yet. According to more detailed investi-
gations [55, 196] these breakdown sites are caused by metal-containing precipitates
lying in grain boundaries.

Note that for all techniques described here homogeneous generation of minor-
ity carriers was assumed, which not necessarily holds. If there are any technically
induced inhomogeneities of the irradiation field, they can bemeasured and the images
can be corrected for this inhomogeneity, as it was done for CDI/ILM [64], see
Sect. 3.5. If a locally varying reflectivity leads to an inhomogeneity of the radia-
tion intensity coupled into the material, this inhomogeneity can be corrected by
imaging the local reflectivity, just as it was done for measuring the internal quan-
tum efficiency of solar cells [235]. The examples presented also in this section were
exclusively given for crystalline silicon solar cells, because the authors are special-
ized in this field. However, these techniques should work as well for thin-film solar
cells and modules. One specific problem in thin-film cells (maybe except for silicon-
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based ones) is that their contacts may be not purely ohmic but may imply certain
energy barriers. This is why in thin-film cells the superposition principle usually only
poorly holds. In operation these contact barriers do not disturb so much because their
barrier height is reduced during illumination. Thus, especially in such cells the com-
parison between DLIT and ILIT results should be a valuable tool for studying, e.g.,
such “photoconductive contacts”. Moreover, any lateral inhomogeneity of the barrier
height of thin-film cells can easily be observed by imaging local current densities by
lock-in thermography.

6.2.2.5 Differential ILIT Techniques

It was mentioned in Sects. 2.3 and 2.5 that, if lock-in thermography is performed on
electronic devices like solar cells, as a rule square-wave modulation of the generated
heat is used with 100% modulation amplitude, hence the power is switched on and
off. If integrated circuits are investigated, it may be useful not to switch off the voltage
completely but to modulate the voltage between two values for preserving certain
logic states. Also Kaes et al. [15] have proposed as ‘biased measurements’ to modu-
late the bias by a small amount, leading to a small-signal or differential technique. In
this case the LIT signal is proportional to the first derivative of the dissipated power
density to the bias. However, until now this technique has not established for char-
acterizing solar cells. Recently a small-signal differential ILIT technique performed
at maximum power point (MPP-SLIT) has been proposed by Siegloch et al. [236].
This technique was originally proposed only for modules, but we will show below
that it can also be used for single solar cells. Small-signal differential ILIT at mpp
(MPP-SLIT) means that the device is homogeneously and permanently illuminated
and the bias is modulated by small amounts around the maximum power point volt-
age (Vmpp) of the cell or module. Also here a two-quadrant power supply is necessary,
since the current is negative at positive voltage. Alternatively, the modulation can
be performed by periodically switching the load of the illuminated device by small
amounts using appropriate means. It does not matter whether this modulation is per-
formed sine-wave or square-wave, as long as the modulation amplitude is, say, less
than 10% of Vmpp. Since inMPP-SLIT positive and negative LIT signals may appear,
for wafer-based cells the −90◦ and for thin film cells on glass the −45◦ signal has
to be displayed.

We will start with the explanation of the application of MPP-SLIT to single solar
cells, since here the interpretation of the results is most straightforward. Then, if
series resistance effects are neglected, all regions of the cell are at the same local
diode voltage. In Fig. 6.30 the simulated voltage-dependent dissipated power density
(see Sect. 2.8) for three regions of a typical multicrystalline (mc) Si solar cells is
given, that of a ‘poor’ region (high J01, low Voc and Vmpp), that of an ‘average’
region of this cell (where the local Vmpp agrees with Vmpp of the cell) and that of
a particularly ‘good’ region (low J01, high Voc and Vmpp). In this Section we will
understand under ‘local Vmpp’ always the potential (or expectation) value of Vmpp,
assuming an isolated pixel, see the discussion in Sect. 6.2.1.9. The vertical line at
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Fig. 6.30 Calculated dissipated power density for three different regions of a solar cell

(a) (b) 

-3 mK
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Fig. 6.31 a DLIT image of a mc Si solar cell, measured at its Vmpp of 510 mV, b MPP-SLIT image
of this cell measured between 500 and 520 mV

520 mV marks Vmpp of the cell, where the differential measurement is performed.
The double-headed arrows symbolize the bias modulation. If their slope is positive,
the LIT signal will be positive, and if the slope is negative the LIT signal will be
negative.We see that, in a ‘poor’ region, the local Vmpp (where the dissipated power is
minimum, see Sect. 2.8) is below the global one, therefore the LIT signal is expected
to be positive. In a ‘good’ region, on the other hand, the LIT signal is expected to be
negative, and in average regions it should be zero.

Figure6.31a shows a DLIT image of a multicrystalline solar cell measured at
its Vmpp (here 510 mV), and (b) shows the MPP-SLIT image of this cell, measured
between 500 and 520 mV. Here red color corresponds to zero signal, yellow to white
to positive and magenta to blue to negative signals. All regions which appear bright
in (a) are defect regions showing a high value of J01. These ‘poor’ regions and their
surrounding also show a positive signal in (b), indicating that their local Vmpp is
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Fig. 6.32 Calculated dissipated power density for three different cells in a module

below that of the cell, whereas the ‘good’ regions show a zero or negative signal,
indicating that their local Vmpp is above that of the cell. Note that the MPP-SLIT
image (b) appears much much more blurred than the DLIT image (a). The reason for
this additional blurring is probably the relatively broad minimum of the dissipated
power, see Fig. 6.30, together with small variations of the local Vmpp. The exact
identification of this blurring effect would need some local device simulations.

If MPP-SLIT is applied to solar modules containing several cells switched in
series, as done in the original work of Siegloch et al. [236], all cells in the mod-
ule carry the same current and the cell biases are floating. Then, if the illuminated
characteristics of these cells are different, the individual cell biases will be different
if the module is at its Vmpp. In Fig. 6.32 this situation is explained in analogy to
Fig. 6.30, assuming that three different cells in a module show three different I–V
characteristics due to certain defects, but the local diode voltages are homogeneous
in each cell. This would correspond to the case of a silicon wafer module showing
no series resistance problems. Here, due to the floating biases, the working points
for the different cells are at different cell biases, in Fig. 6.32 symbolized by the three
vertical dashed lines. This leads to the fact that, in a module, the ‘poor’ cells showing
a low Vmpp show a negative MPP-SLIT signal and the ‘good’ cells show a positive
signal, as Fig. 6.32 shows. This is just reversed to the case of a single cell discussed
above.

If the cells in a module show a significant lateral series resistance and contain
local shunts, as thin film modules often do, the properties for single cells and for
modules superimpose. In the example shown belowwemay assume that the different
characteristics of the different cells are caused by local shunts, but outside of these
shunts the cell properties (in particular their local Vmpp) are homogeneous. Then
for the shunted cells the cell bias is below Vmpp in the regions outside of shunts,
expecting positive MPP-SLIT signal, and in the not shunted cells the bias is at or
slightly above the local Vmpp, expecting zero to negativeMPP-SLIT signal. However,
superimposed to this there are local inhomogeneities of the local diode voltage caused
by the influences of local shunts or other defects. These defect regions generally tend
to appear with positive signal, independent of the bias of the cell. If the module is
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Fig. 6.33 MPP-SLIT images of an a-Si module working a below its Vmpp, b at its Vmpp, and c
above its Vmpp (courtesy of M. Siegloch, FZ Jülich GmbH)

operated not at its Vmpp but at biases below, most of the regions will show a negative
signal, since their local Vmpp is above the cell bias. On the other hand, if the module
is operated at a bias above its Vmpp, most regions will show a negative signal, since
there the local Vmpp will be below the cell bias. This is demonstrated in Fig. 6.33
(showing data of [236]), which shows (a) an SLIT image of an amorphous Si module
measured well below its Vmpp, (b) a MPP-SLIT image measured at its Vmpp, and (c)
an SLIT image measured well above its Vmpp. Note the different scaling ranges of the
images.We see that the local shunts and also the interconnection lines generally show
a positive signal, whereas in the MPP-SLIT (b) the defect-free regions of strongly
shunted cells show a positive signal and that of non- or weakly shunted cells show
a negative signal. In some cells, due to shunt-induced inhomogeneities of the local
diode voltage, both positive and negative signals appear. It was reported in [236] that
the distinction between regions working above and below their local Vmpp can be
made even clearer if instead of the −45◦ signal the phase signal is displayed. Then
the regions working below their individual Vmpp will show −45◦ phase and regions
below their Vmpp will show 135◦ phase.

6.2.2.6 ILIT-Based Efficiency Imaging

In Sect. 6.2.1.9 DLIT-based local current-voltage (I–V) characteristic evaluation (the
‘Local I–V’method)was described,which enables a detailed local efficiency analysis
of solar cells. However, this method uses a number of simplifying assumptions. First
of all it assumes the validity of the superposition principle, saying that the local
illuminated I–Vcharacteristic (without considering series resistances) equals the dark
characteristic shifted into the negative by adding the bias-independent (negatively
counted) short circuit current density. Since in wafer-based solar cells the dominant
part of the photocurrent stems from the neutral bulk material, this principle should
holds very accurately there. However, it may hold not accurately e.g. for thin-film
solar cells, where absorption in the depletion region is responsible for a significant
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fraction of the photocurrent. Moreover, the ‘Local I–V’ method assumes the validity
of the two-diode model with bias-independent ideality factors for bulk/surface and
depletion region recombination (n1 and n2). In reality, however, both n1 and n2
may be injection-intensity dependent, hence bias-dependent [189, 210]. Finally, the
‘Local I–V’ method uses the RESI-Rs concept, see Sect. 6.2.1.3, which relies on
the model of independent diodes. This actually too simple model holds the better
the more homogeneous the dark current density is. In particular for multicrystalline
PERC cells (passivated emitter and rear cell) the local dark current densities may
differ between ‘poor’ and ‘good’ regions by more than a factor of 20. Then applying
the RESI concept may lead to some errors in attributing currents to J01 and J02
contributions [209]. Therefore, also for checking the accuracy of DLIT-based local
efficiency analysis, a local efficiency imaging method relying on less simplifying
assumptions is desirable.

Already in 2008Ramspeck et al. [237] has proposed an ILIT based local efficiency
imaging method. The physical principle of this method is described in Fig. 2.16 in
Sect. 2.8. This figure shows the dissipated heat for a solar cell under illumination
as a function of the applied bias, not regarding any series resistance effects. We see
there that the dissipated heat has a minimum at the maximum power point (mpp)
at Vmpp, where the generated electric power is maximum. This graph can easily be
understood from the energy conservation law: The irradiated power (photon energy
hν per irradiated photon for complete absorption) must be the sum of electrically
generated and heating power. Since under both open and short circuit condition no
electric energy is generated, under these conditions the complete irradiated power is
converted into heat. However, for an inhomogeneous (e.g. multicrystalline) solar cell
the open circuit heat generation is not homogeneous due to the horizontal balancing
currents discussed in Sects. 6.2.1.9 and 6.2.2.1. Due to these balancing currents the
diffusion current and thus the local recombination rate in the low-lifetime regions is
higher, leading to a higher heat dissipation there. The heat dissipation under short
circuit condition, on the other hand, should be homogeneous in good approximation,
since here the diffusion current is negligibly small. According to Fig. 2.16 in Sect. 2.8,
under mpp condition the locally dissipated heat power density should be that under
Jsc condition (V = 0) minus the electrically generated power density in this region.
Hence, for an inhomogeneous cell, this local difference should be proportional to the
external local efficiency of the cell. These dissipated power densities are proportional
to the corresponding ILIT signals. This is the base for ILIT imaging the external in-
circuit efficiency to be described below. As it was discussed already in Sect. 4.5.1, for
wafer-based cells here the −90◦ ILIT signal and for thin film cells on glass the −45◦
ILIT signal has to be used, since only these signals are proportional to the dissipated
power density and additive. Note that this efficiency imaging method is not based
on any solar cell model, hence it should also work for thin-film cells. It only works
correctly if the cell has no series resistance problem, which would prevent some
regions from being under short circuit. However, it should not work for modules,
since, if a module is under short circuit condition, not all cells are necessarily under
short circuit condition since the cell biases are floating.
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Since also the reflectivity and the irradiated power density prad may be inhomo-
geneous and the proportionality factor between ILIT signal and dissipated power
density is generally unknown, Ramspeck et al. [237] have proposed to calculate the
internal efficiency (i.e. the efficiency by which an in-coupled and absorbed photon
is converted to energy) as:

ηic,int = pelectr
pabs

= ILITJ sc − ILITmpp

ILITJ sc
(6.19)

By expressing the absorbed power density pabs in the denominator by ILITJ sc, both
the unknown proportionality factor between ILIT signal and dissipated power den-
sity and the irradiation intensity have cancelled. Note that, if the ILIT measurements
are performed by monochromatic irradiation, (6.19) yields the monochromatic effi-
ciency, which is significantly higher than the AM 1.5 one, see below. Here we have to
remind on the distinction between in-circuit and potential local efficiencies discussed
in Sect. 6.2.1.9. The efficiencies measured by ILIT are always in-circuit efficiencies,
since they are measured at Vmpp of the whole cell.

It was mentioned above that the nominator of (6.19) is proportional to the external
local efficiency, but the proportionality factor C between ILIT signal and dissipated
power density p according to p = C*ILIT is unknown. This proportionality factor
can be measured e.g. by evaluating a −90◦ DLIT image of the whole cell, the cell
average of this signal <DLIT> being proportional to the whole dissipated power
density (which is known here by knowing the flowing current I , the applied voltage
V , and the cell area A) with the same proportionality factor, leading to [142]:

C = I V

A 〈DLIT〉 (6.20)

Alternatively, <DLIT> in (6.20) may be replaced by the nominator of (6.19) with
I = Impp and V = Vmpp. Knowing C , the external in-circuit efficiency can be calcu-
lated as [142]:

ηic,ext = C
(
ILITJ sc − ILITmpp

)

prad
(6.21)

If here for prad theAM1.5 value of 100mW/cm2 is inserted and the short circuit is the
nominal value for this cell, (6.21) yields the external in-circuitAM1.5 efficiency, even
if the ILIT measurement is performed monochromatically. As a rule, the intensity
of the monochromatic irradiation is chosen that the resulting short circuit current
density equals the nominal one measured at AM 1.5. This is called the “AM 1.5
equivalent intensity”. In some cases the ILIT measurements must be performed at
a lower intensity, e.g. because the illumination system does not allow full AM 1.5
equivalent intensity. Then the relative intensity factor suns has to be regarded in the
denominator of (6.19), leading for the external in-circuit AM 1.5 efficiency to:
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ηic,ext,AM1.5 = C
(
ILITJ sc − ILITmpp

)

suns 100 mW/cm2
(6.22)

It would be interesting to display also the internal in-circuit efficiency for AM 1.5
irradiation, even if the measurement for (6.19) was performed monochromatically.
Since for monochromatic irradiation the quantum efficiency is higher than for AM
1.5 radiation, the equivalent monochromatic radiation power density prad,mono is
significantly lower than then the 100mW/cm2 valid for AM 1.5. This is the reason
for the higher monochromatic efficiency. Then the factor between monochromatic
and AM 1.5 efficiency is just the ratio between these two radiation power densities:

ηint,AM1.5

ηint,mono
= prad,mono

prad,AM1.5
= prad, mono

100 mW/cm2
(6.23)

If we know the proportionality factor C after (6.20), we may measure the absorbed
power density undermonochromatic irradiation,which is proportional to<ILITJ sc>.
Regarding the surface reflectance R (including the grid shadowing/reflection) this
leads for the monochromatic irradiation power density (before the light hits the cell)
to [142]:

prad,mono = C

1 − R
〈ILITJsc〉 (6.24)

Combining (6.19), (6.23), and (6.24) and regarding that the ILIT measurements may
be performed at a relative intensity of suns, the AM 1.5 internal in-circuit efficiency
calculates as [142]:

ηint,AM1.5 = C < ILITJ sc >
(
ILITJ sc − ILITmpp

)

100mW
cm2 suns (1 − R) ILITJ sc

(6.25)

Figure6.34 shows results of ILIT-based efficiency imaging in comparison toDLIT
results, see [142]. The solar cell used for this investigation was a multicrystalline
cell in standard technology (area 243 cm2, full-area Al back contact) showing ohmic
shunts caused by SiC filaments in the material, see [142, 238]. All LIT images were
taken at 10Hz lock-in frequency. It should be mentioned that, in particular for the
ILITmeasurements, a 50µm thick woven Al-wire net was positioned below the cell,
as described at the end of Sect. 4.1. This net artificially increases the heat resistance
between cell and metal base without seriously compromising the electrical contact
resistance. Note that the cell is 4-point contacted with the back sense contact looming
through a hole in the metal net, as does the T-sensor. Without this net, the grooves
in the metal base made for distributing the vacuum for sucking-on the cell become
visible in the ILIT images, because in these positions the heat resistance to the
base is higher than elsewhere. With this net, the heat resistance is sufficiently high
everywhere, leading to the ‘quasi adiabatic’ condition discussed in Sect. 4.1. ILIT
measurements are particularly prone for showing weak inhomogeneities of the heat
contact resistance. They show, even for multicrystalline cells, a strong homogeneous
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Fig. 6.34 a DLIT image taken at 0.6 V, b DLIT-based image of the in-circuit efficiency at AM
1.5, c profiles of DLIT-based potential and in-circuit efficiencies across the region indicated in b, d
ILIT-based image of the internal in-circuit efficiency at AM 1.5, e ILIT-based image of the external
in-circuit efficiency at AM 1.5

heating due to carrier thermalization and the Peltier heating effect of photo-carriers
crossing the pn-junction, as described in Sect. 2.8. Due to this strong homogeneous
thermal signal, any inhomogeneity of the heat resistance to the chuck becomes easily
visible, as will be demonstrated in Sect. 6.2.2.7.

Figure6.34a shows aDLIT image of this cell taken at 0.6V bias. The ohmic shunts
in the upper half of the cell are clearly visible. They also appear under reverse bias.
The DLIT-based image of the external in-circuit efficiency for AM 1.5 illumination,
obtained by applying the ‘Local I–V’ method described in Sect. 6.2.1.9, is shown in
Fig. 6.34b. Since in the ‘Local I–V’ method no optical properties like reflectivity are
regarded, this analysis delivers only external efficiencies. In Fig. 6.34c the profiles
of the DLIT-based potential and in-circuit efficiencies across the line indicated in (b)
are shown. Note that, as mentioned above, ILIT efficiency imaging only leads to in-
circuit efficiencies, therefore this comparison could bemade onlywith theDLIT data.
In the scaling range used for (b) the DLIT-based potential and in-circuit efficiencies
can hardly be distinguished. However, in the profiles in (c) we see that in positions of
strong ohmic shunts the in-circuit efficiency assumes strongly negative values (these
shunts consume energy), whereas the potential efficiency only approaches zero in
these regions. These properties were discussed already in Sect. 6.2.1.9.
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Figure6.34d shows the ILIT-based internal in-circuit efficiency image obtained
after (6.25). We see a very good agreement between (b) and (d), which could be
expected since the optical properties of this cell are very homogeneous. Figure6.34e
shows the ILIT-based external efficiency image obtained after (6.22). The reason for
the slightly lower efficiency in the upper left part of the cell in the ILIT-based exter-
nal efficiency in (e) is not clear yet, maybe this is due to a slightly inhomogeneous
illumination intensity. Note that the local illumination intensity directly influences
the obtained external ILIT-based efficiency, but not the internal one. Also the strong
vertical dark stripes in the ILIT external efficiency image (e) are due to shadowing
effects of the current rails used for feeding-in the current at the busbars. Since the
illumination in this experiment occurred after Fig. 3.5 in Sect. 3.3 with a high amount
of scattered light, these current rails produced remarkable shadows around. These
illumination intensity-dependent artifacts are nicely compensated in the internal effi-
ciency image (d). For the DLIT-based efficiency images the illumination intensity
is simply assumed to be homogeneous. Therefore in the DLIT-based image (b) the
gridlines are invisible (the DLIT measurement was performed by applying local
emissivity correction), but the ILIT-based images (d) and (e) show the gridlines, in
spite of the local emissivity correction applied also here. Below these gridlines the
illumination intensity is reduced, leading indeed to a lower efficiency there. The
generally very good agreement between DLIT- and ILIT-based efficiency images, in
spite of the very different measurement principles, is a proof of the accuracy of the
DLIT-based local efficiency analysis by using the ‘Local I–V’ method.

6.2.2.7 ILIT-Based Jsc Imaging

In Sect. 6.2.1.8 a DLIT-based method for imaging the short circuit current density Jsc
has been introduced, which is based on evaluating the J01 distribution in the cell. It
has been explained there that alternativemethods for imaging Jsc are needed, because
LBIC mapping of Jsc for AM 1.5 solar radiation is very demanding. In 2014 Fertig
et al. [239] have proposed an ILIT-based method for imaging Jsc. In this method
Jsc for the radiation used in the ILIT experiment is imaged. Hence, if this radiation
is monochromatic, also Jsc for monochromatic radiation is obtained. However, the
method to be described below only needs permanent irradiation. Hence, it can be
performed e.g. below a sun simulator generating AM 1.5 radiation, then leading to
a realistic AM 1.5 Jsc image.

The ILIT-based Jsc imaging method of [239] works under zero and low reverse
bias. Like the avalanche multiplication factor imaging described in Sect. 6.2.2.4, the
ILIT-based Jsc imaging method is based on the elementary heat dissipation mecha-
nisms sketched in Fig. 2.15 in Sect. 2.8. The bias-dependent dissipated power density
under illumination described by (2.46) in Sect. 2.8 also holds under reverse bias. If
we count in this Section the reverse bias V as a positive number, we end up with the
following simple formula for the dissipated power density under a reverse bias V
and illumination:
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pill (V ) = Jsc

(
hν

e
+ V

)
+ pdark (V ) (6.26)

Here pdark is the dissipated power density in the dark, which is zero under short circuit
condition (V = 0). Under weak reverse bias V (well before any pre-breakdown sets
in) pdark(V ) is negligibly small in all regions outside of ohmic shunts, but in ohmic
shunt regions it is clearly measurable by DLIT and influences also ILIT.

Again, the local power densities are imaged by ILIT and, for the dark case, by
DLIT. For wafer-based cells the −90◦ and for thin film cells on glass substrate the
−45◦ signal has to be used. The method needs one ILIT measurement, performed
under permanent illumination by pulsing the reverse bias between 0 and V (typically
1 V). Then the ILIT signal is:

ILIT (V ) = C [Jsc V + pdark (V )] (6.27)

Here the proportionality factor C has the same meaning as in Sect. 6.2.2.6. Alterna-
tively, also two ILIT images can be measured with pulsed illumination and pulsed
bias (e.g. by connecting a load resistor to the cell), one at reverse bias V and one
under short circuit (V = 0). Then the difference between these two measurements
is identical to (6.27). A third possibility is to measure two ILIT images with pulsed
illumination and constant bias one under under reverse bias V and one short cir-
cuit condition (V = 0). This option has already been proposed for the ILIT-based
avalanche multiplication factor measurement in [192], which relies on the same prin-
ciples. Then the difference between these two images is also identical to (6.27), but
pdark is then zero and can be omitted. This holds because, under constant reverse bias,
pdark is not modulated and does not influence the ILIT signal anymore. Regarding
the fact that the DLIT signal at the same reverse bias V is proportional to pdark(V ),
this leads to the final result [239]:

Jsc = ILIT (V ) − DLIT (V )

C V
(6.28)

The proportionality factor C can be measured as described in Sect. 6.2.2.6 by using
cell-averaged ILIT signal and the measured current density J under illumination
(which also includes possible dark current contributions) under pulsed reverse bias
V asC = V [J (V )]/<ILIT(V ) >. However, it is simpler and probablymore accurate
to fitC to the averaged (global) value of Jsc of the whole cell, which is usually known
or can be measured. Note that the ILIT measurement does not need to be performed
at 1 sun intensity. It is even useful to reduce the illumination intensity significantly
for avoiding any errors caused by series resistance effects, which are not considered
in the evaluation after (6.28) but are regarded in [239]. Asmentioned at the beginning
of this section, the illumination may also be performed by a sun simulator delivering
AM 1.5 radiation.

Figure6.35 shows a typical result of this procedure, taken from [239]. Here for
illumination a laser with a wavelength of 940 nm was used. In (a) an LBIC image
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Fig. 6.35 a LBIC image recorded at λ = 940 nm and scaled to external quantum efficiency (EQE),
b ILIT-based Jsc image in the same scaling range, c like b but without regarding the DLIT image
(Reprinted from [239], with the permission of AIP Publishing)

is shown and (b) shows the ILIT-based Jsc image obtained after (6.28). Image (c)
shows the corresponding image only based on ILIT measurements (here a pulsed
illumination/bias was used) without regarding the DLIT measurement. Here in the
upper part of the cell we clearly see some bright spots, which are artifacts stemming
from some ohmic shunts in these positions. The square-shaped bright lines in the
inner part of (b) and (c) are the grooves in the chuck below the cell used for sucking-
on the cell by vacuum. As it was explained already in Sect. 6.2.2.6, these lines are due
to the slightly higher thermal contact resistance to the metallic base in these regions.
They can be avoided by positioning a thin woven metal net below the cell.

6.2.2.8 Suns-ILIT

A fundamental advantage of Voc-ILIT (see Sect. 6.2.2.1) is that no electric contacting
is needed in the measurement procedure. This fact enables measurements on cell
precursors withoutmetallization, on cells with complexmetallization schemeswhich
are demanding to contact with simple pins, and also, in principle, on sub-cells in a
tandem stack, which cannot be contacted directly.

In order to measure local I–V characteristics without contacting a set of mea-
surements with different illumination intensities can be evaluated. In analogy to the
DLIT Local I–V concept (see Sect. 6.2.1.9) in Suns-ILIT this illumination intensity
variation replaces measurements at different applied voltages [240]. Compared to
DLIT, lateral current flows may be more significant in the case of ILIT under Voc

conditions. All carriers have to recombine in the sample and no power is extracted
from the sample. That means that the global dissipated power P equals the power
introduced by the illumination Pin with

Pin = (1 − r (λ))
hc

λ
Φin (λ) A (6.29)
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with r (λ) being the non-absorbed fraction of photons, hc/λ being the energy of
incident photons, φin(λ) being the incident photon flux, and A being the sample
area. Locally however, large differences may occur as is detailed in the following.

An ILIT-image at a certain illumination intensity is composed of a variety of
local power dissipation and generation effects. Section 2.8 gives a detailed overview
of the specific contributions assuming photon absorption in a p-type silicon bulk,
which are summarized here: (i) Local thermalization is generating a thermal power
pth (2.37), (ii) local carrier recombination within one diffusion length contributes
with pbase (2.41), (iii) carriers reaching the pn-junction add a power p+

pn (2.38) or
consume power via the inverse process p−

pn (2.39), (iv) carrier transitions into the
metallization generate thermal power pME (2.42) at the emitter side and pBM (2.43)
at the base side of a cell or consume power via the inverse processes. Following the
approximation of Sect. 2.8 that only carriers are generated in the (p-type) base, the
total power related to recombination consists of

prec = pbase + pdr + pndl (6.30)

Here, pdr is the local power dissipations from recombination in the space charge
region and pndl is the non-diffusion limited dissipated power.

The measureable local power density is then the sum of all contributions:

p = pth + p+
pn + p+

ME + p+
BM + p−

pn + p−
ME + p−

BM + prec (6.31)

In general, the decomposition of p into its contributions is not straightforward since
the local power densities are partly influenced by remote areas of the sample.

Speaking in currents, the local recombination current jrec may differ from the
local current of incident photons jL but the integral values must be equal:

Jph = Jrec (6.32)

Figure6.36 illustrates the related local power dissipation and currents.
Although a quantitative local analysis is challenging in general, significant sim-

plifications can be made for samples without and with metallization.
Carriers in un-metallized samples will, after optical excitation, recombine in the

sample within one diffusion length or cross the pn-junction. If not reemitted in the
base they may recombine in the space charge region or move laterally (mostly to
recombination active areas of the sample). A net effect of Peltier heating only occurs
for carriers that cross the pn-junction AND laterally flow to other areas of the sample.
We can state considering conservation of carriers that

jph = jpn,net + jrec (6.33)

with
jpn,net = j+pn + j−pn, (6.34)
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Fig. 6.36 Illustration of local power dissipation/consumption and local currents in an illuminated
solar cell. Details of the specific processes are described in Sect. 2.8

jpn,net will be positive in good areas and negative in highly recombinative areas.
The detectable local dissipated power punmet in the unmetallized sample is then

punmet = jph
e

· (
hν − Eg − ε

p
h − ε p

e

) + jpn,net
e

· (
Eg − eV − ξn − ξp

)

+ jrec
e

· (
Eg + ε

p
h + ε p

e

)
(6.35)

Together with (6.33) the net current through the pn-junction can be determined to be

jpn,net = pin − punmet

V + ξn+ε
p
e

e + ξp+ε
p
h

e

. (6.36)

Experimentally, data for V can be gained by means of non-contacted PL Imaging
(implied Voc, see [241] for details). The Peltier coefficients can be numerically cal-
culated from fits to experimental data (see [240]).

The situation in metallized samples is more complex due to additional lateral
balancing currents through the metallization. In this case holds

jph = jpn,net + jME,net + jBM,net + jrec (6.37)

with local net Peltier currents

jME,net = j+ME − j−ME;
jBM,net = j+BM − j−BM (6.38)
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Fig. 6.37 Exemplary Suns-ILIT evaluation for one pixel. jrec has been gained with (6.42). V was
measured by means of PLI (calibrated via harmonic modulation [242]). The two diode model with
n1 = 1 and n2 = 2 (solid line) is fitted to the experimental data (dots)

These Peltier currents are zero for areas without metallization and cannot be larger
than jpn,net in areas with metallization:

0 ≤ jME,net, jBM,net ≤ jpn,net (6.39)

The local power dissipation for metallized samples pmet is

pmet = jph
e

· (hν − Eg − ε
p
h − ε p

e ) + jpn,net
e

· (Eg − eV − ξn − ξp)

+ jME,net

e
· (ξn + ε p

e ) + jBM,net

e
· (ξp + ε

p
h ) + jrec

e
· (Eg + ε

p
h + ε p

e ) (6.40)

Although the exact values for all net currents depend on the specific properties
of the cell (emitter sheet resistance, base and contact resistivities, recombination
activity etc.) it can be demonstrated via numerical simulations [240] that a valid
approximation for jMEnet,BMnet for realistic both side contacted solar cells is

jME,net, jBM,net =
{
jpn,net (at contact)
0 (elsewhere)

(6.41)

In typical Suns-ILIT measurements on standard solar cells (e.g. PERC), jME,BM

varies with distances of half the finger pitch, which makes them undetectable due to
the thermal blurring involved.

For practical use, jpn,net can therefore be approximated by
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Fig. 6.38 Images of saturation currents j01 (top) and j02 (bottom) of a PERC solar cell with slightly
increased global j02 from Suns ILIT (left) and DLIT (right). Data from [240]

jpn,net = pin − pmet

V
(6.42)

On the basis of the now determined local information of recombination current jrec
from ILIT and V from PLI a pseudo IV-curve can be gained from a set of mea-
surements with varying illumination intensities. Figure6.37 shows a representative
example for one pixel including a fit of the two-diode model. From these fits the dark
saturation currents j01 and j02 are extracted.

Figure6.38 shows a comparison of Suns-ILIT and DLIT based local-IV data for
a 156 × 156 mm2 large multicrystalline PERC cell. For the fit, the ideality factors
n1 and n2 were again set to 1 and 2, respectively. In order to remove artifacts in
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the DLIT result stemming from series resistance, an additional image of the series
resistance acquired by PLI-based CDCR [243] has been included for the evaluation
of the saturation currents.

Both measurements identify dislocation clusters as origins of increased saturation
currents and reveal that the edges of the cell are subject to increased j02. In addition
a feature introduced by non-optimal processing (two vertical lines in the upper part
of the sample) is exclusively visible in the j02 image. The different concepts of intro-
ducing carriers for the measurement in Suns ILIT and DLIT, namely homogeneously
via illumination and by applying a voltage at the contacts with dark current follow-
ing paths of least resistance, respectively, yield differences in the j01 result of both
methods. Both results show increased j01 values at dislocation clusters but only the
Suns-ILIT result shows a rather homogeneous background signal in the good areas
of the cell due to locally generated and recombined carriers. Furthermore, Suns-ILIT
reveals local recombination at both, front busbars and rear contacts, a feature which
is screened by the electrical contact pin bars of the DLIT setup.

Suns-ILIT is in summary a new and promising tool to analyze local IV curves
and extract local recombination parameters without the need of electrical contacting.
By a combination with PLI local variations of V can be considered, which enhances
accuracy. In addition to analyzing standard silicon solar cells the method may be
very useful to analyze subcells in tandem devices in the future.

6.2.3 Summary of Solar Cell Applications

Since the large number of different lock-in thermography techniques to be applied
to solar cells may be a little confusing, a summary about these possible applications
is given here. Lock-in thermography is certainly most useful as DLIT under forward
bias close to the maximum power point (about +0.5V for silicon cells) for imaging
all kinds of shunts (“shunt imaging,” Sect. 6.2.1.1). This investigation always should
be complemented by measuring an image under −0.5V and displaying it in the
same scaling as the +0.5V one, see Fig. 6.10. This comparison allows one to check
which of the shunts has a linear (ohmic) and which one has a nonlinear (diode-like)
characteristic, since the DLIT image under−0.5V displays only ohmic shunts. Note
that all these results may be interpreted quantitatively in terms of the dissipated
power per shunt, see Sect. 4.5. DLIT imaging at higher reverse bias than−0.5V (see
Sect. 6.2.1.6) usually shows new “hot spots” in addition to the ohmic shunts visible
under −0.5V, which are local junction breakdown sites. If DLIT investigations are
done at many different biases, the evaluation of the bias-dependent local signals
allows one to measure local I–V characteristics thermally (LIVT, see Sect. 6.2.1.5).
While the nonlinear shunts measured at +0.5 V are responsible for the depletion
region recombination current (described by J02, see Sect. 2.8), inhomogeneities of
the diffusion current (described by J01, see Sect. 2.8) may be imaged by performing
DLIT at a forward bias corresponding to the open circuit voltage (about +0.6V for
standard technology silicon cells, up to 0.7 V for high efficiency cells, see Sect.
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6.2.1.2). This “high current DLIT” image also allows an easy identification of non-
contacted regions showing a high local series resistance Rs, see Fig. 6.11.However, in
multicrystalline cells itmaybehard to distinguish non-contacted regions from“good”
regions showing a low forward current density. Note that DLIT at +0.5 V may also
show J01 contributions weakly, and DLIT at +0.6V will still show contributions of
the nonlinear shunts (J02). A separate imaging of these two contributions is possible
by applying the ‘Local I–V’ method described in Sect. 6.2.1.9. Here a sophisticated
local efficiency analysis of a solar cell is performed by evaluating up to four DLIT
images taken at different biases, based on a fit of each pixel to a two-diodemodel. The
accuracy of thismethod can be improved by including theDLIT-basedmethod for Jsc
imaging described in Sect. 6.2.1.8. If DLIT is combined with electroluminescence
(EL) imaging, it allows to image the local series resistance quantitatively (RESI,
see Sect. 6.2.1.3). The imaging of the local ideality factor and the saturation current
(Sect. 6.2.1.4), as well as the imaging of the temperature coefficient and the slope
of breakdown sites (Sect. 6.2.1.7), all rely on the quantitative interpretation of the
−90◦ signal as a measure of the locally flowing current, see Sect. 4.5.1.

The most interesting application of illuminated lock-in thermography (ILIT) is
certainly Voc-ILIT, see Sect. 6.2.2.1. Note that the only advantages of Voc-ILIT com-
pared to high-current DLIT are the facts that Voc-ILIT may be applied without con-
tacting the cell, and that here series resistances playonly aminor role, since the current
is locally generated. Earlier speculations that Voc-ILIT could display anything that
high-current DLIT does not display could not be confirmed. A certain disadvantage
of Voc-ILIT is that it displays a homogeneous background signal, which is due to
carrier thermalization immediately after photon absorption and if the photocurrent
passes the p–n junction (Peltier heat, see Sect. 2.8). However, with the “Suns ILIT”
method (Sect. 6.2.2.8) a new method was developed, which overcomes this prob-
lem and combines the functionality of the ‘Local I–V’ method with the advantage
of non-contacting measurement. Jsc-ILIT performed under short circuit of the cell
(Sect. 6.2.2.2) may image Joule heat due to lateral current flow, Peltier effects, or
(qualitatively) high resistance regions. However, all these things can also be imaged
by high-current DLIT. Only the detection of local Schottky contacts of the grid really
needs to perform Jsc-ILIT. The Rs- ILIT technique introduced in Sect. 6.2.2.3 allows
to detect regions of high series resistance reliably also in multicrystalline cells, but
it also cannot image the series resistance quantitatively. For this purpose, besides
using RESI, pure luminescence methods should be considered [233, 234, see also
next section]. If the cell under consideration does not showany significant series resis-
tance problems, its local in-circuit efficiency can bemapped by the efficiency imaging
procedure described in Sect. 6.2.2.6, which is physically related to Rs-ILIT. Differen-
tial ILIT techniques allow to distinguish between local regions in a cell or a module
working above and regions working below their individual maximum power point,
see Sect. 6.2.2.5. Finally, the avalanche multiplication factor of a solar cell under
reverse bias and the local short circuit current density can be imaged quantitatively
using theMF-ILIT and ILIT-based Jsc imaging technique introduced in Sects. 6.2.2.4
and 6.2.2.7. Table6.2 summarizes the different lock-in thermography techniques.
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Table 6.2 Overview of different lock-in thermography techniques applied to solar cells

Technique Variables Results

DLIT ±0.5 V(shunt imaging) Polarity Linear and nonlinear shunts

DLIT +0.6 V (high current
DLIT)

V J01, Rs (qualitatively)

DLIT at different biases
(LIVT)

V Local I–V characteristics

Ideality factor/saturation
current mapping

V Local ideality factor/saturation
current

DLIT + EL (RESI-Rs) V Local Rs

DLIT at different biases
(‘Local I–V’)

V Local efficiency analysis based
on fit to 2-diode model, J01,
J02, n2, Rp , additional result:
Jsc

Reverse bias DLIT V (reverse bias) Breakdown sites

Slope-DLIT, TC-DLIT V (reverse), T Slope and temperature
coefficient of breakdown sites

Voc-ILIT Light intensity Linear and nonlinear shunts

Jsc-ILIT Light intensity Joule heat, Peltier sites,
non-ohmic (Schottky)
contacts, Rs (qualitatively)

Rs-ILIT V , light intensity Rs (qualitatively)

MF-ILIT V (high reverse) Avalanche multiplication
factor

ILIT efficiency imaging V , light intensity Internal and external in-circuit
efficiency

ILIT Jsc imaging V (low reverse), light intensity Jsc
Differential ILIT V Local diode voltage below or

above individual mpp

Suns ILIT Light intensity Fit to 2-diode model, J01, J02,
n2

6.2.4 LIT and Luminescence Imaging: Comprehensive Loss
Analysis

The technique of Dynamic Precision Contact Thermography (DPCT), which is phys-
ically equivalent to dark lock-in thermography (DLIT), has been used for analyzing
solar cells since 1994 [78, 79] and IR camera-based lock-in thermography since
2000 [244]. These techniques are based on the analysis of the thermal IR emission
of photons. At smaller wavelengths in the near infrared (NIR) the emission spectrum
of optically or electrically excited silicon is dominated by luminescence. In 2005
Fuyuki [245] has proposed to use a highly sensitive thermo-electrically cooled sili-
con CCD detector camera for electroluminescence (EL) imaging of multicrystalline
solar cells. This luminescence imaging technique has some advantages compared
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to LIT. It does not suffer from thermal blurring, hence it shows a better effective
spatial resolution (which is further enhanced by available CCD chips featuring a
higher amount of pixels), it needs usually less acquisition time for obtaining a good
signal-to-noise ratio, and the used silicon detector-based cameras are less expen-
sive than thermocameras. In 2006 Trupke et al. have used such a camera also for
photoluminescence (PL) imaging of wafers [134] and in 2007 for imaging the local
series resistance Rs by PL imaging of solar cells under electric load [212]. In the
latter publication some methods of evaluation were introduced, which have inspired
a large number of following publications, all dealing with quantitative evaluation of
EL and PL for imaging Rs or the saturation current density J01 and finally predict-
ing local efficiencies [201, 233, 234, 246, 247]. In EL and PL images low lifetime
regions are visible with excellent spatial resolution, and also local series resistance
problems caused e.g. by cracks, broken gridlines or missing busbar connections are
clearly visible in EL. Meanwhile EL imaging has become the most popular method
for the local analysis of solar cells and also of complete solar modules [248]. There-
fore it was asked already in 2011 [215]: Can luminescence imaging replace lock-in
thermography on solar cells? In this Section the physical basics of luminescence
imaging will be briefly reviewed and compared with that of lock-in thermography.
Then some special luminescence methods for analyzing solar materials and solar
cells will be introduced. As in [215] it will come out that luminescence imaging and
lock-in thermography are complementing each other: Luminescence imaging gives
information on local excess carrier concentrations and local voltages, but not on local
currents, and LIT gives quantitative information on locally flowing currents. Only
the combined application of LIT and luminescence imaging provides the base of a
comprehensive loss analysis of inhomogeneous solar cells.

The physical basics of luminescence imaging has been described in detail e.g. in
[249], therefore only facts for the context of this bookwill be reviewed here. Neglect-
ing reabsorption effects, the so-called band-band recombination luminescence pho-
ton flux σ locally generated in a certain position, with an intensity distribution at
wavelengths from approx. 900–1250 nm peaking at about 1140 nm, is proportional
to the product of electron and hole concentration (n and p) in this position:

φ = Bradn p (6.43)

The coefficient of radiative recombination Brad is a material constant, only for very
high carrier densities it changes [249]. Thus, in the limit of low excitation intensity
(n � p for p material), the generated photon flux is proportional to the excess carrier
concentration�n. At medium carrier concentrations, due to�n ≈ �p, the lumines-
cence is proportional to (�n (�n + NA)), NA being the net acceptor concentra-
tion. Hence, assuming homogeneous doping concentration, luminescence primarily
images local excess carrier concentrations. In p-material with a carrier lifetime τ and
assuming a homogeneous excess carrier generation rate G, the steady-state electron
concentration equals �n = G τ , leading for low excitation to:

φ = Brad NA G τ (6.44)
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Hence, if NA, G, and τ are homogeneous, the locally generated luminescence inten-
sity is proportional to the local bulk lifetime τ , which generally depends on �n
(injection intensity-dependent lifetime) and thereby on the generation rate G. In
detail the detected luminescence intensity is still dependent on the depth profile of
�n, self-absorption in the material, and optical surface properties, but generally
(6.43) and (6.44) are the base of all steady-state PL lifetime imaging methods if
performed under low injection condition. For higher injection intensity the lumines-
cence intensity starts to depend non-linearly on �n, but the luminescence results
still can be converted into a lifetime image based on (6.43). Luminescence measures
the lifetime up to a generally unknown factor, but it can be calibrated by ab-initio
scaling [250] or by comparing luminescence images with results of other lifetime
imaging methods such as quasi steady-state photoconductivity (QSSPC [134]) or
time-dependent luminescence analysis [133, 137, 139].

Illumination intensity-dependent lifetime imaging is a basic tool for the electronic
analysis of semiconductor wafer material. In particular, such analyses may allow
identifying and separating different recombination mechanisms due to their differ-
ent carrier concentration dependence [251]. As a rule such intensity-dependent mea-
surements are performed by using a flash-lamp illuminated lifetime tester (QSSPC),
whichmeasures inductively the light-induced conductivity change in thewafer across
an extended area [252, 253]. For pure measurements of the bulk properties in wafers
the surfacemust be passivated, as for all other lifetimemeasurementmethods. Instead
of considering the lifetime it is useful to display the inverse lifetime,which is, for fixed
�n, proportional to the recombination probability, since for different recombination
mechanisms only the inverse lifetimes add up. The most important non-radiative
recombination mechanisms are Shockley-Read-Hall (SRH) recombination via deep
level defects, where after a certain carrier concentration the inverse lifetime drops
to a lower value (which may be called saturation of the recombination), and Auger
recombination, for which the inverse lifetime increases with increasing carrier con-
centration. In silicon radiative recombination never dominates the total lifetime, as
it may do e.g. in GaAs. Moreover, in multicrystalline silicon material carrier trap-
ping effects may lead to higher apparent lifetimes for low carrier concentrations.
Figure6.39 shows a typical example of a concentration-dependent carrier lifetime
analysis of a monocrystalline (Czochralski-grown, Cz) silicon wafer. Such investi-
gations provide important input data for a comprehensive device modelling of solar
cell.

The lifetime tester experiments shown in Fig. 6.39 are an average over an extended
region of a wafer. In particular for multicrystalline silicon material it is advantageous
to perform such investigations locally resolved. This can be realized by illumination
intensity-dependent PL lifetime imaging, also based on (6.43) and (6.44). The corre-
sponding method called ELBA (Efficiency Limiting Bulk recombination Analysis)
was proposed byMichl et al. in 2012 [254]. In thismethod lifetime imaging onwafers
is performed by PL under different illumination intensities. The resulting injection-
dependent lifetime data for all positions (pixels) are fed into a solar cell simulation
software (e.g. “PC1D” [255] or QUOKKA [256]), which allows to simulate local
solar cell parameters basedon these data.Of course, here only the influence of the bulk
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Fig. 6.39 Carrier-dependent
recombination analysis of a
p-type Czochralski-grown
silicon material. The
recombination rate in this
sample is determined by
intrinsic (Auger)
recombination,
recombination via BO
defects (light induced
degradation LID) and a small
fraction of recombination via
other defects

can be considered for evaluating the local efficiency data, for the emitter and contact
properties and for the series resistance certain simplifying (usually homogeneous)
assumptions are made. Figure6.40 shows typical ELBA results taken from [257].
Since ‘Local I–V’ is investigating a finished solar cell (see Sect. 6.2.1.9), this mea-
surement is influenced by both, material quality and cell properties, namely by local
ohmic shunts, inhomogeneous front- and backside and depletion region recombina-
tion, and local Rs effects. Note that ‘Local I–V’ may regard an injection-dependent
lifetime in the bulk only by setting n1 > 1 homogeneously across the whole area over
the whole voltage range, but ELBA may consider an injection-dependent lifetime
explicitly for all positions. Moreover, ELBA shows a much better spatial resolution
than ‘Local I–V’, since it is not influenced by thermal blurring. This shows how
thermal and luminescence investigations may complement each other.

Another application field of luminescence imaging, which can be applied both
to solar wafers and solar cells, is defect luminescence imaging (see e.g. [258] for
an overview about this topic). Although the underlying carrier transitions between
bands and/or defect levels are not yet completely understood, specific spectral prop-
erties of the defect luminescence pattern have been attributed to e.g. dislocations,
grain boundaries, and oxygen precipitates. This defect luminescence is usually found
in the spectral range beyond 1200 nm. Hence, it can be analyzed only with detectors
sensitive in this region, and the dominating silicon band-band luminescence, which
was discussed until now, must be suppressed either by applying an appropriate long-
pass filter in front of the camera or by applying a spectrograph, as has been done
e.g. in [259]. Meanwhile the spectrograph-based PL imaging, producing a complete
spectrum for each image pixel, is known under the name “hyperspectral PL imag-
ing” (see e.g. [260]) and hyperspectral imaging cameras are commercially available
[261]. Defect luminescence imaging is another investigation method that cannot be
performed by LIT.

Also under reverse bias luminescence due to pre-breakdown phenomena can be
observed at solar cells, see the end of Sect. 2.8. As described there, this reverse bias
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Fig. 6.40 PL-measured lifetime images at a 0.1 sun and b 1 sun, c PC1D simulation of Jsc and
Voc for this cell type and various bulk lifetimes, d ELBA-simulated Jsc and e efficieny image, f
carrier-dependent lifetime results for the whole wafer and three positions indicated in e

luminescence has a completely different physical origin than the recombination-
induced luminescence treated in this section and will therefore not be considered
here.

The n-p product in (6.43) can be expressed by the so-called implied voltage Vimpl

in the material, which is the separation of the two quasi Fermi levels EF,e and EF,h

measured in units of eV (ni = intrinsic carrier concentration, VT = thermal voltage)
[52], leading to:

φ = Bradn
2
i exp

(
Vimpl

VT

)
(6.45)

In a solar cell in the position close to the pn-junction, Vimpl is the local diode voltage
Vd, which has been discussed already in Sect. 6.2.1.9. Hence, in a solar cell for a given
value of Vd, the luminescence intensity generated at the position of the pn-junction is
independent of the bulk lifetime τ , since the excess carrier (in p-material the electron)
concentration in this position n0 is fixed by the local diode voltage Vd as n0 = (n2i /NA)

exp(Vd/VT) [52]. This property is very different to the case of photoluminescence
in wafers, where the luminescence intensity always depends on τ . In the dark under
forward bias the electron concentration in a solar cell drops with increasing distance
to the pn-junction into the bulk, whereby the depth profile depends not only on the
bulk diffusion length but also on the backside recombination velocity [249]. This
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profile can be described by the effective diffusion length Leff , which determines the
gradient of excess carriers at the pn-junction. Therefore Leff also determines the
injected dark current density and is uniquely related to the saturation current density
J01 (D = diffusion constant for electrons) [262]:

J01 = e D n2i
NALeff

(6.46)

Hence, in the depth of the bulk, even for a constant Vd and a constant n0 below the
pn-junction, the electron concentration is τ -dependent, which is the major reason
of the defect contrast appearing in EL and PL imaging on solar cells. Another rea-
son is that, even for a well-defined cell bias V , the local diode voltage Vd,i in an
inhomogeneous solar cell in position i is not homogeneous due to the horizontal bal-
ancing currents and non-negligible lateral series resistances, which were discussed
already in Sect. 6.2.1.9. Due to these currents, which flow in the emitter and cell
metallization between regions of low and regions of high lifetime, regions of low
lifetime generally show a lower Vd,i than regions of high lifetime, which holds both
in the dark and under illumination. Also this effect leads to the dark appearance of
recombination-active defects in luminescence images. The final reason for an EL
contrast or a contrast in PL under current extraction is the voltage drop between the
terminals and a local position i due to the series resistance to the terminals. Since
after (6.45) the luminescence signal reacts strongly (exponentially) on Vd, weak
resistance-induced variations of Vd become easily visible in luminescence. This is
the reason why luminescence is so appropriate for Rs imaging.

A typical example of an EL image of a multicrystalline solar cell in comparison
with a DLIT image of the same cell at the same forward bias of 600 mV is shown
in Fig. 6.41. We see that the spatial resolution of the EL image is much better than
that of the DLIT image. The fine dark lines in the EL image (a) being arranged in
clusters are recombination-active defects (grain boundaries) in the material. In the
DLIT image (b) these defect clusters are visible due to their higher dark current
density, but single grain boundaries cannot be resolved. The horizontal dark lines in
particular in the top left corner of the EL image (a) are high-Rs regions caused by
broken gridlines. Also these high-Rs regions are not visible in the DLIT image, since
the DLIT signal depends only linearly on the local diode voltage, but the EL signal
exponentially. The DLIT image (b) does not show the gridlines as dark lines (as it
usually does if bare cells are imaged, since the gridlines show a lower IR emissivity
than the bare cell surface), since for this measurement local emissivity correction
was applied, see Sect. 5.3. The acquisition time for the EL image was only 3min,
whereas for the DLIT image it was 15min.

An EL image like that in Fig. 6.41a is often evaluated only qualitatively, based on
experiences, but it can also be evaluated quantitatively. In the following the basics
of quantitative evaluation of EL and PL images of solar cells will be outlined. It
was mentioned above that in the dark (EL case) the depth profile of the electron
concentration in a p-base solar cell under forward bias in the dark depends on the
effective diffusion length Leff and is fixed at the pn-junction by the boundary value
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Fig. 6.41 a EL image [a.u.] and b DLIT image of a multicrystalline solar cell

n0(Vd). The luminescence intensity arriving at the surface of the cell calculates as the
depth integral of the electron concentration regarding possiblewavelength-dependent
self-absorption [249]. Due to the lifetime-independent n0(Vd), for all wavelengths
and also regarding self-absorption, the EL luminescence signal is proportional to
exp(Vd,i /VT). Under illumination and at a local diode bias Vd,i (PL case, also for
current extraction or injection), the electron depth profile is the voltage-dependent
profile of the EL case plus a voltage-independent profile of the so-called diffusion-
limited carriers, which depends on the illumination wavelength and intensity. This
superposition, which can be shown both theoretically [247] and in device simulations
[263, 264], leads to the basic equation for describing both EL and PL luminescence
on solar cells (Ci = local luminescence calibration constant, σ i,sc = local PL signal
under short circuit condition):

φi
(
Vd,i

) = Ci exp

(
Vd,i

VT

)
− φi,sc (6.47)

The term φi,sc, which is zero for EL evaluation, regards the influence of the optically
excited carriers, which are in the bulk at their diffusion process to the pn-junction.
Under open circuit (Voc) PL conditions the influence of this term is small, but under
current extraction it becomes important. The calibration constantCi , which basically
depends on the bulk lifetime, is usually measured by PL at low illumination intensity
(typically 0.1 suns) under Voc condition. Then it is assumed that themeasured voltage
Voc equals the local diode voltages everywhere in the cell. However, it has been shown
later on that, at least for multicrystalline solar cells, this assumption does not hold
correctly and a more reliable method for measuring Ci was proposed [265]. Note
that this method works correctly only in regions where the J01 current dominates,
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but not in regions of J02-type and ohmic shunts. Moreover, there are blurring effects
influencing the lateral resolution of luminescence images. Blurring may occur e.g.
from lateral excess carrier diffusion in the bulk. This effect is more pronounced
in high- than in low-lifetime regions and can be addressed numerically only for
wafer analyses as shown in [266]. Another blurring effect was discovered by Walter
et al. [267], who found that silicon-originated band-band radiation may scatter in
silicon-based detectors laterally overmany pixel distances. This blurring results from
insufficient absorption in the detector and may be removed by image deconvolution
using an appropriately measured point spread function [219], or it can be limited
by short-pass or band-pass filtering of the detected light [220, 267]. If instead of a
silicon detector an InGaAs detector is used, no significant lateral photon scattering in
the detector is expected and, in contrast to a silicon detector, all emitted photons can
be detected. However, then there is another blurring effect, which is lateral photon
scattering in the investigated object. Since the photons at the luminescencemaximum
of about 1040 nm have a mean travelling path in silicon of about 1 cm, they may
travel about this distance within the solar cell or material before they escape to the
camera. This blurring effect is not as easy to consider as that for a silicon detector
since its amount strongly depends on the surface properties (texture) of the cell
or wafer. Therefore silicon detector cameras should be preferred for quantitative
luminescence investigations of solar cells. If these possible sources of inaccuracy
are regarded, according to (6.47) luminescence imaging is the method of choice for
measuring local diode voltages Vd of solar cells under forward bias in the dark (EL)
and under illumination (PL). By using such luminescence-based Vd data and DLIT-
(Local I–V-) based local two-diode parameters, a detailed finite element model of a
solar cell can be constructed, which regards also inhomogeneous grid and contact
resistances [224, 268].

In the pioneering paper of Trupke [212] for the first time themodel of independent
diodes has been applied for each image pixel of a solar cell. Before only extended
regions of a cell showing different electronic parameters have been assumed to be
connected in parallel [211]. Trupke has assumed that the elementary diodes of each
pixel are connected to the terminals by an independent series resistance carrying
only the current of this diode, and that all these elementary diode circuits of a cell
are switched in parallel. Then the local series resistance Rs,i ( in units of �cm2) is
defined as the local voltage drop divided by the local diode current density Jd,i (see
Sect. 6.2.1.9):

Rs,i = V − Vd,i

Jd,i
(6.48)

This model leads to easily calculable results, in particular it allows the local value
of Rs to be calculated if Vd,i is measured by (6.47) [212]. However, this model is
not very realistic, since the series resistances in a solar cell are basically distributed
resistances. It has been discussed already in Sect. 6.2.1.9 that the thus defined Rs

is proportional to the “point-to-point Rs” between the busbars and a position i in
the dark only for a sufficiently homogeneous distribution of the local diode current
density Jd,i . Note that at themaximum power point of a solar cell, where Rs is usually
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Fig. 6.42 a PL-Rs image, b RESI-Rs image, and c EL-Rs image of a multicrystalline solar cell

measured by PL, the short circuit current density even of multicrystalline solar cells
is rather homogeneous (note the extended scaling range in Fig. 6.40d) and larger
than the mean dark current density. Therefore PL-measured Rs images are nearly
undisturbed by an inhomogeneous J01 distribution, as e.g. RESI-Rs images are (see
below). Hence, PL is the method of choice for Rs imaging also in inhomogeneous
solar cells, see [201, 212, 233, 234]. Figure6.42 shows a typical PL-Rs image of
a multicrystalline solar cell in comparison with the RESI-Rs (see Sect. 6.2.1.3) and
the EL-Rs image taken after [218] of one and the same multicrystalline silicon cell,
all shown in the same scaling range. The cell is the same as used for Fig. 6.41. The
general minimum of Rs close to the busbars and gridlines and the Rs increase at
broken gridlines appear in all Rs images, but the defect regions appear with lower Rs

in the RESI-Rs image (b), and they appear with higher Rs in the EL-Rs image (c).
These are both artifacts generated by the inhomogeneous current flow in the dark,
in connection with the definition of Rs after (6.48). Only in the PL-Rs image (a)
taken after [212] the defect regions remain practically invisible. This demonstrates
the superior properties of PL for Rs imaging.

It has been proposed by several authors also to image J01 by PL based on the
model of independent diodes [201, 233, 234, 247] and to conclude from this local
cell efficiency parameters [201]. Indeed some J01 images have appeared, but their
contrast was much lower than that measured by DLIT on the same cell, consistent
with the findings in [215]. The reason for this discrepancy was discovered in [216].
It is the assumption of the model of independent diodes, which does not regard the
distributed character of Rs and therefore underestimates local maxima of J01. Hence,
this model is allowed to be used for PL-Rs imaging and also for evaluating DLIT
results by ‘Local I–V’, but not for EL- or PL-based J01 and efficiency imaging.

Fortunately there are alternative methods to image J01 of solar cells by EL or PL,
which do not rely on the model of independent diodes. Already in 2007 Würfel et al.
[269] have proposed a method to image Leff and with that after (6.46) also J01 from
evaluating the ratio of two EL images taken with short-pass filters of 900 and 1000
nm. This corresponds to a directmeasurement of the depth profile of the carriers. This
method works well and was later improved and applied to PL imaging by Giesecke et
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al. [250]. However, in particular for the measurement with a 900 nm short-pass filter,
very long acquisition times are necessary, since by far most of the luminescence
appears at longer wavelengths [249]. Another alternative method for imaging J01
by PL or EL is based on the original method of Fuyuki [245]. In this paper it was
claimed that the local EL signal should be proportional to the local diffusion length.
However, this proportionality exists only if the diffusion length is smaller than the
bulk thickness, which is the case only in strong defect regions of multicrystalline
cells. With increasing bulk lifetime the luminescence signal approaches a saturation
value. In [220] an approximate formula for the dependence of the luminescence
calibration constant Ci on Leff was proposed, based on physical considerations, for
describing this saturation behavior:

Ci = Cmax

(
1 − L

Leff + L

)
Lef f = L

1 − Ci
Cmax

− L (6.49)

This formula is only a good approximation if the lowwavelength fraction (<1000nm)
of the luminescence is detected, which is also advantageous for limiting the blurring
influence of lateral photon scattering in the detector [220]. J01 may be calculated
from Leff after (6.46). In this “nonlinear Fuyuki” evaluation Cmax and L are two
fitting parameters, which must be fitted for a certain cell type (thickness, backside
recombination velocity) e.g. to an LBIC-based Leff [220] or to a DLIT-based J01
distributions [270]. It must be mentioned that for applying this nonlinear Fuyuki
method the inevitably measured luminescence intensity drop towards the corners
of the images (called vignetting) must be corrected, as described e.g. in [270]. The
reason is that only this non-linear Fuyuki method evaluates Ci directly, whereas in
theWürfel method [269] only the ratio of two luminescence images is evaluated, and
all other methods rely on the evaluation of the local diode voltage Vd,i , which after
(6.47) is calculated from the ratio of the measured luminescence signal and Ci . In
all these cases the vignetting effect compensates.

A second alternative PL-based method for imaging J01, proposed already in 2010
byGlatthaar et al. [247], is the Laplacian PL evaluationmethod. It is based on the fact
that, for a homogeneous emitter sheet resistance ρ, the local diode current density
Jd,i can be calculated from the local emitter voltage Vem,i as:

Jd,i = �Vem,i

ρ
(6.50)

Here� = ∇2 = div(grad) is the Laplacian operator performing the second derivative
in two directions. Note that this method only relies on the knowledge of the emitter
sheet resistance ρ, which is usually available, hence it does not use any fitting param-
eters. On the other hand, here image noise is a general problem due to the second
derivative, which strongly increases any image noise. Noise is not a problem for
the nonlinear Fuyuki method, where the luminescence intensity itself is evaluated.
Originally this Laplacian method did not become popular since, due to its second
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Fig. 6.43 J01 distribution of a region in a multicrystalline PERC cell a imaged by DLIT, scaled
from 0 to 2 pA/cm2, b imaged by nonlinear Fuyuki PL evaluation, scaled from 0 to 3 pA/cm2, and
c imaged by Laplacian PL evaluation, scaled from 0 to 3 pA/cm2

derivative nature, the result is heavily disturbed by noise, and since its results origi-
nally came out systematically incorrect [247]. Meanwhile the available PL systems
show a better signal-to-noise ratio, and, in particular for modern PERC cells, the PL
signal is much higher than for the standard technology cells investigated in [247].
More importantly, the reason for the originally incorrect results is known now: It
is mainly due to image blurring because of lateral photon scattering in the detector
[267]. If this blurring is corrected by appropriate image deconvolution [219] and if
the advanced method for measuring Ci is applied [265], the J01 results of Laplacian
PL evaluation agree well e.g. with that of the DLIT-based ‘Local I–V’ evaluation
[270]. Remaining weak differences are due to the difference between the local diode
voltage (which can be measured with (6.47)) and the emitter voltage, for which
(6.50) holds. Also this difference can be regarded now [271]. As for the nonlinear
Fuyuki method, the Laplacian-PL evaluated J01 distribution shows a significantly
better spatial resolution than the DLIT-based distribution. This is demonstrated in
Fig. 6.43 comparing the J01 distribution thermally measured by ‘Local I–V’, non-
linear Fuyuki PL, and Laplacian PL evaluation (after [209]). We see that statistical
noise in the Laplacian evaluation results (c) is visible, but not in the nonlinear Fuyuki
results (b). The spatial resolution of the Laplacian PL result (c) is even better than
that of the nonlinear Fuyuki result (b), the reason for this is not completely clear yet.

The combination of photoluminescence imaging, lock-in thermography, and spa-
tially resolved measurements of Spectrally Resolved Light Beam Induced Current
(SR-LBIC [272]) is an excellent tool box for detailed cell loss analyses [273]. In
this combination photoluminescence is most sensitive to carrier densities and thus
suitable for series resistance analysis as described earlier in this section, as well as for
quantitative analysis of carrier recombination in the bulk [134, 254] and the surfaces
[273]. Lock-in Thermography measures power dissipation and is the most suitable
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technique to quantify shunt losses. SR-LBIC, finally, is ideal to measure short circuit
current distributions [205] and spatially resolved optical losses [273].

Increased series resistance lead to a loss in fill factor. This loss �FFS(x ,y) can be
directly deduced from the PL-based series resistance measurement Rs(x ,y) [274]:

�FFs(x, y) = J 2
mpp

JscVoc
�Rs(x, y) (6.51)

where Jmpp, Jsc and Voc are the global mean values for current at maximum power
point, short circuit current and open circuit voltage of the cell under test. Besides
series resistance, ohmic and diode-like shunts as well as injection dependent car-
rier recombination lead to (pseudo) fill factor losses. These losses can be deduced
from spatially resolved IV-data gained by thermography based local IV-analysis (see
Sect. 6.2.1.9 for details) as the difference between the voltage-dependent theoretical
limit FF0 and the PFF deduced from the local IV curves.

�FFIV(x, y) = FF0(Voc(x, y)) − PFFIV(x, y) (6.52)

FF0 is determined only by the local open circuit voltage Voc(x ,y). Here the local
Voc potential is meant, which would be measured for electrically isolated pixels, and
not the local diode voltage under Voc condition of the cell, see the discussion in
Sect. 6.2.1.9. This magnitude can be obtained most accurately, though with reduced
spatial resolution, from a DLIT analysis performed by ‘Local I–V’. If the cell is
dominated by the bulk, the implied voltage Vimpl measured at a parallel wafer by
PL imaging can also be used for Voc, see (6.45). Alternatively, the Voc potential of a
cell can be calculated by applying one of the alternative PL evaluation methods for
imaging J01 described above (see Fig. 6.43), together with the method for simulating
Jsc described in Sect. 6.2.1.8. Knowing Voc(x, y), FF0(x, y) reads [275]:

FF0 (x, y) =
Voc(x,y)
n VT

− ln
(
Voc(x,y)
n VT

+ 0.72
)

Voc(x,y)
n VT

+ 1
(6.53)

with n being the ideality factor, which is set to unity in case of low injection. As FF0

is varying as a function of local open circuit voltage Voc, the corresponding fill factor
loss can be formulated as

�FF0(x, y) = FF0(Voc,max) − FF0(Voc(x, y)), (6.54)

Voc,max being the maximum open circuit voltage value Voc(x ,y) on the cell. Note
that here the local open circuit potential is meant, which would hold for electrically
isolated pixels as discussed in Sect. 6.2.1.9.

In addition to these losses the optical losses have to be taken into account. The
short circuit current with no reflection assumed can be measured by means of SR-
LBIC:
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Jsc,pseudo(x, y) = 1200nm∫
300nm

IQE(x, y, λ)φAM1.5G(λ)dλ (6.55)

with IQE(x, y, λ) being the internal quantum efficiency deduced from SR-LBIC data
[273]. By replacing IQE with data of the external quantum efficiency EQE from the
samemethod, Jsc(x, y, λ) is obtained. The difference between both values then reads

�Jsc,optical(x, y) = 1200nm∫
300nm

R(x, y, λ)IQE(x, y, λ)φAM1.5G(λ)dλ, (6.56)

R(x, y, λ) being the local reflectivity.
In order to quantify all these losses it is useful to calculate them as efficiency

losses with respect to a maximum reference efficiency

ηmax = Jsc,pseudoFF0,maxVoc,max

Pγ

. (6.57)

with Pγ being the power density of incident photons.An example for the evaluation of
a silicon solar cell along these lines is shown in Fig. 6.44. Here the spatially resolved
efficiency reduction due to optical losses, Voc recombination losses, shunt losses and
series resistance losses are depicted.

Analyzing the homogeneous and inhomogeneous components of these losses
by evaluating the images of Fig. 6.44, the quantitative impact of these losses on
the attainable cell efficiency can be determined as shown in Fig. 6.45. In this graph
homogeneous cell losses are deduced fromhomogeneous cell areas (green rectangles)
and compared to the maximum attainable Auger-limited cell efficiency.

The analyses shown in Figs. 6.44 and 6.45 are valuable to assess the impact of
specific losses on cell efficiency and thus a useful guideline for further cell optimiza-
tion. Visible local loss effects are put in quantitative context to all other losses which
enable to prioritize cell improvement efforts.

This section has revealed that the analysis of the smaller wavelength part in the
IR (luminescence imaging) gives valuable additional information to the thermal
imaging. While LIT images local power sources, generated by non-radiative car-
rier recombination, Peltier effects, and Joule heating (see Sect. 2.8), luminescence
imaging detects the rate of radiative recombination and thus the excess carrier con-
centration. In silicon non-radiative recombination is as a rule much stronger than
radiative recombination, and the excess carrier lifetime is always governed by the
non-radiative recombination. Though luminescence is based on radiative recombina-
tion, the finally measured excess carrier concentration is governed by non-radiative
recombination. Therefore local recombination sites can be observed by both tech-
niques, where luminescence imaging shows a superior spatial resolution. In partic-
ular lifetime-calibrated PL imaging on passivated wafers, partly carried out before
and after some manipulations (annealing, irradiation), has become a very successful
method to map certain impurities (e.g. Fe, B-O complex, Cr, Oi ) in the material and
to evaluate degradation processes and general material limits quantitatively [276].
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Fig. 6.44 Example of efficiency loss analysis based on SR-LBIC, PL andDLIT. The scale indicates
the absolute local efficiency loss from the respective loss mechanisms. The green rectangles are the
chosen reference areas to determine the homogeneous losses of this cell. Taken from [273]

Fig. 6.45 Evaluation of cell losses from Fig. 6.44. The homogeneous losses quantify the difference
to a cell which is only limited by Auger-recombination whereas the inhomogeneous losses quantify
the measured inhomogeneities from Fig. 6.44



266 6 Typical Applications

Until now, in many labs and in particular in solar industry, the only popular quan-
titative evaluation of PL images is for Rs imaging, and EL images of solar cells
and modules are still evaluated only qualitatively, based on personal experiences.
Note that most efficiency-limiting defects like recombination-active defect clusters,
cracks, or high-Rs regions can be seen in EL images, but their influence cannot be
easily quantified there. The newmethods for quantitative PL evaluation of solar cells
[220, 271] still have to establish. Therefore, in spite of its limited spatial resolution,
lock-in thermography is the technique of choice for quantitatively imaging the dark
and illuminated current density and related phenomena as described in Sect. 6.2.
Until now, a reliable local efficiency analysis of finished solar cells can only be per-
formed by DLIT (Sect. 6.2.1.9) and ILIT (Sect. 6.2.2.6), but not with luminescence
imaging alone. In particular ohmic and J02-type shunts, which easily can be quan-
tified in ‘Local I–V’, cannot be quantified in luminescence imaging yet and often
remain undetected there. On the other hand, LIT is less appropriate e.g. for measur-
ing the local series resistance, it suffers from thermal blurring, and it needs in most
cases a complete solar cell to be performed. Exceptions are Voc-ILIT on incomplete
solar cells without metallization and lifetime imaging by CDI/ILM on wafers. It
must be mentioned that the latter method has been proposed before the advent of
camera-based PL lifetime imaging, which now has been found to be much easier
applied than CDI/ILM. Hence, luminescence imaging is the technique of choice for
lifetime imaging on wafers, for injection-dependent lifetime studies of bulk material,
for defect luminescence imaging, and for Rs imaging on solar cells. Moreover, as
will be shown also in Sect. 6.3, EL imaging is meanwhile a standard method for char-
acterizing solar modules, and it supports the DLIT-based local efficiency analysis
of single cells in modules (Sect. 6.3.1). It can be summarized that LIT and lumi-
nescence imaging complement each other, they have their individual strengths and
weaknesses, and they should be used in parallel. We believe that a combined LIT and
luminescence analysis of solar cells, as performed e.g. in [224, 273], may lead to the
most accurate local modelling of inhomogeneous solar cells. The challenge will be
to make such an analysis practicable by developing appropriate software tools.

6.3 Failure Analysis of Solar Modules

The nondestructive investigation of complete solar modules is experimentally very
similar to the investigation of single solar cells, but, due to the interconnection of
solar cells, the interpretation of the results differs. It had been mentioned that in a
solarmodule, a larger number of solar cells are connected in series in “strings”, which
are connected in series and encapsulated behind a glass plate. To achieve a module
efficiency close to the efficiency of the cells interconnected in the module, the single
cells have to be carefully selected. All cells switched in series have to carry the same
current under illumination at the maximum power point. If the cells in a solar module
are mismatched, the cells are not simultaneously working at their maximum power
point, leading to a considerable loss in efficiency of the whole module. The same
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happens if any kind of failure damages some of the cells as, e.g., soldering. Once the
module is encapsulated, the electrical testing of single cells is no longer possible.

Applying LBIC-related techniques [277, 278], and also steady-state thermogra-
phy [279, 280], attempts have been made to characterize the single solar cells in
a complete solar module. Both these methods may detect shunted cells as well as
disruptions of the current leads. However, in both techniques only the whole shunted
cells can be recognized by a different brightness in the image, leading to a “patch-
work” appearance of the images of modules. These images do not allow one to fix
the exact position of a shunt in the cell, which would allow to yield conclusions
about the shunt origin. A much better spatial resolution can be obtained by using
electroluminescence (EL) imaging of whole solar modules [281, 282]. Also lock-in
thermography is able to investigate solarmodules, therebymaking use of its improved
sensitivity and spatial resolution compared to steady-state thermography. A problem
here is the glass encapsulation itself, since glass is nearly opaque in themid-IRwave-
length range. Besides, it is a rather poor heat conductor. Hence, in order to image
the frontside of glass-encapsulated solar panels, a very low lock-in frequency has
to be used to ensure that the thermal waves from the cells are reaching the glass
front. This inherently would strongly reduce the effective spatial resolution. A way
out is to image solar modules from their rear, since the rear cover of the module is
often a considerably thinner plastic film, which may be penetrated more easily by
the thermal waves. This option has been used in the following investigation. It might
also be interesting to image the whole solar cell array immediately after assembling,

Fig. 6.46 a Amplitude image of a module 20 × 20 cm2 in size, consisting of 36 single cells,
measured at 0.1Hz and a forward bias of 18V at the rear. b Thin-film CuInS solar module on glass
consisting of 7 cells, measured at 13Hz and a forward bias of 4.1V
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as long as it is not encapsulated yet. This would still allow one to perform repairs, if
faults should be detected.

Figure 6.46a shows a small solar module consisting of 36 silicon solar cells,
which are cut from standard monocrystalline silicon cells. The module is imaged
from behind, the shadows of the connecting cable and of the box for the electrical
interconnection appear as dark regions. Most of the single solar cells show local
shunts, which are located mainly at the edges of the cells. They are strongest in some
corners of some cells, which had been observed also in other cases (see Fig. 5.6
of Sect. 5.3). Note that there is no indication of a shunt caused by the soldering
procedure, which would be located in the middle of the cells. All cells are showing a
comparable heat production in their interior (indicated by blue colour), which proves
that the biases across each individual cell are comparable in this series connection.
Hence, the observed shunts seems to be too weak to disturb the uniform distribution
of the biases across the different cells.

This is not the case in the final example of a small CuInS2 thin-film module
shown in Fig. 6.46b [199]. It is an uncovered laboratory module on a glass substrate
imaged at 13Hz. Note that glass is a much weaker heat conductor than silicon (see
AppendixA). Therefore, for a given power source at the surface, the temperature
modulation of a thin-film device on glass is much larger than of a silicon device, and
the degradation of the spatial resolution due to the lateral heat conduction is much
weaker. For this reason, unlike silicon solar cells, thin filmdevices can be investigated
also successfully by steady-state thermography [10]. Nevertheless, also here lock-in
thermography improves the sensitivity and ensures a quasi-adiabatic measurement,
which is the presupposition for a straightforward quantitative interpretation of the
results. The measurement as to Fig. 6.46b took less than 1min. Only 4 of the 7 cells
in this module show a thermal signal in their interior, but the 3 in the middle do not.
Instead, there are a number of bright spots surrounding these cells, indicating the
positions of the local shunts, which here are actually short-circuiting these 3 cells. All
shunts are located at the interconnecting lines, which are the most critical positions
in these integrated interconnected modules [10, 198, 199]. Hence, here the shunts
are so strong that they seriously disturb the distribution of the forward biases across
the single cells connected in series. In the 3 cells in the middle the resulting forward
bias was so low that current injection in the area of these cells was negligible.

This example shows that the interpretation of lock-in thermograms of solar mod-
ules interconnected in series differs from that of single solar cells: Single cells are
driven under constant voltage conditions. Hence, for a given applied voltage bright
regions correspond to a large local current density, which degrades Voc and FF , and
dark regions are the good parts of the cell. Solar cells interconnected in series, on the
other hand, are driven under constant current conditions.Here, too, single bright spots
correspond to local shunts. However, since the biases of the single cells are float-
ing, the bias across each cell is influenced by its individual shunts. The stronger the
shunting action, the lower is the bias across the corresponding cell. This is revealed
by observing the amount of the homogeneous heat generation in the interior of the
cells. The brighter this region, the weaker is the corresponding cell shunted. Hence,
in a solar panel investigation a homogeneously bright signal indicates a good cell,
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contrary to the single cell investigation, where bright regions always indicate poor
cell properties. Nevertheless, local differences in the brightness within one cell are
occurring also in Fig. 6.46b, here, too, indicating local inhomogeneities of the I–V
characteristic. Within one cell, also incorporated in a module, bright regions of the
corresponding cells correspond to the poor parts and dark regions to the good parts.

It has to be emphasized that one advantage of lock-in thermography is that it
can easily be interpreted quantitatively. Hence, from an image like Fig. 6.46a the
total heat dissipated by each single cell can be measured by evaluating the −90◦
signal averaged over each cell according to the image integration method described
in Sect. 4.5.1. Since the current across all cells in one string is constant, this value is
proportional to the floating bias under this unilluminated condition, which thus can be
measured non-contacting. In the same way, by steady-state illuminating the module
and pulsing the electrical load of the module between open circuit and maximum
power point, the electrical power generated by each cell can be measured, which has
already been proposed for single solar cells by Rappich et al. [104]. If this technique
is applied to solar modules, the scattering between the efficiencies of the cells within
a module owing to their floating bias, which is a main cause for the reduced fill factor
of modules compared to that of the single cells, can be investigated quantitatively
under realistic conditions.

Finally, the investigation of a “Crystalline Silicon on Glass” (CSG) thin filmmod-
ule will be presented. In this technology the light enters the 1.5µm thick silicon cell
stack through the glass substrate (superstrate technology). The electrical intercon-
nection is made at the surface by a dense arrangement of interdigitated Al-lines, each
12mm long and 0.5mm wide, which through special contact holes are connecting
the n-side of one 6mm wide cell stripe with the p-side of a neighboring cell in one
position [177]. This interconnection scheme provides a low resistance in the direction
of the current flow but a high one in perpendicular direction along the elongated cell
stripes. This makes this technology especially tolerant to local shunting [283]. Nev-
ertheless, due to some irregularities in this metallization pattern, local shunts or even
conductive or non-contacted channels across the whole module may appear, which
can easily be made visible by DLIT under forward bias. However, due to the fact that
in this technology the current is flowing horizontally within the semiconductor lay-
ers (from and to the small contact holes), Peltier effects are much more pronounced
here than in other technologies. Figure 6.47 shows DLIT images of a small exper-
imental CSG module, (a) under a relatively weak forward bias (400mV/cell, about
1mA/cm2), and (b) under high forward bias (650mV/cell, about 40mA/cm2). The
current is flowing vertically, this module contains eight horizontally extended single
cells. For these investigations the IR emissivity of the surface was increased and
homogenized by sucking on a thin black IR emitter foil to the surface of the module,
as described in Sect. 6.2. As for crystalline solar cells (see Sect. 6.2.1), depending
on the magnitude of the forward bias, different effects can be observed. At low
forward bias (Fig. 6.47a) the homogeneously flowing current is weak, and the dom-
inating heat sources are due to local recombination currents in the depletion region
(recombination-type shunts/leakage current). These current contributions are located
mostly at the grooves between two cells where the p–n junction comes to the surface
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Fig. 6.47 aDLIT amplitude image of an experimental CSGmodule, measured at 1mA/cm2, scaled
to 3mK, b DLIT image of the same module measured at 40mA/cm2, scaled to 20mK, c detail (one
cell) measured at 1mA/cm2, amplitude image scaled to 3mK, d same measurement, −45◦ image
scaled from −3 to 3mK

(compare to Fig. 6.10b in Sect. 6.2.1). The high-bias/current image (b) looks very
different. Here, according to the physics described at the beginning of Sect. 6.2.1,
the areal diffusion (injection) current and series resistance effects are dominating
the thermal signal. In (b) the edges of the cells appear dark because they are more
distant to the contact holes than the cell interior. Due to the higher forward bias the
edge recombination current is not dominating anymore. There are three dark vertical
stripes visible in (b). These stripes are due to technological problems, here the contact
holes are completely missing (note that these are experimental modules). Due to the
locally increased series resistance in these stripes the injection current is lower, just
as in the regions of the cell edges. In addition, there are some smaller sites where also
contact holes are locally missing. Also these sites appear dark, and they are mostly
surrounded by a bright edge. This edge is due to a locally increased current density in
the semiconductor material around, where the current in the non-contacted regions
has to flow through, since it cannot flow through the missing contact holes. In the
high magnification low-bias amplitude image (c), the contact holes, especially those
close to the cell edge which feed the edge recombination current, also appear bright.
One might argue that this is due to the contact resistance of these holes. However, as
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the −45 ◦ single-phase image (d) shows, in these contact regions the thermal signal
is negative, hence here Peltier cooling is dominant. In this image colour red means
zero signal, yellow/white means local heating, and blue/black means local cooling,
just as in Fig. 5.8 of Sect. 5.4. The cooling action is also easily visible in the phase
image (not shown here), since in the contact hole positions the phase signal is 180 ◦
shifted to the expected value. Quantitative lock-in thermography measurements of
the Peltier coefficient, similar to that shown for a wafer-based cell in Fig. 5.7 of
Sect. 5.4, have revealed that here the Peltier coefficient of the p-material is about
90mV and that of the n-material is about −90mV.

In the high-current image (b) the Peltier cooling signal is much lower compared
to the heat dissipation signal as discussed already in Sect. 5.4. Here it just diminishes
the amount of local heating at the positions of the contact holes. Also this example
shows how lock-in thermographymay help to identify different physicalmechanisms
in dependence on the operation conditions of solar modules. Especially, it shows that
the knowledge about possible Peltier signals and the correct way to identify them (by
displaying the phase image or a single-phase signal instead of the amplitude signal;
if possible by reversing the polarity) is necessary for avoiding misinterpretation of
lock-in thermography results.

6.3.1 Solar Cell Analysis in Modules (SCAM)

In Sect. 6.2.1.9 the ‘Local I–V’ method was introduced, which enables a local effi-
ciency analysis of solar cells, based on the evaluation of several DLIT images of
this cell. It would be useful to apply this method also for solar cells in a module.
However, here the problem is that all cells in a module are switched in series and
the cell biases are floating. In particularly in modules degraded by potential-induced
degradation (PID [284]) the degree of degradation of different cells in a module may
be very different, leading to different cell voltages in the module under forward bias.
Qualitatively these different cell biases may be observed by electroluminescence
(EL) imaging of the module, where the most strongly degraded cells appear dark
[284], but this is not a quantitative evaluation. In particular, it would be interesting
to study also inhomogeneities within each cell in a module, as can be done on single
cells by ‘Local I–V’. This quantitative local evaluation of single cells in a module
is the goal of the SCAM (Solar Cell Analysis in Modules) method [285]. It has
been mentioned in Sect. 6.2.1.9 that the accuracy of knowing the cell biases for the
different DLIT measurements is essential for obtaining accurate results in a ‘Local
I–V’ evaluation. Fortunately, the individual cell biases in a module under forward
bias in the dark can be measured sufficiently accurate by electroluminescence (EL)
imaging, as has been reported by Köntges et al. [286] and Potthoff et al. [282]. The
EL signal of a silicon solar cell is proportional to the product of electron and hole
concentration across the depth of the cell. This product generally depends exponen-
tially on the cell bias V but may be reduced both by series resistance effects, leading
to a local diode voltage Vd lower than V , and by a low bulk lifetime, leading to a
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reduction of the carrier concentration deeper in the bulk, see Sect. 6.2.4. Fortunately,
the lifetime-dependency of the luminescence shows a saturation behavior. Hence,
for a certain cell technology (governing the backside recombination velocity), above
a certain bulk lifetime the luminescence intensity is independent of the bulk lifetime
[220, 249]. The basic idea of Köntges [286] and Potthoff [282] is that each solar
cell in a module should contain at least one position where (1) the lifetime is within
the saturation range for the luminescence and (2) the local series resistance is low
enough not to reduce the luminescence intensity anymore. This will be the position
of maximum luminescence intensity in this cell for a given bias. Then, if the forward
current is so low that the series resistance does not play a role yet, for this position
the luminescence intensity at a cell bias Vi can be described by (i = cell number
index, VT = kT/e = thermal voltage, see Sect. 6.2.4):

Φi (Vi ) = C exp

(
Vi

VT

)
(6.58)

According to the discussion above, the calibration constant C , which basically
depends on the lifetime, should be the same for all cells in amodule in these positions,
if only the positions of maximum luminescence intensity in each cell are measured.
If this is the case and C would be known, (6.58) allows us to measure the local
diode voltage in the positions of maximum luminescence also for higher currents as
Vd,i = VT ln(σ i /C). For measuring C a scaling EL measurement of the module is
performed at a low module current of Imod < 0.1 Isc (Isc = short circuit current of
the module) for keeping the influence of possible series resistances low. Then the
local diode voltages Vd,i equal the cell biases Vi . If then the product of the measured
maximum intensities for all cells in the module is calculated, this leads to (N =
number of cells, Vmod = module voltage):

ΠiΦi (Vi ) = CNexp

(
∑

i

Vi

VT

)

= CN exp

(
Vmod

VT

)
(6.59)

This leads to the calibration factor C :

C = N

√√√√
ΠiΦi

exp
(
Vmod
VT

) (6.60)

If the individual cell calibration factors should be not exactly the same, (6.60) leads to
an average value. Note that Vi depends logarithmically on Ci , hence small variations
of Ci lead to much smaller relative errors of Vi . Note also that the calibration factor
C itself is strongly temperature dependent. Since C must scale with the product
of electron and hole concentration, it is proportional to n2i (ni = intrinsic carrier
concentration), which may be calculated for silicon after Misiakos et al. [287] by:
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ni (Tmod) = 5.29 × 1019
(
Tmod

300

)2.54

exp

(−6726

Tmod

)
(6.61)

Hence, if C has been measured after (6.60) at a certain module temperature Tmod,
the T -independent scaling factor B may be calculated after:

C (Tmod) = n2i B (6.62)

If then luminescence is imaged at another module current and temperature, the local
diode voltages Vd,i in the position of highest luminescence may be calculated by
(6.58) using the temperature-dependent calibration factor C after (6.62) with (6.61).

For higher module currents Imod the influence of the series resistance of the cells
Rs becomes important. There are two contributions to Rs, which is the internal
series resistance of the cells Rs,cell (which can be measured e.g. by Rs imaging
methods, see Sects. 6.2.1.3, 6.2.2.3, and 6.2.4.) and the additional Rs caused by
the strings connecting the cells in the module. In the SCAM method the local cell
resistance is treated in the model of independent diodes, as for the ‘Local I–V’
method (Sect. 6.2.1.9) and appears in units of �cm2. Since we have no information
on individual series resistance of the different cells, we have to assume the same
effective Rs,cell for all of them. Then the cell bias of cell i including Rs,cell is (A =
cell area in cm2):

Vi = Vd,i + Imod
Rs,cell

A
(6.63)

Note that hereVd,i is the local diode voltage in the position ofmaximum luminescence
intensity, where it was assumed that the local cell series resistance is sufficiently
low. The assumption of a homogeneous Rs,cell for all cells is one of the simplifying
approaches that has to be used here for obtaining quantitative results.

While Köntges [286] and Potthoff [282] have measured the module temperature
in the middle of the module by contact means and have assumed that all cells show
the same temperature, we have observed that, at least for a module containing cells
with strongly varying parameters, there may be significant temperature differences
from cell to cell. Therefore we propose to measure the individual cell temperatures
(averaged over each individual cell area) for the EL measurement conditions by
conventional IR thermography, which is anyway available if DLIT measurements
have to be performed. For the usual glass-backsheet modules these IRmeasurements
should be performed from the backside, where the backsheet and the EVA layer
provide a much lower damping of the thermal waves than the glass + EVA would
do, and its IR emissivity is close to 1. Nevertheless it is recommended to work at
a low lock-in frequency of 1 Hz or below, since also the backsheet and the EVA
damp the thermal waves considerably. The actual EL measurements, of course, have
to be performed in DC mode from the front side of the module. Then the results of
conventional thermography and LIT measurements have to be mirrored horizontally,
and the EL camera resolution has to be reduced to that of the thermocamera for
obtaining a 1 : 1 correspondence of the positions in the module in the EL and thermal
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images. All this and the automatic detection of the cell positions are included in the
SCAM software.

One problem is that the ELmeasurements are performed in DCmode and the LIT
measurements with pulsed bias. Therefore, for one and the same module current,
the heating power is for DLIT exactly half of that for EL and the local temperature
increase to the laboratory temperature Tlab is correspondingly lower. It can safely
be assumed that this temperature increase is proportional to the dissipated power,
leading to:

T DLIT
i = Tlab + T EL

i − Tlab
2

(6.64)

It is recommended to measure Tlab by by thermographic imaging of the unpowered
module from behind in thermal equilibrium. In this way this value has the same pos-
sible systematic error as the following thermographic measurements performed for
the EL conditions. Hence it is not necessary to measure the individual cell temper-
atures also for the DLIT measurement conditions separately. If for a certain module
current the cell bias for EL is measured by (6.63), the cell bias to be used for the
DLIT evaluation at the same current may be calculated by:

V DLIT
i = V EL

i + TCV
(
TDLIT
i − T EL

i

)
(6.65)

Here TCV is the temperature coefficient of the voltage of a forward-biased solar cell
at constant current, which is TCV = −2.2mV/K and is constant in the temperature
range between 20 and 30 ◦C apparent in our experiments [288]. This correction may
be small, but it is physically correct to make it.

For a module delivering a short circuit current of 9.3 A, typical module currents
for the EL scalingmeasurement and for the three DLIT + ELmeasurements are about
I0 = 0.62 A, I1 = 1.6 A, I2 = 3.8 A, and I3 = 6.7 A, which corresponds to about 0.06,
0.17, 0.4, and 0.72 Isc [285]. For obtaining reproducible results, the measurements
must be performed in an air-conditioned lab. For avoiding temperature-dependent
current drifts, it is recommended to operate the respective power supply in con-
stant current mode, and the module voltage is observed as a measure of the module
temperature. All these measurements must be performed under thermal equilibrium
condition. Hence, after applying the current to the module, an appropriate time must
be waited before the increased module temperature resp. voltage (in constant cur-
rent mode) has stabilized, and then the actual imaging can be performed and/or the
actual module voltage can be noted. This may take several tens of minutes for each
condition.

The strategy used in the “Solar Cell Analysis in Modules” (SCAM) method is the
following: The goal is to perform for each cell three DLIT measurements at three
different module currents I1, I2, and I3 resp. voltages V1, V2, and V3 for obtaining the
local cell parameters J01, J02, n2, Voc, and efficiency, the latter being potential values,
see Sect. 6.2.1.9. A reverse bias measurement for obtaining also Rp resp. Gp cannot
be performed here, since we have no possibility to measure the individual cell biases
under reverse bias. Hence, if there should be ohmic shunted cells (as this is usually



6.3 Failure Analysis of Solar Modules 275

the case for PID degraded modules [284]) this ohmic conduction will be attributed in
SCAM to higher local J02 and n2 values. As for the ‘Local I–V’method (Sect. 6.2.1.9)
the option “use n2 = 2” can be chosen, which allows to skip the measurement at I1.
As explained above, the cell biases for the currents currents I1, I2, and I3 are are
measured by EL at these currents after (6.63). In addition a forth EL measurement
has to be performed at a module current I0 smaller than 0.1 Isc for performing the
luminescence scaling experiment as described above. From theELmeasurements and
the individual cell temperatures measured by standard thermography, the individual
cell biases for these EL measurements are calculated after (6.58)–(6.63), leading
to the temperatures and biases for the DLIT measurements after (6.64) and (6.65).
Since the module currents are the cell currents and thus known, the ‘Local I–V’
procedure can be applied now to each cell. While in the application of this method to
single cells a constant cell temperature is assumed for all measurements, here the cell
temperatures are slightly different, but the evaluation procedure remains basically
the same. The first task of the software is to calculate and display the local cell
voltages for the EL case. From this and the standard thermography results, the cell
biases and temperatures for the DLIT measurements are calculated, which allows to
run ‘Local I–V’ for all cells, leading to images J01, J02, and n2 of all cells. Then the
software calculates for each position local potential values of Voc and the efficiency.
Since this analysis is performed for each pixel, these images are spatially resolved
for each cell. An image of the local fill factor could also be calculated, but since
we make here the quite unrealistic assumption of a homogeneous Rs,cell, this image
would be not very meaningful. Each cell may be selected and for the whole cell or
for a selected region the dark and illuminated simulated I–V characteristics may be
shown and potential values of the efficiency, the fill factor, the open circuit voltage
and Jmpp and Vmpp are displayed. For these calculations an illumination intensity of
1 sun or below may be assumed, but a homogeneous short circuit current density
of the cell equal to the short circuit current of the module divided by the cell area
must be assumed, which is another simplifying approach that must be used here for
obtaining quantitative results.

To summarize, the measurements necessary for applying the SCAM method are
the following:

• Four EL measurements performed in constant current mode at a module bias V0

(scaling measurement) and at currents I1, I2, and I3. These numbers must be
noticed and then entered into the software surface.

• Four standard thermography images measured from behind under the same con-
ditions, plus one of the unpowered module for measuring Tlab. If the latter image
should be missing, Tlab can be entered manually.

• Three DLIT measurements performed also from behind in constant (pulsed) cur-
rent mode at I1, I2, and I3. The voltages will be slightly higher than for EL but
need not be noticed.

In addition to the data of V0 and I1 to I3, the software needs the assumed values of
the effective series resistance of the cells (in units of �cm2) and of Jsc (in mA/cm2,
= Isc of the module divided by cell area). Then it needs at least approximate values of
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the edge detection factors (EDF) for the EL and the DLIT images. This is the ratio of
the height of the active module area in the image to the total height of the image. For
EDF = 1 the module would occupy the whole image height. Finally, the numbers of
cells in x- and in y-direction, the maximum evaluation voltage (which must be well
above the highest expected cell voltage, typically 0.8 V), the illumination intensity in
suns to be assumed for the efficiency analysis, the cell area in cm2, the lab temperature
(in ◦C), and the assumed value of n(Jdiff) = n1 must be given. Figure6.48 shows
the user surface of SCAM. In the left “Parameter” window the above mentioned
parameters can be entered. In addition the software calculates and displays for all
currents I1 to I3 the sum of all cell biases. This sum should be slightly below the
module voltages V1 to V3 for the EL measurements. The difference between these
is the voltage drop at the strings connecting the cells in the module. If the sum of
the cell biases should be much smaller than the corresponding module biases, this
would point to a too low assumed value of Rs,cell. If the sum of the cell biases should
be above the corresponding module bias, this points to a too large assumed value
of Rs,cell, or to an ideality factor of the diffusion current (n1) larger than 1. In the
large “Module” window the loaded input images and calculated images for the whole
module are displayed, the menu below the image allows to choose the image content.
In the upper right “Cell” window the same image for a single cell selected in the
“Module” window is displayed. The lower right “Cell I–V Curve” window shows
I–V characteristics of the selected cell or of a region selected in its area. If one cell is
selected in the “Module” window, or if one region in the “Cell” window is selected,
the command “Calculate I–V Curve” leads to the calculation of the I–V curve of

Fig. 6.48 User surface of the “SCAM” software showing the simulated local Voc potential distri-
bution and a simulated dark I–V characteristic of one selected cell. The selected cell is indicated
by a dashed white circle in the module image, and the symbols in the I–V characteristic mark the
measured points
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this cell or region, as shown in Fig. 6.48. This window also contains the simulated
data of the efficiency, the fill factor, Jmpp, Vmpp, and the open circuit voltage Voc of
the selected region. The command “Calculate All I–V Curves” leads to the internal
calculation of the global I–V curves of all cells. Then, if the cursor moves across the
module, the corresponding I–V curves and global cell parameters are automatically
displayed andmay be compared to each other. This software is available for scientific
purposes from one of the authors (O.B.).

Recently an EL-based quantitative analysis of I–V curves of cells in modules was
proposed by Guo et al. [289]. Also there the individual cell voltages are measured by
applying the method of Köntges and Potthoff [282, 286]. In contrast to the method
described above, the I–V analysis is performed in the Guomethodwith a single diode
model including a parallel and a series resistance. This method could be extended
by fitting the cells to a two-diode model including resistances.

6.4 Spin Caloritronics

Electronic devices rely on the flow or storage of electrons or defect electrons in
electronic materials. Here the charge of the electrons is the base of their electronic
action. There is another class of electronic systems relying on the spin of the electrons,
hence on their magnetic moments. This field of science is called “Spin Electronics”
or simply “Spintronics” [290]. The most prominent electronic devices relying on
spintronics are the giant magnetoresistance (GMR) magnetic sensors, which have
led e.g. to a drastic increase of the storage density and reading speed of hard-disk
drives for data storage [291]. Other application fields of spintronics are nonvolatile
magnetic random access memories (MRAMs) and different types of spin transistors
[291].

Some spintronic processes may be connected with heat transfer. These processes
are summarized under the name spin caloritronics [292]. The operation of conven-
tional electronic devices rely on the movement of charge carriers under an electric
field driven by differences of the electrostatic potential. It is well known that another
possible driving force for charge currents are differences of the temperature �T .
These are thermoelectric effects including Seebeck and Peltier effects. The spin of
electrons can be directed either parallel (spin-up ↑) or antiparallel (spin-down ↓) to
a magnetic field. A charge current, which contains spin-up and spin-down carriers,
can be split into a pure charge current (which is the sum of both) and a spin current,
which is the difference of both. The usual thermoelectric effects describe the inter-
action between temperature differences and charge currents, and spin caloritronics
describes the interaction between temperature differences and spin currents. As for
thermoelectric effects, two variants of spin caloritronic effects are possible. Either
an applied temperature difference leads to a spin current, or under certain experi-
mental conditions spin currents lead to temperature differences. The latter type of
experiments can use lock-in thermography for detection. Typically a spin caloritronic
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effect, which depends on the magnetic field, reverses its sign when the magnetic field
is reversed.

In 2016 LIT was used for the first time in the field of magnonics, investigating the
so called unidirectional spin wave heat conveyer effect [293, 294]. Originally this
effect was shown by An et al. [295] in 2013, using an infrared camera in steady-state
mode in a 400 µm thick Yttrium Iron Garnet (YIG) film. This material is a ferri-
magnetic insulator with a very low damping constant and is therefore particularly
appropriate for such experiments. Another spin caloritronic effect, which has been
detected by applying the LIT technique, is the spin Peltier effect [296]. The mag-
netocaloric effect (MCE), which also can be investigated by lock-in thermography
[297], is no spin caloritronic effect since here no spin currents are flowing and the
effect does not reverse by reversing the field direction.

Steady-state infrared cameras, which were used to measure the unidirectional
spin wave heat conveyer effect in thick (several hundred µm) YIG films [295] are
not sensitive enough to detect this effect in the 200 nm thin YIG layer used byWid et
al. in [293, 294]. This problem was solved by using the LIT technique. The spin heat
conveyor effect relies on the excitation of nonreciprocal spin-waves, which are called
Damon-Eshbach modes (DEM), in a ferromagnetic resonance (FMR) experiment.
In the mentioned studies it was shown that the direction of the heat flow produced by
the DEMs can be reversed by reversing the direction of the applied magnetic field. To
excite these spin waves in the YIG layer, a coplanar waveguide [294] or a microstrip-
line [293] can be used. The applied external magnetic field is aligned always in the
plane of the layer and is either kept parallel to thewaveguide (0◦) to excite theDEMor
perpendicular to thewaveguide (90◦) to excite the backward volumemode (BVM).To
determine the position of the resonance lines (Fig. 6.49b: DEM geometry), a FMR
measurement is performed by applying a continuous microwave with a constant
frequency of 5 GHz, while sweeping the magnetic field from typically 900 Oe to
1250Oe. In this experiment the ferromagnetic resonance is detected bymeasuring the
transmitted microwave signal, which decreases at resonance due to absorption, using
a diode and a nanovoltmeter. However, only the non-reciprocal DEM is expected to
lead to a spin caloritronic effect, which consists in an asymmetrical heat profile in the
direction perpendicular to the coplanar waveguide. The reason for this asymmetry is
an enhanced amplitude of the emitted spin waves at one side of the antenna, due to
the non-reciprocity of the DEMs. When the applied magnetic field is reversed, the
amplitude at the other side of the antenna is enhanced. If the thickness of the YIG
layer is very low as in [293, 294], the magnitude of this thermal effect is expected
to be low. Then the practical problem is to detect the spin caloritronic effect at all
and to separate it from the inevitable Joule heating in the antenna. This Joule heating
appears for all ferromagnetic resonances observed in this system.

This problem was solved in [293, 294] by using the fact that the Joule heating
and other artifacts do not depend on the direction if the applied magnetic field.
The investigated 200 nm thick YIG layer was grown by liquid phase epitaxy in a
gadolinium gallium garnet (GGG) substrate. The surface of the sample was covered
with a black paint layer for increasing and homogenizing the IR emissivity, the
microwave power was pulsed at a frequency of 1 Hz, and the LIT measurement was
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Fig. 6.49 a Sketch of the coplanar waveguide geometry, b ferromagnetic resonance measurement
in the Damon-Eshbach (0◦) geometry, c LIT results at the field strengths indicated in b for both
field directions and difference images

performed twice, first with the magnetic field H oriented parallel to the waveguide
and second oriented antiparallel at the same value of the magnetic field. Then the
Joule part of the heating is expected to be the same in both cases, but the heat
conveyer effect is expected to reverse. Yielding the difference between both images
shows the pure spin caloritronic effect. Figure6.49 shows typical results taken from
[294]. In (a) the geometry of the coplanar waveguide with the rf tips are sketched, (b)
shows the spectrum of the ferromagnetic resonances in 0◦ geometry, and (c) shows
for different field strengths indicated in (b) the LIT images of the active region for
+H , −H , and the difference images between both. In the directly measured images
we see the heating due to the Ohmic losses in the antenna off-resonance (#4) or
due to the absorption in the YIG layer at resonance (#1–#3), but the asymmetry
in the heat flow is hardly visible. Only in the difference images a clear asymmetry
being strongest in field strength #2 at approx. 1125 Oe is clearly visible. This field
corresponds to a non-reciprocal DE-mode. In the 90◦ geometry (backward volume
mode) the magnetic resonances were also visible by their Joule heat in LIT, but no
unidirectional spin wave heat conveyer effect could be observed, as expected.

Performing this kindofmeasurements, another interesting effect couldbeobserved
in [293], using the LIT technique. Instead of a homogeneous excitation by the com-
plete length of the antenna, Wid et al. observed, using the microstrip-line, an inho-
mogeneous heat distribution in the region around the signal line, due to localized
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excitation. The regions where the excitation occurs, moved along the microstrip-line,
depending on the strength of the applied magnetic field. This localized excitation can
be explained by an inhomogeneity of the external magnetic field: due to the length
of the antenna, there are regions of the microstrip-line within the right magnetic
field range to excite spin waves and regions, where the field is too high or too low.
The areas, where the excitation can occur, move along the antenna, when the mag-
netic field changes. The results from [293] shows that the LIT technique is sensitive
enough to optically resolve where the excitation actually occurs within the antenna
and can even be used to display the inhomogeneity of an external magnetic field.

The second spin caloritronics effect observed by LIT is the spin Peltier effect
(SPE), that has been observed in a 112µm thickYIG layer grown on aGGG substrate
and covered by a 5 nm thick paramagnetic metal layer (Pt, W) structure [296]. This
SPE is excited by a spin current across the metal-YIG interface, which is generated
by applying a DC charge current to the metallic layer in the presence of a magnetic
field via the spin Hall effect. The metal layer yields a U-shaped conductor and the in-
plane magnetic field of ±200 Oe was directed perpendicular to the two parallel legs
of the U-shape. The SPE leads to a heat flow from the YIG substrate to the thin metal
layer, perpendicular to the layer plane, which depends on the current strength and the
metal type and is opposite in the two legs of the U-shape due to their opposite current
direction. Also here Joule heat effects have to be separated from spin caloritronic
(here SPE) effects. Therefore two types of experiments were performed in [296]. In
the SPE experiments a symmetric rectangular waveform was applied to the current
(see Fig. 6.50a), which leads to a constant Joule heat and a modulated Peltier heat. In
the Joule heating experiments the current was just modulated by ±10% (Fig. 6.50b)
and nomagnetic fieldwas applied, leading to a pure Joule heating-inducedLIT signal.
Figure6.50c, d show typical LIT results for these two cases. Here the amplitude and
the phase signals are displayed. In the SPE experiment (c) only the two parallel
legs of the U-shape lying perpendicular to the magnetic field H lead to a thermal
signal, but not the lower conductor where the current flows parallel to H . As the
phase signal shows, the polarity of the temperature modulations in both U-legs are
inverted.When themagnetic fieldwas reversed, the amplitude signal remained but the
phase signals reversed. The Joule-inducedLIT image (d) shows the same temperature
modulationamplitude in all parts of the U-shape and no position-dependent phase
signal. Moreover, only in the Joule-induced LIT image (d) the blurring effect being
typical for all LIT experiments is observed, but not for the SPE-induced LIT image
(c). This is a special property of this type of experiment. Note that here the heat
is transported from the YIG substrate to the very thin metal layer, leading to a
temperature change there. This temperature change leads to heat conduction in the
opposite direction (from the metal to the YIG substrate), which compensates the
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Fig. 6.50 a LIT conditions for SPE, b LIT conditions for Joule heating, c SPE LIT results, d Joule
heating results, e frequency-dependent LIT profiles for SPE, f frequency-dependent LIT profiles
for Joule heating (reprinted from [296] by permission of Springer)

SPE-induced heat flow, leading to a constant temperature difference between theYIG
substrate and the metal layer. Since this layer is with 5 nm thickness many orders of
magnitude thinner than the substrate, its heat capacity is negligible compared to that
of the substrate. Therefore the temperature modulation is basically confined to the
thin metal layer and the YIG substrate temperature remains nearly constant, which
explains the absence of the halo in this SPE experiment. Only the Joule heating is
transferred to the substrate, but this is time-constant in this experiment and therefore
not visible in the LIT results. In the Joule heat experiment, on the other hand, the
Joule heating is modulated and transferred to the YIG layer, leading to the expected
blurring effect. These different properties are also visible in the frequency-dependent
LIT amplitude profiles shown in (e) and (f). Again, in (e) we see no blurring, and
unexpectedly the T-modulation amplitude is nearly independent of the frequency.
Also this is a result of the extremely low heat capacity of the heated metal layer,
leading to a very low thermal time constant of the effect. Hence, this heating appears
and decays nearly instantly, leading to the independence of the amplitude of the
modulation frequency in this frequency range. The Joule signals in (f) behave as
expected, hence their modulation amplitude reduces with increasing frequency and
the blur is highest for the lowest frequency.

It can be expected that LIT remains to be a valuable tool for studying spin
caloritronic effects.
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6.5 CDI/ILM on Solar Materials

6.5.1 Analysis of Material Evolution During Processing

Historically, images of the excess carrier lifetime of multicrystalline wafers were the
most important application of CDI/ILM, accessing for the first time the advantages
of purely optical imaging. Naturally, these advantages also apply for photolumines-
cence (PL) imaging. The properties of solar material undergo an evolution between
the as-grown state after crystallisation and the state in the final processed solar cell.
For the investigation and understanding of how final material properties can be opti-
mised, imaging of excess carrier lifetime has evolved as a very useful tool. Decisive
improvements compared to the previously available microwave photoconductivity
decay (MW-PCD) point-by-point mapping equipment were not only given by the
speed (seconds to minutes versus hours for comparable high resolution), but also
by principal advantages: While CDI/ILM measures in the steady state, MW-PCD
evaluates a transient, which always reflects the differential lifetime, if recombination
processes are dependent on excess carrier density [298]. Time constants are extracted
from the transients inMW-PCDmeasurements in a fixed timewindow,which is deter-
mined beforehand as best compromise for high- and low-lifetime regions. Adaptation
of the window during a measurement would lead to unacceptable long measurement
times. This restriction always limits the dynamics in lifetime maps for MW-PCD, it
does not occur for a CDI/ILM measurement.

Another advantage is the possibility to zoom into an image thereby increasing spa-
tial resolution. Froma study aiming to extent the usable part of an ingot [299] enlarged
images performed with a spatial resolution of 50µm are compared in Fig. 6.51. In
this example, a transition region in a multicrystalline block is analysed: At the lower
height (2.2 cm above the block bottom), only narrow regions around grain boundaries
are depleted from recombination active impurities by segregation into precipitates
at the grain boundaries. Somewhat higher in the block (3.5cm) overall impurity
concentrations are reduced, the gettering effect of a phosphorus diffusion (e.g. in a
solar cell process) is now sufficient to raise carrier lifetimes in large grains to values
around 100µs (upper left image).

6.5.2 Temperature-Dependent Measurements

With CDI/ILM in emission mode, the temperature dependence of the local carrier
lifetime above room temperature is easily accessible. An example of a measure-
ment on an aluminium-doped Cz-wafer, where an Al-complex is known to limit
the lifetime, was reported at the EU-PVSEC in Paris 2004 by Pohl et al. (Fig. 6.52,
[67]). For the Al-related defect, a defect level of 0.44eV above the valence band
had been reported [300]. With this deep energy level, the results from an ILM/CDI
measurement and the calculations shown in Fig. 6.53 are well consistent.
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Fig. 6.51 CDI/ILM lifetime images (13 × 13mm2 segments, scale in µs) with high resolution
taken on samples from different height in a multicrystalline block, as grown and after phosphorus
diffusion (courtesy of S. Riepe, private communication)

Fig. 6.52 Temperature
dependent carrier lifetime
measurement in emission
mode (labelled ILM),
compared to a measurement
with the temperature
dependent Quasi-Steady
State Photoconductance
technique (QSSPC) (from
[67], courtesy of P. Pohl)
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Fig. 6.53 Temperature
dependent carrier lifetime
calculated according to the
SRH recombination
mechanism for different
defects with energy level
distance �E from the
conduction band edge
(Figs. 6.53, 6.54, 6.55, 6.56
and 6.57 from [301])
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Schubert et al. [301] reported temperature-dependent carrier lifetime images at
the same conference in parallel to the results given in Fig. 6.52. To achieve a precise
control of the wafer temperature, a setup had been developed, where samples can be
heated to temperatures between 25 and 270 ◦C. The possibility of temperature control
up to high temperature enables lifetime spectroscopy in a way similar to Temperature
Dependent Lifetime Spectroscopy (TDLS) [302], but contrary to this technique with
high spatial resolution. In PV-grade silicon Shockley-Read-Hall (SRH) recombina-
tion is mostly the dominating recombination process and determines the lifetime in
the bulkmaterial. If recombination over one defect level is assumed, themeasurement
of the lifetime dependence on temperature allows the determination of the energy
difference between defect level and band edge (valence or conduction band). This
is the basic idea of TDLS, where the MW-PCD technique is used to measure life-
times. Disadvantages of that method are a lack of spatial resolution and the restricted
sample size.

We assume that the carrier lifetime is dominated by defect recombination follow-
ing the Shockley-Read-Hall description of recombination statistics. If the logarithmic
quotient of measured lifetime in low injection (LLI) τLLI

SRH and τn0,300K (the low injec-
tion lifetime of electrons at 300K) times temperature is plotted against the inverse of
temperature, a linear dependence for high temperatures is expected (see Fig. 6.53).
The gradient in this temperature region depends directly on the energy level of the
defect.

In [301], the application of CDI/ILM to determine an image of the distribution
of the energy level of the defect dominating the recombination was introduced and
named Thermal Defect Imaging TDI. TDI overcomes the restriction in sample size of
TDLS and allows a spatially resolved determination of defect levels. The technique
combines the TDLS technique and Emission CDI/ILM at different temperatures.

A TDI measurement on an FZ-silicon sample intentionally contaminated with
Molybdenum was performed in [301] to compare the results with TDLS measure-
ments and to prove the functionality of TDI. Figure 6.54 shows Emission CDI/ILM
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Fig. 6.54 TDI measurement
on a Mo-contaminated
sample (black squares) and
TDLS measurement (open
circles)
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measurements for a temperature range from 30 to 270 ◦C. For a comparison with
TDLSmeasurements, the mean value of carrier density over the sample is displayed.
From the gradient of the linear region of the TDI measurement, the difference �E
between band edge and defect level can be calculated to �ETDI = 316meV, which
corresponds well with �ETDLS = 330meV for the TDLS measurement. This calcu-
lation has been performed for each camera pixel, resulting in a calculated defect level
for each wafer position (insert in Fig. 6.54). High homogeneity over the wafer for
this example provides a good comparability between both measurement techniques.

Also, in [301], the application to multicrystalline silicon was demonstrated.
Figure 6.55 shows an Emission-CDI/ILM measurement of a 100 × 100mm2 mul-
ticrystalline siliconwafer. The wafer had been vertically cut from a block-cast silicon
ingot. The top region of the ingot (top of the image) shows very low lifetimes,whereas
in the lower part high lifetime grains can be seen. On the right-hand side, the influ-
ence of the crucible reduces lifetime. Three different regions have been selected for
closer examination (arrows in Fig. 6.55): A region with high crystal lattice distortion
(1), a region with fair lifetime (2), and a low-lifetime region at the right side (3). The
respective temperature dependence of lifetime is shown in Fig. 6.56. A linear region
between 59 ◦C and 139 ◦C can be determined for all areas whereby the gradient dif-
fers for the three positions. The temperature dependence for high lifetimes deviates
from the SRH theory for a single defect level.

The observed linear regionwas used to determine a gradient for each camera pixel.
For the case of a single and discrete dominating defect level, the gradient should result
in the energy difference �E between band edge and defect level. Figure 6.57 shows
the calculated spatially resolved gradients that are ameasure for an “effective” energy
level, which may represent a more complex distribution of defect levels. The defect
levels detected at grain boundaries are shallower than within the grains. Although
the lifetime gradient from the bottom to the top of the image is significant, the defect
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Fig. 6.55 Lifetime
measurement of a mc-sample
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Fig. 6.57 Image of the
gradient of TDI analysis of
the sample of Fig. 6.55
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level distribution does not show a clear correlation with lifetime level. At y > 80mm
in Fig. 6.57, the detection limit had been reached resulting in a vanishing gradient.
How to extract more defect-specific information from TDI measurements is still an
open question.

6.5.3 Trap Density Images from CDI/ILM

Free excess minority carriers can be trapped in shallow trap levels or levels with
asymmetric capture cross-sections for holes and electrons [303, 304]. Charge
neutrality requires that the trapped minority carriers are compensated by addi-
tional majority carriers in steady-state condition. Lifetime measurements, such as
CDI/ILM, are based on the assumption that the excess majority carrier density equals
the excess minority carrier density. This assumption does not hold anymore for low
injection if trapping occurs. Because CDI/ILM detects the absorption and emission
of both, majority and minority carriers, the carriers trapped in a fixed amount of trap-
ping states dominate the signal more and more with decreasing free excess minority
carrier density. CDI/ILM then measures a higher apparent lifetime than the actual
recombination lifetime in low level injection. This effect appears for all methods
which determine the excess conductivity to extract the excess carrier density. An
anomalous increase in the apparent excess carrier lifetime under low injection con-
ditions has thus been reported in many publications and generally assumed to be
caused by trapping of minority carriers [305, 306], a concept which is supported by
both injection- and temperature-dependent measurements [307, 308]. In 1953, Fan
[303] and in 1955Hornbeck andHaynes [304] independently developed a theoretical
model to describe this trapping of minority carriers. The injection dependence of the
apparent lifetime τapp following the Hornbeck–Haynes model for p-type silicon is
[309]:

τapp(�n) = 1

αn + αp
τrec

[
αn + αp

(
1 + nT(�n)

�n

)]
(6.66)

withαn andαp being the free carrier absorption coefficients for electrons, respectively,
holes. The recombination lifetime is denoted here as τrec to distinguish it from the
apparent lifetime τapp. τrec is assumed to be injection independent in low injection.
nT is the density of trapped minority carriers, which depends on the trap density NT

and the trap escape ratio resc [305]:

nT = NT�n

�n + NTresc
(6.67)

Although trap images are mostly seen as an artefact in a lifetime measurement, these
can be used as a valuable source for additional information on thematerial properties.
By fitting the above model to a low injection CDI-measurement at each point of a
wafer, a trap density image can be deduced [309, 310]. A qualitative image of the
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Fig. 6.58 a Qualitative trap density of a wafer from the bottom of an ingot. High trap densities are
bright. b Qualitative structural crystal defect density of the same area that is depicted in a. High
structural crystal defect densities are bright. The image shows a high positive correlation with the
trap density

trap density can be obtained readily by a single CDI/ILM measurement at very low
injection [311].

Trap densities had been reported to correlate with dislocation densities [309].
A more detailed study revealed that the correlation between trap and dislocation
density varies over the height of a multicrystalline block [312]. Figure 6.58 gives
an example from a wafer close to the bottom of an ingot. The trap density image
(Fig. 6.58a) is compared with the reflection image of a neighbouring polished and
Secco-etched wafer, where structural defects as dislocation are visible as clouds of
etch pits (Fig. 6.58b). The structural crystal defect density and the trap density show
a high positive correlation, which is in good agreement with [305, 308, 309]. In
contrast, in a wafer of the top region (Fig. 6.59), there is a positive correlation in
some areas, but there are also regions with high structural crystal defect densities
and simultaneously low trap densities. Please note that because the trap density of the
wafer from the bottom is about one order of magnitude higher than the trap density
of the wafer from the top, Figs. 6.58 and 6.59 have different grey scales.

The understanding of trapping effects was put forward by experiments on different
material types with variable oxygen concentration, which revealed a clear relation
between trap density and oxygen concentration [312]. It was concluded that the
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(a) (b)

Fig. 6.59 a Qualitative trap density of a wafer from the top of an ingot. High trap densities are
bright. b Qualitative structural crystal defect density of the same area that is depicted in a. High
structural crystal defect densities are bright. In some areas (i.e. the solid marked areas) there is a
positive correlation between trap density and structural crystal defect density, but there are also
areas with high structural crystal defects densities and low trap densities (i.e. dashed marked areas)

origin of increased trap densities inmulticrystalline silicon could be structural crystal
defects, which are highly decorated with oxygen precipitates. It was further inferred
from the experiments on intentionallymetal contaminatedwafers that the segregation
of metallic impurities towards the top of the ingot and the accumulation at structural
crystal defects suppresses trapping and explains, e.g., the existence of areas with high
structural crystal defect densities and low trap densities in the sample of Fig. 6.59.

Highly dislocated areas are often the critical zones in a multicrystalline material,
which do not respond to getting in the solar cell process and form low lifetime areas
in the final cell. It is thus an interesting option to use the easily accessible trap images
as indication for such problematic areas in a starting wafer. In a study of the trap
density across a multicrystalline ingot, it was found that the trap density itself and its
correlation to the diffusion length is decreasing from the bottom to the top of the ingot
[312]. The trap density measured on a vertically cut wafer from the bottom region
of a directionally solidified multicrystalline ingot was compared with the image of
the reciprocal lifetime of the solar cell processed on a neighbouring wafer calculated
from an SR-LBIC [272] measurement on the finished solar cell. Figure 6.60 reveals
a clear decrease in average trap density with height above the bottom. In parallel, the
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Fig. 6.60 Trap density against height. The trap density is decreasing with increasing distance from
the bottom except for the topmost region

Fig. 6.61 Correlation coefficient between trap density in the as-cut wafer and diffusion length in
the processed solar cell (reprinted from [128], with permission of AIP Publishing. The correlation
is quite high in the bottom region and decreases with height

spatial correlation between trap density in the as-cut wafer and diffusion length in
the processed solar cell becomes less pronounced (Fig. 6.61). Thus, concentrations
of traps on a high level of trap density observed in starting material can be taken as
an indication that in these areas high dislocation densities exist, which are in turn
likely to lead to low diffusion length areas in the final solar cell.
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6.5.4 CDI/ILM Images on Wafers with Non-planar Surfaces

Surface roughness may have a significant impact on the detected infrared radiation,
since the genuine infrared radiation emitted by free carriers in the silicon bulk passes
the sample surface before being detected by the camera, and the geometry of the
surface influences in turn the radiation path. The CDI/ILM system used for the
measurement examples in this section was set up in emission mode (see Sect. 2.9
and Fig. 3.16) with a thermal camera imaging the radiation emitted by the sample in
the range between 3 and 5 µm. As outlined in Sect. 3.5.3, the measurement results
of CDI/ILM may be in error, if surface conditions are not taken into account. An
example is shown in Fig. 6.62, where measurements on adjacent silicon wafers with
chemically polished surfaces on the one hand and with textured surfaces on the
other hand are compared. In the textured case, the apparent lifetime is significantly
increased and structural details are blurred. We explain this effect by analyzing the
reflection and diffraction behavior of infrared radiation at the interface between
silicon and air in Sect. 3.5.3.

The spurious high apparent lifetimes are due to the lifetime calibration with a
set of planar wafers, which is inappropriate for the textured samples. The emissivity
correctionmethod outlined in Sect. 3.5.3 is a suitable approach to resolve this issue as
demonstrated in Fig. 6.63. The emissivity correction method is applied to CDI/ILM
measurements on textured multicrystalline silicon samples with a size of 100 mm ×

Fig. 6.62 CDI/ILMmeasurements on adjacent SiN-passivated, multicrystalline siliconwafers with
chemically polished surface (left) and alkaline textured surface (right). Sections of 50 × 100 mm2

are displayed (reprinted from [128], with permission of AIP Publishing)
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Fig. 6.63 Uncorrected lifetime measurement on wafer with alkaline textured surfaces (a),
emissivity-corrected lifetime measurement on same wafer (b), and emissivity image of the wafer
(c). As reference, a lifetime measurement on an adjacent wafer with chemically polished surfaces
is shown in (d). The same section of the wafers as in Fig. 6.62 is shown (reprinted from [128], with
permission of AIP Publishing)
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Fig. 6.64 Microscope image
of alkaline etched surface of
multicrystalline silicon
(reprinted from [128], with
permission of AIP
Publishing)

100mm and a SiN-passivation deposited with direct PECVD. Surface recombination
is expected to be lower than 25 cm/s.

In Fig. 6.63a the uncorrected apparent lifetime image of an alkaline etched wafer
is displayed. As reference aCDI/ILMmeasurement on an adjacent wafer with chemi-
cally polished samples is used (see Fig. 6.63d). Compared to this image, theCDI/ILM
measurement of the textured wafer differs significantly in structure and absolute
value. The measured emissivity image displayed in Fig. 6.63c was obtained from a
camera image at a wafer temperature of 55 ◦C. The emissivity is distributed inhomo-
geneously, which is due to laterally varying surface conditions. The texture differs
significantly due to the anisotropic etching of the grains with different crystal ori-
entation (see Fig. 6.64). Structural differences in the emissivity can be relocated in
the uncorrected measurement (see arrows in Fig. 6.63a, c). The corrected measure-
ment is shown in Fig. 6.63b). Although the structural details are still blurred, the
absolute measurement values are now comparable to the ones from the flat sample.
Structures induced by the inhomogeneous emissivity are well corrected. The mean
value of the reference measurement is τ ref = 157 µs, the mean value of the cor-
rected measurement is τ rough,corr = 143 µs. The uncorrected measurement yields
τ rough,uncorr = 448 µs. The difference of approx. 10% between the reference and the
corrected measurement is within the range of variations of the effective lifetime due
to differences in surface passivation quality.

In order to reveal the actual structure of the lifetime distribution, the deconvolution
procedure described in Sect. 3.5.3 is applied to the emissivity-correctedmeasurement
(Fig. 6.63b). In a first step, the point spread function is experimentally determined.
Instead of the standard homogeneous illumination a focused laser beam is used for
a CDI/ILM measurement on the textured sample (Fig. 6.65).

The laser wavelength was 991 nm. From a referencemeasurement on a flat sample
with low diffusion length the upper limit for the laser spot diameter is determined to
dmax = 250 µm. A linescan through the measured spot, which is blurred by surface
effects, is displayed in Fig. 6.66.
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Fig. 6.65 CDI/ILMmeasurement with laser spot as illumination source on a polished sample (left)
and on an alkaline textured sample (right). Sections of 100 × 1100 mm2 are displayed (reprinted
from [128], with permission of AIP Publishing)

Fig. 6.66 Linescan through the center of the CDI/ILM measurement shown in Fig. 6.65 (right).
Empirically, a Lorentz function is fitted to the experimental data. One pixel corresponds to 350 µm
(reprinted from [128], with permission of AIP Publishing)

The data is fitted empirically with a Lorentz-function which was found to describe
the data sufficiently accurate. This fit to the measurement is used in the following as
Point Spread Function (PSF). In spite of spatially varying surface roughness, experi-
mentally, the width of the Lorentz-function is only weakly depended on the variation
of the surface quality. Therefore one single PSF is applied for the correction. Wiener
filtering is performed as it is described in (3.12). A Fast Fourier Transformation
(FFT) algorithm is used to perform the two-dimensional calculation. An adjustment
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Fig. 6.67 Quantitative comparison between corrected lifetime measurement on sample with rough
surfaces (left) and reference measurement on adjacent wafer with chemically polished surfaces.
Sections of 50 × 1100 mm are shown (reprinted from [128], with permission of AIP Publishing)

parameter K = 10−10 was found to be optimal for the filtering. The result of the cor-
rection is shown in Fig. 6.67. The deconvoluted image shows excellent correlation
with the reference measurement on the chemically polished sample (Fig. 6.63d). In
summary, the correction sequence outlined in Sect. 3.5.3 is fast and easily applicable
and leads to carrier lifetime images resembling the ones obtained with chemically
polished surfaces.



Chapter 7
Summary and Outlook

In this book, the technique of lock-in thermography is being reviewed with special
emphasis on its application to the characterization and functional testing of electronic
components. The investigation of shunting phenomena in solar cells, which our lock-
in thermography originally was developed for, among a lot of other applications is
presented to demonstrate and discuss all the different possibilities of this rather new
technique. We hope to have shown that the use of lock-in thermography instead
of conventional (steady-state) thermography is a qualitatively new thermographic
approach to electronic device testing and failure analysis. It not only improves the
sensitivity tremendously by up to 3 orders of magnitude, but it also considerably
improves the effective spatial resolution of the investigations by suppressing lateral
heat conduction. Besides, it opens new ways of correcting the IR emissivity of the
investigated surface. Since the objects investigated usually are in a quasi-adiabatic
state, the results of lock-in thermography are not influenced by heat conduction to the
surrounding and therefore can more easily be evaluated quantitatively. With these
properties and with the further development of reasonably priced thermocameras,
lock-in thermography is continuing to become a widely used technique in electronic
device testing in future. This bookwas intended to contribute to this development and
to generally encourage a wider application of lock-in thermography. The consider-
ably extended third edition presented here already implementsmanynewapplications
of lock-in thermography which have been developed also under the influence of the
first two editions of this book.

Within this book, we describe the basic principles of IR thermography itself and
briefly discuss different lock-in thermography realizations. Different variants of the
digital signal correlation are introduced and discussed. A noise analysis of lock-in
thermography is performed, connecting the noise properties of the IR camera to the
resulting amplitude noise of the lock-in image. A simple test structure for performing
scalingmeasurements is proposed.With the “pixel-related noise density”we propose
a universal figure ofmerit, which allows one to compare the noise properties of differ-
ent lock-in thermography systems with each other, including serially scanning ones.
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The heat dissipation and transport mechanisms in solar cells are described in some
detail, since they are the base of several newly introduced lock-in thermography tech-
niques. Also the physical basis if new IR camera-based lifetime imaging techniques
is introduced, which rely on non-thermal effects. Practical aspects of realizing lock-
in thermography systems are being discussed with special emphasis on reaching the
highest possible detection sensitivity. After comparing the most important thermog-
raphy and lock-in thermography approaches from the literature, an overview is given
about the presently available commercial lock-in thermography systems. Different
possibilities for providing a homogeneous illumination of the sample are reviewed,
which are necessary for realizing the techniques of illuminated lock-in thermogra-
phy of solar cells and lifetime imaging of solar materials. Also the application of
solid immersion lenses is described, which allow to overcome the diffraction limit
of the spatial resolution by up to a factor of 4. This is especially important for failure
analysis of integrated circuits, where the limited spatial resolution of IR microscopy
always has been an obstacle for its application. In the theory chapter, first, some
general questions as to the influence of the heat conduction to the surrounding are
discussed, leading to the definition of quasi-adiabatic measurement conditions as a
presupposition for a straightforward quantitative interpretation of lock-in thermogra-
phy results. Then, a simple technique of compensating the influence of a temperature
drift on lock-in thermography results is introduced, which should be interesting also
in the field of non-destructive testing. The theory of the propagation of thermal waves
is reviewed for different heat source geometries, showing that the spatial resolution
attained also depends on the heat source geometry and on the mode of presenting
the results. Different approaches of the quantitative interpretation of lock-in thermo-
grams are described, including new techniques of solving the inverse problem by the
two-dimensional numerical deconvolutionof lock-in thermograms.Acomprehensive
discussion of the optimum measurement strategies should be helpful for the oper-
ator to find the optimum measurement conditions, parameters, and display options
for different demands. Especially for microscopic investigations, the newly proposed
display of the results as the “emissivity-corrected 0◦ image” (0◦/−90◦ image) ismost
advantageous. This display option provides inherent emissivity correction but, con-
trary to thewell-known phase image, it at least approximately preserves the additivity
of signals of different heat sources. Therefore, these images may even numerically
be deconvoluted to correct the image for the lateral heat spreading.

In particular for the investigation of solar cells a number of special LIT-based
investigation techniques are introduced, which serve for the imaging of various solar
cell parameters. Thus, except for the original purpose of shunt hunting, LIT can also
be used for detecting regions of high series resistance, for measuring the temperature
coefficient, the slope, and the avalanche multiplication factor of breakdown sites,
and for imaging the short circuit current density. A DLIT-based method (‘Local
I–V’) and two different ILIT-based methods are introduced, which enable a detailed
local efficiency analysis of solar cells. A special chapter deals with luminescence
imaging of solar wafers and cells and describes how a comprehensive loss analysis
can be performed by combining LIT and luminescence investigations.
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There are a number of developments in lock-in thermography, which have not
been considered in this book. Thus, the technique of “pulsed phase thermography”
was developed for non-destructive testing [313], which is a combination of pulse
thermography [4] and lock-in thermography. In this technique, a number of short
heat generation pulses are applied periodically, and each pixel signal is evaluated
by performing a Fourier transform. The result is a number of amplitude and phase
images taken at different frequencies, which, physically, are equivalent to the results
of a number of lock-in measurements at different frequencies. For each of these fre-
quencies, the signal-to-noise ratio is below that of ordinary lock-in thermography,
therefore this technique has not been considered here. If instead of a Fourier trans-
form a wavelet transform is used to evaluate a pulsed thermography experiment, this
technique is called wavelet pulsed phase thermography [314]. Here, contrary to the
Fourier evaluation, the time delay information of the thermal relaxation is explicitly
preserved, which is especially useful for retrieving any depth information. Nonethe-
less, contrary to pure pulse thermography, the phase information is still present,
which makes the results independent from the IR emissivity of the surface. Since in
electronic device testing, the heat sources are usually near the surface, and since also
wavelet pulsed phase thermography is less sensitive than lock-in thermography, this
technique has also not been considered here.

Fortunately, the further technical development of thermocameras towards a
higher sensitivity and frame rate, and lower prices is going on. It was already men-
tioned in Sect. 2.1 that the omission of the wavelength range of 5–8µm, which is
common for standard thermocameras in order to get rid of the atmospheric absorp-
tion in this wavelength range, is not necessary for low-distance lock-in thermog-
raphy investigations. Maybe, in future also this wavelength range can be used by
IR cameras, providing an improved signal-to-noise ratio in lock-in thermography.
The influence of the frame rate on the sensitivity had been discussed in Sect. 2.6,
allowing the conclusion to be drawn that further increasing the frame rate might
further significantly improve the sensitivity. When the second edition of this book
was written (2009), the pixel transfer rate of 40MHz was regarded to be standard.
Todays “high speed” cameras have a transfer rate of about 98MHz [12], but special
IR cameras obtain already 245 MHz (3000 Hz frame rate at 256 × 320 pixels, [315].
CCD cameras in the visible range are already offered with pixel transfer rates above
26GHz [316]. Since the trend to further increase the processing speed of PCs can
be expected to continue, it should be no problem to process also these data rates
in low-cost PCs on-line. The big challenge is to make these high-speed IR cameras
attainable at a reasonable price. However, in many cases, it is not necessary to have
the ultimate detection sensitivity, for instance, if hot spots in solar cells have to be
imaged under reverse bias in an in-line process monitoring in an industrial environ-
ment. Then also low-priced thermocameras with a standard frame rate of 50–60Hz
can be used in a lock-in thermography set-up. It can be expected that also such low-
priced lock-in thermography systems will become popular in future, since they also
allow one to utilize most of the advantages of lock-in thermography. While already
in the last years a number of completely new applications of lock-in thermography
like CDI/ILM and ILIT have appeared, it can be hoped that this technique will find
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even new applications in future. For example, lock-in thermography has also been
used for imaging the net doping concentration in solar cells [317] and for inves-
tigating spin caloritronics phenomena [293, 295, 296]. New methods combining
lock-in thermography with luminescence imaging may lead to new possibilities for
the characterization of solar cells.
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Appendix A
Thermal and IR Properties of Selected
Materials

Table A.1 Thermal properties of selected materials

Material Density �

(kg/m3)
Specific heat
cp (kJ/kg ◦C)

Heat conduct.
λ (W/m ◦C)

Diffusion
length � at 1
Hz (mm)

Reference

Aluminium 2,707 0.896 204 5.17 [2]

Copper 8,954 0.3831 386 5.98 [2]

Nickel 8,906 0.4459 90 2.68 [2]

Silver 10,525 0.234 407 7.25 [2]

Nickel silvera 8,618 0.394 24.9 1.53 [2]

Glass
(window)

2,700 0.84 0.78 0.33 [2]

Silicon 2,330 0.70 149 5.37 [318]

PVC 1,400 0.88 0.16 0.187 [319–321]
a(62%Cu,15%Ni,22%Zn)

Table A.2 IR properties of selected materials

Material IR Emissivity ε Reference

Paper 0.93 [166]

White Al2O3 0.90 [166]

Black laquer 0.96 [166]

Oil on Ni, thick 0.82 [166]

Oil on Ni, 2.5 µm 0.27 [166]

Ni, polished 0.05 [166]

Al, unoxidized 0.03 [166]

Stainless steel 0.22 [166]
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