


Springer Monographs in Mathematics

For further volumes:
www.springer.com/series/3733

http://www.springer.com/series/3733


Kenji Iohara � Yoshiyuki Koga

Representation
Theory of the
Virasoro Algebra



Kenji Iohara
Université Claude Bernard Lyon 1
Institut Camille Jordan
43 Boulevard du 11 Novembre 1918
69622 Villeurbanne Cedex
France
iohara@math.univ-lyon1.fr

Yoshiyuki Koga
University of Fukui
Department of Applied Physics
Faculty of Engineering
3-9-1 Bunkyo
910-8507 Fukui
Japan
koga@quantum.apphy.u-fukui.ac.jp

ISSN 1439-7382
ISBN 978-0-85729-159-2 e-ISBN 978-0-85729-160-8
DOI 10.1007/978-0-85729-160-8
Springer London Dordrecht Heidelberg New York

British Library Cataloguing in Publication Data
A catalogue record for this book is available from the British Library

Mathematics Subject Classification (2010): 17B10, 17B50, 17B55, 17B67, 17B68, 17B69, 17B70,
81R10

© Springer-Verlag London Limited 2011
Apart from any fair dealing for the purposes of research or private study, or criticism or review, as per-
mitted under the Copyright, Designs and Patents Act 1988, this publication may only be reproduced,
stored or transmitted, in any form or by any means, with the prior permission in writing of the publish-
ers, or in the case of reprographic reproduction in accordance with the terms of licenses issued by the
Copyright Licensing Agency. Enquiries concerning reproduction outside those terms should be sent to
the publishers.
The use of registered names, trademarks, etc., in this publication does not imply, even in the absence of a
specific statement, that such names are exempt from the relevant laws and regulations and therefore free
for general use.
The publisher makes no representation, express or implied, with regard to the accuracy of the information
contained in this book and cannot accept any legal responsibility or liability for any errors or omissions
that may be made.

Cover design: VTEX, Vilnius

Printed on acid-free paper

Springer is part of Springer Science+Business Media (www.springer.com)

mailto:iohara@math.univ-lyon1.fr
mailto:koga@quantum.apphy.u-fukui.ac.jp
http://www.springer.com
http://www.springer.com/mycopy


Dedicated to Professor Michio Jimbo on
the occasion of his sixtieth birthday.



Preface

The Virasoro algebra is an infinite dimensional Lie algebra which has ap-
peared in several context. For example, E. Cartan [C] in 1909 classified simple
infinite dimensional linearly compact Lie algebras over C which contains the
Lie algebra Wm of all formal vector fields in m determinates. Around 1940,
the Lie algebra of derivations of the group algebra of Z/pZ over a field of
characteristic p > 2 was studied by colleagues of E. Witt, e.g., H. Zassenhaus
[Za] showed that this Lie algebra is simple and H.J. Chang [Ch] studied its
representations. All these works treated the so-called Witt algebra, or the
centreless Virasoro algebra. It was only in 1966 that its non-trivial central
extension first appeared in the work of R. Block [Bl] over a field of posi-
tive characteristic in classifying certain class of Lie algebras. In 1968, I. M.
Gelfand and D. B. Fuchs [GF] determined the cohomology ring of the Lie
algebra of the vector fields on the circle.

In 1970, the Virasoro algebra appeared in the article [Vir] of M. Vira-
soro on his work on string theory, hence the name Virasoro algebra. See,
e.g., [Mand] for an account of this period. A great of impact was made in
1984 by A. A. Belavin, A. M. Polyakov and A. B. Zamolodchikov [BPZ1],
[BPZ2] where they treated the phenomena at critical points in 2-dimensional
statistical mechanical models.

In the 1980s, the representation theory of the Virasoro algebra was inten-
sively studied. In particular, the structure of its Verma modules and its Fock
modules were completely determined by B. Feigin and D. Fuchs [FeFu4]. For
a further beautiful historical description, see [GR].

The aim of this book is to describe some fundamental facts about the
representation theory of the Virasoro algebra in a self-contained manner.
The topics covered in this book are the structure of Verma modules and Fock
modules, the classification of (unitarisable) Harish-Chandra modules, tilting
equivalence, and the rational vertex operator algebras associated to the so-
called BPZ series representations. A detailed description of the contents of
this book will be given in the introduction.
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viii Preface

In 1995, the first author was proposed by his supervisor M. Jimbo to write
a survey about known important facts about the representation theory of the
Virasoro algebra as his PhD thesis, since there confusion in the literature as
the theory was developed both in mathematics and in physics at the same
time. After the PhD thesis of the first author, which had nothing to do with
the proposition, he had occasion to take part in a joint project with the second
author. Around 2000, we decided to realise the proposition and finally it took
us nearly 10 years.
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10.3.2 Coset (ŝl2)1 × (ŝl2)k/(ŝl2)k+1 . . . . . . . . . . . . . . . . . . . . . . 360
10.3.3 Properties of the Theta Function and Proof of

Lemma 10.5 . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . 363
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Introduction

The aim of this book is to describe some fundamental facts about the repre-
sentation theory of the Virasoro algebra. We also collect some non-standard
but basic facts used to describe its representations.

Here is a detailed outline of the contents of the main parts of the book.
Chapter 1 We introduce the Virasoro algebra Vir as the universal central
extension of the Witt algebra. This Lie algebra is a Z-graded Lie algebra and
it is appropriate to work within the framework of what we call Q-graded Lie
algebras. Hence, we also present a categorical setup for representations of
Q-graded Lie algebras and some of their properties such as local composition
series, (co)homologies, and Berstein-Gelfand-Gelfand duality.
Chapter 2 We explain the proof of the conjecture of V. Kac which
says that any simple Z-graded Vir-module with finite multiplicities is ei-
ther a highest weight module, a lowest weight module, or the module of type
tλC[t, t−1](dt)μ. The proof is given by the reduction to positive characteris-
tic cases. Hence, for the reader who is not familiar with Lie p-algebras and
their representations, we make a brief survey of the general theory of Lie
p-algebras in Appendix B that are used in the proof. This chapter can be
read independently of other chapters.
Chapter 3 The representation theory of the Virasoro algebra Vir behaves
like a rank 2 Lie algebra with triangular decomposition and the Jantzen filtra-
tion is an effective tool to analyze Verma modules over these algebras. Here,
we present the Jantzen filtration and explain some of their properties. We
also generalise this filtration to analyze Fock modules over Vir in Chapter 8.
The generalisation given here first appeared in this book.
Chapter 4 The so-called Kac determinant formula of Verma modules
over Vir is given with its proof in the language of vertex algebras. This result
plays a crucial role when we analyze the Verma modules in Chapters 5 and 6.
The determinant formulae of the Vir-module maps from a Verma module to
the Fock module (with the same highest weight) and from a Fock module to
the contragredient dual of the Verma module (with the same highest weight)
play an important role to analyze Fock modules in Chapter 8 and they are
also given in this chapter.
Chapters 5 and 6 The structure of Verma modules is analyzed in
detail. Starting from the classification of the highest weights, the structure
of the Jantzen filtration of Verma modules is completely determined from

xvii
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which the Bernstein−Gelfand−Gelfand type resolution follows. As a simple
corollary, the characters of the all irreducible highest weight modules over
Vir are given. In particular, the characters of minimal series representations,
with fixed central charge, forms a vector-valued SL(2,Z)-modular form and
its modular transformations are also calculated.
Chapter 7 The tilting equivalence for a certain class of Z-graded Lie
algebras is explained. In particular, for the Virasoro algebra, this explains
the structural duality between Verma modules with highest weights (c, h)
and (26− c, 1−h) which can be observed by analyzing Verma modules. This
chapter can be read independently of other chapters.
Chapter 8 The structure of Fock modules is analyzed in detail as an
application of our generalised Jantzen filtration. Two other topics are also
presented: i) singular vectors of Fock modules in terms of Jack symmetric
polynomials, and ii) the relation between semi-infinite forms and the bosonic
Fock modules. This chapter uses some results from Chapters 5 and 6.
Chapter 9 The rationality of the vertex operator algebras associated to
minimal series representations is given as an application of the results ob-
tained in Chapters 5 and 6. The fusion algebra associated to such a vertex
operator algebra is also given. One of the beautiful and important character-
isations of the BPZ series representations is presented with two appendices
which provide some necessary background.
Chapters 10 and 11 We show that certain irreducible highest weight
Vir-modules are unitarisable with the aid of unitarisability of integrable high-
est weight ŝl2-modules. The complete classification of the unitarisable Harish-
Chandra modules is given as the goal of these two chapters.

There are also three appendices for the reader’s convenience:
Appendix A Some facts from homological algebras are recalled. Most
of them are given without proof.
Appendix B The general theory of Lie p-algebras, in particular, of
completely solvable Lie p-algebras is recalled. A proof of some facts are given.
Appendix C We collect some facts about the rationality of vertex op-
erator algebras. A generalisation to vertex operator superalgebras is briefly
discussed.

Now, we briefly discuss the difference between this book and two other
references: one by V. G. Kac and A. K. Raina [KR] and the other by L. Guieu
and C. Roger [GR].

In [KR], the authors treated the so-called Kac determinant of Verma mod-
ules, that is explained in Chapter 4. They also showed that the condition on
the highest weight given by D. Freidan, Z. Qiu and S. Shenker [FQS1], [FQS2]
for a highest weight module to be unitarisable is sufficient. In this book, we
have shown that, indeed, the above condition is necessary and sufficient for
highest weight modules in Chapters 10 and 11.

In [GR], the authors mainly discussed some algebraic and geometric as-
pects of the Virasoro algebra itself and not its representations. Hence, the
contents of this book are rather complementary.



Chapter 1

Preliminary

In this chapter, we will collect some fundamental objects in the representation
theory of the Virasoro algebra.

In Section 1.1, we will define the Virasoro algebra as the universal central
extension of the Witt algebra, i.e., the Lie algebra which consists of the
derivations of the Laurent polynomial ring with one variable.

In Section 1.2, we will introduce a class of Lie algebras with triangular
decomposition and an anti-involution, called Q-graded Lie algebras [RW1].
In fact, many important Lie algebras, e.g., the Virasoro algebra and a
Kac−Moody algebra, are Q-graded Lie algebras. We will develop a general
theory on representations over a Q-graded Lie algebra, such as categories of
modules, highest weight modules, Verma modules, contragredient duals and
so on.

In Section 1.3, we will define Lie algebra homology and cohomology in
terms of derived functors. Moreover, we will state some formulae related
with extensions of modules and duality, e.g., Frobenius reciprocity.

In Section 1.4, we will explain the so-called Berstein-Gelfand-Gelfand du-
ality.

In the appendix of this chapter, we will prove the propositions stated in
Subsection 1.1.1. An alternative proof, in terms of standard (co)complex, of
a proposition proved in Section 1.3 will be also given.

Until the end of this chapter, we assume that K is a field whose charac-
teristic is zero.

1.1 Virasoro Algebra

We introduce the Virasoro algebra as the universal central extension of the
Witt algebra. For the reader’s convenience, we first recall basic properties of
(universal) central extensions. (For the details and the proofs, see § 1.A.)

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 1,
© Springer-Verlag London Limited 2011
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2 1 Preliminary

1.1.1 Universal Central Extension

Let a and u be Lie algebras over K, and let V be a K-vector space. Here, we
regard V as a commutative Lie algebra. A short exact sequence

0 −→ V
ι−→ u

α−→ a −→ 0

is called a central extension of a if

[ι(V ), u] = {0}.

V is called the kernel of the central extension. We sometimes refer to u as a
central extension of a.

Definition 1.1 A central extension

0 −→ V
ι−→ u

α−→ a −→ 0

of a is called a universal central extension if

1. u is perfect, i.e., u = [u, u],
2. for any central extension β : b → a, there exists γ : u → b such that the

following diagram commutes:

u
α

γ

a

b

β

.

Remark that uniqueness of γ in Definition 1.1 follows from perfectness of u.
Indeed, let γ′ : u→ b be another homomorphism such that α = β ◦ γ′. Then,
for x, y ∈ u, we have

(γ − γ′)([x, y]) = [γ(x), γ(y)]− [γ′(x), γ′(y)]
= [γ(x)− γ′(x), γ(y)] + [γ′(x), γ(y)− γ′(y)]
= 0,

since γ(x)− γ′(x), γ(y)− γ′(y) ∈ Kerα = ι(V ). Hence, γ = γ′ on [u, u].
The following proposition holds:

Proposition 1.1 ([Gar]) 1. A Lie algebra a admits a universal central ex-
tension if and only if a is perfect.

2. A universal central extension is unique up to an isomorphism of Lie alge-
bras.

The kernel of the universal central extension of a can be described by means
of the second homology group H2(a,K) := Z2(a,K)/B2(a,K) (cf. § A.3):
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Z2(a,K) :=

{
∑

i

xi ∧ yi

∣
∣
∣
∣
∣
xi, yi ∈ a,

∑

i

[xi, yi] = 0

}

,

B2(a,K) := {x ∧ [y, z] + y ∧ [z, x] + z ∧ [x, y]|x, y, z ∈ a} .

Proposition 1.2 Suppose that a Lie algebra a is perfect. Let c be the kernel
of the universal central extension of a. Then, we have

c � H2(a,K).

Next, we recall the following relation between extensions and Lie al-
gebra cohomology. For a K-vector space V , we regard V as a trivial a-
module. The second cohomology group H2(a, V ) is defined by H2(a, V ) :=
Z2(a, V )/B2(a, V ) (cf. § A.3), where

Z2(a, V ) :=

⎧
⎨

⎩
f : a× a→ V

∣
∣
∣
∣
∣
∣

(i) f(x, y) = −f(y, x),
(ii) f(x, [y, z]) + f(z, [x, y]) + f(y, [z, x]) = 0,

(∀ x, y, z ∈ a)

⎫
⎬

⎭

B2(a, V ) := {f : a× a→ V |f(x, y) = g([x, y]), ∃g : a→ V (linear)} .

Proposition 1.3 There exists a one-to-one correspondence between H2(a, V )
and set of equivalence classes of the central extensions of a by V .

1.1.2 Witt Algebra and its Universal Central
Extension

The Witt algebra D is the Lie algebra which consists of derivations on the
Laurent polynomial ring K[z, z−1]. In fact, D is given by

D = K[z, z−1]
d

dz
. (1.1)

We set dn := −zn+1 d
dz , then

D =
⊕

n∈Z

Kdn,

and these generators satisfy the commutation relations:

[dm, dn] = (m− n)dm+n.
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The Virasoro algebra is the universal central extension of D. Since D is
perfect, there exists the universal central extension of D and it is described
by the second (co)homology group (Propositions 1.1, 1.2 and 1.3).

Proposition 1.4 1. dimH2(D,K) = 1.
2. dimH2(D,K) = 1.

Proof. We show the first assertion. One can show that the set
{

(m− n)dm+n ∧ d0 − (m+ n)dm ∧ dn

dk ∧ d−k − kd1 ∧ d−1

∣
∣
∣
∣
m+ n �= 0 ∧m > n
k > 1

}

forms a K-basis of Z2(D,K).
On the other hand, B2(D,K) is spanned by the elements of the form

(m− n)dl ∧ dm+n + (l −m)dn ∧ dl+m + (n− l)dm ∧ dn+l. (1.2)

By setting l := 0 in (1.2), we obtain

(m− n)dm+n ∧ d0 − (m+ n)dm ∧ dn ≡ 0 in H2(D,K).

In the case l +m+ n = 0, (1.2) can be written as

(l + 2m)dl ∧ d−l + (l −m)d−l−m ∧ dl+m + (−2l −m)dm ∧ d−m

= (m− l)vl+m − (2l +m)vm + (l + 2m)vl,

where we set vk := dk ∧ d−k − kd1 ∧ d−1. In particular, by setting m = 1, we
obtain

(1− l)vl+1 + (l + 2)vl ≡ 0 in H2(D,K).

Hence, we see that dimH2(D,K) = 1.
We show the second assertion. Notice that for any f ∈ Z2(D,K) there

exists f̃ ∈ Z2(D,K) such that

f − f̃ ∈ B2(D,K) and f̃(d0, x) = 0 (∀ x ∈ D).

Indeed, if we define gf : D → K by

gf (dn) :=

{
f(d0, dn)/n if n �= 0
0 if n = 0

,

then
f̃(x, y) := f(x, y) + gf ([x, y])

satisfies the above condition. Hence, for any f + B2(D,K) ∈ H2(D,K), we
can take its representative f such that f(d0, x) = 0 holds for any x ∈ D.

On the other hand, since f ∈ Z2(D,K), we have

f(dl, [dm, dn]) + f(dn, [dl, dm]) + f(dm, [dn, dl]) = 0,
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and thus

(m− n)f(dl, dm+n) + (l −m)f(dn, dl+m) + (n− l)f(dm, dn+l) = 0. (1.3)

We first set l := 0 in (1.3). Then, we have

(m+ n)f(dm, dn) = 0,

since f(d0, x) = 0. This implies that f(dm, dn) can be written as

f(dm, dn) = δm+n,0fm

for some {fm ∈ C|m ∈ Z} such that f−m = −fm.
Next, by setting m := 1 and n := −l − 1 in (1.3), we get

(l + 2)fl − (l − 1)fl+1 − (2l + 1)f1 = 0. (1.4)

Hence, {fl|l ∈ Z} satisfies (1.4) and f−l = −fl. It is easy to see that the space
of the solutions of these linear recursion relations is at most 2-dimensional
and both fl = l3 and fl = l are solutions. Moreover, f ∈ B2(D,K) if and
only if fl = Kl for some K ∈ K. We have proved the second assertion. �

By the above lemma, the Lie algebra Vir defined below is the universal
central extension of D.

Definition 1.2 The Virasoro algebra

Vir :=
⊕

n∈Z

KLn ⊕KC

is the Lie algebra which satisfies the following commutation relations:

[Lm, Ln] = (m− n)Lm+n +
1
12

(m3 −m)δm+n,0C,

[Vir, C] = {0},

where δi,j denotes the Kronecker delta.

1.2 Q-graded Lie Algebra

A Q-graded Lie algebra which is defined in this section is a generalisation of
several important Lie algebras such as the Virasoro algebra. Some categories
and their important objects, highest weight modules, Verma modules and the
contragredient dual of modules are also introduced in this section.
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1.2.1 Γ -graded Vector Spaces

Let Γ be an abelian group. Let VectΓ
K

be the category of K-vector spaces
defined as follows:

Definition 1.3 1. A Γ -graded K-vector space V =
⊕

γ∈Γ V γ is an object of
VectΓ

K
if and only if {γ ∈ Γ |V γ �= {0}} is at most countable.

2. For Γ -graded K-vector spaces V and W ,

HomVectΓ
K

(V,W ) := {f ∈ HomK(V,W )|f(V γ) ⊂W γ (∀γ ∈ Γ )}.

For simplicity, we set P(V ):={γ ∈ Γ |V γ �= {0}}, and denote HomVectΓ
K

(V,W )
by HomΓ

K
(V,W ).

Next, we introduce bifunctors (·) ⊗K (·) and HomK(·, ·) on the category
VectΓ

K
. For V =

⊕
γ∈Γ V γ and W =

⊕
γ∈Γ W γ ∈ Ob(VectΓ

K
), we define

V ⊗K W and HomK(V,W ) as follows:

V ⊗K W :=
⊕

γ∈Γ

(V ⊗K W )γ ,

where (V ⊗K W )γ :=
⊕

α∈Γ V α ⊗K W γ−α, and

HomK(V,W ) :=
⊕

γ∈Γ

HomK(V,W )γ ,

where HomK(V,W )γ :=
∏

α∈Γ HomK(V α,W γ+α).

Lemma 1.1. For U , V and W ∈ Ob(VectΓ
K
), there exists an isomorphism

HomΓ
K
(U ⊗K V,W ) � HomΓ

K
(U,HomK(V,W )) (1.5)

of K-vector spaces.

Proof. By definition, we have

HomΓ
K
(U ⊗K V,W ) �

∏

γ

HomK((U ⊗ V )γ ,W γ)

�
∏

γ

∏

β

HomK(Uβ ⊗K V γ−β ,W γ)

�
∏

β

∏

γ

HomK(Uβ ,HomK(V γ−β ,W γ))

�
∏

β

HomK(Uβ ,HomK(V,W )β)

� HomΓ
K
(U,HomK(V,W )). �
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Moreover, we define a functor D : VectΓ
K
→ VectΓ

K
as follows: For V ∈

Ob(VectΓ
K
), we set

D(V ) :=
⊕

γ∈Γ

D(V )γ (D(V )γ := V −γ).

We introduce two dualising functors on VectΓ
K
.

Definition 1.4 Let V and W be objects of VectΓ
K
, and let f be a morphism

from V to W .

1. We define V �+ ∈ Ob(VectΓ
K
) by V �+ := D(HomK(V,K0)), and f �+ ∈

HomΓ
K
(W �+, V �+) by the transpose of f .

2. We define V �− ∈ Ob(VectΓ
K
) by V �− := HomK(V,K0) and f �− ∈

HomΓ
K
(W �−, V �−) by the transpose of f .

In the sequel, for a K-vector space V , let us denote HomK(V,K) by V ∗.

Remark 1.1 Strictly speaking, the transpose tf of f ∈ HomΓ
K
(V,W ) is an

element of HomK(W ∗, V ∗). By noticing that tf(W �±) ⊂ V �±, the above f �±

is just the map tf |W �± .

Finally, we define a Γ -graded Lie algebra as follows:

Definition 1.5 A Lie algebra g =
⊕

α∈Γ gα ∈ Ob(VectΓ
K
) is called Γ -graded,

if it satisfies
[gα, gβ ] ⊂ g

α+β (∀α, β ∈ Γ ).

1.2.2 Definitions

Let Q be a free abelian group of finite rank, say r, and let g be a Lie algebra
with a commutative subalgebra h.

Definition 1.6 We say that a pair (g, h) is a Q-graded Lie algebra if it
satisfies the following conditions.

C0. A Lie algebra g =
⊕

α∈Q gα is Q-graded, h = g0, and {α ∈ Q|gα �= {0}}
generates Q.

C1. For any α ∈ Q such that gα �= {0}, there exists a unique λα ∈ h∗ such
that

[h, x] = λα(h)x (∀h ∈ h, ∀x ∈ g
α).

C2. For any α ∈ Q, dim gα <∞.
C3. There exists a basis {αi|i = 1, 2, · · · , r} of Q such that for any α ∈ Q

with gα �= {0}, one has

α ∈
r∑

i=1

Z≥0αi or α ∈
r∑

i=1

Z≤0αi.
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For α =
∑

i miαi ∈ Q, we set htα :=
∑

i mi. We say that a Lie subalgebra
a of a Q-graded Lie algebra (g, h) is Q-graded if a =

⊕
α∈Q aα, where aα :=

a ∩ gα.
In the sequel, let πQ be the homomorphism defined by

Q −→ h
∗; α �−→ λα. (1.6)

Remark 1.2 Let P∨ := HomZ(Q,Z) be the dual lattice of Q and 〈·, ·〉 :
P∨×Q→ Z the dual pairing. We set d := K⊗ZP

∨. We extend the Q-graded
Lie algebra structure of g to ge := g⊕ d (the direct sum of K-vector spaces)
as follows:

(ge)α :=

{
gα α �= 0
h⊕ d α = 0

,

and
[(g, d), (g′, d′)] := ([g, g′] + 〈d, β〉g′ − 〈d′, α〉g, 0),

where g ∈ gα, g′ ∈ gβ and d, d′ ∈ d. Let he be the commutative subalgebra
h⊕ d of ge. We define ι : Q ↪→ (he)∗ by

ι(α)((h, d)) = λα(h) + 〈d, α〉 (∀(h, d) ∈ h⊕ d).

Then, g =
⊕

α∈Q gα is the simultaneous eigenspace decomposition of g ⊂ ge

with respect to the adjoint action of he, i.e.,

g
α = {g ∈ g|[h, g] = ι(α)(h) (∀h ∈ h

e)}.

The condition C3 implies that a Q-graded Lie algebra admits a triangular
decomposition. If we set Q+ :=

∑r
i=1 Z≥0αi and

g
± :=

⊕

±α∈Q+\{0}

g
α,

then we have g = g− ⊕ h ⊕ g+. For later use, we set g≥ := h ⊕ g+ and
g≤ := g− ⊕ h.

Let a be a Lie algebra over K. Throughout this book, we denote the uni-
versal enveloping algebra of a by U(a).

A linear map σ : a → a is called an anti-involution of a, if it satisfies
σ([x, y]) = [σ(y), σ(x)] (∀x, y ∈ a) and σ2 = id. σ naturally extends to an
anti-involution of the algebra U(a), and it is denoted by the same symbol σ.

The restriction of σ to a is called an anti-involution of a, and is denoted
by the same symbol σ.

Definition 1.7 Let σ be an anti-involution of a Q-graded Lie algebra (g, h).
We call σ a Q-graded anti-involution, if σ(gα) ⊂ g−α for any α ∈ Q\{0}
and σ|h = idh.
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1.2.3 Examples

Here, we provide three examples of the Q-graded Lie algebras, the Virasoro
algebra, affine Lie algebras and a Heisenberg Lie algebra.

1. The Virasoro algebra: Let Vir :=
⊕

n∈Z
KLn ⊕ KC be the Virasoro

algebra (cf. Definition 1.2), and let Q := Zα be a free abelian group of
rank one. Setting h := KL0 ⊕KC and

Virnα :=
{

KLn if n �= 0
h if n = 0 ,

we have a Q-gradation Vir =
⊕

β∈Q Virβ . Let σ be the anti-involution
defined by

σ(Ln) = L−n, σ(C) = C.

Then, (Vir, h) is a Q-graded Lie algebra with the Q-graded anti-involution
σ.

2. Affine Lie algebras: Let ḡ be a simple finite dimensional Lie algebra over
C. Let h̄ be a Cartan subalgebra of ḡ, and let ( , ) be a non-degenerate
invariant bilinear form on ḡ. We set

g := ḡ⊗ C[t, t−1]⊕ CK ⊕ Cd,

and define the bracket on g by

[x⊗ tm, y ⊗ tn] := [x, y]⊗ tm+n +mδm+n,0(x, y)K,

[K, g] := {0}, [d, x⊗ tm] := mx⊗ tm,

then g is a Lie algebra, called an (untwisted) affine Lie algebra.
To describe the Q-graded Lie algebra structure of g, we first introduce
some notation. Let Δ̄ be the set of the roots of ḡ with respect to h̄, and
let ḡβ be the root space of ḡ with root β ∈ Δ̄. Hence, ḡ = h̄ ⊕

⊕
β∈Δ̄ ḡβ .

In the sequel, we fix a set of the simple roots Π̄ = {αi|i = 1, 2, · · · , r} of
ḡ. Here, we denote the highest root by θ. Further, let σ̄ : ḡ → ḡ be an
anti-involution of ḡ such that σ̄|h̄ = idh̄ and σ̄(ḡβ) = ḡ−β (∀β ∈ Δ̄).
We put

h := h̄⊗ 1⊕ CK ⊕ Cd,

and regard Δ̄ ⊂ h∗ via β(h⊗1) := β(h), β(K) := 0 and β(d) := 0 (β ∈ Δ̄).
Let δ ∈ h∗ such that δ(h̄⊗ 1) := {0}, δ(K) := 0 and δ(d) := 1. We set

Q := ZΔ̄⊕ Zδ (⊂ h
∗).

For each α ∈ Q, we set
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g
α :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ḡβ ⊗ tn if α = β + nδ (∃β ∈ Δ̄, n ∈ Z)
h̄⊗ tn if α = nδ (n ∈ Z \ {0})
h if α = 0
{0} otherwise

.

Then, g =
⊕

α∈Q gα is the root space decomposition with respect to h,
and Π := Π̄ ∪ {α0} (α0 := δ − θ) is a Z-basis of Q which satisfies C3 in
Definition 1.6. Hence, (g, h) is a Q-graded Lie algebra. We define a linear
map σ : g→ g by

σ(x⊗ tn) := σ̄(x)⊗ t−n (x ∈ ḡ), σ(K) = K, σ(d) = d.

Then, σ is a Q-graded anti-involution of (g, h).

Remark 1.3 Let us introduce a Q-graded Lie algebra structure on

g
′ := [g, g] = ḡ⊗ C[t, t−1]⊕ CK.

We set h′ := h ∩ g′. Then, (g′, h′) is a Q-graded Lie algebra with Q-
gradation

(g′)α :=

{
gα α �= 0
h′ α = 0

,

which admits the Q-graded anti-involution σ|g′ . In this case, the map πQ :
Q→ (h′)∗ is not injective. An irreducible highest weight g-module is always
irreducible as g′-module (cf. [Kac4]). The reader should notice that each
weight subspace of the irreducible highest weight g-module with respect to
the h′-action is in general not finite dimensional.

3. The Heisenberg Lie algebra of rank one: Let

H :=
⊕

n∈Z

Kan ⊕KKH

be the Lie algebra with commutation relations

[am, an] := mδm+n,0KH, [KH,H] = {0}.

Let Q := ZαH be a free abelian group of rank one. We set h := Ka0⊕KKH
and

HnαH :=

{
Kan if n �= 0
h if n = 0

for n ∈ Z. Then, H =
⊕

β∈QHβ is Q-gradation of H, and (H, h) is a
Q-graded Lie algebra. H admits the Q-graded anti-involution σH defined
by

σH(an) = a−n, σH(KH) = KH.
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Remark that, in this case, the map πQ defined in (1.6) is trivial, hence it
is not injective.

1.2.4 Categories of (g, h)-modules

Before defining categories of (g, h)-modules, we first introduce the notion of
Γ -graded modules over a Γ -graded Lie algebra g.

Suppose that Γ is an abelian group and g =
⊕

α∈Γ gα is a Γ -graded Lie
algebra.

Definition 1.8 A g-module M is called Γ -graded if M =
⊕

α∈Γ Mα ∈
Ob(VectΓ

K
), and it satisfies

g
α.Mβ ⊂Mα+β (∀α, β ∈ Γ ).

For Γ -graded g-modules M and N , we set

HomΓ
g (M,N) := {f ∈ HomΓ

K
(M,N)|f(x.v) = x.f(v) (x ∈ g, v ∈M)}.

Definition 1.9 Let ModΓ
g be the category of all Γ -graded g-modules whose

morphisms are given by

HomModΓ
g
(M,N) := HomΓ

g (M,N)

for M , N ∈ Ob(ModΓ
g ).

Next, suppose that Q is a free abelian group of finite rank and (g, h) is a
Q-graded Lie algebra. Let πQ be the map defined by (1.6).

To consider modules over a Q-graded Lie algebra (g, h) even in the case
where πQ is not injective, here, we introduce categories which are generalisa-
tions of C(g,h) in [RW1] and O in [BGG1].

In the sequel, we fix a homomorphism of free abelian group

ι : ImπQ −→ Q

such that πQ ◦ ι = id. Then, we have Imι ∩ KerπQ = {0} and thus Q =
Imι⊕KerπQ.

For simplicity, we set G := Q/Imι. Let

p : Q −→ G (1.7)

be the canonical projection. Then, we have the following isomorphism



12 1 Preliminary

Q
∼−→ G⊕ ImπQ; α �−→ (p(α), πQ(α)). (1.8)

Definition 1.10 1. An h-module M is called h-diagonalisable, if

M =
⊕

λ∈h∗

Mλ,

where Mλ := {v ∈M |h.v = λ(h)v (∀h ∈ h)} for λ ∈ h∗.
2. An h-diagonalisable module M is called h-semi-simple, if

dimMλ <∞ ∀λ ∈ h
∗.

Definition 1.11 A g-module is said to be a (g, h)-module, if it is h-
diagonalisable.

We regard g as G× h∗-graded Lie algebra via the isomorphism (1.8), i.e.,
g =

⊕
(γ,λ)∈G×h∗ g

γ
λ and

g
γ
λ =

{
gα if ∃α ∈ Q s.t. γ = p(α), λ = πQ(α)
{0} otherwise

.

For a G×h∗-graded (g, h)-module M , we denote its (α, λ) ∈ G×h∗ component
by Mα

λ . Although, G×h∗-graded structure depends on the choice of the map ι,
we omit the symbol ι in the notations for simplicity.

In the sequel, for a G × h∗-graded (g, h)-module M =
⊕

(α,λ)∈G×h∗ Mα
λ ,

we set Mα :=
⊕

λ∈h∗ Mα
λ for each α ∈ G, and regard M =

⊕
α∈G Mα as a

G-graded module.
We next introduce categories of G × h∗-graded (g, h)-modules. First, we

define the category Cι
(g,h).

Definition 1.12 Let Cι
(g,h) be the category of G × h∗-graded (g, h)-modules

defined as follows:

1. M is an object of Cι
(g,h) if and only if M is a G× h∗-graded (g, h)-module.

2. For M,N ∈ Ob(Cι
(g,h)),

HomCι
(g,h)

(M,N) := HomG
g (M,N).

We have

Proposition 1.5 Cι
(g,h) is an abelian category.

Remark 1.4 In general, a submodule of an object of Cι
(g,h) is not necessarily

an object of Cι
(g,h). In the case where πQ is injective, the linear independence

of the condition C3 ensures that any submodule of an object of Cι
(g,h) is also

an object of Cι
(g,h).
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Second, we introduce the subcategory of Cι
(g,h) which consists of all h-semi-

simple modules.

Definition 1.13 The category Cι
adm is the full subcategory of Cι

(g,h) whose
objects consist of M ∈ Ob(Cι

(g,h)) such that Mα is h-semi-simple for any
α ∈ G. We call an object of Cι

adm an admissible (g, h)-module.

Remark 1.5 In the case where πQ in not injective, an object of Cι
adm is

in general not h-semi-simple. For example, although a Fock module over the
Heisenberg Lie algebra H (i.e., Verma module over H) is not h-semi-simple,
it is an object of Cι

adm (cf. § 4.1.1).

Third, we define a category Oι. For (α, λ) ∈ G× h∗, set

D(α, λ) := {(β, μ) ∈ G× h
∗|β = α− p(γ), μ = λ− πQ(γ) (γ ∈ Q+)}.

Definition 1.14 The category Oι is the full subcategory of Cι
adm whose ob-

jects consist of M ∈ Ob(Cι
adm) with the following properties: There exist

finitely many (βi, λi) ∈ G× h∗ such that

P(M) ⊂
⋃

i

D(βi, λi).

In the case where πQ is injective, we have G = {0} and ι = id. Hence,
in this case, we sometimes omit the symbol ι and α ∈ G in the notations,
namely, we abbreviate Cι

(g,h), Cι
adm, Oι and the weight subspace Mα

λ to C(g,h),
Cadm, O and Mλ for simplicity. Remark that the categories C(g,h) and O are
nothing but the category of h-diagonalisable g-modules introduced in [RW1]
and the so-called BGG (Bernstein−Gelfand−Gelfand) category introduced
in [BGG1] respectively.

Here, it should be noted that in the case where πQ is not injective, a G×h∗-
graded g-module which has no non-trivial proper G × h∗-graded submodule
is not necessarily a simple g-module. This observation leads us to

Definition 1.15 Let M be an object of Cι
(g,h).

1. M is called a simple graded g-module if M has no non-trivial G× h∗-
graded submodule.

2. M is called a graded simple g-module if M has no non-trivial submod-
ule.

1.2.5 Some Objects of the Category Cι
(g,h)

In this subsection, let (g, h) be a Q-graded Lie algebra. Here, we introduce
important objects of the category Cι

(g,h) called highest weight modules and
lowest weight modules. We also classify simple objects in Ob(Oι).
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Definition 1.16 Suppose that M ∈ Ob(Cι
(g,h)) and (α, λ) ∈ G × h∗. M is

called a highest weight module with highest weight (α, λ), if there exists
a non-zero vector v ∈Mα

λ such that

1. x.v = 0 for any x ∈ g+,
2. U(g−).v = M .

The vector v is called a highest weight vector of M .

Remark that a highest weight module is always an object of Oι.
Next, we introduce highest weight modules with some universal property,

called Verma modules. For (α, λ) ∈ G× h∗, let

K
α
λ := K1α

λ (1.9)

be the one-dimensional g≥-module defined by

1. K
α
λ is a G-graded K-vector space with

(Kα
λ)β =

{
{0} if β �= α

K
α
λ if β = α

,

2. h.1α
λ := λ(h)1α

λ for h ∈ h,
3. x.1α

λ := 0 for x ∈ g+.

Definition 1.17 For (α, λ) ∈ G× h∗, we set

M(α, λ) := Indg

g≥K
α
λ

(
= U(g)⊗U(g≥) K

α
λ

)
,

and call it the Verma module with highest weight (α, λ).

The Verma module M(α, λ) is a highest weight module with highest weight
vector 1⊗ 1α

λ . Verma modules enjoy the following properties:

Proposition 1.6 1. (Universal property) For any highest weight module
M with highest weight (α, λ) ∈ G× h∗, there exists a surjective homomor-
phism φ : M(α, λ)→M .

2. The Verma module M(α, λ) has a unique maximal proper G × h∗-graded
submodule J(α, λ) ∈ Ob(Oι), i.e., M(α, λ)/J(α, λ) is a simple graded g-
module. Moreover, J(α, λ) is the maximal proper submodule of M(α, λ),
i.e., M(α, λ)/J(α, λ) is a graded simple g-module.

Proof. The first statement follows by definition. We show the second one.
It is easy to see that there exists a unique maximal proper G × h∗-graded
submodule J(α, λ) of M(α, λ). We show that J(α, λ) is the maximal proper
submodule. We assume that there exists a proper submodule J ′ of M(α, λ)
such that J ′ � J(α, λ) and lead to a contradiction.

For v ∈M(α, λ), we express v =
∑

i v
βi
μi

, where {(βi, μi)} are distinct and
vβi

μi
∈ M(α, λ)βi

μi
. Since (βi, μi) ∈ D(α, λ) for each i, there exists γi ∈ Q+

such that βi = α− p(γi) and μi = λ− πQ(γi). Here, we set htv :=
∑

i htγi.
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Let us take a non-zero vector v =
∑N

i=1 v
βi
μi
∈ J ′ \ J(α, λ) such that

htv is minimal. By the minimality of htv, we have g+.v = {0}. Since g+ is
G×h∗-graded, g+.vβi

μi
= {0} holds for any i. Hence, for i such that (βi, μi) �=

(α, λ), U(g)vβi
μi

is a proper G × h∗-graded submodule of M(α, λ), and thus,
vβi

μi
∈ J(α, λ). Notice that if vβi

μi
∈ J(α, λ), then v − vβi

μi
∈ J ′ \ J(α, λ)

since J(α, λ) ⊂ J ′. Since ht(v − vβi
μi

) < htv, we conclude that N = 1 and
(β1, μ1) = (α, λ). This implies that J ′ contains a highest weight vector of
M(α, λ). Hence, we have J ′ = M(α, λ). This is a contradiction. �

As a corollary of this proposition, we have

Corollary 1.1 Any highest weight module has the unique maximal proper
G× h∗-graded submodule, and it is a maximal proper submodule.

Proof. Let M be a highest weight module with highest weight (α, λ), and let
φ : M(α, λ)→M be a surjection given by the proposition. Then, φ(J(α, λ))
is the unique maximal proper G× h∗-graded submodule of M . �

We will explain another important property of Verma modules in § 1.4.
We set

L(α, λ) := M(α, λ)/J(α, λ).

It is obvious that the module L(α, λ) is an irreducible highest weight
module with highest weight (α, λ), and thus, L(α, λ) ∈ Ob(Oι). Moreover,
we have

Lemma 1.2. {L(α, λ)|(α, λ) ∈ G × h∗} exhaust the simple objects of the
category Oι.

Proof. To prove this lemma, we introduce a partial order on G×h∗ as follows:

(β1, λ1) < (β2, λ2)

⇔ ∃γ ∈ Q+ s.t. β2 − β1 = p(γ), λ2 − λ1 = πQ(γ).
(1.10)

Suppose that M is an irreducible module in Ob(Oι). Since M is irreducible,
for a maximal element (β, μ) of P(M) and v ∈Mβ

μ \{0}, we have M = U(g).v.
Moreover, by the maximality of (β, μ), we have M = U(g−).v. Hence, M is a
highest weight module with highest weight (β, μ), and thus, the lemma holds.

�

Finally, we define lowest weight modules and introduce lowest weight
Verma modules.

Definition 1.18 We say that M ∈ Ob(Cι
(g,h)) is a lowest weight module

with lowest weight (α, λ) ∈ G× h∗, if there exists v ∈Mα
λ \ {0} such that

1. x.v = 0 for any x ∈ g−,
2. U(g+).v = M .



16 1 Preliminary

The vector v is called a lowest weight vector of M .

Definition 1.19 For (α, λ) ∈ G × h∗, let K
α:−
λ = K1α:−

λ be the one-
dimensional g≤-module defined by

1. K
α:−
λ is a G-graded K-vector space with

(Kα:−
λ )β =

{
{0} if β �= α

K
α:−
λ if β = α

,

2. h.1α:−
λ = λ(h)1α:−

λ for h ∈ h, and
3. x.1α:−

λ = 0 for any x ∈ g−.

We set
M−(α, λ) := Indg

g≤K
α:−
λ ,

and call it the lowest weight Verma module with lowest weight (α, λ).

One can similarly show that M−(α, λ) has the unique maximal proper G×h∗-
graded submodule J−(α, λ), which is also a maximal proper submodule of
M−(α, λ). We set L−(α, λ) := M−(α, λ)/J−(α, λ).

Remark 1.6 M−(α, λ) and L−(α, λ) are in general not objects of the cate-
gory Oι, but are objects of Cι

adm.

In the case where πQ : Q → h∗ is injective, i.e., ι is the identity, we
abbreviate M(α, λ), L(α, λ), M−(α, λ) and L−(α, λ) to M(λ), L(λ), M−(λ)
and L−(λ) for simplicity.

1.2.6 Simple Objects of the Category Cadm (the
Virasoro Case)

In this subsection, we classify simple objects of the category Cadm in the case
of the Virasoro algebra. (For the proof, see the next chapter.)

We first introduce irreducible Vir-modules called intermediate series. For
a, b ∈ K, let Va,b :=

⊕
n∈Z

Kvn be the Z-graded Vir-module defined by

Ls.vn = (as+ b− n)vn+s,

C.vn = 0.
(1.11)

By definition, Va,b ∈ Ob(Cadm).

Remark 1.7 For λ ∈ Z≤0 and μ ∈ K, let tμK[t, t−1]dt−λ be the module over
the Witt algebra D (1.1) defined by

(f(t)
d

dt
).φ(t)dt−λ := {f(t)φ′(t)− λf ′(t)φ(t)} dt−λ,
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where f(t) d
dt ∈ D, φ(t) ∈ tμK[t, t−1] and (·)′ denotes the derivative with

respect to t. If a ∈ Z≤0 and b ∈ K, then

Va,b � ta−b
K[t, t−1]dt−a (vn �→ ta−b+ndt−a)

as Vir/KC(� D)-modules.

Then, the following hold:

Proposition 1.7 1. If a �= 0,−1 or b �∈ Z, then Va,b is an irreducible Vir-
module.

2. If a = 0 and b ∈ Z, then there exists a submodule V of Va,b such that
V � K and Va,b/V is irreducible.

3. If a = −1 and b ∈ Z, then there exists a submodule V of Va,b such that
Va,b/V � K

dt
t and V is irreducible.

Proof. We will prove this proposition in a more general setting, i.e., where
the characteristic of K is not necessarily zero. See Proposition 2.1. �

Definition 1.20 The irreducible modules Va,b, Va,b/V and V given in the
above proposition are called the intermediate series of the Virasoro algebra.

Theorem 1.1 ([Mat2]) The intermediate series, the irreducible highest
weight modules and the irreducible lowest weight modules exhaust the Harish-
Chandra modules over the Virasoro algebra, i.e., simple objects of the cat-
egory Cadm.

This theorem will be proved in Chapter 2.
Proposition 1.7 reveals the structure of the intermediate series. From now

on, we will mainly investigate the structure of highest weight modules, in
particular, Verma modules. The modules Va,b will appear in § 8.5 to construct
fermionic Fock modules.

1.2.7 Dualising Functors

Let (g, h) be a Q-graded Lie algebra. Let a : U(g) → U(g) be the antipode
of the standard Hopf algebra structure on U(g), i.e., the anti-automorphism
defined by a(x) := −x (x ∈ g).

We introduce the antipode dual of an object of Cι
(g,h).

Definition 1.21 We define the functor (·)�a : Cι
(g,h) → Cι

(g,h) as follows:

1. For M ∈ Ob(Cι
(g,h)), we set M �a := M �− and regard it as G × h∗-graded

(g, h)-module via

(x.ϕ)(v) := ϕ(a(x).v) (ϕ ∈M �a, v ∈M, x ∈ U(g)). (1.12)
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2. For f ∈ HomCι
(g,h)

(M,N), we let f �a := f �−.

The module M �a is called the antipode dual of M .

We have

Lemma 1.3. 1. (·)�a is contravariant and is exact.
2. L(α, λ)�a � L−(−α,−λ) for (α, λ) ∈ G× h∗.
3. The category Cι

adm is stable under taking the antipode dual.

We next suppose that (g, h) has a Q-graded anti-involution σ. Let us in-
troduce the contragredient dual of an object of Cι

(g,h).

Definition 1.22 We define the functor (·)c : Cι
(g,h) → Cι

(g,h) as follows:

1. For M ∈ Ob(Cι
(g,h)), we set M c := M �+ and regard it as G × h∗-graded

(g, h)-module via

(x.ϕ)(v) := ϕ(σ(x).v) (ϕ ∈M c, v ∈M, x ∈ U(g)). (1.13)

2. For f ∈ HomCι
(g,h)

(M,N), we let f c := f �+.

The module M c is called the contragredient dual of M .

Then, one can check the following lemma.

Lemma 1.4. 1. (·)c is contravariant and is exact.
2. L(α, λ)c � L(α, λ) for (α, λ) ∈ G× h∗.
3. The categories Cι

adm and Oι are stable under taking the contragredient dual.

1.2.8 Local Composition Series and Formal Character

Throughout this subsection, we assume that (g, h) is a Q-graded Lie algebra
unless otherwise stated. In the following chapters, our main ingredients are
objects of the category Oι. In general, an object of the category Oι does
not necessarily have a composition series of finite length. Hence, we have to
consider a ‘local’ version of a composition series. Here, we recall the local
composition series of an object of Oι and its formal character.

We first show the existence of local composition series.

Proposition 1.8 For any V ∈ Ob(Oι) and (α, λ) ∈ G × h∗, there exists a
finite filtration

V = Vt ⊃ Vt−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0}

of V by a sequence of submodules, and a subset J ⊂ {1, 2, · · · , t} such that

(i) if j ∈ J , then Vj/Vj−1 � L(αj , λj) for some (αj , λj) ≥ (α, λ),
(ii) if j �∈ J , then (Vj/Vj−1)β

μ = {0} for any (β, μ) ≥ (α, λ),
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where the order ≤ on G× h∗ is defined in (1.10).

Proof. The proof given here is essentially the same as the one in [DGK]. For
(α, λ) ∈ G× h∗ and V =

⊕
(β,μ)∈G×h∗ V β

μ ∈ Ob(Oι), we set

a(V, (α, λ)) :=
∑

(β,μ)≥(α,λ)

dimV β
μ ,

and show this proposition by induction on a(V, (α, λ)).
In the case where a(V, (α, λ)) = 0, the statement holds by choosing {0} =

V0 ⊂ V1 = V as the filtration. We assume that a(V, (α, λ)) > 0. We take a
maximal element (β, μ) of P(V ). Let v ∈ V β

μ \{0} and set W := U(g).v. Then,
W is a highest weight module with highest weight (β, μ). By Corollary 1.1,
there exists the unique maximal proper G× h∗-graded submodule W ′ of W ,
which is, in fact, a maximal proper submodule. We have

1. {0} ⊂W ′ ⊂W ⊂ V ,
2. W ′/W � L(β, μ).

Since a(W ′, (α, λ)) < a(V, (α, λ)) and a(V/W, (α, λ)) < a(V, (α, λ)), we ob-
tain a filtration of V which satisfies the conditions of the proposition by
combining a filtration of W ′ with the pull back of a filtration of V/W with
respect to the map V � V/W . �

Any such filtration obtained in Proposition 1.8 is called a local compo-
sition series of V at (α, λ).

Here, it should be remarked that Proposition 1.8 does not ensure the
existence of a local composition series V = Vt ⊃ Vt−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0}
such that Vt−1 is a maximal proper G × h∗-graded submodule of V . In the
case where V is finitely generated, the following lemma implies that there
exists a local composition series V = Vt ⊃ Vt−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0} of V
such that Vt−1 is a maximal proper G× h∗-graded submodule of V .

Lemma 1.5. Suppose that M ∈ Ob(Oι) is a finitely generated (g, h)-module.
For any (not necessarily finitely generated) proper G × h∗-graded submodule
M ′ ∈ Ob(Oι) of M , there exists a maximal proper G× h∗-graded submodule
N ∈ Ob(Oι) of M such that M ′ ⊂ N .

Proof. Let V be the set of G× h∗-graded (not necessarily finitely generated)
proper submodules V of M such that M ′ ⊂ V . Then, V is a partially ordered
set via inclusion. Hence, we show that V is an inductive set. Let {Vi} ⊂ V
be a totally ordered subset. We suppose that

⋃
i Vi �∈ V, i.e.,

⋃
i Vi = M ,

and lead to a contradiction. Let us take a set of homogeneous generators
{x1, x2, · · · , xn} of M . If

⋃
i Vi = M , then there exists i such that xk ∈ Vi

for any 1 ≤ k ≤ n, since n is finite. This contradicts Vi ∈ V. Hence, V is an
inductive set. By Zorn’s lemma, V has a maximal element N . �
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Lemma 1.5 also holds for finitely generated (g, h)-modules which are ob-
jects of Cι

(g,h) or Cι
adm.

By definition, for (α, λ) and (β, μ) ∈ G × h∗ such that (α, λ) ≥ (β, μ), a
local composition series at (β, μ) is also a local composition series at (α, λ). On
the other hand, although a local composition series at (α, λ) is not necessarily
a local composition series at (β, μ), there exists a ‘refinement’ of a local
composition series at (α, λ), which is a local composition series at (β, μ).
Before making the statement precise, we define a refinement of a sequence of
submodules.

Definition 1.23 Let V be an object of Oι and let

V ⊃ Vt ⊃ Vt−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0} (1.14)

be a sequence of G × h∗-graded submodules of V (not necessarily local com-
position series of V ). We say that a sequence

V = V ′
t ⊃ V ′

t−1 ⊃ · · · ⊃ V ′
1 ⊃ V ′

0 = {0}

of G× h∗-graded submodules of V is a refinement of (1.14) if for any 1 ≤
i ≤ s, there exists j such that Vi = V ′

j .

We have

Lemma 1.6. Let V be an object of Oι, and let

V = Vs ⊃ Vs−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0} (1.15)

be a local composition series of V at (α, λ).

1. Let
V = V ′

t ⊃ V ′
t−1 ⊃ · · · ⊃ V ′

1 ⊃ V ′
0 = {0} (1.16)

be a refinement of (1.15). Then, (1.16) is a local composition series of V
at (α, λ) ∈ G× h∗.

2. Suppose that (β, μ) ∈ G × h∗ satisfy (β, μ) ≤ (α, λ). Then, there exists a
local composition series

V = V ′′
t ⊃ V ′′

t−1 ⊃ · · · ⊃ V ′′
1 ⊃ V ′′

0 = {0} (1.17)

at (β, μ) which is a refinement of (1.15).

Proof. The first statement follows by definition. We show the second one.
Since Vi/Vi−1 has a local composition series at (α, λ), by taking the pull
back of the series under the canonical map Vi � Vi/Vi−1 and combining
these series, we obtain a local composition series of V at (α, λ). �

We next show that under a mild condition two local composition series of
V ∈ Ob(Oι) have a common refinement in the following sense.
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Definition 1.24 1. We say that two sequences

V = Ms ⊃Ms−1 ⊃ · · · ⊃M1 ⊃M0 = {0},
V = M ′

t ⊃M ′
t−1 ⊃ · · · ⊃M ′

1 ⊃M ′
0 = {0}

of G× h∗-graded submodules of V ∈ Ob(Oι) are equivalent if s = t and
there exists a bijection φ on {1, 2, · · · , s} such that

Mj/Mj−1 �M ′
φ(j)/M

′
φ(j−1) (∀j ∈ {1, 2, · · · , s}).

2. We say that two local composition series

V = Ns ⊃ Ns−1 ⊃ · · · ⊃ N1 ⊃ N0 = {0},
V = N ′

t ⊃ N ′
t−1 ⊃ · · · ⊃ N ′

1 ⊃ N ′
0 = {0}

of V at (α, λ) are equivalent as local composition series if there exists
a bijection ψ between the sets J ⊂ {1, 2, · · · , s} and J ′ ⊂ {1, 2, · · · , t} given
in Proposition 1.8 such that

Nj/Nj−1 � N ′
ψ(j)/N

′
ψ(j−1) (∀j ∈ J)

as G× h∗-graded (g, h)-module.

Remark 1.8 The local composition series (1.16) and (1.17) are equivalent
to (1.15) as local composition series at (α, λ).

Proposition 1.9 Suppose that V ∈ Ob(Oι). Let

V = Ms ⊃Ms−1 ⊃ · · · ⊃M1 ⊃M0 = {0}, (1.18)
V = Nt ⊃ Nt−1 ⊃ · · · ⊃ N1 ⊃ N0 = {0}, (1.19)

be local composition series of V at (α, λ) and (β, μ) ∈ G × h∗ satisfying
D(α, λ)∩D(β, μ) �= ∅. Then, there exists (γ, ν) ∈ D(α, λ)∩D(β, μ) and local
composition series of V at (γ, ν) which is equivalent to (1.18) and (1.19) as
local composition series at (α, λ) and (β, μ).

We can prove this proposition by an argument similar to Schreier’s refine-
ment theorem. We need a preliminary lemma.

Lemma 1.7. Let W1 and W ′
1 be G×h∗-graded submodules of a G×h∗-graded

(g, h)-module V . Let W2 and W ′
2 be G×h∗-graded submodules of W1 and W ′

1

respectively. Then, the following isomorphism holds.

W2 + (W1 ∩W ′
1)

W2 + (W1 ∩W ′
2)
� W ′

2 + (W1 ∩W ′
1)

W ′
2 + (W2 ∩W ′

1)
. (1.20)

Proof. One can easily check that each side of (1.20) is isomorphic to
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(W1 ∩W ′
1)

(W1 ∩W ′
2) + (W ′

1 ∩W2)
. �

Proof of Proposition 1.9. For each i∈{1, 2, · · · , s} and j∈{1, 2, · · · , t},
we set

M j
i := Mi + (Mi+1 ∩Nj),

N i
j := Nj + (Nj+1 ∩Mi).

Since M0
i = M t

i−1 = Mi and N0
j = Ns

j−1 = Nj , we have refinements

V =M t
s−1 ⊃M t−1

s−1 ⊃ · · · ⊃M1
s−1 ⊃M0

s−1 = M t
s−2 ⊃ · · ·

· · · ⊃M0
1 = M t

0 ⊃M t−1
0 ⊃ · · · ⊃M1

0 ⊃M0
0 = {0}

(1.21)

of the sequence (1.18), and

V =Ns
t−1 ⊃ Ns−1

t−1 ⊃ · · · ⊃ N1
t−1 ⊃ N0

t−1 = Ns
t−2 ⊃ · · ·

· · · ⊃ N0
1 = Ns

0 ⊃ Ns−1
0 ⊃ · · · ⊃ N1

0 ⊃ N0
0 = {0}

(1.22)

of the sequence (1.19). By Lemma 1.7, we have

M j
i−1/M

j−1
i−1 � N i

j−1/N
i−1
j−1,

and thus, the sequences (1.21) and (1.22) are equivalent (in the sense of
Definition 1.24. 1). Here, notice that a sequence of G×h∗-graded submodules
of V which is equivalent to a local composition series of V at (α, λ) is also a
local composition series of V at (α, λ). Hence, by Lemma 1.6. 1, the sequence
(1.21) is a local composition series not only at (α, λ) but also at (β, μ). By
Lemma 1.6. 2, there exists a local composition series of V at (γ, ν), which
is a refinement of (1.21). By Remark 1.8, this local composition series is
equivalent to (1.18) and (1.19) as local composition series at (α, λ) and (β, μ)
respectively. �

The following proposition ensures that the multiplicity of V at L(α, λ) is
well-defined for any V ∈ Ob(Oι). For (α, λ) ∈ G × h∗, we fix an element
(β, μ) such that (β, μ) ≤ (α, λ), and take a filtration of V as above. Then, by
Proposition 1.9, we have

Proposition 1.10 The number

�{j ∈ J |Vj/Vj−1 � L(α, λ)}

does not depend on the choice of (β, μ) and the filtration.

The number �{j ∈ J |Vj/Vj−1 � L(α, λ)} is called the multiplicity of V at
L(α, λ). We denote it by [V : L(α, λ)].

Next, we define formal characters for objects in the category Oι. Let E be
the K-algebra which consists of the elements of the form
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∑

(α,λ)∈G×h∗

c(α,λ)e(α, λ),

where c(α,λ) ∈ K and there exist finitely many α1, · · · , αm ∈ G and
λ1, · · · , λm ∈ h∗ such that c(α,λ) = 0 if

(α, λ) �∈
⋃

i

D(αi, λi).

The ring structure of E is given as follows. We set e(α, λ)e(β, μ) := e(α +
β, λ+ μ), and extend to E by linearity.

Definition 1.25 For V ∈ Ob(Oι), we set

chV :=
∑

(α,λ)∈G×h∗

(dimV α
λ )e(α, λ)

and call it the formal character of V .

Notice that, by Lemma 1.2, for any V ∈ Ob(Oι), chV is expressed as a
linear combination of {chL(α, λ)|(α, λ) ∈ G× h∗}. By definition, we have

Proposition 1.11 ([DGK]) For V ∈ Ob(Oι), we have

chV =
∑

(α,λ)∈G×h∗

[V : L(α, λ)] chL(α, λ).

Finally, we present some properties of multiplicity.

Lemma 1.8. For each (α, λ) ∈ G× h∗, [· : L(α, λ)] is additive, i.e., for any
exact sequence

0 −→ V1 −→ V2 −→ V3 −→ 0

in the category Oι,

[V1 : L(α, λ)] + [V3 : L(α, λ)] = [V2 : L(α, λ)]

holds.

The following lemma is a simple but useful application of Proposition 1.8.

Lemma 1.9 ([KT]). Suppose that V ∈ Ob(Oι) and (α, λ) ∈ G× h∗. Then,
we have

dim HomOι(M(α, λ), V ) ≤ [V : L(α, λ)].

Moreover, if (g, h) is a Q-graded Lie algebra with a Q-graded anti-involuion,
then

dim HomOι(V,M(α, λ)c) ≤ [V : L(α, λ)].

Proof. Let us take (β, μ) ∈ G × h∗ such that (β, μ) ≤ (α, λ), and a local
composition series V = Vt ⊃ Vt−1 ⊃ · · · ⊃ V1 ⊃ V0 = {0} at (β, μ) with a
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subset J of {1, 2, · · · , t} given as in Proposition 1.8. If j ∈ J then there exists
(βj , μj) ∈ G × h∗ such that (βj , μj) ≥ (β, μ) and the sequence 0 → Vj−1 →
Vj → L(βj , μj) → 0 is exact. From this short exact sequence, we obtain the
left exact sequence

0→ HomOι(M(α, λ), Vj−1)→ HomOι(M(α, λ), Vj)
→ HomOι(M(α, λ), L(βj , μj)).

Hence, we have

dimHomOι(M(α, λ), Vj) ≤ dimHomOι(M(α, λ), Vj−1)
+ dimHomOι(M(α, λ), L(βj , μj)).

In the case where j �∈ J , since HomOι(M(α, λ), Vj/Vj−1) = {0}, we have

dim HomOι(M(α, λ), Vj) = dim HomOι(M(α, λ), Vj−1)

by a similar argument. Since

dimHomOι(M(α, λ), L(βj , λj)) =
{

0 if (βj , μj) �= (α, λ)
1 if (βj , μj) = (α, λ) ,

consequently, we have

dim HomOι(M(α, λ), V ) ≤ [V : L(α, λ)].

Hence, the first inequality holds. By taking the contragredient dual, we obtain
the second inequality. �

1.3 (Co)homology of a Q-graded Lie Algebra

We have two different ways to define Lie algebra (co)homology. One is the
definition using the so-called Chevalley−Eilenberg (co)complex (cf. § A.3),
and the other is the definition as derived functors of the (co)invariant func-
tors. Here, we define (co)homology groups of Q-graded Lie algebra (g, h) with
coefficients in a (g, h)-module M by means of derived functors, and state
their properties.
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1.3.1 Preliminaries

In this section, we use the following notation. Let (g, h) be a Q-graded Lie
algebra over K. Note that, for some statements, it is necessary that (g, h) is
a Q-graded Lie algebra with a Q-graded anti-involution.

For a Q-graded Lie subalgebra a of (g, h) and G × h∗-graded (left) a-
modules M and N , we denote the subspace

{
f ∈ HomG×h

∗

K
(M,N)

∣
∣
∣ f(a.m) = a.f(m) (a ∈ a, m ∈M)

}

by HomG×h
∗

a (M,N). We further set

Homa(M,N) := {f ∈ HomK(M,N)|f(a.m) = a.f(m) (a ∈ a, m ∈M)}.

Note that in the case where M has a right g-module structure which com-
mutes with the left a-action, Homa(M,N) is stable under the g-action

(x.f)(m) := f(mx) (x ∈ g, f ∈ Homa(M,N),m ∈M). (1.23)

Hence, we sometimes regard Homa(M,N) as a left g-module via this action.
Throughout this section, let a be a Q-graded Lie subalgebra of (g, h), which

contains h. (Notice that if a is a Q-graded Lie subalgebra of (g, h), then a+h

is also a Q-graded Lie subalgebra.) Let Cι
(a,h) be the category of G×h∗-graded

(a, h)-modules.
For M ∈ Ob(Cι

(a,h)), we set

Indg
aM := U(g)⊗U(a) M,

and regard it as a left g-module via

x.(y ⊗ n) := (xy)⊗m (x ∈ g, y ∈ U(g), m ∈M). (1.24)

For M ∈ Ob(Cι
(g,h)), we regard M as an a-module by forgetting the unneces-

sary action, and denote the a-module by Resg
aM . By definition, we have

1. Indg
aV ∈ Ob(Cι

(g,h)) for any V ∈ Ob(Cι
(a,h)).

2. Resg
aW ∈ Ob(Cι

(a,h)) for any W ∈ Ob(Cι
(g,h)).

Hence, Indg
a(·) and Resg

a(·) define functors between these categories, i.e.,

Indg
a(·) : Cι

(a,h) −→ Cι
(g,h),

Resg
a(·) : Cι

(g,h) −→ Cι
(a,h).
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1.3.2 Frobenius Reciprocity

We first show a preliminary lemma. Let a and b be Q-graded Lie subalgebras
of (g, h), which contain h. Suppose that M ∈ Ob(Cι

(a,h)) and N ∈ Ob(Cι
(b,h)).

Lemma 1.10. The following isomorphism of K-vector spaces holds:

HomG×h
∗

b
(U(g)⊗U(a) M,N) � HomG×h

∗

a (M,Homb(U(g), N)). (1.25)

Proof. The left-hand side (resp. the right-hand side) of (1.25) is nothing but
Homb(U(g) ⊗U(a) M,N)00 (resp. Homa(M,Homb(U(g), N))00). Hence, it is
enough to show that

Homb(U(g)⊗U(a) M,N) � Homa(M,Homb(U(g), N)). (1.26)

Let Ψ and Φ be the following maps:

Ψ : Homb(U(g)⊗U(a) M,N) −→ Homa(M,Homb(U(g), N)),

Φ : Homa(M,Homb(U(g), N)) −→ Homb(U(g)⊗U(a) M,N)

defined by
(Ψ(f)(m))(x) := f(x⊗m)

where f ∈ Homb(U(g)⊗U(a) M,N), m ∈M and x ∈ U(g), and

Φ(p)(x⊗m) := p(m)(x),

where p ∈ Homa(M,Homb(U(g), N)), m ∈M and x ∈ U(g).
In fact, these maps are well-defined.

Map Ψ We check that

1. Ψ(f)(a.m) = a.Ψ(f)(m) (∀a ∈ a),
2. Ψ(f)(m)(b.x) = b.(Ψ(f)(m)(x)) (∀b ∈ b).

For the first formula, we have

Ψ(f)(a.m)(x) = f(x⊗ (a.m)) = f((xa)⊗m)
= Ψ(f)(m)(x.a) = a.(Ψ(f)(m))(x).

For the second formula, we have

Ψ(f)(m)(b.x) = f((b.x)⊗m) = f(b.(x⊗m))
b.(f(x⊗m)) = b.(Ψ(f)(m)(x)).

Hence, Ψ is well-defined.
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Map Φ We check that

1. Φ(p)(b.(x⊗m)) = b.(Φ(p)(x⊗m)) (∀b ∈ b),
2. Φ(p)((x.a)⊗m) = Φ(p)(x⊗ (a.m)) (∀a ∈ a).

For the first formula, we have

Φ(p)(b.(x⊗m)) = Φ(p)((b.x)⊗m) = p(m)(b.x)
= b.(p(m)(x)) = b.(Φ(p)(x⊗m)).

For the second formula, we have

Φ(p)((x.a)⊗m) = p(m)(x.a) = (a.p(m))(x)
= p(a.m)(x) = Φ(p)(x⊗ (a.m)).

Hence, Φ is well-defined.

By definition, Ψ ◦Φ and Φ◦Ψ are the identity maps. Hence, we have proved
the isomorphism (1.26), and thus the lemma follows. �

As a corollary, we show a graded version of Frobenius reciprocity.

Lemma 1.11. For M ∈ Ob(Cι
(a,h)) and N ∈ Ob(Cι

(g,h)), we have

HomG×h
∗

g (Indg
aM,N) � HomG×h

∗

a (M,Resg
aN).

Proof. We first notice an isomorphism

Homg(U(g), N) � N (1.27)

as g-modules. Indeed, for each n ∈ N , we define fn ∈ Homg(U(g), N) by

fn(x) := xn (x ∈ U(g)).

Then, by (1.23), the map from N → Homg(U(g), N) (n �→ fn) is a homo-
morphism of g-modules, and clearly it is a bijection. Hence, by taking b = g

in Lemma 1.10, we have

HomG×h
∗

g (Indg
aM,N) � HomG×h

∗

a (M,Homg(U(g), N))

� HomG×h
∗

a (M,N)

� HomG×h
∗

a (M,Resg
aN).

Now, we obtain the lemma. �
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1.3.3 Definitions

In this subsection, a Q-graded Lie subalgebra p of (g, h) does not necessarily
contain the subalgebra h. For M ∈ Ob(Cι

(g,h)), we set

Gp(M) := M/pM,

Fp(M) := Mp(:= {m ∈M |a.m = 0 (∀a ∈ p)}).

By definition, Gp(M) and Fp(M) are objects of VectG×h
∗

K
. Hence, Fp and Gp

define functors from Cι
(g,h) to VectG×h

∗

K
. We call Gp and Fp the coinvariant

functor and invariant functor respectively.
For α ∈ G, let K

α be the trivial representation of p with G-gradation
given by

(Kα)β =

{
K

α β = α

{0} β �= α
.

Noticing that the above functors can be written as

Gp(M) = K
0 ⊗p M, Fp(M) = Homp(K0,M),

and we obtain

Lemma 1.12. 1. Gp is a covariant and right exact functor.
2. Fp is a covariant and left exact functor.

Remark 1.9 The functors Gp and Fp are not exact. Let p = Ke be a one-
dimensional Q-graded Lie algebra with trivial Q-gradation, i.e., p0 = p, and
let V := Kv1 ⊕Kv2 be the two-dimensional p-module defined by e.v1 = 0 and
e.v2 := v1.

W := Kv1 is a p-submodule of V . Then, we have the exact sequence

0 −→W −→ V −→ V/W −→ 0

of p-modules. Since

p.W = {0}, p.V = W, p.(V/W ) = {0},
W p = Kv1, V p = Kv1, (V/W )p = K(v2 +W ),

Gp(W )→ Gp(V ) is not injective and Fp(V )→ Fp(V/W ) is not surjective.

To define the (co)homology group as derived functors of (co)invariant func-
tors, we show the following proposition.

Proposition 1.12 1. Cι
(g,h) has enough projectives and injectives (cf. [RW1]).

2. Oι has enough projective U(g−)-modules and injective U(g+)-modules.
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Proof. First, we show that Cι
(g,h) has enough projectives. For any M ∈

Ob(Cι
(g,h)), we have to prove that there exists a projective P ∈ Ob(Cι

(g,h))
such that P →M → 0 is exact. We set

M̃ := Indg

h
(Resg

h
M) = U(g)⊗U(h) Resg

h
M.

We first prove that M̃ is a projective U(g)-module. It is enough to show
that HomG×h

∗

g (M̃, ·) is exact. Lemma 1.11 implies that

HomG×h
∗

g (M̃,N) � HomG×h
∗

h
(Resg

h
M,Resg

h
N)

for any N ∈ Ob(Cι
(g,h)). On the other hand, HomG×h

∗

h
(Resg

h
M, ·) is exact,

since any objects of Cι
(g,h) are G× h∗-graded. Hence, M̃ is projective. More-

over, M̃ → M such that x ⊗ v �→ x.v gives a surjective g-homomorphism.
Hence, we can take M̃ as a projective P , and we have proved that Cι

(g,h) has
enough projectives.

Next, we show that Cι
(g,h) has enough injectives, i.e., for any M ∈

Ob(Cι
(g,h)), there exists an injective I ∈ Ob(Cι

(g,h)) such that 0 → M → I is
exact. Let P be a projective U(g)-module such that P →M �a → 0 is exact.
Then, I := P �a is an injective U(g)-module such that 0→M → I is exact.

We show the second statement. Let M(0, 0) be the Verma module with
highest weight (0, 0) ∈ G × h∗. Since L(0, 0) is isomorphic to the trivial
g-module K

0
0, there exists a surjective homomorphism M(0, 0) � K

0
0. By

tensoring M with this sequence, we have

M(0, 0)⊗M � K
0
0 ⊗M �M.

Since M(0, 0) is a U(g−)-free module, by Corollary A.1 in § A.3.3 we see
that M(0, 0)⊗M is U(g−)-free, i.e., U(g−)-projective. Hence, Oι has enough
projective U(g−)-modules.

Finally, we show thatOι has enough injective U(g+)-modules. LetM−(0, 0)
be the lowest weight module with lowest weight (0, 0) ∈ G× h∗. Here, for V
and W ∈ Ob(Cι

(g,h)), we regard HomK(V,W ) as a left g-module via

(x.f)(v) := x.(f(v))− f(x.v) (x ∈ g, f ∈ HomK(V,W ), v ∈ V ).

Applying the contravariant exact functor HomK(·,M) (M ∈ Ob(Cι
(g,h))) to

M−(0, 0) � K
0
0, we have

M � HomK(K0
0,M) ↪→ HomK(M−(0, 0),M).

Hence, it suffices to see that HomK(M−(0, 0),M) is an injective U(g+)-
module. First, we show that for N ∈ Ob(Cι

(g,h)), the isomorphism of K-vector
spaces
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HomG×h
∗

K
(N,HomK(M−(0, 0),M)) � HomG×h

∗

K
(N⊗KM

−(0, 0),M), (1.28)

given in Lemma 1.1 is, in fact, an isomorphism of g-modules, where N ⊗K

M−(0, 0) is the tensor product of g-modules. One can check that the isomor-
phism is explicitly given by

Φ(f)(n⊗m) := f(n)(m)

for f ∈ HomG×h
∗

K
(N,HomK(M−(0, 0),M)), n ∈ N and m ∈ M−(0, 0). For

x ∈ g, we have

Φ(x.f)(n⊗m) = ((x.f)(n))(m)
= (x.(f(n))− f(x.n))(m)
= x.(f(n)(m))− f(n)(x.m)− f(x.n)(m)
= x.(Φ(f)(n⊗m))− Φ(f)(n⊗ x.m+ x.n⊗m)
= (x.Φ(f))(n⊗m),

and thus (1.28) is an isomorphism of g-modules. Taking g+-invariants of both
sides of (1.28), we obtain

HomG×h
∗

g+ (N,HomK(M−(0, 0),M)) � HomG×h
∗

g+ (N ⊗K M−(0, 0),M).

Let F : Cι
(g,h) → VectG×h

∗

K
be the forgetful functor. Since, Corollary A.1

implies the following isomorphism of g+-modules

N ⊗K M−(0, 0) �M−(0, 0)⊗K N � U(g+)⊗K FN,

where g+ acts on U(g+)⊗K FN via the left multiplication, we have

HomG×h
∗

g+ (N ⊗K M−(0, 0),M) � HomG×h
∗

g+ (U(g+)⊗K FN,M).

Moreover, the map

Ψ : HomG×h
∗

g+ (U(g+)⊗K FN,M) −→ HomG×h
∗

K
(FN,FM)

defined by

Ψ(f)(n) := f(1⊗ n) (f ∈ HomG×h
∗

g+ (U(g+)⊗K FN,M), n ∈ FN)

is an isomorphism. Since any object of Cι
(g,h) isG×h∗-graded, HomG×h

∗

K
(·,FM)

is exact, and thus, HomK(M−(0, 0),M) is an injective U(g+)-module. Hence,
Oι has enough injective U(g+)-modules. Now, we have completed the proof
of the proposition. �

We define the homology group Hn(g,M) and the cohomology group
Hn(g,M) as follows:
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Definition 1.26 For n ∈ Z≥0, we set

Hn(g,M) := LnGg(M),
Hn(g,M) := RnFg(M).

Remark that by Lemma 1.12 and Lemma A.2, we have

H0(g,M) = Gg(M),

H0(g,M) = Fg(M).

1.3.4 Some Properties

We state some fundamental properties of homology and cohomology groups
of a Q-graded Lie algebra. Using Frobenius reciprocity, we show Shapiro’s
lemma.

Let a be a Q-graded Lie subalgebra of (g, h) which contains h.

Lemma 1.13. For V ∈ Ob(Cι
(a,h)) and W ∈ Ob(Cι

(g,h)), we have

Extn
Cι
(g,h)

(Indg
aV,W ) � Extn

Cι
(a,h)

(V,Resg
aW ).

Proof. Here we set

FW
g := HomG×h

∗

g (·,W ) : Cι
(g,h) −→ VectG×h

∗

K
,

FW ′

a := HomG×h
∗

a (·,W ′) : Cι
(a,h) −→ VectG×h

∗

K

for W ∈ Ob(Cι
(g,h)) and W ′ ∈ Ob(Cι

(a,h)). To prove this lemma, we notice the
following:

(i) Indg
a(·) = U(g)⊗U(a) (·) is covariant exact, since U(g) is a free right U(a)-

module. Hence, the induction functor maps U(a)-projectives to U(g)-
projectives.

(ii) FW
g ◦ Indg

a = FW ′

a (W ′ := Resg
aW ) by Frobenius reciprocity.

Hence, we have

Extn
Cι
(g,h)

(Indg
aV,W ) � (RnFW

a ) ◦ Indg
a(V )

� Rn
(
FW

a ◦ Indg
a

)
(V ) (i)+Proposition A.2

� RnFW ′

a (V ) (ii)
� Extn

Cι
(a,h)

(V,Resg
aW ). �

Let us prove two useful propositions.
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Proposition 1.13 ([RW1]) For V ∈ Ob(Cι
(g,h)) and (α, ν) ∈ G × h∗, we

have
Extn

Cι
(g,h)

(M(α, ν), V ) � HomG×h
∗

h
(Kα

ν , H
n(g+,Resg

g≥V )).

In particular, for n = 0,

HomG×h
∗

g (M(α, ν), V ) � HomG×h
∗

h
(Kα

ν , (Resg

g≥V )g
+
).

Proof. For simplicity, we set

Fg+ := HomG×h
∗

g+ (K0, ·),

F
(α,ν)
h

:= HomG×h
∗

h
(Kα

ν , ·),

where K
0 denotes the trivial representation of g+. A key of our proof is the

following fact:

HomCι

(g≥,h)
(Kα

ν ,W ) = {F (α,ν)
h

◦ Fg+}(W ) (1.29)

holds for any W ∈ Ob(Cι
(g≥,h)

). From Shapiro’s lemma, we obtain

Extn
Cι
(g,h)

(M(α, ν), V ) � Extn
Cι

(g≥,h)
(Kα

ν ,Resg

g≥V )

= RnHomCι

(g≥,h)
(Kα

ν , ·)(Resg

g≥V ).

Since F (α,ν)
h

is covariant exact, (1.29) and Proposition A.2 imply that

RnHomG×h
∗

g≥ (Kα
ν , ·)(Resg

g≥V ) � Rn
(
F

(α,ν)
h

◦ Fg+

)
(Resg

g≥V )

� F
(α,ν)
h

◦ (RnFg+)(Resg

g≥V )

= HomG×h
∗

h
(Kα

ν , H
n(g+,Resg

g≥V )). �

Here, we assume that (g, h) is a Q-graded Lie algebra with a Q-graded
anti-involution σ.

Proposition 1.14 ([DGK], [Liu]) Suppose that M ∈ Ob(Oι). For each
n ∈ Z≥0, the following isomorphism

Hn(g+,M c) � Hn(g−,M)�+

of G× h∗-graded K-vector space holds.

Proof. For simplicity, we denote the functors Homg+(K0, ·) and K
0 ⊗g− (·)

by F+ and G− respectively. We first show that

F+ ◦ (·)c = (·)�+ ◦G−, (1.30)
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i.e., Homg+(K0,M c) = (K0 ⊗g− M)�+ for M ∈ Ob(Oι). We introduce

Ψ : Homg+(K0,M c) −→ (K0 ⊗g− M)�+,
Φ : (K0 ⊗g− M)�+ −→ Homg+(K0,M c)

as follows: For k ∈ K
0 and m ∈M ,

Ψ(f)(k ⊗m) := f(k)(m) f ∈ Homg+(K0,M c),
(Φ(g)(k))(m) := g(k ⊗m) g ∈ (K0 ⊗g− M)�+.

Let us check that Ψ and Φ are well-defined. Since σ(g−) = g+, we have

Ψ(f)(k ⊗ x.m) = f(k)(x.m) = (σ(x).f(k))(m) = 0,

for x ∈ g− and f ∈ Homg+(K0,M c). Furthermore, Ψ(f)(k ⊗ m) = 0 for
k⊗m ∈ (K⊗g−M)β

μ except for finitely many (β, μ) ∈ G×h∗, since f(k) ∈M c.
Hence, Ψ(f) ∈ (K ⊗g− M)�+ and Ψ is well-defined. On the other hand, we
have

(y.Φ(g)(k))(m) = (Φ(g)(k))(σ(y).m) = g(k ⊗ σ(y).m) = 0

for y ∈ g+, and (Φ(g)(k))(m) = 0 for m ∈ Mβ
μ except for finitely many

(β, μ) ∈ G × h∗. Hence, Φ(g) ∈ Homg+(K0,M c) and Φ is well-defined. By
definition, one can easily check that Φ ◦ Ψ = id and Ψ ◦ Φ = id, and thus
(1.30) is proved.

Since the functors (·)c and (·)�+ are contravariant exact, we have

Hn(g+,M c) = (RnF+) ◦ (·)c(M)
� Rn(F+ ◦ (·)c)(M) Proposition A.2

� Rn((·)�+ ◦G−)(M) (1.30)

� (·)�+ ◦ (LnG
−)(M) Proposition A.2

= Hn(g−,M)�+.

Therefore, we complete the proof. �

1.4 Bernstein−Gelfand−Gelfand Duality

In this section, we state the so-called Bernstein−Gelfand−Gelfand duality.
Here, we assume that the map πQ : Q→ h∗ defined in (1.6) is injective, and
hence, any submodules of an object of the category Oι are also objects of
Oι. Thus, we abbreviate Oι, M(α, λ), L(α, λ) etc., to O, M(λ), L(λ) etc. for
simplicity.
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1.4.1 Preliminaries

In this subsection, we introduce the notion of Verma composition series for
objects of the category O, and state some properties.

Definition 1.27 We say that M ∈ ObO has a Verma composition series
(VCS for short) of length l if there exists a filtration

M = M0 ⊃M1 ⊃ · · · ⊃Ml ⊃Ml+1 = {0} (1.31)

of g-modules such that

Mi/Mi+1 �M(μi) (∃μi ∈ h
∗).

For an object M ∈ ObO with a VCS of the form (1.31), we set

[M : M(μ)] := �{i|μi = μ}.

This is well-defined. Indeed, if M has a VCS (1.31), then

chM =
l∑

i=1

chM(μi) =
∑

μ∈h∗

[M : M(μ)] chM(μ).

Since {chM(μ)|μ ∈ h∗} are linearly independent, [M : M(μ)] does not de-
pend on the choice of a VCS.

We give some properties of VCS.

Lemma 1.14. Suppose that M ∈ ObO has a VCS of length l. For a maximal
element μ ∈ P(M) and v ∈Mμ \ {0}, we set M ′ := U(g).v. Then,

1. M ′ �M(μ),
2. M/M ′ has a VCS of length l − 1.

Proof. We show this lemma by induction on l. In the case l = 0, we have
nothing to prove. We suppose that l > 0. Let

M = M0 ⊃M1 ⊃ · · · ⊃Ml ⊃Ml+1 = {0}

be a VCS of M . If v ∈ M1, then the lemma holds by induction hypothesis.
Hence, we may suppose that v �∈ M1. Since M0/M1 � M(μ0) for some
μ0 ∈ h∗, by the maximality of μ, we have μ = μ0 and v + M1 is a highest
weight vector of M(μ). On the other hand, by the universality of M(μ), there
exists

M(μ)→M ′ (1⊗ 1μ �→ v).

Hence, an exact sequence

0 −→M1 −→M0 −→M(μ) −→ 0
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splits, i.e., M0 �M1 ⊕M(μ). Thus, the lemma follows. �

By the above lemma, we have

Proposition 1.15 Let M and N be objects of O such that M ⊕ N has a
VCS. Then, both M and N have VCSs.

Proof. Suppose that M⊕N has a VCS of length l. We prove this proposition
by induction on l. The case l = 0 follows by definition. In the case l > 0, let
us take a maximal element μ ∈ P(M ⊕N). We may assume that μ ∈ P(M)
without loss of generality. For v ∈Mμ \ {0}, we set M ′ := U(g).v. Then, by
Lemma 1.14,

(M ⊕N)/M ′ � (M/M ′)⊕N

has a VCS of length l − 1. By induction hypothesis, we see that M/M ′ and
N have VCSs. By pulling back a VCS of M/M ′ via the canonical projection
M � M/M ′, the proposition follows. �

1.4.2 Truncated Category

For each Λ ∈ h∗, we introduce a full subcategory C(Λ) of O. We set

P−
Λ := {Λ− α|α ∈ Q+}.

Definition 1.28 For Λ ∈ h∗, let P−
Λ be the full subcategory of O consisting

of these objects satisfying
P(M) ⊂ P−

Λ .

By Lemma 1.5 and Remark 1.4, we have

Lemma 1.15. Let M ∈ ObC(Λ) be a finitely generated g-module. For any
proper submodule M ′ of M , there exists a maximal proper submodule N ∈
ObC(Λ) of M such that M ′ ⊂ N .

Remark that N is not necessarily finitely generated.

Proposition 1.16 For any finitely generated g-module M ∈ ObC(Λ), there
exists finite number of indecomposable modules M (k) ∈ ObC(Λ) of finite type
such that

M �
⊕

k

M (k).

Proof. For finitely generated g-module M ∈ ObC(Λ), we set

rkM := inf

{
∑

i

dimMμi

∣
∣
∣
∣
∣
μi ∈ P(M) and

⊕

i

Mμi generates M

}

.
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Since M is finitely generated, rkM <∞. We show the existence of M (k)s by
induction on rkM .

Suppose that rkM = 1, i.e., there exists μ ∈ h∗ such that dimMμ = 1 and
M is generated by Mμ. Then, M is indecomposable. Indeed, if M = M1⊕M2,
then (M1)μ �= {0} and (M2)μ �= {0}, i.e., dimMμ ≥ 2.

Suppose that the proposition holds for any N ∈ ObC(Λ) such that
rkN ≤ l. If M ∈ ObC(Λ) such that rkM = l + 1 is not indecomposable,
then M = M1 ⊕M2. Since rkM1 ≤ l and rkM2 ≤ l, M1 and M2 decompose
into indecomposable modules by the induction hypothesis. Hence, the first
part of this proposition has been proved.

Assuming thatM is generated by
⊕

i Mμi ,M
(k) is generated by (

⊕
i Mμi)∩

M (k). Hence, M (k) is of finite type. �

1.4.3 Projective Objects

In this subsection, we introduce a projective object P (μ), which plays an
important role in the proof of the duality theorem (Theorem 1.2).

From now on, we suppose that μ ∈ P−
Λ . Let M−(μ) be the lowest weight

Verma module with lowest weight μ (Definition 1.19). For simplicity, in this
subsection, we set

N(μ) :=
⊕

ν∈P(M−(μ))\P−
Λ

M−(μ)ν ,

and regard it as a g≥-module in a natural way. We further set

W (μ) := M−(μ)/N(μ).

For each μ ∈ P−
Λ , we define P (μ) by

P (μ) := U(g)⊗U(g≥) W (μ).

By definition, P (μ) ∈ ObC(Λ), and it is a finitely generated g-module since
dimW (μ) <∞.

Proposition 1.17 For any M ∈ ObC(Λ), there exists the following isomor-
phism of K-vector spaces:

Homg(P (μ),M) � Homh(Kμ,Resg

h
M).

Proof. By Frobenius reciprocity (Lemma 1.11), we have

Homg(P (μ),M) � Homg≥(W (μ),Resg

g≥M).

From 0→ N(μ)→M−(μ)→W (μ)→ 0, we obtain
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0 −→ Homg≥(W (μ),Resg

g≥M) −→ Homg≥(M−(μ),Resg

g≥M)

−→ Homg≥(N(μ),Resg

g≥M).

Since Homg≥(N(μ),Resg

g≥M) = {0} by the definition of N(μ), we get

Homg≥(W (μ),Resg

g≥M) � Homg≥(M−(μ),Resg

g≥M).

Moreover, by Frobenius reciprocity, we have

Homg≥(M−(μ),Resg

g≥M) � Homh(Kμ,Resg

h
M). �

Since Homg(P (μ), ·) is exact by this proposition, we have

Corollary 1.2 P (μ) is a projective object in the category C(Λ).

Moreover, by the above proposition, we obtain

Corollary 1.3 For any finitely generated g-module M ∈ ObC(Λ), there exist
μ1, · · · , μl ∈ P−

Λ such that the following surjection exists:

l⊕

i=1

P (μi) −→M.

Proof. Let {m1, · · · ,ml} be a set of weight vectors which generates M . Sup-
pose that

mi ∈Mμi \ {0} (μi ∈ P−
Λ ).

Proposition 1.17 implies that for each i, there exists a map fi : P (μi) → M
such that

fi : 1⊗ (v−μi
+N(μi)) �→ mi,

where v−μi
is a highest weight vector of M−(μi). f :=

∑
i fi gives the desired

surjection. �

Moreover, the following lemma holds:

Lemma 1.16. 1. For any μ ∈ P−
Λ , there exist finitely generated g-modules

P (μ)(1), · · · , P (μ)(l), which are indecomposable and projective in C(Λ),
such that

P (μ) �
l⊕

i=1

P (μ)(i).

2. For any finitely generated g-module M , which is indecomposable and pro-
jective in C(Λ), there exist μ ∈ P−

Λ and i such that M � P (μ)(i).

Proof. Since a direct summand of a projective module is also projective, the
first statement follows from Proposition 1.16. Since M is indecomposable, by
Corollary 1.3, there exists P (μ) � M . Since M is projective, M is a direct
summand of P (μ). Hence, the second assertion follows. �
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Proposition 1.18 1. P (μ) has a VCS.
2. For any λ, μ ∈ P−

Λ , we have

[P (λ) : M(μ)] = dim Homg(P (λ),M(μ)).

Proof. Let {wi|1 ≤ i ≤ l} be a basis of W (λ). We may assume that wi is a
weight vector of weight λi and

λi − λj ∈ Q+ ⇒ i ≥ j

holds for any i and j. Hence, by setting

FkW (λ) :=
⊕

i≥k

Kwi,

{FkW (λ)|1 ≤ k ≤ l+1} defines a decreasing filtration of g≥-modules. We set

FkP (λ) := U(g)⊗U(g≥) FkW (λ).

Then, it induces a VCS of P (λ). Indeed, we have

FkP (λ)/Fk+1P (λ) � U(g)⊗U(g≥) {FkW (λ)/Fk+1W (λ)} �M(λ).

We show the next statement. By construction, we have

[P (λ) : M(μ)] = dimW (λ)μ.

On the other hand, Proposition 1.17 implies that

dimHomg(P (λ),M(μ)) = dimM(μ)λ.

Since dimW (λ)μ = dimM−(λ)μ = dimM(μ)λ, the second statement holds.
�

Hence, we have

Corollary 1.4 Any finitely generated indecomposable projective g-module in
C(Λ) has a VCS.

1.4.4 Indecomposable Projective Objects

In this subsection, we show the existence and the uniqueness of a projective
cover I(μ) of L(μ). By definition I(μ) is projective and indecomposable, and
there exists a surjection I(μ) � L(μ).

We start with the next lemma.



1.4 Bernstein−Gelfand−Gelfand Duality 39

Lemma 1.17. For any finitely generated g-module M which is indecompos-
able projective in C(Λ), there uniquely exists a maximal proper submodule N
of M .

Proof. By Lemma 1.15, the existence of a maximal proper submodule N of
M follows. Hence, for any two maximal proper submodules N1 and N2, we
show that N1 = N2. Suppose that N1 �= N2. By their maximality, we see that
N1 +N2 = M . Hence, there exists a surjection

φ : N1 ⊕N2 −→M ((n1, n2) �→ n1 + n2).

Since M is projective, there exists ψ : M → N1 ⊕ N2 such that φ ◦ ψ = id.
For i = 1, 2, let πi : N1 ⊕ N2 → Ni be the canonical projection, and let
ιi : Ni ↪→ M be the inclusion. We set ψi := ιi ◦ πi ◦ ψ : M → Ni ↪→ M . By
definition, ψ1 + ψ2 = id. This implies that ψ1 ◦ ψ2 = ψ2 ◦ ψ1.

In the sequel, we show that both ψ1 and ψ2 are nilpotent. We set

I1 :=
⋂

k∈Z>0

Imψk
1 , K1 :=

⋃

k∈Z>0

Kerψk
1 .

We show that
I1 ⊕K1 = M. (1.32)

By definition, I1 ∩K1 = {0}. Moreover, since ψ1 preserves each weight sub-
space, for each ν ∈ P(M), there exists k ∈ Z>0 such that

I1 ∩Mν = (Imψk
1 ) ∩Mν , K1 ∩Mν = (Kerψk

1 ) ∩Mν .

Since we have

dim{(Imψk
1 ) ∩Mν}+ dim{(Kerψk

1 ) ∩Mν} = dimMν ,

(1.32) holds. Then, since M is indecomposable and K1 �= {0} by assumption,
we have I1 = {0}. Since ψ1 preserves each weight subspace and M is finitely
generated, we see that there exists n1 ∈ Z>0 such that ψn1

1 = 0, i.e., ψ1 is
nilpotent.

In the same way, one can show that so is ψ2. Hence, ψ1 + ψ2 is nilpotent.
This is a contradiction. �

Proposition 1.19 For any μ ∈ P−
Λ , there uniquely exists a g-module I(μ)

such that

1. there exists I(μ) � L(μ),
2. I(μ) is finitely generated,
3. I(μ) is indecomposable and projective in C(Λ).

Moreover, the set {I(μ)|μ ∈ P−
Λ } exhausts the finitely generated g-modules

which are indecomposable and projective in C(Λ).
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Proof. Since L(μ) ∈ ObC(Λ) is finitely generated and irreducible, by Corol-
lary 1.3, there exists a surjective homomorphism from an indecomposable
component of P (μ) to L(μ). Hence, it suffices to see that for finitely gener-
ated indecomposable g-modules I1 and I2 which are projective in C(Λ) with
surjections πi : Ii � L(λ), I1 � I2 as g-module. Since I1 is projective, there
exists h : I1 → I2 such that π2 ◦ h = π1.

We first show that h is a surjection of g-modules. We assume that h is not
surjective. Then, the unique maximal proper submodule of I2 contains Imh.
On the other hand, by the above lemma, Kerπ2 coincides with the maximal
proper submodule. Hence, π2 ◦ h = 0, and this is a contradiction. Hence,
h : I1 → I2 is surjective. Since I2 is projective, I2 is a direct summand of I1.
Since I1 is indecomposable, I1 � I2.

The rest of this proposition follows from Lemma 1.16. �

Corollary 1.5 For any μ ∈ P−
Λ ,

P (μ) =
⊕

λ≤μ

I(λ)⊕mλ,μ ,

where mλ,μ ∈ Z≥0 and mμ,μ = 1.

Proof. By Lemma 1.16 and Proposition 1.19, we have

P (μ) =
⊕

λ∈P−
Λ

I(λ)⊕mλ,μ .

Moreover, by Proposition 1.19,

mλ,μ = dim Homg(P (μ), L(λ)).

Since we have Homg(P (μ), L(λ)) � Homh(Kμ,Resg

h
L(λ)) by Proposition 1.17,

we see that mλ,μ = 0 for μ � λ and mλ,λ = 1. �

The following is a key of the proof of the duality theorem given in the next
subsection.

Proposition 1.20 For any M ∈ ObC(Λ) and μ ∈ h∗, we have

[M : L(μ)] = dim Homg(I(μ),M).

Proof. We take a local composition series

M = Mt ⊃Mt−1 ⊃ · · · ⊃M1 ⊃M0 = {0},

such that there exists J ⊂ {1, 2, · · · , t} satisfying

1. if j ∈ J , then Mj/Mj−1 � L(μj) for some μj ≥ μ,
2. if j �∈ J , then (Mj/Mj−1)ν = {0} for any ν ≥ μ.
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Since I(μ) is projective, we see that

dimHomg(I(μ),M) =
∑

j

dim Homg(I(μ),Mj/Mj+1).

Since, by the above proposition,

dim Homg(I(μ), L(λ)) = δμ,λ,

we have

dim Homg(I(μ),Mj/Mj+1) =

{
1 if j ∈ J ∧ μj = μ

0 otherwise
.

Hence, we have completed the proof. �

1.4.5 Duality Theorem

As an application of some results obtained in this section, we show the fol-
lowing main theorem of this section which was originally obtained by I. N.
Bernstein, I. M. Gelfand and S. I. Gelfand [BGG1] for a finite dimensional
simple Lie algebra.

Theorem 1.2 For any μ, λ ∈ P−
Λ , we have

[I(μ) : M(λ)] = [M(λ) : L(μ)].

Proof. By Proposition 1.20, it is enough to see that

[I(μ) : M(λ)] = dim Homg(I(μ),M(λ)).

This follows from Corollary 1.5 and Proposition 1.18. �

1.5 Bibliographical Notes and Comments

In 1948, C. Chevalley and S. Eilenberg [CE] showed that the isomorphic
classes of central extensions of a Lie algebra can be parameterised by the
second cohomology. For the Lie algebra of smooth vector fields on the circle
VectS1, I. M. Gelfand and D. B. Fuchs [GF] showed that the cohomology
ring H∗(VectS1) is generated by two generators, one is of degree two and the
other is of degree three. In 1980, H. Garland [Gar] proved that the kernel of
the universal central extension of a Lie algebra is just the second homology
group. Thus, by a more or less well-known Proposition 1.14, the kernel of the
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universal central extension of VectS1 is one dimensional. It seems that the
central extension of the Witt algebra over a field K of characteristic p > 0,
which is defined as the derivation algebra of K[Z/pZ], was first discovered by
R. E. Block [Bl] in 1966.

In 1982, A. Rocha-Caridi and N. R. Wallach [RW1] introduced a nice
class of infinite dimensional Lie algebras called Q-graded Lie algebras. Some
fundamental tools of representation theory of Q-graded Lie algebras were
developed, e.g., in [RW1] and [DGK]. Here, we have generalised the notion
of the Q-graded Lie algebra and have stated their properties which will be
used in later chapters.

The reader should be careful that, in the infinite dimensional case, there
are two different definitions of the cohomology group. One allows all sort of
cocyles and the other allows only those of compact support. For the interested
reader, we suggest to compare our treatment with the one in [DGK] and
[Liu].

1.A Appendix: Proof of Propositions 1.1, 1.2 and 1.3

Proof of Proposition 1.3. Notice that for each central extension 0 →
V → a1 → a → 0, one may associate a 2-cocycle F ∈ Z2(a, V ). Indeed, for
x, y ∈ a, if we set

F (x, y) := [(x, 0), (y, 0)]− ([x, y], 0) ∈ a1,

then we have F (x, y) ∈ V and F satisfies the 2-cocycle conditions.
Conversely, for each f ∈ Z2(a, V ), one can define a central extension

0 −→ V −→ af −→ a −→ 0,

by
[(x, v), (y, w)]f := ([x, y], f(x, y)),

where x, y ∈ a and v, w ∈ V .
Let f and g be elements of Z2(a, V ) such that f − g ∈ B2(a, V ), i.e.,

(f − g)(x, y) = h([x, y]), where h : a → V is some K-linear map. Now, we
prove that the extensions defined by f and g are equivalent. Let us define
Φ : af → ag by

Φ((x, v)) := (x, v − h(x)).

It is clear that Φ is bijective. We check that Φ is a homomorphism of Lie
algebras. We have
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[Φ((x, v)), Φ((y, w))]g = [(x, v − h(x)), (y, w − h(y))]g
= ([x, y], g(x, y))
= ([x, y], f(x, y)− h([x, y]))
= Φ (([x, y], f(x, y)))
= Φ([(x, v), (y, w)]f ).

Next, we show that for f, g ∈ Z2(a, V ) such that the central extensions
af → a and ag → a are equivalent, we have f − g ∈ B2(a, V ). Let Φ be a
homomorphism of Lie algebras such that

0 V af

Φ

a 0

0 V ag a 0

commutes. We can express Φ(x, v) = (x, v − h(x)) for some K-linear map
h : a→ V . Then, we have

Φ([(x, v), (y, w)]f ) = Φ(([x, y], f(x, y)))
= ([x, y], f(x, y)− h([x, y])),

[Φ((x, v)), Φ((y, w))]g = [(x, v − h(x)), (y, w − h(y))]g
= ([x, y], g(x, y)),

and thus, (f − g)(x, y) = h([x, y]), i.e., f − g ∈ B2(a, V ). We have completed
the proof. �

Proof of Proposition 1.1. Suppose that α : u → a is the universal
central extension. By definition, u is perfect, and hence,

a = α(u) = α([u, u]) = [α(u), α(u)] = [a, a].

Next, we suppose that a is perfect. We set

W ′ :=
2∧

a = (a⊗ a)/〈x⊗ y + y ⊗ x|x, y ∈ a〉K,

I := B2(a, k) = 〈x ∧ [y, z]− [x, y] ∧ z − y ∧ [x, z]|x, y, z ∈ a〉
K

and W := W ′/I. Let ω : W ′ →W be the canonical projection. By definition,
ω ∈ Z2(a,W ). We consider the central extension

0 −→W −→ aω −→ a −→ 0,

defined by ω. Using this central extension, we construct the universal central
extension of a. Let V be an arbitrary K-vector space and f ∈ Z2(a, V ). Since
f(x, y) = −f(y, x), we have a K-linear map
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ψ′ : W −→ V such that ω(x, y) �→ f(x, y).

We define φ′ : aω → af by

φ′((x, u)) := (x, ψ′(u)).

Then, it is clear that the diagram

aω
α

φ′

a

af

β

commutes. Now, let us set
â := [aω, aω].

Since a is perfect, it follows that â + W = aω. This implies that â is perfect
since

â = [â +W, â +W ] = [â, â].

Furthermore, if we set
c := W ∩ â,

then we have a central extension

0 −→ c −→ â −→ a −→ 0

such that â is perfect. Now, if we define φ as the restriction of φ′ to the
subalgebra â, then the following diagram commutes:

â
α|â

φ

a

af

β

Therefore, â → a is the universal central extension and the proof is com-
pleted. �

As a corollary, we obtain Proposition 1.2. Indeed, from the proof of Propo-
sition 1.1, we see that

c =

{
∑

i

α(xi, yi)

∣
∣
∣
∣
∣

∑

i

xi ∧ yi ∈ Z2(a, k)

}/

B2(a, k).

This leads to Proposition 1.2.
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1.B Appendix: Alternative Proof of Proposition 1.14

In § 1.3, we introduced Lie algebra homology and cohomology as derived
functors. On the other hand, one can define them by means of the stan-
dard (co)complex (see § A.3). Here, using the second definition of Lie algebra
(co)homology and the Koszul complex, we give an alternative proof of Propo-
sition 1.14.

Here, we suppose that M ∈ Ob(O). It is enough to prove that

Hn(g+,M c) � Hn(g−,M)�+. (1.33)

First, we introduce the following three complexes C1, C2 and C3. Let

C1 : · · · → Λn
g
− ⊗M

∂n→ Λn−1
g
− ⊗M → · · · → Λ0

g
− ⊗M → 0

be the standard complex of the g−-module M . By taking the contragredient
dual of C1, we obtain

C2 : · · · ← (Λn+1
g
− ⊗M)�+ dn

← (Λn
g
− ⊗M)�+ ← · · · ← (Λ0

g
− ⊗M)�+ ← 0,

where dn(f) = f ◦ ∂n+1. Let

C3 : · · · ← HomK(Λn+1
g
+,M c) ∂n

← HomK(Λn
g
+,M c)←

· · · ← HomK(Λ0
g
+,M c)← 0

be the cocomplex defined in § A.3.
By definition, we have

Hn(g−,M) = Hn(C1)

Hn(g+,M c) = Hn(C3)
(∀n ∈ Z).

To show (1.33), we first prove the lemma below:

Lemma 1.18.
Hn(C3) � Hn(C2) (∀n ∈ Z).

Proof. We define Φn : HomK(Λng+,M c)→ (Λng− ⊗M)�+ by

Φn(f)(x1 ∧ · · · ∧ xn ⊗m) := f(ω(x1) ∧ · · · ∧ ω(xn))(m),

where f ∈ HomK(Λng+,M c), xi ∈ g− (1 ≤ i ≤ n), m ∈ M and ω := −σ :
g→ g (an involution of g).

If f ∈ KerΦn, then f(ω(x1) ∧ · · · ∧ ω(xn))(m) = 0 for any xi ∈ g− and
m ∈M . Hence, f(ω(x1)∧ · · · ∧ ω(xn)) = 0 for any xi ∈ g−. This means that
f = 0, and thus Φn is injective.

For g ∈ (Λng− ⊗M)�+, we define fg ∈ HomK(Λng+,M c) by
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fg(y1 ∧ · · · ∧ yn)(m) := g(ω(y1) ∧ · · · ∧ ω(yn)⊗m) (yi ∈ g
+, m ∈M).

By definition, Φn(fg) = g. Hence, Φn is surjective. Moreover, one can directly
check that Φn+1 ◦ ∂n = dn ◦ Φn. Hence, we have proved the lemma. �

On the other hand, since (·)�+ is contravariant exact, the following iso-
morphism holds:

Hn(C2) � Hn(C1)�+ (∀n ∈ Z).

Hence, we have proved the isomorphism (1.33).



Chapter 2

Classification of Harish-Chandra Modules

In this chapter, we will prove a theorem of O. Mathieu [Mat2] saying that any
simple Z-graded Vir-module of finite type is either a highest weight module,
a lowest weight module, or a simple subquotient of the module of type Va,b

introduced in Chapter 1. (See Theorem 2.1, for detail.) This was a conjecture
of V. G. Kac [Kac3].

First, we will classify irreducible modules in the case of positive char-
acteristic, and will prove the results in the characteristic zero case by the
semi-continuity principle.

In Section 2.1, we will recall some basic notion, and will state the main
results in a precise form. The rest of the sections are devoted to the proof of
the main results. In Section 2.2, we will recall basic facts about the ‘partial Lie
algebras’ and their ‘modules’ with detailed proof. In Section 2.3, we will prove
some facts about Z-graded Lie algebras, and will prove that the dimensions
of any simple Z-graded Vir-module without highest nor lowest degree are
uniformly bounded. In Section 2.4, we will study representations of Lie p-
algebras W (m), quotients of the Witt algebra in characteristic p �= 2, 3.
Finally, in Section 2.5, after recalling some facts about Dedekind rings, we
will prove the main theorem.

Through this chapter, an associative algebra is not necessarily unital.
When an algebra has to be unital, we always indicate it.

2.1 Main Result

2.1.1 Notations and Conventions

Let K be a field. For an abelian group G, we say that a Lie algebra g =⊕
π∈G gπ over K is G-graded if it satisfies

[gπ, gπ′ ] ⊂ gπ+π′ (∀π, π′ ∈ G).

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 2,
© Springer-Verlag London Limited 2011
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Remark that, in this chapter, the condition dim gπ < ∞ is not necessarily
assumed. Hence, a G-graded Lie algebra with G = Q does not mean a Q-
graded Lie algebra in Definition 1.6. A module M =

⊕
π∈G Mπ over a G-

graded Lie algebra g is called G-graded if gπ.Mπ′ ⊂Mπ+π′ for any π, π′ ∈ G.
g (resp. M) is said to be finite if dim gπ < ∞ (resp. dimMπ < ∞) for any
π ∈ G.

Definition 2.1 Let g =
⊕

π∈G gπ be a G-graded Lie algebra, and let M =⊕
π∈G Mπ be a G-graded g-module.

1. M is called a simple G-graded g-module if M has no non-trivial G-
graded submodule.

2. M is called a G-graded simple g-module if M has no non-trivial sub-
module.

For simplicity, we often omit G in the terminology.
In this chapter, we mainly deal with the cases G = Z and G = Z/NZ.

Here, we introduce some notations for Z-graded Lie algebras. For a Z-graded
K-vector space M =

⊕
n∈Z

Mn and an integer a, we set

M≥a :=
⊕

n≥a

Mn, M≤a :=
⊕

n≤a

Mn.

For simplicity, we denote M≥1, M≤1, M≥0 and M≤0 by M+, M−, M≥

and M≤ respectively. A Z-graded Lie algebra g =
⊕

n∈Z
gn has a triangular

decomposition g = g− ⊕ g0 ⊕ g+.

2.1.2 Definitions

Let K be a field of characteristic p �= 2, 3. Similarly to the characteristic zero
case, the Virasoro algebra over K is, by definition,

VirK :=
⊕

n∈Z

KLn ⊕KC

as vector space satisfying

[Lm, Ln] = (m− n)Lm+n +
1
12

(m3 −m)δm+n,0C,

[C,VirK] = {0}.

We set h := KL0 ⊕KC.
We recall the definition of Harish-Chandra modules over VirK. In this

definition, we suppose that the characteristic of K is zero.
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Definition 2.2 Let M be an absolutely simple module over VirK. M is called
a Harish-Chandra module over VirK if M is h-diagonalisable and any weight
subspaces are finite dimensional.

To state the classification theorem of Harish-Chandra modules over VirK,
we recall the intermediate series of the Virasoro algebra. In the sequel, we
regard Z/pZ ⊂ K. For n ∈ Z, we often regard n as an element of Z/pZ ⊂ K

via the canonical map Z→ Z/pZ. For a, b ∈ K, let

Va,b =
⊕

n∈Z

Kvn

be a Z-graded VirK-module defined by

Ls.vn = (as+ b− n)vn+s,

C.vn = 0.

Proposition 2.1 1. If a �= 0,−1 or b �∈ Z/pZ, then Va,b is simple graded.
2. If a = 0 and b ∈ Z/pZ, then there exists a submodule V of Va,b such that

the quotient module Va,b/V is simple graded.
3. If a = −1 and b ∈ Z/pZ, then there exists a simple graded submodule V

of Va,b.

Proof. Suppose that Va,b is not simple graded, i.e., there exists a non-trivial
proper graded submodule M =

⊕
n∈Z

Mn of Va,b, where Mn ⊂ Kvn. Since
each graded subspace of Va,b is one-dimensional, there exists u ∈ Z such that

Mu �= {0} and { Mu+1 = {0} or Mu−1 = {0} }.

In this proof, we only consider the case Mu−1 = {0}, since the other case can
be similarly treated.

Notice that

L−1.vu = (−a+ b− u)vu−1 ∈Mu−1 = {0}.

Hence, −a+ b− u = 0, and thus

Ls.vu = (s+ 1)avu+s. (2.1)

We consider the following cases.

a = 0 Since −a+ b− u = 0 in K, b = u ∈ Z/pZ. In this case, we have

Ls′ .vn = (u− n)vn+s′ . (2.2)

Hence,
V :=

⊕

n∈Z

n=b in Z/pZ

Kvn
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is a direct sum of trivial VirK-modules. By (2.2), we see that Va,b/V is simple
graded.

a �= 0 By (2.1), if s �≡ −1 (mod p), then vu+s ∈ M . Let us check whether
vu+s ∈M or not for s ≡ −1 (mod p). Since −a+ b− u = 0 in K, we have

Ls′ .vn = {a(s′ + 1) + (u− n)}vn+s′ . (2.3)

In particular, if s′ + 1 ≡ u− n (mod p), then

Ls′ .vn = (a+ 1)(u− n)vn+s′ . (2.4)

a �= −1 One can find integers n, s′ ∈ Z such that n �≡ u (mod p) and n+s′ ≡
u − 1 (mod p). Hence, vn ∈ M for any n ∈ Z. This is a contradiction, since
M is a proper submodule. Hence, Va,b is simple graded.
a = −1 By (2.3) and (2.4),

V :=
⊕

n∈Z

n �=b in Z/pZ

Kvn.

is a simple graded submodule of Va,b. �

For each a, b ∈ K, we set

V ′
a,b :=

⎧
⎪⎨

⎪⎩

Va,b (a �= 0,−1 ∧ b �∈ Z/pZ)
Va,b/V (a = 0 ∧ b ∈ Z/pZ)
V (a = −1 ∧ b ∈ Z/pZ)

(2.5)

where Va,b and V are as in the above proposition.

Definition 2.3 The irreducible representations V ′
a,b (a, b ∈ K) over VirK are

called the intermediate series.

The following is the main result of this chapter.

Theorem 2.1 Let V be a Harish-Chandra module over VirK, where the base
field K is an algebraically closed field of characteristic zero. Then, V is iso-
morphic to an irreducible highest weight module, an irreducible lowest weight
module or one of the intermediate series.

2.2 Partial Lie Algebras

A partial Lie algebra introduced in [Mat3] plays an essential role in the proof
of Theorem 2.1. In this section, we recall its definition and state fundamental
properties.
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2.2.1 Definition and Main Theorems

First, we introduce the notion of partial Lie algebras and their modules. Let
(d, e) be a pair of integers such that d ≤ 0 ≤ e. Let

Γ :=
⊕

d≤i≤e

Γi

be a graded K-vector space. Throughout this section, we always assume that
Γ is finite dimensional.

Definition 2.4 We say that Γ is a partial Lie algebra of size (d, e), if
there exists a bilinear map

[·, ·] : Γ × Γ −→ Γ

with the following properties:

1. for i and j such that d ≤ i, j, i+ j ≤ e,

[Γi, Γj ] ⊂ Γi+j ,

2. for i and j such that d ≤ i, j, i+ j ≤ e,

[xi, xj ] + [xj , xi] = 0 (xi ∈ Γi, xj ∈ Γj),

3. for i, j and k such that d ≤ i, j, k, i+ j, j + k, k + i, i+ j + k ≤ e,

[xi, [xj , xk]] + [xk, [xi, xj ]] + [xj , [xk, xi]] = 0
(xi ∈ Γi, xj ∈ Γj , xk ∈ Γk).

For a partial Lie algebra Γ =
⊕

d≤i≤e Γi, we set

Γ− :=
⊕

d≤i<0

Γi, Γ+ :=
⊕

0<i≤e

Γi,

and regard them as partial Lie algebras of size (d,−1) and (1, e) respectively.
Then, we have a triangular decomposition Γ = Γ− ⊕ Γ0 ⊕ Γ+.

For a Z-graded Lie algebra L =
⊕

i∈Z
Li, we set

Pare
dL :=

e⊕

i=d

Li.

Then, Pare
dL is naturally equipped with a partial Lie algebra structure. We

call it the partial part of L of size (d, e).
Let Γ and Γ ′ be partial Lie algebras of size (d, e). A linear map φ : Γ → Γ ′

is called a homomorphism of partial Lie algebras if the following hold:
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1. φ is a homomorphism of graded vectors spaces, i.e., for any d ≤ i ≤ e,

φ(Γi) ⊂ Γ ′
i ,

2. for i and j such that d ≤ i, j, i+ j ≤ e,

φ([xi, xj ]) = [φ(xi), φ(xj)] (xi ∈ Γi, xj ∈ Γj).

A bijective homomorphism of partial Lie algebras is called an isomorphism.

Let I be a graded subspace of a partial Lie algebra Γ , i.e., I =
⊕

d≤i≤e Ii,
where Ii := I∩Γi. I is called a subalgebra (resp. an ideal) of Γ , if it satisfies
[Ii, Ij ] ⊂ Ii+j (resp. [Ii, Γj ] ⊂ Ii+j) for any i and j such that d ≤ i, j, i+j ≤ e.

Next, we introduce a partial module over a partial Lie algebra.

Definition 2.5 A pair (V, ρ) of a graded vector space V =
⊕

d≤i≤e Vi and a
linear map ρ : Γ → EndV is called a partial module of Γ if it satisfies

1. for i and j such that d ≤ i, j, i+ j ≤ e,

ρ(xi)vj ∈ Vi+j (xi ∈ Γi, vj ∈ Vj),

2. for i, j and k such that d ≤ i, j, k, i+ j, j + k, k + i, i+ j + k ≤ e,

(ρ(xi)ρ(xj)− ρ(xj)ρ(xi))vk = ρ([xi, xj ])vk (xi ∈ Γi, xj ∈ Γj , vk ∈ Vk).

For a Z-graded module M =
⊕

i∈Z
Mi over a Z-graded Lie algebra L, we

define the partial part Pare
dM of M by

Pare
dM :=

⊕

d≤i≤e

Mi,

and regard it as a partial module over Pare
dL in a natural way.

Let Γ be a partial Lie algebra of size (d, e), (V ρ) and (V ′, ρ′) be partial
Γ -modules. A homomorphism φ : (V, ρ)→ (V ′, ρ′) of graded vector spaces is
a homomorphism of partial Γ -modules if

φ(xi.vj) = xi.φ(vj) (xi ∈ Γi, vj ∈ Vj),

for any i and j such that d ≤ i, j, i + j ≤ e. A bijective homomorphism of
partial modules is called an isomorphism. A partial module is said to be
simple if there is no non-trivial partial submodule.

The following two theorems are the main results of this section.

Theorem 2.2 Let Γ be a partial Lie algebra of size (d, e).

1. There exists a unique Z-graded Lie algebra Lmax(Γ ) which satisfies the
following:

a. Pare
dLmax(Γ ) � Γ as partial Lie algebra.



2.2 Partial Lie Algebras 53

b. For any Z-graded Lie algebra g and a partial Lie algebra homomorphism
φ : Γ → Pare

dg, there exists a unique Lie algebra homomorphism Φ :
Lmax(Γ )→ g whose restriction to Γ is φ.

c. As Z-graded K-vector space,

Lmax(Γ ) � Lmax(Γ−)⊕ Γ0 ⊕ Lmax(Γ+). (2.6)

2. There exists a unique Z-graded Lie algebra Lmin(Γ ) which satisfies the
following:

a. Pare
dLmin(Γ ) � Γ as partial Lie algebra.

b. For any Z-graded Lie algebra g such that g is generated by Pare
dg and a

surjective homomorphism ψ : Pare
dg � Γ , there exists a unique homo-

morphism Ψ : g→ Lmin(Γ ) whose restriction to Pare
dg is ψ.

Theorem 2.3 Let Γ be a partial Lie algebra of size (d, e), and let V be a
partial module over Γ . Let L := Lmax(Γ ) be the Z-graded Lie algebra given
by Theorem 2.2. Then, we have

1. There exists a unique Z-graded L-module Mmax(V ) such that

a. Pare
dMmax(V ) � V as partial Γ -module.

b. For any Z-graded L-module M and a homomorphism φ : V → Pare
dM ,

there uniquely exists a homomorphism of L-modules Φ : Mmax(V )→M
such that its restriction to the partial part coincides with φ.

2. There exists a unique Z-graded L-module Mmin(V ) such that

a. Pare
dMmin(V ) � V as partial Γ -module.

b. For any Z-graded L-module M generated by its partial part as L-module
and a surjective homomorphism ψ : Pare

dM → V , there uniquely exists
a homomorphism of L-modules Ψ : M →Mmin(V ) such that its restric-
tion to the partial part coincides with ψ.

We prove these theorems in the following subsections.

2.2.2 Proof of Theorem 2.2

In this section, we construct Lmax(Γ ) as a quotient of the free Lie alge-
bra on Γ by the ideal generated by the relations of Γ . Moreover, we show
that Lmin(Γ ) can be realised as a certain quotient of Lmax(Γ ). Remark that
we essentially follow arguments used to construct Kac−Moody algebras in
Chapter 1 of [Kac4].
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2.2.2.1 Notation

We first introduce some notation for free Lie algebras. Let V be a vector
space over K, and let

T (V ) =
⊕

n∈Z≥0

T n(V ) T n(V ) :=

{
V ⊗ V ⊗ · · · ⊗ V (n copies) n ≥ 1
K n = 0

be the tensor algebra on V . We regard the associative algebra T (V ) as a
Lie algebra in the natural way. The free Lie algebra F(V ) on V is the Lie
subalgebra of T (V ) generated by V . By definition, we have

Lemma 2.1. Suppose that V is a module over a Lie algebra a. Then, F(V )
is an a-submodule of T (V ).

In the case where V =
⊕

i∈Z
Vi is a Z-graded vector space, F(V ) naturally

inherits a Z-graded Lie algebra structure. We denote this Z-gradation by

F(V ) =
⊕

i∈Z

F(V )i.

2.2.2.2 Construction of G(Γ )

In the following, let Γ be a partial Lie algebra. Here, we introduce a Z-graded
Lie algebra G(Γ ) which plays a role similar to those of g̃(A) in Chapter 1
of [Kac4].

Let F(Γ ) be the free Lie algebra on Γ , and let J (Γ ) be the ideal of F(Γ )
generated by

{u⊗ v − v ⊗ u− [u, v]Γ |u ∈ Γi, v ∈ Γj , d ≤ i, j, i+ j ≤ e, ij ≤ 0}, (2.7)

where [ , ]Γ denotes the partial Lie bracket on Γ . We set

G(Γ ) := F(Γ )/J (Γ ). (2.8)

By definition, G(Γ ) is a Z-graded Lie algebra. We denote its triangular de-
composition by G(Γ ) = G(Γ )− ⊕ G(Γ )0 ⊕ G(Γ )+.

We first show the following proposition (cf. Theorem 1.2. in [Kac4]):

Proposition 2.2 There exists an isomorphism of Z-graded K-vector spaces:

G(Γ ) � F(Γ−)⊕ Γ0 ⊕F(Γ+). (2.9)

Moreover, G(Γ )± � F(Γ±) and G(Γ )0 � Γ0 as Z-graded Lie algebra.

To prove this proposition, we have to introduce an appropriate Lie algebra
structure on the direct sum in the right-hand side of (2.9). Here, we show the
following general statement.
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Proposition 2.3 Let X0 be a Lie algebra and let X± be X0-modules. We
set X := X− ⊕X0 ⊕X+ and

X := F(X−)⊕X0 ⊕F(X+).

Let φ : X+ ⊗K X− → X be a homomorphism of X0-modules. Then, there
exists a Lie algebra structure [·, ·]X on X which satisfies the following prop-
erties:

1. F(X±) and X0 are Lie subalgebras of X .
2. For any x ∈ X0 and u ∈ F(X±), [x, u]X = x.u, where the action of X0

on F(X±) in the right-hand side is given by Lemma 2.1.
3. For any u ∈ X+ and v ∈ X−, [u, v]X = φ(u⊗ v) holds.

Proof. We set X≥ := X0 ⊕ X+ and X≤ := X− ⊕ X0 for simplicity, and
introduce a bilinear map φX : X≥ ×X≤ → X as follows:

φX(u, v) := φ(u⊗ v), φX(w,w′) := [w,w′]X0 ,

φX(u,w) := −w.u, φX(w, v) := w.v,
(2.10)

where u ∈ X+, v ∈ X− and w,w′ ∈ X0 and [·, ·]X0 denotes the Lie bracket
on X0. Using this notation, we introduce a K-associative algebra U(X) as
follows: Let K(X) be the two-sided ideal of the tensor algebra T (X) on X
generated by

{x⊗ y − y ⊗ x− φX(x, y)|x ∈ X≥, y ∈ X≤}.

We set
U(X) := T (X)/K(X).

In the sequel, we naturally regard U(X) as Lie algebra and realise the Lie
algebra X as a Lie subalgebra of U(X).

Let D(X) (resp. D(X±) and D(X0)) be the Lie subalgebra of U(X) gener-
ated by X (resp. X± and X0). We denote the Lie bracket on D(X) by [·, ·]D.
By definition, the following commutation relations hold:

[x, y]D = φX(x, y), (∀x ∈ X≥,∀y ∈ X≤). (2.11)

By using them, we can show that

Lemma 2.2. There exists an isomorphism of K-vector spaces:

D(X) � D(X−)⊕D(X0)⊕D(X+).

Proof. For simplicity, we set D̃(X) := D(X−)⊕D(X0)⊕D(X+). Notice that
X ⊂ D̃(X) ⊂ D(X) and D(X) is generated by X. Hence, we prove that
D̃(X) is a Lie subalgebra of D(X), i.e.,

[X, D̃(X)]D ⊂ D̃(X).
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By the commutation relations (2.11), [X±,D(X0)]D ⊂ X± and [X0,D(X±)]⊂
D(X±) hold. Hence, it suffices to show that

[X+,D(X−)] ⊂ X≥ ⊕D(X−), [X−,D(X+)] ⊂ X≤ ⊕D(X+).

Here, we prove the first inclusion since the second one can be proved similarly.
By definition, D(X−) is spanned by elements of the form

x = [xm, [xm−1, [· · · [x2, x1]D]D · · · ]D (xi ∈ X−).

By induction on m, one can show that

[y, x] ∈ X≥ ⊕D(X−) (∀y ∈ X+).

Hence, we have the first inclusion, and thus, the lemma holds. �

On the other hand, by an argument similar to the proof of the Poincaré−
Birkhoff−Witt theorem in [Jac], we can show that

Lemma 2.3. There exists an isomorphism of K-vector spaces:

U(X) � T (X−)⊗K U(X0)⊗K T (X+),

where U(X0) denotes the universal enveloping algebra of X0.

Proof. We can prove this lemma in a way similar to the proof of the PBW
theorem in Chapter V Section 2 of [Jac]. Hence, we only indicate an outline
of the proof.

Let {xi|i ∈ I±} (resp. {xi|i ∈ I0}) be K-bases of X± (resp. X0), and let
≤ be a total order on I0. We set I := I− � I0 � I+. Then, {xi|i ∈ I} forms a
K-basis of X.

Let us construct a K-basis of U(X) by using {xi|i ∈ I}. For each i, j ∈ I,
we set

η(i, j) :=

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

1 if

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

i ∈ I+ ∧ j ∈ I0

i ∈ I+ ∧ j ∈ I−

i, j ∈ I0 ∧ i > j

i ∈ I0 ∧ j ∈ I−

0 otherwise

.

Remark that for a sequence (i1, · · · , in) consisting of elements of I,

η(ik, ik+1) = 0 (∀k = 1, 2, · · ·n− 1)

⇔

⎧
⎪⎨

⎪⎩

i1, · · · , is−1 ∈ I−

is, · · · , it−1 ∈ I0 ∧ is ≤ · · · ≤ it−1

it, · · · , in ∈ I+

(∃s, t, 1 ≤ s ≤ t ≤ n+ 1).

(2.12)



2.2 Partial Lie Algebras 57

One can easily check that U(X) is spanned by the vectors of the form

xi1 ⊗ · · · ⊗ xin +K(X) (n ∈ Z≥0, η(ik, ik+1) = 0 (∀k)), (2.13)

where in the case of n = 0, we regard xi1 ⊗ · · · ⊗ xin = 1. Moreover, the fol-
lowing lemma ensures that these vectors are linearly independent. Let S(X0)
be the symmetric algebra on X0.

Lemma 2.4. For each n ∈ Z>0, there exists a linear map

σn : T ≤n(X)→ T (X−)⊗K S(X0)⊗K T (X+)

which satisfies the following conditions:

1. if η(ik, ik+1) = 0 for any k, then

σn(xi1 ⊗ · · · ⊗ xin) = (xi1 ⊗ · · · ⊗ xis−1)⊗ (xis · · ·xit−1)⊗ (xit ⊗ · · · ⊗ xin),

where s and t are given as in (2.12).
2. if η(ik, ik+1) = 1 for some k, then

σn(xi1 ⊗ · · · ⊗ xin)− σn(xi1 ⊗ · · · ⊗ xik+1 ⊗ xik
⊗ · · · ⊗ xin)

= σn(xi1 ⊗ · · · ⊗ φX(xik
, xik+1)⊗ · · · ⊗ xin),

where φX : X≥ ×X≤ → X is the bilinear map defined in (2.10).

Proof. Using the Jacobi identity of X0 and the facts that X± are X0-modules
and φ : X+ ⊗X− → X is an X0-module map, one can show this lemma by
induction on n. �

The map σn induces a linear map

σ̄n : (T ≤n(X) +K(X))/K(X) −→ T (X−)⊗K S(X0)⊗K T (X+),
σ̄n(xi1 ⊗ · · · ⊗ xin +K(X))
= (xi1 ⊗ · · · ⊗ xis−1)⊗ (xis · · ·xit−1)⊗ (xit ⊗ · · · ⊗ xin).

Hence, the vectors (2.13) are linearly independent, and thus, Lemma 2.3
holds. �

As a corollary of this lemma, we have

D(X±) � F(X±), D(X0) � X0,

and hence, D(X) � X as K-vector space. Through this isomorphism, we
obtain the required Lie algebra structure on X . Thus, we have proved Propo-
sition 2.3. �

Next, we introduce a Lie algebra structure on the direct sum in the right-
hand side of (2.9). For simplicity, we denote the direct sum by G̃(Γ ). By
Proposition 2.3, there exists a Lie bracket [·, ·]G̃ on G̃(Γ ) which satisfies
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[x, y]G̃ = [x, y]Γ (x ∈ Γi, y ∈ Γj) (2.14)

for any integers i and j such that d ≤ i, j, i+ j ≤ e and ij ≤ 0. Hence, there
exists a surjective homomorphism of Lie algebras:

iG : G(Γ ) −→ G̃(Γ ). (2.15)

Now, Proposition 2.2 follows from the next proposition:

Lemma 2.5. The homomorphism (2.15) is bijective.

Proof. By an argument similar to the proof of Lemma 2.2, one can show
that G(Γ )± and G(Γ )0 are generated by Γ± and Γ0 respectively. Hence, the
universality of the free Lie algebras F(Γ±) implies that iG is injective. �

2.2.2.3 Construction of L(Γ )

Here, we introduce a Z-graded Lie algebra L(Γ ) which is the quotient of F(Γ )
by the ideal generated by the relations of Γ . We also describe the triangular
decomposition of L(Γ ) by using that of G(Γ ), and in the next subsubsection,
we check that L(Γ ) is equipped with the properties required for Lmax(Γ ).

Let I(Γ ) be the ideal of F(Γ ) generated by

{u⊗ v − v ⊗ u− [u, v]Γ |u ∈ Γi, v ∈ Γj , d ≤ i, j, i+ j ≤ e}, (2.16)

and let L(Γ ) be the Lie algebra defined by

L(Γ ) := F(Γ )/I(Γ ). (2.17)

By definition, J (Γ ) ⊂ I(Γ ), and thus, there exists a canonical projection:

πG : G(Γ ) � L(Γ ).

Using this map, we describe the triangular decomposition of L(Γ ) explicitly.
To describe KerπG , we introduce some notation. By replacing Γ with Γ±,

we define the ideals I(Γ±) of F(Γ±) and set L(Γ±) := F(Γ±)/I(Γ±). More-
over, via the isomorphism (2.9), we regard I(Γ±) ⊂ F(Γ±) ⊂ G(Γ ). Then,
we have

Lemma 2.6. I(Γ±) are ideals of the Lie algebra G(Γ ).

Proof. For simplicity, we set I± := I(Γ±). Since G(Γ ) is generated by Γ , it is
enough to show that [Γ, I±] ⊂ I±. By using commutation relations of G(Γ ),
[Γ0, I±] ⊂ I± holds. Hence, we show that [Γ+, I−] ⊂ I− and [Γ−, I+] ⊂ I+.
We prove the first inclusion, since the second one can be proved similarly.

We denote the linear span of

{u⊗ v − v ⊗ u− [u, v]Γ |u ∈ Γi, v ∈ Γj , d ≤ i, j, i+ j ≤ −1}
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by S−, where S− ⊂ F(Γ−) ⊂ G(Γ ). Then, I− is spanned by elements of the
form

y = [ym, [ym−1, · · · , [y1, s] · · · ] (yi ∈ F(Γ−), s ∈ S−).

Using the Jacobi identity, we have

[Γ+, S−] ⊂ S−.

Moreover, one can show that

[x, y] ∈ I− (∀x ∈ Γk (1 ≤ k ≤ e))

by induction on m. Hence, the lemma holds. �

By this lemma, I(Γ+)⊕I(Γ−) is an ideal of G(Γ ). Moreover, it coincides
with KerπG , namely, the following holds:

Proposition 2.4 The following isomorphism of Z-graded Lie algebras holds:

L(Γ ) � G(Γ )/(I(Γ−)⊕ I(Γ+)). (2.18)

Hence, as Z-graded vector space,

L(Γ ) � L(Γ−)⊕ Γ0 ⊕ L(Γ+). (2.19)

Proof. For simplicity, we denote the right-hand side of (2.18) by L̃(Γ ). The
inclusion I(Γ+) + I(Γ−) ⊂ I(Γ )/J (Γ ) in G(Γ ) implies that πG : G(Γ ) �
L(Γ ) factors as follows:

G(Γ )
πG L(Γ )

L̃(Γ )
π̄

.

On the other hand, the kernel of the composition F(Γ ) � G(Γ ) � L̃(Γ ) of
canonical projections is an ideal of F(Γ ) which contains

{u⊗ v − v ⊗ u− [u, v]Γ |u ∈ Γi, v ∈ Γj , d ≤ i, j, i+ j ≤ e}.

Hence, this composition factors as follows:

F(Γ ) G(Γ ) L̃(Γ )

L(Γ )
ψ̄

.

By definition, we have

ψ̄ ◦ π̄|Pare
dL̃(Γ ) = idPare

dL̃(Γ ), π̄ ◦ ψ̄|Pare
dL(Γ ) = idPare

dL(Γ ).



60 2 Classification of Harish-Chandra Modules

Hence, π̄ and ψ̄ are isomorphisms, and thus, the proposition follows. �

2.2.2.4 Proof of Theorem 2.2.1

We complete the proof of the first statement of Theorem 2.2. By construc-
tion, L(Γ ) enjoys the universal property required for Lmax(Γ ). Moreover, by
Proposition 2.4, the triangular decomposition (2.19) holds. Hence, it suffices
to show that Pare

dL(Γ ) � Γ . The following lemma is a key of the proof.

Lemma 2.7. Pare
1L(Γ+) � Γ+ and Par−1

d L(Γ−) � Γ− hold.

Proof. Here, we show this lemma for Γ+, since the case of Γ− can be shown
similarly. In this case, Pare

1F(Γ+) is spanned by elements of the form

x = [xm, [xm−1, · · · , [x2, x1]F · · · ]F (xi ∈ Γni , 0 < ni ≤ e,

m∑

i=1

ni ≤ e),

(2.20)
where [·, ·]F denotes the Lie bracket on F(Γ+). Hence, there exists a partial
Lie algebra homomorphism

ψ : Pare
1F(Γ+) −→ Γ+

which sends x of the form (2.20) to

[xm, [xm−1, · · · , [x2, x1]Γ · · · ]Γ ,

where [·, ·]Γ is the partial Lie bracket on Γ+. Moreover, by the definition of
I(Γ+),

Pare
1I(Γ+) ⊂ Kerψ.

Hence, we have a homomorphism ψ̄ : Pare
1L(Γ+)→ Γ+.

On the other hand, there is a homomorphism of partial Lie algebra

φ : Γ+ −→ Pare
1L(Γ+); x �−→ x+ Pare

1I(Γ+),

which satisfies ψ̄ ◦ φ = idΓ+ and φ ◦ ψ̄ = idPare
1L(Γ+). Thus, we have proved

Lemma 2.7. �

Combining this lemma with the triangular decomposition (2.19), we obtain
Pare

dL(Γ ) � Γ . Now, we have completed the proof of Theorem 2.2.1.

2.2.2.5 Proof of Theorem 2.2.2

Here, we construct Lmin(Γ ) and prove Theorem 2.2.2. Let M(Γ ) be the
maximal Z-graded ideal of L(Γ ) such that M(Γ ) ∩ Γ = {0}.
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We show that L(Γ )/M(Γ ) gives the Lie algebra Lmin(Γ ). In fact, the first
property

Pare
d (L(Γ )/M(Γ )) � Γ

follows by definition. Hence, we show the second property (the universal
property).

Let g be a Z-graded Lie algebra and let ψ : Pare
dg → Γ be a surjective

homomorphism of partial Lie algebras. We show that there exists a homo-
morphism of Z-graded Lie algebras g→ L(Γ )/M(Γ ) whose restriction to the
partial part coincides with ψ.

By Theorem 2.2.1, there exist Lie algebra homomorphisms

Ψ1 : L(Pare
dg)→ L(Γ ) and Ψ2 : L(Pare

dg)→ g.

Note that Ψ1 is surjective, since L(Γ ) is generated by Γ . Hence, Ψ1 maps
an ideal of L(Pare

dg) to that of L(Γ ). Since Ψ2|Pare
dg = idPare

dg, we have
Ψ1(KerΨ2)∩Γ = {0}, and thus, Ψ1(KerΨ2) ⊂M(Γ ). Hence, the composition
L(Pare

dg)→ L(Γ ) � L(Γ )/M(Γ ) factors as

L(Pare
dg) L(Γ ) L(Γ )/M(Γ )

g

,

where the restriction of the homomorphism g → L(Γ )/M(Γ ) to its partial
part coincides with ψ.

2.2.3 Proof of Theorem 2.3

To show Theorem 2.3, we introduce an Lmax(Γ )-module M(V ) associated
with a partial Γ -module V and show that it enjoys the properties required
for Mmax(V ).

2.2.3.1 Construction of M(V )

To construct M(V ), we first introduce the semi-direct product of partial Lie
algebra and its partial module. For a partial Lie algebra Γ and its partial
module V the semi-direct product Γ�V is defined as follows: We set Γ�V :=
Γ ⊕ V (the direct sum as vector space), and define a bilinear operation [ , ]
on Γ � V by

1. [xi, xj ] := [xi, xj ]Γ (xi ∈ Γi, xj ∈ Γj)
2. [xi, yj ] := xi.yj (xi ∈ Γi, yj ∈ Vj),
3. [yi, yj ] := 0 (yi ∈ Vi, yj ∈ Vj),
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where [ , ]Γ is the partial Lie bracket of Γ , and i, j ∈ Z satisfy d ≤ i, j, i+j ≤
e. By definition, Γ �V is a partial Lie algebra of size (d, e). We should remind
the reader that the semi-direct product of a Z-graded Lie algebra L and its
Z-graded module M is defined by setting d := −∞ and e :=∞ formally.

For simplicity, we set L := Lmax(Γ ), Γ̃ := Γ � V and L̃ := Lmax(Γ̃ ).
Let φ1 : Γ̃ � Γ be the canonical projection. Theorem 2.2 implies that there
uniquely exists a homomorphism of Z-graded Lie algebras

Φ1 : L̃ → L (2.21)

such that Φ1|Pare
dL̃

= φ1. We set

K := KerΦ1.

Remark that K is a Z-graded Lie subalgebra of L̃.
On the other hand, by Theorem 2.2, the inclusion map Γ ↪→ Γ̃ induces

a homomorphism of Z-graded Lie algebras from L to L̃. We regard K as L-
module via the homomorphism L → L̃. Moreover, [K,K] is an L-submodule
of K.

We define the L-module M(V ) by

M(V ) := K/[K,K]. (2.22)

In the following, we check that M(V ) satisfies the conditions for Mmax(V ).

2.2.3.2 Proof of Theorem 2.3.1

We first show that Pare
dM(V ) � V . Since Pare

dK � V by definition, we have
to show that Pare

d[K,K] � {0}. This fact follows from the following lemma:

Lemma 2.8.
[K,K] = [K+,K+]⊕ [K−,K−].

Proof. We first show the following lemma:

Lemma 2.9. The positive part K+ (resp. the negative part K−) of K coin-
cides with the ideal of L̃+ (resp. L̃−) generated by V + (resp. V −).

Proof. Let K̃+ (resp. K̃−) be the ideal of L̃+ (resp. L̃−) generated by V +

(resp. V −). We set K̃ := K̃− ⊕ V0 ⊕ K̃+ and show that K = K̃. Since V ⊂ K̃,
it is enough to show that K̃ is stable under the adjoint action of Γ̃ .

By an argument similar to the proof of Lemma 2.2, one can prove that

[Γ̃ ,K+] ⊂ K+ ⊕ V ≤, [Γ̃ ,K−] ⊂ K− ⊕ V ≥. (2.23)

Hence, K = K̃, and thus, the lemma holds. �
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Second, we show the following two facts:

[V,K±] ⊂ [K±,K±], (2.24)

[Γ̃ , [K±,K±]] ⊂ [K±,K±]. (2.25)

By the Jacobi identity, we have [Γ̃ , [K±,K±]] ⊂ [[Γ̃ ,K±],K±]. Hence, the
second fact follows from the first one and (2.23) and we show the first fact.
Here, we prove [V,K−] ⊂ [K−,K−]. It is enough to show that [V ≥,K−] ⊂
[K−,K−].

By the above lemma, K− is spanned by elements of the form

y := [ym, [ym−1, [· · · , [y1, v] · · · ] (yi ∈ Γ̃−, v ∈ V −). (2.26)

Noticing this fact, by induction on m, one can show that

[u, y] ∈ [K−,K−] (∀u ∈ V ≥),

and thus, (2.24) holds.
We show the lemma. Since K = K− ⊕ V0 ⊕K+, it suffices to show

[K−,K+] ⊂ [K−,K−]⊕ [K+,K+]. (2.27)

Suppose that y ∈ K− is of the form (2.26) and x ∈ K+. Using the Jacobi
identity, (2.23), (2.24) and (2.25), one can check

[x, y] ∈ [K−,K−]⊕ [K+,K+]

by induction on m. Hence, (2.27) holds. We have completed the proof. �

This lemma implies that

Pare
1[K+,K+] = {0}, Par−1

d [K−,K−] = {0},

since [Vi, Vj ] = {0} if d ≤ i, j, i+ j ≤ e. Hence, we have Pare
d[K,K] � {0}.

Next, we state the universal property of M(V ). Let M be a Z-graded
L-module. Suppose that there exists a homomorphism of partial Γ -modules
φ : V → Pare

dM .

Proposition 2.5 There exists a unique homomorphism of L-modules M(V )→
M whose restriction to the partial part V coincides with φ.

Proof. Since Pare
d(L � M) = Γ � Pare

dM , the following homomorphism of
partial Lie algebras exists:

φ2 : Γ̃ −→ Pare
d(L� M); (x, v) �−→ (x, φ(v)) (x ∈ Γ, v ∈ V ).

Theorem 2.2 implies that there exists a unique homomorphism of Z-graded
Lie algebras Φ2 : L̃ −→ L� M such that Φ2|Γ̃ = φ2.



64 2 Classification of Harish-Chandra Modules

Let Φ1 : L̃ → L be the homomorphism (2.21), and let Φ3 : L�M � L be
the canonical projection. By definition, we have Φ1|Γ̃ = Φ3 ◦ Φ2|Γ̃ , and thus,
the following diagram commutes:

L̃
Φ1

Φ2

L

L� M
Φ3

.

Hence, Φ2(K) ⊂M holds, since K = KerΦ1 and KerΦ3 = M .
Here, we show that Φ2|K : K →M is a homomorphism of L-modules. Let

Ψ : L → L̃ be the homomorphism induced from the inclusion Γ ↪→ Γ̃ . Since
Φ1 ◦ Ψ = idL, we see that Φ2 ◦ Ψ(x) = (x, 0) ∈ L � M for x ∈ L. Since the
L-module structure of K is given by Ψ , we have

Φ2(x.y) = Φ2([Ψ(x), y]) = [Φ2 ◦ Ψ(x), Φ2(y)] = x.Φ2(y),

for x ∈ L and y ∈ K, and thus, Φ2|K is an L-module homomorphism.
Moreover, we have Φ2([K,K]) = {0}, since M is a commutative subalgebra

of L�M . Hence, Φ2|K induces an L-module homomorphism Φ : M(V )→M .
By definition, Φ|V = φ.

Finally, we show the uniqueness of the homomorphism Φ, namely, if φ = 0,
then Φ = 0. In fact, if φ = 0, then Φ2(L̃) ⊂ L. Noticing that Φ3|L = idL, we
have KerΦ1 = KerΦ2. Hence, Φ2|K = 0, and thus, Φ = 0. �

2.2.3.3 Proof of Theorem 2.3.2

We construct Mmin(V ) as a quotient of M(V ). Let J(V ) be the Z-graded
maximal proper submodule of M(V ) such that J(V ) ∩ V = {0}. Then, one
can show that the quotient module M(V )/J(V ) satisfies the conditions for
Mmin(V ) in Theorem 2.3.2 in a way similar to § 2.2.2.5.

2.3 Z-graded Lie Algebras

In this section, we collect some properties of Z-graded Lie algebras and Z-
graded modules, which are necessary for the proof of Theorem 2.1. Through
this section, let g =

⊕
n∈Z

gn be a Z-graded Lie algebra over K, and let
M =

⊕
n∈Z

Mn be a Z-graded g-module.
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2.3.1 Z-graded Modules

In this subsection, we give a necessary condition for which there exist highest
or lowest degree of a Z-graded module. As an application, we show that
the dimensions of homogeneous component of a simple graded VirK-module
without highest or lowest degree are uniformly bounded.

Lemma 2.10. Suppose that there exist d, e ∈ Z (d ≤ 0 ≤ e) such that g is
generated by its partial part Γ := Pare

dg. If there exist a, b ∈ Z (a ≤ b) such
that M is generated by Parb

aM as g-modules, then

1. for any s ≥ b, g+-module M≥s is generated by Pars+e
s M ,

2. for any t ≤ a, g−-module M≤t is generated by Part
t+dM .

Proof. We first notice that, by Theorem 2.2, g± are generated by Γ± respec-
tively. Since M is generated by Parb

aM , M is spanned by the elements of the
form

xkxk−1 · · ·x1yzm

where xi ∈ Γ+, y ∈ U(g0), z ∈ U(g−) and m ∈ Parb
aM are homogeneous

elements. Suppose that

xkxk−1 · · ·x1yzm ∈M≥s.

In the case s > b, we have k > 0. Since 1 ≤ degree of xi ≤ e is satisfied for
each i, there exists k′ (1 ≤ k′ ≤ k) such that

xk′ · · ·x1yzm ∈ Pars+e
s M.

Hence, M≥s is generated by Pars+e
s M . On the other hand, in the case s = b,

if k = 0, then the assertion holds by definition. If k > 0, then it follows as
above. The other statement for M≤t can be proved similarly. �

By using Lemma 2.10, we have

Proposition 2.6 Suppose that a Z-graded Lie algebra g and a Z-graded g-
module M satisfy the following conditions:

g is finite (i.e., dim gn < ∞ for any n ∈ Z), finitely generated, and
[g−, g≥n] = g for any n ∈ Z>0, and
M is finite (i.e., dimMn < ∞ for any n ∈ Z), simple graded, and there
exist s ∈ Z and v ∈M \ {0} such that g≥s.v = {0}.

Then, for some k ∈ Z, M≥k = {0}.

Proof. We may assume that v is a homogeneous element without loss of
generality.

We define a subspace N of M by

N := {w ∈M |g≥l.w = {0} for some l}.
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We first show that N is a graded submodule of M . For w ∈ N , let k be
a positive integer such that g≥k.w = {0}. Since for any g ∈ gl, we have
[g≥k−l, g] ⊂ g≥k, the following holds:

g
≥k−l.(g.w) ⊂ [g≥k−l, g].w + g.g≥k−l.w = {0}.

Hence, g.w ∈ N for any g ∈ g. Moreover, N is graded by definition. Since
v ∈ N �= {0} and M is simple graded, we have

N = M. (2.28)

Next, we show that M+ is a finitely generated g+-module. We may assume
that Ma �= {0} for some a ∈ Z>0. Since M is simple graded, M is generated
by Ma. On the other hand, since g is finitely generated, there exist integers
d, e (d ≤ 0 ≤ e) such that g is generated by Γ := Pare

dg. By Lemma 2.10, g+-
module M≥a is generated by Para+e

a M . Hence, M+ is generated by Para+e
1 M .

Since M is finite, Para+e
1 M is finite dimensional. Hence, the g+-module M+

is finitely generated.
Let X be a set of generators of the g+-module M+. We may assume that

the cardinality of X is finite. Since M+ = N+ by (2.28), there exists s ∈ Z>0

such that
g
≥s.X = {0}.

Hence, one can easily show that

g
≥s.M+ = {0},

since g≥s is an ideal of g+.
By the assumption that g is finite and [g−, g≥n] = g, we have

g
+ ⊂ g

≥s + [Par−1
−t g, g

≥s]

for some t ∈ Z>0. Hence, we obtain

g
+.M≥t ⊂ {g≥s + [Par−1

−t g, g
≥s]}.M≥t

= g
≥s(Par−1

−t g).M≥t

⊂ g
≥s.M+

= {0}.

Taking k ∈ Z>0 such that k ≥ t and Mk �= {0}, we see that U(g).Mk is a
non-zero graded submodule of M such that U(g).Mk ⊂ M≤k. Since M is
simple graded, we have M>k = {0}. �

As a corollary of Proposition 2.6, we have the following proposition on
simple graded modules over the Virasoro algebra.
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Proposition 2.7 Suppose that the characteristic of K is zero. Let M be a
simple graded VirK-module without highest or lowest degree. Then, the di-
mensions of the homogeneous components of M are uniformly bounded.

To show this proposition, a preliminary lemma is necessary.

Lemma 2.11. For each positive integer n ∈ Z>0, let sn be a subalgebra of
Vir+

K
generated by {Ln, Ln+1}. Then, the codimension of sn in Vir+

K
is finite.

Proof. For each positive integer m, we have

Lm ∈ sn if ∃α, β ∈ Z>0 such that m = αn+ β(n+ 1).

Notice that if m satisfies nk < m < (n+ 1)k, then

m = {(n+ 1)k −m}n+ (m− nk)(n+ 1).

Moreover, we have

in the case m = nk, if k > n+ 1, then m = (k − n− 1)n+ n(n+ 1),
in the case m = (n+ 1)k, if k > n, then m = (n+ 1)n+ (k − n)(n+ 1).

Hence, we obtain
Lm ∈ sn

for any m ∈ Z>0 such that m > n(n+ 1), and thus, the codimension of sn in
Vir+

K
is finite. �

Proof of Proposition 2.7. We first show that

{dimM−n|n ∈ Z>0}

are uniformly bounded.
By the above lemma, there exists k ∈ Z>0 such that Vir≥k

K
⊂ sn. By

Proposition 2.6, if M does not have highest or lowest degree, then Vir≥k
K
.v �=

{0} for any v ∈M , and thus

Msn ⊂MVir
≥k
K = {0}.

Hence, we have
Kerρ(Ln) ∩Kerρ(Ln+1) = {0}, (2.29)

where ρ : VirK → EndM .
On the other hand, we have

dimM0 ≥ dim Imρ(Ln)|M−n = dimM−n − dim Kerρ(Ln)|M−n ,

dimM1 ≥ dim Imρ(Ln+1)|M−n = dimM−n − dim Kerρ(Ln+1)|M−n

and thus,
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dimM0 + dimM1 ≥ 2 dimM−n − dim Kerρ(Ln)|M−n

− dim Kerρ(Ln+1)|M−n .

Here, (2.29) implies that

dim Kerρ(Ln)|M−n + dimKerρ(Ln+1)|M−n

= dim
(
Kerρ(Ln)|M−n ⊕Kerρ(Ln+1)|M−n

)

≤ dimM−n.

Therefore, we see that

dimM−n ≤ dimM0 + dimM1.

One can similarly check that

dimMn ≤ dimM0 + dimM−1

holds for any n ∈ Z>0. Now, we have completed the proof. �

2.3.2 Correspondence between Simple Z-graded
Modules and Simple Z/NZ-graded Modules

Let g =
⊕

n∈Z
gn be a Z-graded Lie algebra over the field K. We first intro-

duce some notation. For a Z-graded vector space V =
⊕

n∈Z
Vn and m ∈ Z,

we set
EndmV := {f ∈ EndV |f(Vn) ⊂ Vn+m (∀n ∈ Z)}.

In the case where V is a Z-graded g-module, we further set

Endm
g V := EndmV ∩ EndgV.

For an integer N , one can naturally regard g as a Z/NZ-graded Lie algebra,
i.e.,

g =
⊕

α∈Z/NZ

gα,

⎛

⎜
⎝gα :=

⊕

n∈Z

α=n+NZ

gn

⎞

⎟
⎠ .

Let M =
⊕

α∈Z/NZ
Mα be a Z/NZ-graded g-module. For each n ∈ Z,

we set
M̃ =

⊕

n∈Z

M̃n,
(
M̃n := Mn+NZ

)
,

and regard M̃ as a Z-graded g-module in a natural way.
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Definition 2.6 A simple Z/NZ-graded g-module M is called relevant if M̃
is a simple Z-graded g-module.

For λ ∈ K, we define θλ ∈ EndNM̃ by

θλ(m) := λm ∈ M̃n+N (∀m ∈ M̃n).

Remark 2.1 1. θλ ∈ EndgM̃,
2. M̃ is not Z-graded simple, since Im(idM̃− θλ) is a non-trivial proper sub-

module for λ �= 0.
3. M̃/Im(idM̃ − θλ1) � M̃/Im(idM̃ − θλ2) if and only if λ1 = λ2.
4. If λ = 1, then M � M̃/Im(idM̃ − θλ).

From now on, we assume that the base field K is an algebraically closed
field.

Proposition 2.8 Suppose that a g-module M =
⊕

n∈Z
Mn is finite simple

Z-graded and not Z-graded simple. Then, there exists a positive integer N
and an invertible homomorphism θ ∈ EndN

g M such that

EndgM = K[θ, θ−1].

θ is called a generating endomorphism of M .

Proof. We divide the proof into two steps.

Step I: We show that Endm
g M �= {0} for some non-zero integer m. For v ∈M

such that
v = vk1 + vk2 + · · ·+ vks (vki ∈Mki \ {0}),

where ki ∈ Z (1 ≤ i ≤ s) and k1 < k2 < · · · < ks, we set

�(v) := ks − k1.

Note that if v is a homogeneous vector, then �(v) = 0.
Since M is not Z-graded simple, there exits a non-trivial proper submodule

M ′ of M . We set
N0 := min{�(v)|v ∈M ′ \ {0}}.

Since M is simple Z-graded, M ′ does not contain homogeneous vectors.
Hence, we see N0 > 0. We fix w ∈ M ′ \ {0}, which attains N0. Suppose
that

w = wk1 + wk2 + · · ·+ wks (wki ∈Mki \ {0}),

where ki ∈ Z (1 ≤ i ≤ s) and k1 < k2 < · · · < ks. Notice that N0 = ks − k1.
Since M is simple Z-graded, we have U(g).wk1 = M . Hence, we define f ∈
EndM by

f(x.wk1) := x.wk2 (x ∈ U(g)).
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Indeed, one can check that f is well-defined as follows: It is enough to see
that

x.wk1 = y.wk1 ⇒ x.wk2 = y.wk2

for any x, y ∈ U(g). We may assume that x and y are homogeneous. Since

(x− y).w = (x− y).wk2 + · · ·+ (x− y).wks ∈M ′

and ks − k2 < N0, from the assumption on N0, we see that (x − y).w = 0.
Since x and y are homogeneous, we have

x.wk2 = y.wk2 .

Hence, f is well-defined. By definition, f �∈ KidM . Thus, we see that
EndgM �= KidM .

Step II: Remark that, in general,

⊕

m∈Z

EndmM � EndM.

Nevertheless, the following lemma holds:

Lemma 2.12.
EndgM =

⊕

m∈Z

Endm
g M.

Proof. The inclusion ⊃ is clear. We show ⊂.
We first show that for f ∈ EndgM ,

f ∈
⊕

m∈Z

EndmM.

Any f can be expressed as

f =
∑

i∈Z

fi (fi ∈ EndiM), (2.30)

where the sum in the right-hand side is not necessarily finite. Let us take
a homogeneous vector v ∈ M such that f(v) �= 0. It follows from f(v) ∈
M =

⊕
i∈Z

Mi that fi(v) = 0 for all but a finite number of i ∈ Z. Since
f ∈ EndgM , we have

f(x.v) =
∑

i∈Z

x.fi(v). (2.31)

Since U(g).v = M , we conclude that the sum (2.30) is finite.
Moreover, if x ∈ U(g) is a homogeneous element, then (2.31) implies that

fi(x.v) = x.fi(v) for any i ∈ Z. Hence, fi ∈ Endi
gM for any i, i.e.,
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f ∈
⊕

m∈Z

Endm
g M.

We notice that any f ∈ Endm
g M \{0} is invertible. Indeed, since Kerf and

Imf are Z-graded submodules of M , Kerf = {0} and Imf = M .
We set

N := min{m ∈ Z>0|Endm
g M �= {0}},

and fix θ ∈ EndN
g M \ {0}. Notice that θ is invertible by the above fact. Let

us show that

Endm
g M =

{
{0} (m �= kN for all k ∈ Z)
Kθk (m = kN for some k ∈ Z)

.

First, we show the case m = 0. Suppose that f ∈ End0
gM . Since M is finite,

we have dimM0 < ∞. Recall that K is algebraically closed. Hence, there
exists an eigenvalue λ ∈ K of f |M0 . Since f − λidM is not invertible, the
above fact implies f = λidM . Thus, End0

g = KidM . The rest of the assertions
follows from the minimality of N . �

We complete the proof of Proposition 2.8. �

Remark 2.2 It follows from the proof of Proposition 2.8 that for a finite
simple Z-graded g-module M , if EndgM �= KidM , then M is not Z-graded
simple.

Lemma 2.13. Let M be a finite simple Z-graded and not Z-graded simple
g-module, and let θ be a generating endomorphism of M . We set

Mθ := M/Im(idM − θ).

Then, Mθ is a finite simple Z/NZ-graded relevant g-module.

Proof. One can check that Mθ is finite and simple Z/NZ-graded. Hence, we
show that Mθ is relevant. Notice that M � M̃θ, since

Mn � x �→ x+ Im(idM − θ) ∈ (M̃θ)n

gives an isomorphism of Z-graded g-modules. Hence, M̃θ is simple Z-graded
and thus, Mθ is relevant. �

Remark 2.3 Let M be as above. Then, we have

1. for any generating endomorphisms θi (i = 1, 2) of M (by Proposition 2.8,
θ1 ∝ θ2),

Mθ1 �Mθ2 ⇔ θ1 = θ2,

2. for any generating endomorphisms θ of M ,
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M̃θ �M

as Z-graded g-module.

LetM be the set of the pairs (M, θ) such that M is a finite simple Z-graded
and not Z-graded simple g-module, and θ is a generating endomorphism of
M . We define an equivalence relation ∼ on M by

(M, θ) ∼ (M ′, θ′)⇔∃f : M →M ′ : an isomorphism of g-modules such that
(i) f(Mn) ⊂M ′

n (∀n ∈ Z),
(ii) f ◦ θ = θ′ ◦ f.

Set M̄ := M/ ∼. We further denote the set of the isomorphism classes of
finite simple Z/NZ-graded relevant g-modules by N . Then, we have

Proposition 2.9 There exists a bijective correspondence between the sets M̄
and N which sends an equivalence class represented by (M, θ) to an isomor-
phism class represented by Mθ := M/Im(idM − θ).

Proof. By Lemma 2.13, Mθ is a finite simple Z/NZ-graded relevant g-
module. On the other hand, one can show that the correspondence defined
from the map M �→ (M̃, θ), where θ is a generating endomorphism of M̃,
gives the inverse of the correspondence by Remark 2.1. �

2.3.3 R-forms

Let R be a subring of the base field K. In this subsection, we state a lemma on
R-forms of a Z-graded Lie algebra, a partial Lie algebra and their modules.

For a finite Z-graded vector space M =
⊕

n∈Z
Mn, let MR be a Z-graded

R-submodule of M such that

MR =
⊕

n∈Z

(MR)n, (MR)n := MR ∩Mn.

MR is called an R-form of M if

1. M = K⊗R MR,
2. for each n ∈ Z, (MR)n is a finitely generated R-submodule of Mn.

For a finite Z-graded Lie algebra g, an R-form gR of g as a Z-graded vector
space is called an R-form of g if it is an R-Lie subalgebra of g. Similarly, for
a finite Z-graded g-module M , an R-form MR of M is an R-form of M as a
Z-graded vector space and a gR-submodule of M . For a partial Lie algebra
and its partial module, their R-forms are defined similarly.

Lemma 2.14. Let g be a finite Z-graded Lie algebra generated by its partial
part Γ := Pare

dg, and let M be a finite Z-graded g-module. Set V := Pare
dM .
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For an R-form ΓR of Γ , and an R-form VR of V , let gR be an R-Lie sub-
algebra generated by ΓR, and let MR be a gR-submodule of M generated by
VR. Then, gR (resp. MR) is an R-form of g (resp. M) with a partial part ΓR

(resp. VR).

Proof. For simplicity, we set U± := U(g±). Let U±
R be R-subalgebras of U±

generated by Γ±
R . Then, one can show that (U±

R )n is a finitely generated R-
module and K⊗RU

±
R = U±. Hence, U±

R is an R-form of U±. Let us introduce
filtrations {FnU

±
R |n ∈ Z>0} as follows:

F1U
±
R := Γ±

R ⊕R1, FnU
±
R := Γ±

R Fn−1U
±
R + Fn−1U

±
R (n ≥ 2).

We set
gR := U−

R .Γ−
R ⊕ (ΓR)0 ⊕ U+

R .Γ
+
R ⊂ g,

where U±
R acts on g via the adjoint action. By induction on n in FnU

±
R , one

can show that gR is an R-Lie subalgebra of g. By construction, for each n ∈ Z,
(gR)n is a finitely generated R-module and K⊗R gR = g. Moreover, by def-
inition, Pare

dgR = ΓR. Hence, gR is an R-form which satisfies the conditions
in this lemma.

Similarly, if we set

MR := U−
R .V −

R ⊕ (VR)0 ⊕ U+
R .V

+
R ⊂M,

then MR is the desired R-form of M . �

2.4 Lie p-algebra W (m)

For the classification of the Harish-Chandra modules over the Virasoro alge-
bra, we use the representations over a Lie p-algebra W (m). In this section,
we estimate the dimension of irreducible representations over W (m).

Through this section, let K be a field whose characteristic is p > 3, unless
otherwise stated.

2.4.1 Definitions

Let m be a positive integer. We first introduce the Lie p-algebra W (m). Let
K[t] be a polynomial ring in a variable t. We set

W (m) := Der (K[t]/(tpm))

=
pm−2⊕

i=−1

Kei (ei := −ti+1 d

dt
).
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For simplicity, we set ei := 0 for i > pm− 2. Since

(adei)pej =
p−2∏

k=−1

(−ik − j)epi+j =

{
−jepi+j (i ≡ 0 (mod p))
0 (i �≡ 0 (mod p))

,

by Proposition B.2, W (m) is a Lie p-algebra with the pth power operation
given by

e
[p]
i :=

{
epi (i ≡ 0 (mod p))
0 (i �≡ 0 (mod p))

. (2.32)

For study of representations over W (m), we introduce a p-subalgebra and
ideals of W (m). We set

B(m) :=
pm−2⊕

i=0

Kei.

Then, it is a completely solvable Lie p-algebra (see Definition B.6). Indeed,
by setting

B(m)k :=
pm−2⊕

i=pm−1−k

Kei

for 1 ≤ k ≤ pm− 1, we have a chain

{0} =: B(m)0 ⊂ B(m)1 ⊂ B(m)2 ⊂ · · · ⊂ B(m)pm−1 = B(m) (2.33)

of ideals of B(m) such that dimB(m)k = k. Further, we have

Lemma 2.15. B(m)k is a p-ideal of B(m).

Proof. It suffices to show that

(
pm−2∑

j=pm−1−k

cjej)[p] ∈ B(m)k

for any cj ∈ K. By Lemma B.3, for any x, y ∈ B(m)k,

si(x, y) ∈ B(m)k (i = 1, 2, · · · , p).

Hence, combining this fact with (2.32), we obtain the lemma. �

Next, we set I(m) := B(m)p ⊂W (m). By definition, we have

[e−1, I(m)] ⊂ I(m).

In addition, Lemma 2.15 implies that I(m) is stable under pth power oper-
ation. Hence, I(m) is a p-ideal of W (m). Notice that the pth power of an
element of I(m) for m ≥ 2 is trivial, i.e.,
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Lemma 2.16. Suppose that m ≥ 2. Then,

x[p] = 0 (∀x ∈ I(m)).

Proof. By Lemma B.3,

si(x, y) = 0 (i = 1, 2, · · · , p),

since [x, y] = 0 for any x, y ∈ I(m). Hence, from the Lie p-algebra structure
(2.32), we obtain the lemma. �

2.4.2 Preliminaries

Until the end of Lemma 2.18, the base field K is not necessarily of positive
characteristic.

Let V be a finite dimensional vector space over K, and let S be a subset
of EndV closed under [·, ·], i.e., for any x, y ∈ S, [x, y] := xy − yx ∈ S. Here,
let us denote by 〈S〉 the associative subalgebra of EndV generated by S. We
first show the following theorem due to N. Jacobson.

Theorem 2.4 ([Jac] Chapter II) Suppose that any elements of S are
nilpotent. Then, S := 〈S〉 is nilpotent, i.e., there exists k ∈ Z>0 such that
Sk = {0}.

To prove this theorem, we need the following lemma:

Lemma 2.17. Suppose that a subset T of S is closed under [·, ·]. Set T :=
〈T 〉.

1. If x ∈ S satisfies [T, x] ⊂ T, then

xT ⊂ Tx+ T.

2. Suppose that T is nilpotent and T � S. Then, there exists x ∈ S such that
x �∈ T and [T, x] ⊂ T.

Proof. The first assertion follows from [T, x] ⊂ T. Hence, we show the second
one.

We assume that [T, x] �⊂ T for any x ∈ S \ T, and lead to a contradiction.
Let us fix x ∈ S \ T. By the above assumption, there exists t1 ∈ T such that

[t1, x] �∈ T.

Moreover, since [t1, x] ∈ S \ T, there exists t2 ∈ T such that

[t2, [t1, x]] �∈ T.
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Hence, for any integer i, there exists ti ∈ T such that

[ti, [ti−1, · · · , [t2, [t1, x]] · · · ] �∈ T.

On the other hand, since T is nilpotent, there exists k ∈ Z>0 such that
Tk = {0}. Then, we have

(adT )2k = {0} in EndV .

This is a contradiction. �

Proof of Theorem 2.4. We show this theorem by induction on dimV . In
the case where dimV = 0 or S = {0}, the theorem follows by definition. Let
us assume that dimV > 0 and S �= {0}.

We set

Ω := {S′|S′ ⊂ S, [S′, S′] ⊂ S′, 〈S′〉 : nilpotent}.

Let T be an element of Ω such that dim〈T 〉 is maximal. To show this theorem,
it is enough to see that S = 〈T 〉. For simplicity, we set T := 〈T 〉.

First, we see that T �= {0}. Indeed, for a non-zero element x of S, if we set

X := 〈{x}〉 ∩ S,

then X is closed under [·, ·], and we have

〈X〉 = 〈{x}〉 =
∑

i≥1

Kxi.

Hence, X ∈ Ω and dim〈X〉 > 0.
Second, we set W := T.V . Notice that W � V , since T is nilpotent. Here,

we further set
S′ := {x ∈ S|x.W ⊂W}.

By definition, T ⊂ S′. We show that S′ ∈ Ω. We may regard S′ ⊂ EndW ,
and consider an associative subalgebra S′

1 of EndW generated by S′. We
also regard S′ ⊂ End(V/W ), and consider an associative subalgebra S′

2 of
End(V/W ) generated by S′. Notice that dimW , dim(V/W ) < dimV . Hence,
by induction hypothesis, both S′

1 and S′
2 are nilpotent, i.e., there exist pos-

itive integers k1 and k2 such that

(S′
1)

k1 = {0} and (S′
2)

k2 = {0}.

This means that, if we set S′ := 〈S′〉 ⊂ EndV , then

(S′)k2 .V ⊂W and (S′)k1 .W = {0}.
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Hence, (S′)k1+k2 = {0}, i.e., S′ is nilpotent. Since S′ is closed under [·, ·] by
definition, we have S′ ∈ Ω.

Third, we assume T � S, and lead to a contradiction. By Lemma 2.17.2,
there exists x ∈ S such that x �∈ T and [T, x] ⊂ T. Hence, by Lemma 2.17.1,
we get

x.W = xT.V ⊂ (Tx+ T).V ⊂W.

Hence, x ∈ S′. Since x �∈ T, we have

dim S
′ ≥ dim T + 1.

This contradicts the assumption that dimT is maximal. �

Lemma 2.18. Let a be a Lie algebra over an algebraically closed field K,
and let V be an irreducible a-module. Suppose that for any x ∈ [a, a], ρ(x) is
nilpotent, where ρ : a→ EndV . Then,

dimV = 1.

Proof. If we set
S := {ρ(x)|x ∈ [a, a]},

then S satisfies the conditions in Theorem 2.4. Hence, S := 〈S〉 is a nilpotent
associative subalgebra of EndV . Hence,

W := {v ∈ V |ρ([a, a]).v = {0}}

satisfies W �= {0}. Moreover, W is an a-submodule of V . Since V is ir-
reducible, we have V = W . This means that V is an irreducible (a/[a, a])-
module. Since (a/[a, a]) is an abelian Lie algebra and K is algebraically closed,
we conclude that dimV = 1. �

From now on, we assume that K is a field whose characteristic is p > 0
again. Let g be a Lie p-algebra over K with a pth power operation (·)[p]. For
x ∈ g, we say that x is p-nilpotent if there exist k ∈ Z>0 such that

x[pk] = 0,

where for n ∈ Z>0 we set

x[pn] := ((· · · (x [p])[p])[p] · · · )[p]

︸ ︷︷ ︸
n times

.

Lemma 2.19. Let M (and ρ : g→ EndM) be a g-module with central char-
acter χ ∈ g∗. For a p-nilpotent element x ∈ g, if

χ(x[pn]) = 0
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for any n ∈ Z≥0, then ρ(x) is nilpotent. In particular, if any x ∈ g are p-
nilpotent and M has the trivial central character, then ρ(x) is nilpotent for
any x ∈ g.

Proof. For x ∈ g, let k be an integer such that x[pk] = 0. Note that x[ps+1]

commutes with x[ps], since

[x[ps+1], x[ps]] = ad(x[ps])p(x[ps]) = 0.

Hence, we have

k−1∑

s=0

{(x[ps])p − x[ps+1]}pk−1−s

=
k−1∑

s=0

{(x[ps])pk−s

− (x[ps+1])pk−1−s

}

= xpk

− x[pk]

= xpk

.

On the other hand, since χ(x[ps]) = 0 for any s ∈ Z≥0,

ρ(x[ps])p − ρ(x[ps+1]) = χ(x[ps])p = 0.

Hence, ρ(x)pk

= 0, i.e., ρ(x) is nilpotent. �

Lemma 2.20. Let g be a finite dimensional Lie p-algebra, h be a p-subalgebra
of g and k be a p-ideal of h such that any x ∈ k are p-nilpotent. Let M be an
irreducible g-module with the central character χ ∈ g∗ such that

χ(k) = {0}.

Moreover, assume that there exist x, y ∈ g which satisfy the following condi-
tions:

1. g = Kx⊕ h,
2. y ∈ k and [x, y], [x, [x, y]] ∈ h,
3. ρ([x, y]) is invertible where ρ : g→ EndM .

Then, for any irreducible h-submodule M ′ of M , the following holds:

dimM = pdimM ′.

Proof. Since M is an irreducible g-module, by Proposition B.4, there exists
a surjective map

Indg

h
(M ′;χ) � M.

Further, since dim h = dim g−1, we have dim Indg

h
(M ′;χ) = pdimM ′. Hence,

the inequality
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dimM ≤ pdimM ′ (2.34)

holds. Here, we assume that dimM < pdimM ′ and leads to a contradiction.
We first show that

k.M ′ = {0}. (2.35)

By Lemma 2.19, for any z ∈ k, ρ(z) is nilpotent. Hence, by Theorem 2.4,

{ρ(z)|M ′ |z ∈ k}

generates a nilpotent subalgebra of EndM ′. This means that k.M ′ is a proper
h-submodule of M ′. Since M ′ is an irreducible h-module, we obtain (2.35).

By the assumption dimM < pdimM ′, there exist an integer n (0 < n < p)
and u0, · · · , un ∈M ′ ⊂M such that

n∑

s=0

xs.us = 0. (2.36)

We fix the minimal integer n such that (2.36) holds. Notice that

yxs = xsy +
s∑

i=1

(
s
i

)

xs−i[· · · [y, x], x] · · ·x
︸ ︷︷ ︸

i times

].

Since [x, [x, y]] ∈ h and
∑s

i=0 x
iM ′ is h-invariant for 0 ≤ s < p, we have

[· · · [y, x], x] · · ·x
︸ ︷︷ ︸

s times

].M ′ ⊂ {(adx)s−2
h}.M ′ ⊂

s−2∑

i=0

xiM ′

for s ≥ 2. Hence, there exist u′s ∈M ′ (0 ≤ s ≤ n) such that

0 = y.(
n∑

s=0

xs.us) = xnyun + xn−1(y.un−1 + n[y, x].un) +
n−2∑

s=0

xs.u′s

= xn−1n[y, x].un +
n−2∑

s=0

xs.u′s,

since y.un = y.un−1 = 0 by (2.35). It follows from the choice of n that
n[y, x].un = 0. Since [x, y] is invertible on M , we obtain un = 0. This contra-
dicts the choice of n. Now, we have completed the proof. �
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2.4.3 Irreducible Representations of W (m) (m ≥ 2)

In this subsection, we assume that K is an algebraically closed field. The
main result of this subsection is the following theorem:

Theorem 2.5 Let M be an irreducible faithful representation of W (m).
Then,

dimM ≥ p
1
2 (m−1)(p−1).

For the proof, we need a preliminary lemma. First, we notice that I(m).M �=
{0}, since M is a faithful representation, and that I(m).M is a submodule of
M , since I(m) is an ideal of W (m). Hence, we see that I(m).M = M . This
implies that there exists an irreducible B(m)-subquotient M ′ of M such that
I(m).M ′ �= {0}. Hence, we have

I(m).M ′ = M ′. (2.37)

To prove Theorem 2.5, here, we show

dimM ′ ≥ p
1
2 (m−1)(p−1).

Let χ ∈ B(m)∗ be the central character of M ′. Theorem B.4 ensures that
there exist f ∈ B(m)∗ and the Vergne polarisation p of B(m) at f constructed
from the chain (2.33) such that the induced representation

IndB(m)
p (Kf ;χ)

is isomorphic to M ′. We have

Lemma 2.21. 1. There exists j (pm − p − 1 ≤ j ≤ pm − 2) such that
χ(ej) �= 0.

2. f = χ on I(m).

Proof. By the definition of central character, for j ≥ pm− p− 1

χ(ej) = 0 ⇔ ep
j .M

′ = {0},

since e[p]
j = 0. We assume that χ(ej) = 0 for pm− p− 1 ≤ j ≤ pm− 2, and

lead to a contradiction. We set

S :=
pm−2⋃

j=pm−p−1

Kej .

Then, S satisfies the conditions in Theorem 2.4. Hence, 〈S〉 is nilpotent, Since
I(m) ⊂ 〈S〉 by definition, there exists k ∈ Z>0 such that

I(m)k.M ′ = {0}.
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This contradicts (2.37). The first statement follows.
To show the second statement, we notice that I(m) = B(m)p and

[B(m)p, B(m)p] = {0}.

By definition,
p ⊃ cB(m)p

(f |B(m)p
) = B(m)p = I(m).

On the other hand, as stated in Remark B.2,

f(x)− f(x[p])
1
p = χ(x)

holds for any x ∈ p. Hence, by Lemma 2.16, the second statement follows. �

Proof of Theorem 2.5. We set

j := max{i|f(ei) �= 0}.

By the above lemma, we see that

j ≥ pm− p− 1.

Hence, considering the matrix expression of the form df with respect to the
basis {e0, e1, · · · , epm−2} ⊂ B(m), we see that

rankdf ≥ rankde∗j .

Further, considering the matrix expression of the form de∗j , we have

rankde∗j = �{(k, l)|de∗j (ek, el) �= 0}
= �{(k, l)|(ek.e

∗
j )(el) �= 0}

= �{k|ek.e
∗
j �= 0},

where B(m) acts on B(m)∗ via the coadjoint action, i.e.,

ek.e
∗
j = (j − 2k)e∗j−k.

Hence, we see that

rankde∗j = (j + 1)− �{k|0 ≤ k ≤ j ∧ j − 2k ≡ 0 (mod p)}
≥ (pm− p− 1) + 1− (m− 1)
= (p− 1)(m− 1).

Therefore, by Theorem B.4, we obtain

dimM ≥ dimM ′ ≥ p
1
2 (m−1)(p−1). �
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2.4.4 Irreducible Representations of W (1)

The purpose of this subsection is also to give an effective estimate of dimen-
sion for faithful and irreducible W (1)-modules. In this subsection, we assume
that K is algebraically closed.

To study representations over W (1), it is convenient to use the following
new basis of W (1): Recall that W (1) = Der(K[t]/(tp)). We set

�s := −(1 + t)s+1 d

dt
(s = 0, 1, · · · , p− 1).

Since (1 + t)p = 1 in K[t]/(tp), we can regard {�s} as elements indexed over
Z/pZ. By definition, we have

W (1) =
⊕

s∈Z/pZ

K�s.

The above basis elements satisfy the following commutation relations:

[�r, �s] = (r − s)�r+s,

where r, s ∈ Z/pZ ⊂ K.
For each a, b ∈ K, we introduce a W (1)-module Ma,b. Set

Ma,b :=
⊕

n∈Z/pZ

Kvn, (2.38)

and regard Ma,b as a W (1)-module via

�s.vn := (as+ b− n)vn+s (s, n ∈ Z/pZ).

It should be noted that any submodule of Ma,b is �0-diagonalisable. Hence,
by an argument similar to the proof of Proposition 2.1, we obtain

Lemma 2.22. 1. If a �= 0,−1 or b �∈ Z/pZ, then Ma,b is irreducible.
2. If a = 0 and b ∈ Z/pZ, then M0,b contains the trivial representation Kvb

as a submodule, and the quotient module

M0,b/Kvb

is irreducible.
3. If a = −1 and b ∈ Z/pZ, then

⊕

n �=b

Kvn

is an irreducible submodule of Ma,b.
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In the sequel, for a, b ∈ K, we set

M ′
a,b :=

⎧
⎪⎨

⎪⎩

Ma,b (a �= 0,−1 ∧ b �∈ Z/pZ)
M0,b/Kvb (a = 0 ∧ b ∈ Z/pZ)
⊕

n �=b Kvn (a = −1 ∧ b ∈ Z/pZ)
. (2.39)

The main result of this subsection is

Theorem 2.6 ([Ch]) Let M be an irreducible representation of W (1). Then,
one of the following holds:

1. dimM ≥ p2,
2. dimM < p2 and

M �M ′
a,b or M � K.

In particular, if M is faithful, then

dimM ≥ p2 or dimM = p, p− 1.

Proof (cf. [St]). Let χ ∈W (1)∗ be the central character of M . We divide the
proof into the following three cases:

Case I: χ(ep−2) �= 0.
Case II: There exists j (2 ≤ j ≤ p − 2) such that χ(ek) = 0 for all k ≥ j
and χ(ej−1) �= 0.
Case III: χ(ek) = 0 for all k ≥ 1.

In the following, we show that dimM ≥ p2 in Cases I and II and dimM < p2

in Case III.

Case I Let M ′ be an irreducible B(1)-submodule of M . Set χ′ := χ|B(1) ∈
B(1)∗. Then, χ′ is the central character of M ′. By Theorem B.4, there exist
f ∈ B(1)∗ and the Vergne polarisation p of B(1) at f constructed from the
chain (2.33) such that

M ′ � IndB(1)
p (Kf ;χ′).

We first show that
f(ep−2) = χ(ep−2). (2.40)

Notice that B(1)1 = Kep−2 and [B(1)1, B(1)1] = {0}. By the definition of
the Vergne polarisation, we see that

p ⊃ cB(1)1(f |B(1)1) = B(1)1.

Hence, by Remark B.2 and e
[p]
p−2 = 0, we obtain (2.40). Hence, by the assump-

tion of Case I, we see that f(ep−2) �= 0. Considering the matrix expression of
df with respect to the base {e0, e1, · · · , ep−2}, we see that

rankdf ≥ rankde∗p−2.
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One can directly check that rankde∗p−2 = p− 1. By Theorem B.4, we obtain

dimM ′ ≥ p
1
2 (p−1).

Since p > 3, we have the conclusion dimM ′ ≥ p2.

Case II We use Lemma 2.20. We set

g := W (1), h := B(1), k :=
⊕

l≥j

Kel,

and x := e−1, y := ej . Indeed, since [x, y] = −(j + 1)ej−1 and ep
j−1 =

χ(ej−1)pidM onM , we see that [x, y] is invertible onM . Applying Lemma 2.20,
we see that for any irreducible B(1)-submodule M ′ of M ,

dimM = pdimM ′. (2.41)

We take f ∈ B(1)∗ and the Vergne polarisation p of B(1) at f constructed
from the chain (2.33) such that

M ′ � IndB(1)
p (Kf ;χ′)

(see Theorem B.4). In this case,

df �= 0 (2.42)

holds. In fact, if df = 0, then

p ⊃ cB(1)(f) = B(1).

Hence, by Remark B.2, f(ei) = χ(ei) for i ≥ 1. Moreover, df = 0 implies
f(ei) = 0 for i ≥ 1. This contradicts the assumption of Case II. Hence, (2.42)
holds. Hence, by Theorem B.4, we have

dimM ′ ≥ p.

Combining this estimation with (2.41), we obtain the conclusion dimM ≥ p2.

Case III We set

B′(1) := [B(1), B(1)] =
p−2⊕

i=1

Kei.

From the assumption of Case III, we see that χ vanishes on B′(1). By defi-
nition, one can show that x[p] = 0 for any x ∈ B′(1). Hence, by Lemma 2.19,
any x ∈ B′(1) are nilpotent on M , and thus, by Lemma 2.18, any irreducible
B(1)-submodules are one-dimensional. Hence, there exists a non-zero element
u ∈M such that Ku is an irreducible B(1)-submodule of M . Since ei (i ≥ 1)
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are nilpotent on M , there exists λ ∈ K such that

ei.u =

{
λu (i = 0)
0 (i ≥ 1)

.

If we set
N := IndW (1)

B(1) (Ku;χ),

then there exists a surjective homomorphism of W (1)-modules N � M , since
M is irreducible.

For this W (1)-module N , we have

Lemma 2.23.
N �Mλ−1,λ−1, (2.43)

where Ma,b is defined in (2.38).

Proof. Note that

N =
p−1⊕

i=0

K(e−1)i ⊗ u.

By using

ej(e−1)i = (e−1)iej +
i∑

k=1

(
i
k

)

(e−1)i−k[· · · [[ej , e−1], e−1] · · · , e−1
︸ ︷︷ ︸

k times

],

for j ≥ 1 we have

ej .(e−1)i ⊗ u =
(
i
j

)

(e−1)i−j(j + 1)!e0 ⊗ u

+
(

i
j + 1

)

(e−1)i−j−1(j + 1)!e−1 ⊗ u

=
i!

(i− j)!
{(j + 1)λ+ (i− j)}(e−1)i−j ⊗ u.

Notice that this formula still holds for j = 0,−1. By setting

vi :=
1

(p− 1− i)!
(e−1)p−1−i ⊗ u (0 ≤ i ≤ p− 1),

{vi|0 ≤ i ≤ p− 1} forms a basis of N . Moreover, by direct computation, one
can check that

ej .vi = {(λ− 1)j + (λ− 1)− i}vi+j

for any 0 ≤ i, j ≤ p− 1. Moreover, for 0 ≤ i ≤ p− 1, we set
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ui :=
i∑

k=0

(
i
k

)

vk.

Identifying the index set of {ui} with Z/pZ, we have

�j .ui = {(λ− 1)j + (λ− 1)− i}ui+j

by direct computation. Hence, the isomorphism (2.43) has been proved. �

Therefore, Case III of Theorem 2.6 follows from Lemma 2.22. Now, we have
completed the proof. �

2.4.5 Z/NZ-graded Modules over VirK

In this subsection, let K be an algebraically closed field of positive character-
istic p �= 2, 3.

Let DK := K[t, t−1] d
dt be the Lie algebra with commutation relation

[f1(t)
d

dt
, f2(t)

d

dt
] = (f1(t)f ′

2(t)− f ′
1(t)f2(t))

d

dt
.

For g(t) ∈ K[t] such that g(0) �= 0, we set

I(g(t)) := g(t)p
K[t, t−1]

d

dt
⊂ DK. (2.44)

Since d
dtg(t)

p = 0, I(g(t)) is an ideal of DK. Moreover, since K is algebraically
closed, there exist α1, α2, · · · , αs ∈ K \ {0} and m1,m2, · · · ,ms ∈ Z>0 such
that

g(t) = (t− α1)m1(t− α2)m2 · · · (t− αs)ms .

Now, (t− α)mp = tmp − αmp implies

K[t, t−1]
d

dt

/

(t− α)mp
K[t, t−1]

d

dt
� (K[t]/(tmp − αmp))

d

dt

� Der (K[t− α]/((t− α)mp))
�W (m).

Hence, we have

DK/I(g(t)) �W (m1)⊕W (m2)⊕ · · · ⊕W (ms).

Here, let us denote the canonical projection VirK � DK by π. For g(t) ∈
K[t] such that g(0) �= 0, we set
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I(g(t)) := π−1(I(g(t))).

Lemma 2.24. 1. For any ideal I of DK, there exists a polynomial g(t) ∈ K[t]
such that I = I(g(t)).

2. For any ideal I of VirK, C ∈ I holds.

Proof. For an ideal I of DK, we set

JI :=
{

g(t) ∈ K[t, t−1]
∣
∣
∣
∣g(t)

d

dt
∈ I

}

.

We first show that JI is an ideal of K[t, t−1]. For g(t) ∈ K[t, t−1], we express
it in the form

g(t) =
p−1∑

i=0

gi(tp)ti (gi(t) ∈ K[t, t−1]).

For g(t) ∈ JI and a(t) ∈ K[t, t−1], a(t)g′(t)−a′(t)g(t) ∈ JI holds by definition.
By taking a(t) = t, we have tg′(t) ∈ JI . Hence,

p−1∑

i=0

isgi(tp)ti ∈ JI (s ≥ 0),

and thus, gi(tp)ti ∈ JI for any i. For a(t) = tm (m ∈ Z) and g(t) = g̃(tp)tn ∈
K[t, t−1], we have a(t)g′(t) − a′(t)g(t) = (n − m)g̃(tp)tm+n−1. Specialising
it appropriately, at most twice, we see that gi(tp)tj ∈ JI for any integer j.
Hence, g(t)tj ∈ JI , and thus, JI is an ideal of K[t, t−1]. Moreover, since JI is
generated by elements of the form g̃(tp) for g̃(t) ∈ K[t, t−1], we have

JI = (g̃(tp))

for some g̃(tp) ∈ K[t, t−1]. Since there exists g(t) ∈ K[t, t−1] such that g̃(tp) =
g(t)p, we conclude that I = I(g(t)).

Next, we show the second statement. Suppose that there exists a non-
trivial ideal I of VirK such that C �∈ I. Let ω be the non-trivial 2-cocycle of
DK defined by

ω(Lm, Ln) := δm+n,0
m3 −m

12
,

where we set Lm := −tm+1 d
dt ∈ DK by abuse of notation. Because of the

well-definedness of the commutation relations of VirK/I, we see that

ω(I,DK) = {0},

where I := π(I). Hence, I is a subset of the radical of ω which is given
by

⊕
n∈pZ

{KLn−1 ⊕KLn ⊕KLn+1}. By the first statement, we deduce that
I = {0}. This is a contradiction. �
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Notice that for any integer N , VirK is naturally Z/NZ-graded.

Lemma 2.25. Let N be a positive integer such that there exist integers u
and v satisfying N = vpu, u ≥ 1 and (p, v) = 1. Let I be a non-trivial and
non-central Z/NZ-graded ideal of VirK. Set G := VirK/I. Let M be a simple
and faithful G-module. Then, the following three inequalities hold:

A
dimM ≥ p

1
2 v(p−1)(pu−1−1),

B if u = 1, then
dimM ≥ (p− 1)v,

C if N = p and dimM �= p, p− 1, then

dimM ≥ p2.

Proof. By Lemma 2.24, there exists a non-constant polynomial g(t) with
g(0) �= 0 such that I = I(g(t)). Since I is Z/NZ-graded, we may assume
that g(t)p ∈ K[tN ], and thus, g(t) ∈ K[tvpu−1

]. Hence, there exists h(t) ∈ K[tv]
such that g(t) = h(t)pu−1

. The set of the roots of h(t) = 0 is stable under the
multiplication of vth roots of unity. Hence, g(t) = 0 has at least v roots with
multiplicity equal to or greater than pu−1. This implies that

G �
⊕

i

W (mi),

for {mi} such that �{i|mi ≥ pu−1} ≥ v. Since M is a faithful G-module, the
inequality in A follows from Theorem 2.5, and the inequalities in B and C
follow from Theorem 2.6. �

Proposition 2.10 Let k be a finite field, and let k̄ be its algebraic closure.
Let g =

⊕
n∈Z

gn be a finitely generated finite Z-graded Lie algebra over k̄.
Let M =

⊕
n∈Z

Mn be a simple Z-graded g module which satisfies dimM =
∞ and dimMn are uniformly bounded, i.e., there exists d > 0 such that
dimMn < d for any n ∈ Z. Then, M is not graded simple.

Proof. Since g is finitely generated, there exists s ∈ Z>0 such that g is gener-
ated by the partial part Γ := Pars

−sg. We set L := Lmax(Γ ). By Theorem 2.2,
there exists a surjective homomorphism

L� g.

In the sequel, we regard M as L module via the surjection. Since M is a
simple Z-graded g-module, it is a simple Z-graded L-module.

We may assume that M0 �= {0} without loss of generality. We set σ :=
Pars

−sM and regard it as Γ -module. Then, M is generated by σ as an L-
module, since M is simple graded. By Theorem 2.3, there is a surjection
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M � Mmin(σ).

We fix a basis {x1, · · · , xa} (a := dimΓ ) of Γ and {v1, · · · , vb} (b := dimσ)
of σ. Let {cli,j |1 ≤ i, j, l ≤ a} and {dl

i,j |1 ≤ i ≤ a, 1 ≤ j, l ≤ b} be the
structure constants

[xi, xj ] =
a∑

l=1

cli,jxl, xi.vj =
b∑

l=1

dl
i,jvl.

Let K be the extension field k(cli,j , d
l
i,j). Notice that K is a finite field. We

set
ΓK :=

⊕
Kxi, σK :=

⊕
Kvi,

LK := Lmax(ΓK) and MK := Mmin(σK). Then,

Γ � k̄ ⊗ ΓK , σ � k̄ ⊗ σK , L � k̄ ⊗ LK , M � k̄ ⊗MK .

In particular,
dim(MK)n = dimMn < d (∀n ∈ Z).

Moreover, it is easy to see that MK is simple Z-graded.
For each m ∈ Z, setting

σ(m)K :=
⊕

|m−n|≤s

(MK)n,

we naturally regard it as partial Γ -module. Here, it should be noted that the
cardinality of the equivalence classes of the partial Γ -module τ =

⊕
|n|≤s τn

such that dim τn ≤ d for any n is finite, since K is a finite field. Moreover,
σ(m)K �= {0} for infinitely many integers m. Therefore, there exist m1,m2 ∈
Z (m1 �= m2) such that

σ(m1)K � σ(m2)K .

Here, we allow any degree shift for an isomorphism of partial Lie algebras.
This implies that there exists a generating homomorphism

θ ∈ EndLK
(MK)m1−m2 .

By Remark 2.2, MK is not graded simple, and thus, M is not graded simple.
�
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2.5 Proof of the Classification of Harish-Chandra
Modules

We complete the proof of the classification of Harish-Chandra modules over
the Virasoro algebra.

2.5.1 Structure of Simple Z-graded Modules

In this subsection, we show a proposition on structures of finite simple Z-
graded modules over the Virasoro algebra in positive characteristic.

Proposition 2.11 Suppose that K = F̄p for p > 0 such that p �= 2, 3. Let
M =

⊕
n∈Z

Mn be a finite simple Z-graded VirK-module such that

dimMn <
1
2p

(p− 1)2 (∀n ∈ Z).

Then, there exist a, b ∈ K such that the following isomorphism holds:

M � V ′
a,b

where V ′
a,b are defined as in (2.5).

Proof. By Proposition 2.10, M is not graded simple. Hence, by Proposi-
tion 2.8, there exists a generating homomorphism θ ∈ EndVirK

(M) of degree
N > 0. Here, we use the following notation:

M := M/(idM − θ)M.

Let I be the kernel of VirK → EndK(M). Then, one can show that I is a
non-trivial and non-central Z/NZ-graded ideal. Indeed, if I is central, then
dim(VirK/I) =∞. On the other hand, since M is a faithful (VirK/I)-module,
VirK/I ↪→ EndK(M). But this contradicts dimK M <∞. One can also show
that I is a Z/NZ-graded ideal by definition.

Let u and v be integers such that N = vpu and (v, p) = 1. Since θ com-
mutes with L0, we see that p|N . Hence, u ≥ 1. By assumption, we have

dimM < N
1
2p

(p− 1)2 =
1
2
vpu−1(p− 1)2.

By Lemma 2.25. A, we have

p
1
2 v(p−1)(pu−1−1) <

1
2
vpu−1(p− 1)2.

Hence, u = 1. By Lemma 2.25. B, we have
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(p− 1)v <
1
2
v(p− 1)2.

Hence, v = 1 and N = p. By Lemma 2.25. C, we have

dimM = p, p− 1.

By Lemma 2.24, there exists m1, · · · ,ms such that

VirK/I �
s⊕

i=1

W (mi).

Hence, by Theorem 2.5, we obtain s = 1 and m1 = 1, and thus

VirK/I �W (1).

By Theorem 2.6,
M �M ′

a,b

for some a, b ∈ K. Hence, by Proposition 2.9, we obtain

M � V ′
a,b. �

2.5.2 Semi-continuity Principle

We recall the definition and some properties of Dedekind domain, which we
use in the proof of Theorem 2.1. For definitions and results on commutative
algebra, which we omit in this subsection, see [AtM] or [Matsu].

The aim of this section is the following proposition:

Proposition 2.12 Let K be an algebraic number field, i.e., a finite algebraic
extension of Q, and let R′ be the ring of integers of K, i.e., the integral closure
of Z in K. Let R be a localisation of R′ such that R �= K, and let k be a
residue field of R. Let M be a finite dimensional K-vector space, and let MR

be an R-form of M . We set Mk := k ⊗R MR. Then, we have

dimM = dimMk.

This proposition is usually refered to as the semi-continuity principle.
Recall the definition of Dedekind domain (see, e.g., [AtM] Chapter 9).

Definition 2.7 An integral domain A is called a Dedekind domain if

1. A is Noetherian,
2. every non-zero prime ideal is a maximal ideal of A, and
3. A is integrally closed.

An important example is given by the next proposition:
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Proposition 2.13 The ring of integers in an algebraic number field is a
Dedekind domain.

Proof. Theorem 9.5 in [AtM]. �

To show Proposition 2.12, we recall two facts from commutative algebras:

Lemma 2.26. Suppose that A is a Dedekind domain. Then, for any non-zero
prime ideal p of A, Ap is a principal ideal domain.

Proof. Proposition 9.2 and Theorem 9.3 in [AtM]. �

Lemma 2.27. Let A be an integral domain, and let M be an A-module. M
is torsion free if and only if Mp is a torsion free Ap-module for any prime
ideal p.

Proof. Exercise 13 in Chapter 3 of [AtM]. �

Proof of Proposition 2.12. First, we notice that MR is torsion free.
Hence, by Lemma 2.27, for any non-zero prime ideal p of R, (MR)p is a
torsion free Rp-module. On the other hand, it follows from R ⊂ Rp ⊂ K that
(MR)p is an Rp-form of M . Since by Lemma 2.26, Rp is a principal ideal
domain, we see that (MR)p is a free Rp-module of rank dimM . Hence, we
have

dimMk = dimM. �

2.5.3 Proof of Theorem 2.1

To complete the proof of the classification theorem, we introduce some nota-
tion. We set

Γ :=
⊕

|i|≤2

KLi ⊕KC ⊂ VirK,

and regard it as a partial Lie algebra.
We denote the kernel of the map Lmax(Γ )→ VirK by I.
Let V =

⊕
|i|≤2 Vi be a graded K-vector space. Let V(V, Γ ) be the variety

of partial Γ -module structures on V . It is a closed subvariety of (EndV )dim Γ .
A partial Γ -module σ can be regarded as an element of V(V, Γ ), and we will
often do so.

For a positive integer f , let V(V, Γ, I, f) be the subvariety of V(V, Γ ) de-
fined by

σ ∈ V(V, Γ, I, f)
⇔ σ : simple, I.Mmin(σ) = {0}, dimMmin(σ)n ≤ f (∀n ∈ Z).
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By definition, V(V, Γ, I, f) is a locally closed subvariety.
Let D = (D−2, D−1, D0, D1, D2) be a quintuple of non-negative integers

such that Di ≤ f for −2 ≤ i ≤ 2. Let VD be a graded K-vector space
⊕

|i|≤2 Vi

such that dimVi = Di. We set

V(f) :=
⋃

D
V(VD, Γ, I, f).

Moreover, let X be the subvariety of V(f) which consists of Par2−2V
′
a,b, where

V ′
a,b is the irreducible VirK-module defined as in (2.5).
By Proposition 2.7, for any Harish-Chandra module

M =
⊕

n∈Z

Mn

without highest or lowest degree, there exists a positive integer f such that
dimMn ≤ f for any n ∈ Z. Hence, we have

Par2−2M ∈ V(f).

Hence, to show the theorem, it suffices to prove that X = V(f).
It should be noted that the varieties V(V, Γ ), V(V, Γ, I, f), V(f) and X

are defined over Q. Hence, we may assume that the base field K is Q without
loss of generality.

In the sequel, suppose that σ ∈ V(f) is defined on some localisation R of
the ring of integers of a number field.

Remark 2.4 Let K be the field of the fractions of R. By assumption, there
exists a K-basis {vi} of σ such that the structure constants (cli,j) defined by

Li.vj =
∑

l

xl
i,jvl, C.vj =

∑

l

yl
jvl

satisfy (xl
i,j , y

l
j) ⊂ R. Hence, σK :=

⊕
j Kvj is a partial ΓK-module, where

ΓK :=
⊕

|i|≤2 KLi ⊕KC. Moreover, dimK σK = dimK σK holds.

By localising again, if necessary, we may assume that all prime numbers p
such that

1
2p

(p− 1)2 ≤ f

are invertible in R. Moreover,

Lemma 2.28. By localising R appropriately, if necessary, we may assume
that for any residue field k, σk := σR ⊗R k is absolutely simple.

Proof. For simplicity, we put r := dimσ. Here, we denote the set of
r × r matrices whose elements belong to a ring A by Matr(A). To show
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σk is absolutely simple, it is enough to check that the image of the map
U(Lmax(Γk))→ Endk(σk) is isomorphic to Matr(k).

Since σ is absolutely simple, the map ϕ : U(Lmax(Γ )) → EndK(σ) is
surjective, i.e., Imϕ � Matr(K). Hence, for any 1 ≤ i, j ≤ r, there exists
an element X ∈ U(Lmax(ΓR)) such that ϕ(X) ∈ REi,j , where Ei,j denotes
the matrix unit. Hence, by taking an appropriate localisation R′ of R, the
image ϕ(U(Lmax(ΓR′))) is isomorphic to Matr(R′) where σR′ := σR ⊗ R′.
Therefore, σk′ is absolutely simple, where k′ is any residue field of R′. �

From now on, we denote the localisation R′ by R for simplicity.

Remark 2.5 Since dimσ < ∞, we may assume that for infinitely many
prime integers q ∈ Z, q is a prime element of R. We use this assumption at
the end of this proof.

Let MR be the Lmax(ΓR)-submodule of M := Mmin(σ) generated by σR.
By Lemma 2.14, MR is an R-form of M . Set

M ′
k := MR ⊗ k,

where k is a residue field of R. Let Nk be a graded maximal proper submodule
of M ′

k. We set
Mk := M ′

k/Nk.

Since σk is a simple partial module and generates M ′
k as Lmax(Γk)-module,

we have σk ∩Nk = {0}. Hence,

Par2−2Mk � σk.

Moreover, since Mk is generated by σk, by Theorem 2.3, there exists a sur-
jection Mk � Mmin(σk). Since Mk is simple Z-graded, we have

Mk �Mmin(σk).

By Proposition 2.12 and Remark 2.4, we see that

dim(Mk)n ≤ f.

Since the residue field k is finite, and the characteristic p of k satisfies

f <
1
2p

(p− 1)2,

it follows from Proposition 2.11 that

Mk ⊗ k̄ � V ′
a,b:k̄

where V ′
a,b:k̄

denotes the irreducible Virk̄-module defined as in (2.5), and to
avoid confusion, we specify the ground field k̄.
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In the following, we divide the proof into the following cases:

1. a �= 0,−1 or b �∈ Z/pZ,
2. a = 0,−1 and b ∈ Z/pZ,

and here, we prove the theorem in the first case only, since the other case can
be similarly treated.

Case: a �= 0,−1 ∨ b �∈ Z/pZ If we set σk̄ := σk ⊗k k̄, then

dim(σk̄)n = 1

for any −2 ≤ n ≤ 2. Since, by Proposition 2.12

dim(σ)n = dim(σk̄)n

holds, we have
dim(σ)n = 1 (−2 ≤ n ≤ 2).

Let us fix v0 ∈ (Va,b:K)0. Notice that for any −2 ≤ n ≤ 2, there exists
xn ∈ U(VirR) (−2 ≤ n ≤ 2) such that xn.v0 ∈ (Va,b:K)n \ {0}. By using
the elements x−2, x−1, · · · , x2, we define an R-form of the partial module
τ := Par2−2Va,b by

τR :=
2∑

n=−2

Rxiv0,

and set τk̄ := τR ⊗R k̄. Then, by the isomorphism Mk ⊗k k̄ � Va,b:k̄, the
following isomorphism holds:

τk̄ � σk̄. (2.45)

Let w0 be an element of (σR)0 such that (σR)0 = Rw0. (Note that
rank(σR)0 = 1, since dim(σ)0 = 1.) We define an R-linear map

ϕR : τR −→ σR

by ϕR(xi.v0) := xi.w0. Let ϕk̄ : τk̄ −→ σk̄ be the k̄-linear map induced from
ϕR. Since both τk̄ and σk̄ are simple and isomorphic to each other, we see
that ϕk̄ gives an isomorphism of Virk̄-modules. Hence, for any v ∈ τR and
−2 ≤ n ≤ 2,

LnϕR(v)− ϕR(Ln.v) ∈

⎛

⎝
⋂

m∈m-Spec(R)

m

⎞

⎠σR,

where we denote the set of the maximal ideals of R by m-Spec(R). Hence,
the following lemma implies that ϕR commutes with the action of Ln for
−2 ≤ n ≤ 2.
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Lemma 2.29. ⋂

m∈m-Spec(R)

m = {0}.

Proof. By Remark 2.5, for infinitely many prime integers q ∈ Z, (q) ∈ SpecR.
Since R is a Dedekind domain, (q) ∈ m-Spec(R). This implies the result. �

Thus, we can extend ϕR to the K-linear map

ϕ : τ −→ σ.

Then, since dim(σ)n = 1 for any −2 ≤ n ≤ 2, ϕ gives an isomorphism of
partial module over Γ =

⊕2
n=−2 KLn ⊕KC. Therefore, we have proved that

σ ∈ X for any σ ∈ V(f). The inverse inclusion X ⊂ V(f) holds by definition,
and thus, we have completed the proof of the classification theorem.

2.6 Bibliographical Notes and Comments

In 1981, V. G. Kac [Kac3] proposed some open problems with conjectures.
Among them, the problem of classifying Harish-Chandra modules over the
Virasoro algebra is the theme of this chapter. Let us briefly recall its history
and some relevant topics.

In 1985, I. Kaplansky and L. J. Santharoubane [KaSa] classified the Harish-
Chandra modules all of whose weight multiplicities are 1, which is summarised
in the appendix of this chapter. Later, in 1988, V. Chari and A. Pressley [CP2]
classified the unitarisable Harish-Chandra modules. In 1991, C. Martin and
A. Piard [MaP] proved that any indecomposable Z-graded Vir-module with
bounded weight multiplicities contains a Z-graded submodule whose weight
multiplicities are less than or equal to 1. Thus, in particular, their results
together with Proposition 2.7 gives another proof of the conjecture mentioned
above. All of these results are obtained only by purely characteristic zero
arguments but involve complicated computations. The complete proof of the
conjecture obtained by O. Mathieu [Mat2], as explained in this book, relies
on completely different methods, partial Lie theory and representation theory
in positive characteristic.

In this direction, a more general result was obtained by J. Germoni [Ger].
In 2001, he showed that every block in the category of Z-graded Vir-modules
whose weight multiplicities are bounded is wild. Moreover, he also proved that
the category of finite-length extensions of irreducible highest (resp. lowest)
weight Vir-modules is also wild.

Let us explain the original usage of the partial Lie theory. In [Kac3], V. G.
Kac conjectured that any infinite dimensional simple Z-graded Lie algebras
with finite growth should be isomorphic to either 1) a loop algebra (including
a twisted algebra), 2) a Cartan type Lie algebra or 3) the Virasoro algebra. In
1986, O. Mathieu [Mat1] proved this conjecture in the case when the growth
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is less than or equal to one, and in 1992, again, O. Mathieu [Mat3] gave a
complete affirmative answer to this conjecture. ‘Partial Lie theory ’ was the
key technique in his proof of the classification problem.

Finally, let us make a brief remark on the classification of Harish-Chandra
modules over an infinite dimensional simple graded Lie algebra of finite
growth. The classification of the Harish-Chandra modules over a (untwisted-
)loop algebra was obtained by V. Chari [Char] and that for a twisted loop
algebra was obtained by V. Chari and A. Pressley [CP1]. The classification
of Harish-Chandra modules over a Cartan type Lie algebra of rank ≥ 2 was
obtained by I. A. Kostrikin [Kostr], and the only rank 1 case, i.e., what is
called of type W1, was treated by O. Mathieu [Mat2]. Therefore, the classifi-
cation of Harish-Chandra modules over all of the infinite-dimensional simple
Z-graded Lie algebras is complete.

2.A Appendix: Indecomposable Z-graded Vir-Modules
with Weight Multiplicities 1

Here, we state the classification of the indecomposable Z-graded modules
with weight multiplicities 1 following [KaSa] and [Ka].

2.A.1 Definition of A(α) and B(β)

For α, β ∈ CP 1, the Vir-modules A(α) and B(β) are defined as follows:

1. A(α) =
⊕

n∈Z
Cwn; C.wn = 0,

i) α ∈ C,

Li.wj := (−i− j)wi+j (j �= 0),
Li.w0 := −i(1 + (i+ 1)α)wi.

ii) α =∞,

Li.wj := (−i− j)wi+j (j �= 0),
Li.w0 := −i(i+ 1)wi.

2. B(β) =
⊕

n∈Z
Cwn; C.wn = 0,

i) β ∈ C,

Li.wj := −jwj+i (j �= −i),
Li.w−i := i(1 + (i+ 1)β)w0.
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ii) β =∞,

Li.wj := −jwj+i (j �= −i),
Li.w−i := i(i+ 1)w0.

Notice that in [KaSa], the case α = β = ∞ was missing owing to an error
in the calculation of, what they call, the inverted module of A(α) and B(β).
These modules are clearly indecomposable. In fact, the next lemma holds:

Lemma 2.30. For α, β ∈ CP 1,

1. A(α) is always reducible and its submodule
⊕

n �=0 Cwn is isomorphic to
the non-trivial proper submodule of V−1,0

∼= A(0).
2. B(β) is always reducible and its irreducible quotient B(β)/Cw0 is isomor-

phic to the irreducible quotient of V0,0
∼= B(0).

Remark 1.7 shows the geometric nature of these modules. Indeed, under an
isomorphism Va,b

∼= ta−bC[t, t−1](dt)−a, we have

V−1,0/
⊕

n �=0

Cwn
∼= C

dt

t
, V0,0

∼= C[t, t−1] (w0 �−→ 1).

See also Proposition 1.7.

2.A.2 Classification Theorem

In the previous subsection, we have seen that dim Ext1Cadm
(C1,C[t, t−1]/C1)

and dim Ext1Cadm
(C[t, t−1]/C1,C1) are at least 2. In fact, by the theorem due

to I. Kaplansky and L. J. Santharoubane [KaSa] which is stated below, it
follows that

Ext1Cadm
(C1,C[t, t−1]/C1) ∼= C

2, Ext1Cadm
(C[t, t−1]/C1,C1) ∼= C

2,

and each isomorphism class is represented by A(α) (resp. B(β)). Indeed, they
have proved the next stronger statement:

Theorem 2.7 ([KaSa]) Any Z-graded indecomposable Vir-module whose
weight multiplicities are 1 is one of the following modules:

Va,b (a, b ∈ C), A(α) (α ∈ CP 1), B(β) (β ∈ CP 1).

Their proof is based on straightforward calculations. For its proof see [KaSa]
together with [Ka] where the errors in the proof of the first lemma which
states that, for a Z-graded Vir-module V =

⊕
n∈Z

Cwn,

if L±1.wj �= 0 (∀ j ∈ Z), then ∃ a, b ∈ C such that V ∼= Va,b,
was corrected.
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We remark that the modules A(α) and B(β) (α, β ∈ CP 1) have the fol-
lowing dualities:

1. The antipode-dual:

A(α)�a ∼= B(α), B(β)�a ∼= A(β).

2. The contragredient dual:

A(α)c ∼= B

(

− α

2α + 1

)

, B(β)c ∼= A

(

− β

2β + 1

)

.



Chapter 3

The Jantzen Filtration

The Jantzen filtration is a very useful tool in the representation theory of
Lie algebras. For example, the structure of Verma modules over a rank two
simple Lie algebra (or a Kac−Moody algebra) is completely determined by
means of the Jantzen filtration [Ja1].

In the case of the Virasoro algebra, the situation is similar to those in
the cases of rank two simple Lie algebras, i.e., the Jantzen filtration reveals
the structure of Verma modules. However, the original Jantzen filtration is
not necessarily applicable to other Vir-modules, e.g. Fock modules. Hence a
generalisation of the Jantzen filtration was proposed by B. L. Feigin and D. B.
Fuchs in order to study the Vir-modules defined on the space of semi-infinite
forms [FeFu4].

Here we will generalise the Jantzen filtration following [FeFu4]. (In this
book, we call this generalisation the Jantzen filtration à la Feigin and Fuchs.)
Recall that the original Jantzen filtration is constructed based on the con-
travariant form of a Verma module. On the other hand, the contravariant
form can be regarded as a map from the Verma module to its contragredient
dual. From this view point, we will generalise the Jantzen filtration based
on an arbitrary homomorphism between two modules both of which have the
same character.

In Section 3.1, we will introduce the Shapovalov form on U(g) of a Q-
graded Lie algebra g with a Q-graded anti-involution σ and a contravariant
form on a g-module. These give us motivation for the definition, though here
we will define the Jantzen filtration in a more general setting (see Subsec-
tion 3.1.3). In Section 3.2, we will recall the original definition of the Jantzen
filtration and its properties. In Section 3.3, we will define the Jantzen fil-
tration à la Feigin and Fuchs in an algebraic setting similar to the previous
section. In Section 3.4, we will give a geometric interpretation of the filtration
given in the previous section. In the last section, we will discuss the Jantzen
filtration of some quotients of Verma modules.

Throughout this chapter, let K be an arbitrary field of characteristic 0 and
we assume that a K-algebra is associative and commutative with the unit.

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 3,
© Springer-Verlag London Limited 2011
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3.1 Motivation

In this section, let g be a Q-graded Lie algebra over K with a Q-graded anti-
involution σ (see § 1.2.2 for definition). In order to explain the motivation for
the Jantzen filtration, we introduce the Shapovalov form of U(g) and con-
travariant forms on g-modules. The reader who is familiar with this subject
may skip this section.

3.1.1 Shapovalov Forms

First, we remark that the Poincaré−Birkhoff−Witt theorem gives us the
following decomposition as a vector space:

U(g) = U(h)⊕ {g−U(g) + U(g)g+}.

Let S(h) be the symmetric algebra of h. Since h is commutative, we have the
following linear map

π : U(g) −→ U(h) � S(h),

where U(g) −→ U(h) is the projection with respect to the above decomposi-
tion.

Definition 3.1 The bilinear form

F : U(g)× U(g) −→ S(h)

defined by
F (x, y) := π(σ(x)y) (x, y ∈ U(g))

is called the Shapovalov form of g.

The universal enveloping algebra U(g) has the following decomposition:

U(g) =
⊕

β∈Q

U(g)β ,

U(g)β := {x ∈ U(g)|[h, x] = β(h)x (∀h ∈ h)}.

We define U(g±)β , U(g≥)β and U(g≤)β similarly.
We have

Proposition 3.1 1. F is symmetric.
2. F is contravariant, i.e., F (zx, y) = F (x, σ(z)y) for any x, y, z ∈ U(g).
3. For β1, β2 ∈ Q such that β1 �= β2,

F (x, y) = 0 (∀x ∈ U(g)β1 , ∀y ∈ U(g)β2).
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Proof. These assertions are proved by using σ|h = idh. �

Next, we introduce the Shapovalov determinant. For each γ ∈ Q+, we fix
a basis {Xi|i ∈ I} of U(g−)−γ .

Definition 3.2 We set

Dγ := det (F (Xi, Xj))i,j∈I ∈ S(h),

and call it a Shapovalov determinant of g.

Needless to say, Dγ is determined up to a non-zero scalar depending on the
choice of a basis.

3.1.2 Contravariant Forms

The Jantzen filtration of a g-module M is introduced based on a contravariant
form on M . We define a contravariant form on a g-module.

Definition 3.3 For a g-module M , a bilinear form

〈·, ·〉 : M ×M −→ K

is said to be contravariant if it satisfies

〈g.x, y〉 = 〈x, σ(g).y〉 (3.1)

for any g ∈ U(g) and x, y ∈M .

In the case where M is a highest weight module, the following proposition
holds:

Proposition 3.2 Any highest weight module has a unique, up to a constant
factor, contravariant bilinear form.

To show this proposition, we first consider the case where M is a Verma
module.

Proposition 3.3 The Verma module M(λ) has a unique contravariant form
〈 , 〉λ, which satisfies

〈1⊗ 1λ, 1⊗ 1λ〉λ = 1,

where 1⊗ 1λ is defined in § 1.2.5.

Since the uniqueness of a contravariant form on M(λ) follows from the prop-
erty (3.1), it is enough to show the existence.

For X, Y ∈ U(g), we set

〈X ⊗ 1λ, Y ⊗ 1λ〉λ := F (X,Y )(λ)
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by using F (X,Y ) ∈ S(h) � K[h∗]. The form 〈 , 〉λ is well-defined by the next
lemma which follows from the Poincaré−Birkhoff−Witt theorem:

Lemma 3.1. The universal enveloping algebra U(g) has the following decom-
position:

U(g) = U(g){g+ +
∑

h∈h

K(h− λ(h))} ⊕ U(g−).

Proof of Proposition 3.3. For X,Y ∈ U(g), by Lemma 3.1,

X = X1 +X2, Y = Y1 + Y2, (3.2)

where

X1, Y1 ∈ U(g−), X2, Y2 ∈ U(g){g+ +
∑

h∈h

K(h− λ(h))}.

Since F (X2, Z)(λ) = 0 = F (Z, Y2)(λ) for any Z ∈ U(g), we have

F (X,Y )(λ) = F (X1, Y1)(λ).

Hence, the form 〈 , 〉λ is well-defined. The contravariance 〈 , 〉λ follows from
Proposition 3.1. �

Proposition 3.1 implies that 〈 , 〉λ is symmetric and

〈 , 〉λ|M(λ)μ×M(λ)ν
= 0, (3.3)

for any μ, ν ∈ h∗ such that μ �= ν.
By the contravariance of 〈 , 〉λ, the following proposition holds:

Proposition 3.4 For any λ ∈ h∗, rad〈 , 〉λ coincides with the maximal
proper submodule J(λ) of M(λ), where

rad〈 , 〉λ := {u ∈M(λ)|〈v, u〉λ = 0 (∀v ∈M(λ))}.

Proof of Proposition 3.2. By Proposition 3.3 and Proposition 3.4, a
highest weight module with highest weight λ has the contravariant form in-
duced from 〈 , 〉λ. �

Let us introduce some notation. For each λ ∈ h∗ and γ ∈ Q+, we put

det(λ)γ := det (〈Xi ⊗ 1λ, Xj ⊗ 1λ〉λ)i,j∈I ,

where {Xi|i ∈ I} is a basis of U(g−)−γ .
By definition, we have

det(λ)γ = Dγ(λ).
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3.1.3 What is the Jantzen Filtration?

The Jantzen filtration of a Verma module is a decreasing filtration of g-
submodules of the Verma module. Hence, we fix λ ∈ h∗ such that M(λ) is
reducible. How can one construct such a filtration?

Intuitively, the Janzten filtration

M(λ) ⊃M(λ)(1) ⊃M(λ)(2) ⊃ · · ·

of M(λ) is introduced as follows. We fix a curve C ⊂ h∗ containing λ and con-
sider a perturbation of λ along the curve C. To define the Jantzen filtration,
we assume that

M(μ) is irreducible for any μ ∈ C \ {λ}. (3.4)

Under this assumption, we introduce a filtration on M(λ) by counting the
degree of ‘degeneracy’ of the contravariant forms 〈 , 〉μ (μ ∈ C) as μ → λ.
Indeed, the Jantzen filtration satisfies M(λ)(1) = J(λ) and thus, it gives us
much information on the structure of Verma modules.

Next, let us algebraise the above construction of the Jantzen filtration.
The idea is to use Verma modules over the polynomial ring K[t], where t
corresponds to a local parameter of C at λ.

Let gK(t) be the Lie algebra g ⊗K K(t) over the field K(t), the quotient
fields of K[t], and let gK[t] be the Lie algebra g ⊗K K[t] over the ring K[t].
We denote the canonical map K[t] � K[t]/tK[t] � K by φ, and the reduction
functor from ModK[t] to VectK which sends M �→M ⊗K[t] (K[t]/tK[t]) by the
same notation φ.

Let MK(t)(λ(t)) be the Verma module over gK(t) with highest weight λ(t) ∈
h∗ ⊗K K[t]. We fix λ(t) such that λ = φ(λ(t)). Moreover, we suppose that
λ(t) satisfies

MK(t)(λ(t)) is irreducible. (3.5)

Let MK[t](λ(t)) be the K[t]-sublattice of MK(t)(λ(t)) generated by 1⊗1λ(t) ∈
MK(t)(λ(t)) as gK[t]-module. Note that it satisfies

〈MK[t](λ(t)),MK[t](λ(t))〉λ(t) ⊂ K[t].

For k ∈ Z>0, we set

MK[t](λ(t))(k)

:={v ∈MK[t](λ(t))|〈v, w〉λ(t) ∈ tkK[t] (∀w ∈MK[t](λ(t)))},

and define the Jantzen filtration {M(λ)(k)}k∈Z≥0 on M(λ) by setting

M(λ)(k) := Im{MK[t](λ(t))(k)
ι
↪→MK[t](λ(t))

φ
� M(λ)},
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where ι stands for a natural inclusion.
Remark that important properties of the Jantzen filtration in the above

setting follow from the fact that K[t] is a principal ideal domain. Moreover,
taking the property (3.3) into account, one may restrict to each weight sub-
space of MK[t](λ(t)), which is a K[t]-free module of finite rank. Hence, in
the following subsections, we formulate the Jantzen filtration in terms of free
modules of finite rank over a principal ideal domain.

3.2 The original Jantzen Filtration

We recall the original version of the Jantzen filtration [Ja1]. The reader who
is familiar with this subject may skip this section.

3.2.1 Integral Form

Throughout this subsection, let R be a K-algebra. For a K-vector space V ,
we set VR := V ⊗KR, and regard V as a subset of VR via the map v �→ v⊗1.
In the case where V is a Lie algebra or an associative algebra, we regard VR
as a Lie algebra or an associative algebra over R in a natural way.

Let (g, h) be a Q-graded Lie algebra over K with a Q-graded anti-
involution σ. Here, following [Ja1], we recall a natural setting to work on
the representation theory of gR.

gR has the following triangular decomposition:

gR = g
−
R ⊕ hR ⊕ g

+
R,

where g
±
R := (g±)R. For simplicity, we set g

≥
R := (g≥)R and h∗

R := (h∗)R.

Remark 3.1 One has the following isomorphisms:

1. h∗
R � HomR(hR,R),

2. U(g)R � UR(gR), where the right-hand side is the universal enveloping
algebra of an R-Lie algebra gR.

Indeed, the first isomorphism follows by definition, and the second one follows
from the universality of universal enveloping algebras.

First, we introduce weight submodules of gR-modules and formal charac-
ters, and state some properties. Let M̃ be a gR-module. For λ̃ ∈ h∗

R, we set

M̃λ̃ := {m ∈ M̃ |H.m = λ̃(H)m (∀H ∈ hR)}.

Note that if M̃ is a torsion-free R-module then M̃λ̃ = M̃μ̃ �= {0} implies
λ̃ = μ̃. For λ̃ and μ̃ ∈ h∗

R, we define
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λ̃ � μ̃ ⇔ λ̃− μ̃ ∈ Q+,

where Q+ was defined in § 1.2.2, and set D(λ̃) := {μ̃ ∈ h∗
R|μ̃ � λ̃}. Let Ẽ be

the Z-algebra consisting of the elements of the form

n∑

i=1

∑

μ̃∈D(λ̃i)

cμ̃e(μ̃) (n ∈ Z>0, λ̃i ∈ h
∗
R, cμ̃ ∈ Z),

where the algebra structure on Ẽ is defined by e(λ̃)e(μ̃) = e(λ̃ + μ̃). For a
gR-module M̃ such that M̃ =

⊕
λ∈h∗

R
M̃λ̃, where M̃λ̃ is an R-free module of

finite rank for each λ̃, we define the formal character of M̃ as follows:

ch M̃ :=
∑

λ̃∈h∗
R

(rkRM̃λ̃)e(λ̃) ∈ Ẽ .

For a g-module M , we naturally regard MR as a gR-module. Let M be a h-
diagonalisable g-module (see Definition 1.10). Then, we have chMR = chM .

Next, we introduce Verma modules over gR. For λ̃ ∈ h∗
R, we define the

g
≥
R-module structure on the R-free module Rλ̃ := R1λ̃ by

1. h.1λ̃ = λ̃(h)1λ̃ for h ∈ hR,
2. x.1λ̃ = 0 for x ∈ g

+
R.

For λ̃ ∈ h∗
R, we set

MR(λ̃) := UR(gR)⊗
UR(g

≥
R)
Rλ̃, (3.6)

and call it the Verma module over gR with highest weight λ̃. It has the
following decomposition:

MR(λ̃) =
⊕

γ∈Q+

MR(λ̃)λ̃−γ .

Note that, if λ ∈ h∗ ⊂ h∗
R, then the following isomorphism of gR-modules

holds:
MR(λ) �M(λ)R.

We set vλ̃ := 1⊗ 1λ̃ ∈ MR(λ̃). Then, by an argument similar to Proposi-
tion 3.3, one can show that there uniquely exists a contravariant form 〈 , 〉λ̃
on MR(λ̃) such that 〈vλ̃, vλ̃〉λ̃ = 1.

Let A be a K-algebra, and let φ : R → A be a homonorphism of K-
algebras. In the sequel, we regard A-modules as R-modules via the homo-
morphism φ.

For a K-vector space V , let Vφ be the map defined by

VR −→ VA; v ⊗ a �→ v ⊗ φ(a) (v ∈ V, a ∈ R).
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By definition, this is a homomorphism of R-modules. Moreover, if V is an
associative algebra (resp. a Lie algebra), then Vφ is a homomorphism of asso-
ciative algebras (resp. Lie algebras). For λ̃ ∈ h∗

R, we set λ̃′ := (h∗)φ(λ̃) ∈ A.
Note that φ defines a homomorphism of g

≥
R-modules

Rλ̃ −→ Aλ̃′ ; a.1λ̃ �→ φ(a).1λ̃′ (a ∈ R).

Since U(g)φ : U(g)R → U(g)A is a homomorphism of right g
≥
R-modules, the

map

M(λ̃)φ : MR(λ̃) −→MA(λ̃′); u.vλ̃ �→ (U(g)φu).vλ̃′ (a ∈ U(gR))

is well-defined. Moreover, since U(g)φ is a homomorphism of left gR-modules,
M(λ̃)φ is a homomorphism of gR-modules, where gR-module structure on
MA(λ̃′) is defined via the map gφ : gR → gA. Note that, by definition, the
following formula holds:

φ(〈v, v′〉λ̃) = 〈M(λ̃)φv,M(λ̃)φv
′〉λ̃′ (v, v′ ∈MR(λ̃)).

From now on, we denote gφ, g
≥
φ , h∗

φ, U(g)φ, M(λ̃)φ etc by the same notation
φ for simplicity.

Let K/K be an extension of fields. By Proposition 3.4, for λ̃ ∈ h∗
K , the

Verma module MK(λ̃) (λ̃ ∈ h∗
K) has a unique maximal proper submodule

JK(λ̃) = rad〈 , 〉λ̃. If λ ∈ h∗ ⊂ h∗
K , then the irreducible quotient LK(λ) :=

MK(λ)/JK(λ) satisfies
LK(λ) = L(λ)⊗K K,

since a contravariant form on M(λ) can be naturally extended to the con-
travariant form on MK(λ).

In general, a highest weight module over gR is defined as follows:

Definition 3.4 A gR-module M̃ is called a highest weight module with high-
est weight λ̃ ∈ h∗

R, if

1. M̃λ̃ is an R-free module,
2. there exists a non-zero element v ∈ M̃λ̃ such that

g
+
R.v = {0}, M̃ = UR(g−R)v, M̃λ̃ = Rv.

Let φ : R → K be a homomorphism of K-algebras. We regard K as an R-
module via φ. Then, M̃ ⊗φ K(� M̃/(Kerφ)M̃) is a highest weight g-module
with highest weight φ(λ). Moreover, if M̃μ̃ is an R-free module for any μ̃ such
that M̃μ̃ �= {0}, then the following formula holds:

ch(M̃ ⊗φ K) = e(φ(λ)− λ) ch M̃.
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From now on, we assume that R is an integral domain. Let Q(R) be the
quotient field of R.

Take λ̃ ∈ h∗
R ⊂ h∗

Q(R). Let LQ(R)(λ̃) be the irreducible highest weight

module with highest weight λ̃. Set v̄λ̃ := vλ̃ + JQ(R)(λ̃) ∈ LQ(R)(λ̃) and

M̃ := UR(gR).v̄λ̃.

Since g
+
R.v̄λ̃ = {0} and UR(hR).v̄λ̃ = Rv̄λ̃, we obtain

M̃ = UR(g−R).v̄λ̃

and it is a highest weight module with highest weight λ̃. Moreover, M̃ is
torsion-free as R-module and M̃μ̃ is a finitely generated R-module for each
μ̃ ∈ h∗

R since M̃ ⊂ MQ(R)(λ̃). Hence, if R is a principal ideal domain, then
each R-submodule M̃μ̃ is an R-free module. In particular, we have

LQ(R)(λ̃)μ̃ = Q(R)M̃μ̃

for any μ̃ ∈ h∗
R, from which we conclude ch M̃ = chLQ(R)(λ̃).

3.2.2 Definitions

Throughout this subsection, let R be a K-algebra and a principal ideal do-
main. We fix a prime element t ∈ R and denote the residue field R/tR by
K. Let φ : R� K be the canonical map, and regard K as an R-module via
this map. Here, we denote the functor M �−→ M ⊗R K from the category
ModR of R-modules to the category VectK of K-vector spaces by the same
notation φ. Note that, for a morphism f in ModR, the morphism φ(f) in
VectK is defined by f ⊗ idK . In the sequel, we call φ a reduction functor.

Let M̃ be an R-free module of rank r ∈ Z>0 with a non-degenerate sym-
metric bilinear form

(·, ·)M̃ : M̃ × M̃ −→ R.

We set M := φM̃ . The Jantzen filtration is defined as a filtration on this
K-vector space M . Note that the K-vector space M admits a symmetric
bilinear form induced from (·, ·)M̃ , defined by

(φv1, φv2) := φ((v1, v2)M̃ ) (v1, v2 ∈ M̃).

Here, by abuse of langauage, we set φv := v ⊗ 1 ∈ φÑ for Ñ ∈ Ob(ModR).
In the case when Ñ is R-free, there exists a K-vector space V such that
Ñ ∼= V ⊗K R. In particular, φ defined here can be identified with Vφ defined
in the previous subsection.
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The original Jantzen filtration is defined as follows:

Definition 3.5 ([Ja1]) For m ∈ Z≥0, we set

M̃(m) := {v ∈ M̃ | (v, M̃)M̃ ⊂ tmR }.

Let ιm : M̃(m) ↪→ M̃ be a natural embedding. Then

M(m) := Imφ(ιm)

defines a filtration of the K-vector space M

M = M(0) ⊃M(1) ⊃M(2) ⊃ · · · .

This filtration is called the Jantzen filtration.

We remark that, for v ∈ M̃(m), one has φ(ιm)(φv) = φιm(v).

Remark 3.2 Since the reduction functor is in general not left exact, it does
not necessarily preserve kernels and the space M(m) does not necessarily
coincide with φM̃(m).

3.2.3 Basic Properties

In general, the Jantzen filtration {M(m)} of M enjoy the following properties.

Proposition 3.5 1. ⋂

m∈Z≥0

M(m) = {0}.

2. M(1) = rad (·, ·), where rad (·, ·) = {v ∈M |(v,M) = {0}}.
3. There exists a symmetric bilinear form (·, ·)m on M(m) such that

rad (·, ·)m = M(m+ 1).

To show this proposition, we recall the following well-known lemma:

Lemma 3.2. Any submodule Ñ of M̃ is R-free of rank s less than or equal
to r. Moreover, there exists an R-free basis {v1, · · · , vr} of M̃ such that

Ñ =
s⊕

i=1

Raivi

for some ai ∈ R (i = 1, · · · , s).

Lemma 3.2 allows us the following description:
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Lemma 3.3. 1. Let us set M̃∗ := HomR(M̃,R). Then, there exist

{e∗1, e∗2, · · · , e∗r} : R-free basis of M̃∗,

{f1, f2, · · · , fr} : R-free basis of M̃

and elements {a1, a2, · · · , ar} ⊂ R which satisfy

(fi, ·)M̃ = aie
∗
i

for i = 1, 2, · · · , r.
2. For the above R-free bases, we have

M̃(m) =
⊕

i;νt(ai)<m

Rtm−νt(ai)fi ⊕
⊕

i;νt(ai)≥m

Rfi.

Proof. If we set Ñ := {(v, ·)M̃ | v ∈ M̃}, then Ñ is an R-free submodule of
M̃∗ of rank r, since the form (·, ·)M̃ is non-degenerate on M̃ . By Lemma 3.2,
there exists an R-free basis {e∗1, e∗2, · · · , e∗r} of M̃∗ and a1, a2, · · · , ar ∈ R
such that

Ñ =
r⊕

i=1

Raie
∗
i .

Taking fi ∈ M̃ satisfying (fi, ·)M̃ = aie
∗
i , we have proved the first statement.

The second statement is an immediate consequence of the first one. �

Proof of Proposition 3.5. The first assertion of the proposition is an
immediate consequence of Lemma 3.3. The second assertion of the proposition
is obvious from the definition of the bilinear form (·, ·). Hence we show the
last assertion. To do it, let us define the bilinear form (·, ·)m on M(m) as
follows:

(φv1, φv2)m := φ(t−m(v1, v2)M̃ ) (v1, v2 ∈ M̃(m)).

Indeed, this bilinear form is well-defined, since

t−m(v, M̃(m))M̃ ⊂ t−m(tM̃ , M̃(m))M̃

= t−m+1(M̃, M̃(m))M̃

⊂ tm−m+1R

for v ∈ M̃(m) ∩ tM̃ .
Thus, to complete the proof, it is enough to verify that the radical of (·, ·)m

coincides with M(m + 1). First, we show that M(m + 1) ⊂ rad (·, ·)m. For
v ∈ M̃(m+ 1), we have

t−m(v, M̃(m))M̃ ⊂ t−m(v, M̃)M̃ ⊂ tm−m+1R.
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Hence, φv ∈ rad (·, ·)m. The opposite inclusion follows from Lemma 3.3. 2. �

Recall that the Verma module M(λ) over a Q-graded Lie algebra with
a Q-graded anti-involution possesses a contravariant bilinear form. One can
define the Jantzen filtration {M(λ)(l)} of M(λ) by the contravariant form.
The next corollary follows from Propositions 3.4 and 3.5:

Corollary 3.1 M(λ)(1) coincides with the maximal proper submodule of
M(λ).

3.2.4 Character Sum

Next, we discuss the character sum,

∞∑

m=1

dimK M(m)

which is one of the important properties of the Jantzen filtration. This quan-
tity can be expressed in terms of the valuation of the determinant of the form
(·, ·)M̃ on M̃ as follows. For a fixed R-free basis {e1, · · · , er} of M̃ , set

D̃ := det ((ei, ej)M̃ )
1≤i,j≤r

.

D̃ is determined up to multiplication of the square of a unit of R, since any
two R-free bases of M̃ can be transformed to each other by an element of
GLr(R). D̃ is called the discriminant of the form (·, ·)M̃ .

As an application of Lemma 3.3, we obtain

Proposition 3.6

νt(D̃) =
∞∑

m=1

dimK M(m).

Proof. Let {e∗1, e∗2, · · · , e∗r} be the R-free basis of M̃∗ given in Lemma 3.3 and
let {e1, e2, · · · , er} be the R-dual basis. Further, let {f1, f2, · · · , fr} be the
R-free bases of M̃ such that

(fi, ·)M̃ = aie
∗
i .

By using these R-free bases, we can express νt(D̃) in terms of νt(ai). We
notice that there exists X := (xi,j) ∈ GLr(R) such that ei =

∑r
j=1 xj,ifj ,

since both {e1, e2, · · · , er} and {f1, f2, · · · , fr} are R-free bases of M̃ .
Then, we have
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D̃ = det ((ei, ej)M̃ )
1≤i,j≤r

= det

(

(ei,

r∑

k=1

xk,jfk)M̃

)

1≤i,j≤r

=
r∏

i=1

ai × detX,

since
(fi, ej) = aie

∗
i (ej) = δi,jai.

Therefore, we obtain

νt(D̃) =
r∑

i=1

νt(ai),

since X ∈ GLr(R), detX is an unit of R.
On the other hand, the right-hand side of the proposition can be computed

from the fact that
M(m) =

⊕

i;νt(ai)≥m

Kφfi,

which is also an immediate consequence of Lemma 3.3. We have

∞∑

m=1

dimK M(m) =
∞∑

m=1

�{i; νt(ai) ≥ m}

=
r∑

i=1

νt(ai)

=νt(D̃).

Thus, we have completed the proof. �

Finally, let us remark on the relation between the original Jantzen filtration
and its generalisation constructed in the next section.

The original Jantzen filtration is constructed based on the bilinear form
(·, ·)M̃ on M̃ . On the other hand,

M̃ −→ M̃∗ such that m �→ (m, ·)M̃ (3.7)

induces an isomorphism between Q(R)-vector spaces M̃Q(R) and M̃∗
Q(R).

The original Jantzen filtration can be regarded as filtration based on the
morphism (3.7).

In the next section, we will generalise the original Jantzen filtration start-
ing from an arbitrary morphism S̃ : Ṽ → W̃ of R-free modules of the same
rank, which naturally extends to an isomorphism ṼQ(R) → W̃Q(R) of Q(R)-
vector spaces.



114 3 The Jantzen Filtration

3.3 The Jantzen Filtration à la Feigin and Fuchs I

In this section, we introduce a generalisation of the Jantzen filtration.

3.3.1 Definitions and Properties

For the reader’s convenience, we recall some notation for commutative rings.
Let R be a K-algebra, which is a principal integral domain. We denote the
quotient field of R by Q(R). We fix a prime element t ∈ R, and set K :=
R/tR. Let νt : R → Z≥0 ∪ {∞} be the t-adic valuation, and let φ be the
reduction functor from the category ofR-modules to the category of K-vector
spaces defined in § 3.2.1.

The following notation is necessary to define the filtration: Let Ṽ and W̃
be R-free modules of the same rank, say r ∈ Z>0. Let S̃ : Ṽ → W̃ be a
homomorphism of R-modules whose extension S̃ ⊗ idQ(R) : ṼQ(R) → W̃Q(R)

is an isomorphism of Q(R)-vector spaces. We denote the extension S̃⊗idQ(R)

by S̃Q(R). Moreover, we set V := φṼ , W := φW̃ and S := φ(S̃) : V →W .

Definition 3.6 Suppose that m ∈ Z≥0. A K-subspace V (m) of V is de-
fined by

Ṽ (m) := S̃−1(ImS̃ ∩ tmW̃ ),

V (m) := Imφ(ιVm),

where ιVm : Ṽ (m) ↪→ Ṽ is a natural embedding. The quotient space W (m) of
W is defined by

ĨK(m) := t−m(ImS̃ ∩ tmW̃ ),

IK(m) := Imφ(ιIK
m ),

W (m) :=

{
W/IK(m− 1) m > 0
W m = 0

,

where ιIK
m : ĨK(m) ↪→ W̃ is a natural embedding. We denote the projection

W →W (m) by πm.

Note that we use the notation IK(m) to denote the image Imφ(ιIK
m ) which

is the kernel of W →W (m+ 1) at the same time (not Iohara and Koga!).
By the definition, we have the following filtration:

V = V (0) ⊃ V (1) ⊃ V (2) ⊃ · · · ,

which is called the Jantzen filtration, and one can check
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∞⋂

m=1

V (m) = {0}, (3.8)

in a way similar to the proof of Proposition 3.5. On the other hand, there
exists a sequence of canonical projections

W = W (0) � W (1) � W (2) � · · · .

Here and after, we call this sequence the Jantzen cofiltration. The relation
between the filtration {V (m)} and the original one is the following:

Remark 3.3 If Ṽ = M̃ , W̃ = M̃∗ and

S̃ : M̃ −→ M̃∗ such that v �→ (v, ·)M̃ ,

then the new filtration coincides with the original Jantzen filtration.

Next, we introduce ‘higher derivatives’ S(m) of the map S : V →W .

Definition-Lemma 3.1 Suppose that m ∈ Z>0. For u ∈ V (m), take ũ ∈
Ṽ (m) such that u = φ(ιVm)(φũ). Then, the element

πm ◦ φ(ιIK
m )

(
φt−mS̃(ũ)

)

does not depend on the choice of ũ. Hence, the map

S(m) : V (m)→W (m), u �−→ πm ◦ φ(ιIK
m )

(
φt−mS̃(ũ)

)

is well-defined and is called the mth derivative.

Proof. It suffices to check that

πm ◦ φ(ιIK
m )

(
φt−mS̃(ũ)

)
= 0

for any ũ ∈ Ṽ (m) ∩ tṼ . To show this, we notice the following fact:

Ṽ (m) ∩ tṼ = tṼ (m− 1),

which can be proved easily. Hence, there exists ṽ ∈ Ṽ (m−1) such that ũ = tṽ,
thus we have

t−mS̃(ũ) = t−m+1S̃(ṽ) ∈ ĨK(m− 1),

i.e.,

φ(ιIK
m )

(
φt−mS̃(ũ)

)
∈ IK(m−1). �
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For simplicity, let us set S(0) := S. The mth step of the Jantzen (co)-
filtration V (m) and W (m) is characterised by S(m−1) : V (m−1)→W (m−1).
In fact, we have

Proposition 3.7 For any m ∈ Z>0, the following hold:

1. V (m) = KerS(m−1),
2. W (m) = CokerS(m−1).

Proof. First, let us prove that V (m) = KerS(m−1). Since V (m) ⊂ KerS(m−1)

is clear by definition, we show that V (m) ⊃ KerS(m−1). We take u ∈
KerS(m−1). There exists ũ ∈ Ṽ (m− 1) such that φ(ιVm−1)(φũ) = u. It follows
from u ∈ KerS(m−1) that

φ(ιIK
m−1)

(
φt−m+1S̃(ũ)

)
∈ IK(m− 2),

which implies
t−m+1S̃(ũ) ∈ ĨK(m− 2) + tW̃ ,

i.e.,
S̃(ũ) ∈

{
t(tm−2W̃ ∩ ImS̃) + tmW̃ ∩ ImS̃

}
.

Using the fact that S̃ is an isomorphism, we obtain

ũ ∈ tṼ (m− 2) + Ṽ (m).

Hence u ∈ V (m) and thus V (m) ⊃ KerS(m−1) is proved.
Second, let us prove that W (m) = CokerS(m−1). By definition, it is enough

to show that
ImS(m−1) = πm−1(IK(m− 1)).

This follows from the definition of S(m−1). �

3.3.2 Character Sum

Similarly to the original version, the character sum of {V (m)|m ∈ Z>0} can
be expressed in terms of the valuation of the determinant of S̃. Let us denote
the determinant of the map S̃ by D̃, namely, for R-free bases {v1, · · · , vr}
and {w1, · · · , wr} of Ṽ and W̃ such that

S̃(vi) =
r∑

j=1

si,jwj ,

we set
D̃ := det(si,j)1≤i,j≤r.
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As was mentioned before, this determinant is determined up to multiplication
of a unit of R. We have

Proposition 3.8

νt(D̃) =
∞∑

m=1

dimK V (m).

To show this proposition, we use the following lemma.

Lemma 3.4. 1. There exist

{f1, f2, · · · , fr} : R-free basis of Ṽ ,

{e1, e2, · · · , er} : R-free basis of W̃

and {a1, a2, · · · , ar} ⊂ R which satisfy

S̃(fi) = aiei

for i = 1, 2, · · · , r.
2. For the above R-free bases, the following hold:

Ṽ (m) =
⊕

i;νt(ai)<m

Rtm−νt(ai)fi ⊕
⊕

i;νt(ai)≥m

Rfi,

ĨK(m) =
⊕

i;νt(ai)<m

Rt−νt(ai)aiei ⊕
⊕

i;νt(ai)≥m

Rt−maiei.

Proof. The first assertion easily follows from Lemma 3.2. The second asser-
tion is a direct consequence of the first one. �

Proof of Proposition 3.8. Taking R-free bases of Ṽ and W̃ as in the
above lemma, we can express the both sides of the proposition in terms of
νt(ai). Indeed, we have

νt(D̃) =
r∑

i=1

νt(ai),

since S̃(fi) = aiei (i = 1, 2, · · · , r). On the other hand, we see that

V (m) =
⊕

i;νt(ai)≥m

Kφfi.

Thus, we have
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∞∑

m=1

dimK V (m) =
∞∑

m=1

�{i|νt(ai) ≥ m}

=
r∑

i=1

νt(ai)

= νt(D̃).

�

3.3.3 Duality

The Jantzen filtration defined in this section has the following duality. Let

Ṽ ∗ := HomR(Ṽ ,R), W̃ ∗ := HomR(W̃ ,R)

be the dual R-modules of Ṽ and W̃ . Let

tS̃ : W̃ ∗ −→ Ṽ ∗

be the transpose of the map S̃. Moreover, we set

V ∗ := φṼ ∗, W ∗ := φW̃ ∗, tS := φ(tS̃∗).

Under this setting, we define the Jantzen filtration {W ∗(m)} of W ∗, the
Jantzen cofiltration {V ∗(m)} of V ∗ and the higher derivatives

tS(m) : W ∗(m) −→ V ∗(m)

as in Definition 3.6 and Definition-Lemma 3.1.
Then, we have the following proposition.

Proposition 3.9 For m ∈ Z≥0, the following hold:

1. V ∗(m) � V (m)∗,
2. W ∗(m) �W (m)∗,

where V (m)∗ and W (m)∗ are the dual K-vector spaces of the mth step of the
Jantzen (co)-filtration V (m) and W (m).

Proof. Since Ṽ is an R-free module, for m = 0, the statement holds. For
m > 0, we set

V̄m := {v∗ ∈ V ∗|v∗(V (m)) = {0} } ,

W̄m := {w∗ ∈W ∗|w∗(IK(m− 1)) = {0} } .
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By definition, we have

V (m)∗ � V ∗/V̄m, W (m)∗ � W̄m.

Hence, it suffices to see that

V̄m = IK∗(m− 1), W̄m = W ∗(m),

where IK∗(m) is defined by

ĨK
∗
(m) := t−m(ImtS̃ ∩ tmṼ ∗),

ιIK∗
m : ĨK

∗
(m) ↪→ Ṽ ∗ embedding

IK∗(m) := Imφ(ιIK∗
m ).

Taking the R-dual basis of the R-free basis in Lemma 3.4, the explicit
expressions of ĨK

∗
(m− 1) and W̃ ∗(m) prove the proposition. �

3.4 The Jantzen Filtration à la Feigin and Fuchs II

In this section, we briefly explain a geometric interpretation of the Jantzen
filtration à la Feigin and Fuchs.

3.4.1 Notation

The geometric version of the Jantzen filtration is constructed by means of
vector bundles and sheaves of sections on them. Before defining the filtration,
we introduce some notation for vector bundles and sheaves.

Let X be an algebraic variety over the field K, and let (V, πV) be a vector
bundle on X, where πV : V → X is the canonical projection. For x ∈ X,
we denote the fibre π−1

V
(x) of V by Vx. For a sheaf F on X and an open

subset U ⊂ X, we also denote the sections of F over U and the stalk of
F at P ∈ X by F(U) and FP respectively. Let OX be the structure sheaf
of X. For OX -modules F and G, let HomOX

(F ,G) be the set of morphisms
of OX -modules. ϕ ∈ HomOX

(F ,G) induces an OX,P -map FP → GP on the
stalks, which we denote by ϕP .
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3.4.2 Definitions and Properties

The geometric version of the Jantzen filtration is constructed from two vector
bundles with a common base space and a map between them. To be precise,
the setting is as follows:

Let (V, πV) and (W, πW) be vector bundles on X of the same rank, say r.
Let f : V → W be a morphism of vector bundles, i.e., the following diagram
commutes

V
f

πV

W

πW

X

,

and its induced morphism at each fibre is a linear map.
Until the end of this section, we fix a point P ∈ X and a curve C ⊂ X

containing the point P . We assume that

Assumption 1: C is regular at P .

LetOC be the sheaf of regular functions on C. By the above assumption,OC,P

is a discrete valuation ring. We denote its valuation OC,P → Z≥0 ∪ {∞} by
ν. By assumption, OC,P is a discrete valuation ring with its unique maximal
ideal mC,P = (t) (t ∈ OC,P ).

Let (VC , πV,C), (WC , πW,C) and fC : VC → WC be the restrictions of V,
W and f to the curve C, and let VC andWC be the sheaves of sections of VC

and WC respectively. For any open set U ⊂ C, we define homomorphisms
f̃C ∈ HomOC

(VC ,WC) and f̃C,P ∈ HomOC,P
(VC,P ,WC,P ) as follows:

(f̃C(U)(s))(x) := fC(s(x)),

f̃C,P := f̃C |P ,
(x ∈ U, s ∈ VC(U)).

For simplicity, we assume the following:

Assumption 2: Imf̃C,P is of full rank, i.e., r.

Under the above setting, we introduce the Jantzen filtration à la Feigin and
Fuchs (geometric version) associated to the quintuple (V,W, f, C, P ), which
gives a filtration {VC,P (m)} of VP and cofiltration {WC,P (m)} of WP .

Definition 3.7 Suppose that m ∈ Z≥0. We define a subspace VC,P (m) of
VP by

VC,P (m) := f̃−1
C,P (mm

C,PWC,P ∩ Imf̃C,P ),

VC,P (m) := {ṽ(P )|ṽ ∈ VC,P (m)}.

Further, we define a quotient space WC,P (m) of WP by
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IKC,P (m) := t−m(mm
C,PWC,P ∩ Imf̃C,P ),

IKC,P (m) := {ṽ(P )|ṽ ∈ IKC,P (m)},

WC,P (m) :=

{
WP /IKP (m− 1) m > 0
WP m = 0

.

Let πm : WP →WC,P (m) be the canonical projection.

This Jantzen filtration à la Feigin and Fuchs (geometric version) admits
the same properties as those of the algebraic version in the previous section.
For the reader’s convenience, we will list these properties without proof. (The
proofs of them are quite similar to those of the corresponding statements in
the algebraic version.)

First, we construct a map f
(m)
C,P : VC,P (m)→WC,P (m) as a ‘higher deriva-

tive’ of fP : VP →WP along the curve C.

Definition-Lemma 3.2 Suppose that m ∈ Z≥0. For u ∈ V (m), we take
ũ ∈ VC,P (m) such that u = ũ(P ). Then,

πm((t−mf̃C,P (ũ))(P ))

does not depend on the choice of ũ. Therefore, the map

f
(m)
C,P : VC,P (m)→WC,P (m), u �−→ πm((t−mf̃C,P (ũ))(P ))

is well-defined. In particular, we have f
(0)
C,P = fP .

Second, we state a characterisation of VC,P (m) and WC,P (m) by means
of the map f

(m−1)
C,P .

Proposition 3.10 For any m ∈ Z>0, the following hold:

1. VC,P (m) = Kerf (m−1)
C,P ,

2. WC,P (m) = Cokerf (m−1)
C,P .

Let us fix a point P ∈ X and curves C,C ′ ⊂ X. Assume that both C
and C ′ satisfy Assumptions 1 and 2. They define, à priori, two different fil-
trations and cofiltrations {VC,P (m)} and {VC′,P (m)} (resp. {WC,P (m)} and
{WC′,P (m)}). Comparing these two filtrations and cofiltrations, we arrived
at the following:

Conjecture 1 For m ∈ Z≥0, we have

VC,P (m) = VC′,P (m), WC,P (m) = WC′,P (m).

Third, we state the duality of our Jantzen filtration. Let V
∨ and W

∨ be
the dual vector bundles of V and W respectively, i.e., their fibres satisfy
(V∨)x = (Vx)∗ and (W∨)x = (Wx)∗ for any x ∈ X. Let
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tf : W
∨ −→ V

∨

be the transpose of f : V→W, i.e., tf |(W∨)x
= t(f |Vx). Let us take the point

P ∈ X and the curve C as before, and denote the restrictions by V
∨
C , W

∨
C ,

V∨
C and W∨

C . By Assumption 2, we see that

tf̃C,P :W∨
C,P −→ V∨

C,P

is of full rank.
We can define the Jantzen (co)filtration {W∨

C,P (m)}, {V∨
C,P (m)} associ-

ated to the quintuple (W∨,V∨, tf, C, P ) as in Definition 3.7 and Definition-
Lemma 3.2. Then, we have the following duality:

Proposition 3.11 For m ∈ Z>0, we have

1. W
∨
C,P (m) �WC,P (m)∗,

2. V
∨
C,P (m) � VC,P (m)∗.

3.5 The Jantzen Filtration of Quotient Modules

The Jantzen filtration of quotients of Verma modules was first considered in
[Ja1], and it played an important role in [RW3] to determine the structure
of Verma modules over the Witt algebra. Although one can formulate the
Jantzen filtration of quotient modules over a general Q-graded Lie algebra
with a Q-graded anti-involution, it is not only technically cumbersome, but
also it may obscure the essence. Hence, we do not go into the technical details,
instead we describe the construction intuitively. A concrete application will
be given in § 5.6. The informed reader may generalise the construction for a
general Q-graded Lie algebra with a Q-graded anti-involution.

Let g be a Q-graded Lie algebra with a Q-graded anti-involution σ, and
let M(λ) be the Verma module with highest weight λ. Suppose that M(λ) is
reducible. Let vγ,λ ∈ (M(λ)λ−γ)g+ (γ ∈ Q+) be a non-zero singular vector.
Here, we are going to consider the Jantzen filtration of the following:

M(λ) := M(λ)/U(g).vγ,λ.

Let Φ ∈ S(h) � K[h∗] be an irreducible component of the determinant
Dγ (Definition 3.2) which satisfies Φ(λ) = 0 for the above λ ∈ h∗. In order
to define the Jantzen filtration of M(λ), let us consider the curve C ⊂ h∗

defined by Φ = 0, and perturb λ along the curve C.
We assume that

I. there exists a neighbourhood U1 ⊂ C of λ such that a non-zero
singular vector vγ,μ ∈ (M(μ)μ−γ)g+ (μ ∈ U1) which satisfies vγ,μ → vγ,λ

as μ→ λ exists.
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Remark that by Proposition 3.4 the contravariant form on M(μ) (μ ∈ U1)
induces a contravariant form on

M(μ) := M(μ)/U(g).vγ,μ.

Under the following assumption:

II. there exists a neighbourhood U2 ⊂ C of λ such that M(μ) is irre-
ducible for any μ ∈ U2 \ {λ},

we define the filtration

M(λ) ⊃M(λ)(1) ⊃M(λ)(2) ⊃ · · ·

of M(λ), in the same way as in § 3.2.
We expect that the character sum of the filtration {M(λ)(k)} can be

described by using the character sums of M(λ) and M(λ − γ). However,
for μ ∈ C, since M(μ) is always reducible and M(μ − γ) is not necessarily
irreducible, one cannot naively define the Jantzen filtrations of these modules.

Hence, we further assume

III. there exists a neighbourhood U3 ⊂ C of λ such that M(μ − γ) is
irreducible for any μ ∈ U3 \ {0}.

Moreover, we assume

IV. the existence of a neighbourhood U4 ⊂ C of λ with the following
property: for each μ ∈ U4 \{λ}, there exists a neighbourhood Uμ of μ such
that Uμ ∩ C = {μ} and M(ν) is irreducible for any ν ∈ Uμ \ {μ}.

Under these assumptions, considering the limits ν → μ and μ→ λ in that
order, one can compare the degeneration of the contravariant forms on M(λ),
M(λ) and M(λ− γ). In fact, under some technical assumptions, we are able
to describe the character sum of M(λ) explicitly by means of character sums
of M(λ) and M(λ− γ).

3.6 Bibliographical Notes and Comments

In 1977, J. C. Jantzen [Ja1] introduced the so-called Jantzen filtration in his
study of Verma modules over a semi-simple finite dimensional Lie algebra.
This technique is very useful, in particular, when one tries to study the struc-
ture of Verma modules over a rank 2 Q-graded Lie algebra with a Q-graded
anti-involution (see, e.g., [RW2]). Its generalisation was also considered in
several contexts, e.g., [FeFu4], [Ja1], [RW3] and so on.

Jantzen’s approach [Ja1, Ja3] is algebraic, and is used to study not only
Verma modules but also Weyl modules. A. Rocha-Caridi and N. R. Wal-
lach [RW3] modified the original definition in terms of C∞-language to apply
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it to the Lie algebra of vector fields on the circle, i.e., the Witt algebra. Their
modification also applies to a quotient of a Verma module. After this work, B.
Feigin and D. B. Fuchs [FeFu4] further generalised this filtration to analyze
the modules of semi-infinite wedges over the Virasoro algebra.

Our approach in § 3.3 is based on [FeFu4], but is formulated in an alge-
braic language. Our intuitive explanation of the Jantzen filtration of quotient
modules is also based on the idea of [RW3].



Chapter 4

Determinant Formulae

Determinants of contravariant forms on Verma modules over a semisimple
Lie algebra were calculated by N. N. Shapovalov [Sh], and the result was
essentially used by J. C. Jantzen in order to study the structure of Verma
modules [Ja1]. In the case of the Virasoro algebra, to reveal the structures of
Verma and Fock modules by means of Jantzen filtration, it is also important
to compute their determinants.

To calculate the determinants of contravariant forms on Verma modules,
following [Ro], we will use screening currents that appear in the conformal
field theory. On the other hand, in the case of Fock modules, we will com-
pute determinants of homomorphisms from Verma modules to Fock modules
and from Fock modules to the contragredient dual of Verma modules. These
determinants were calculated by A. Tsuchiya and Y. Kanie [TK2]. Here, we
will simplify their proof.

In Section 4.1, we will introduce a Heisenberg Lie algebra and their Fock
modules. Two vertex (super)algebra structures are recalled. In Section 4.2,
we will study some properties of Fock modules as Vir-module to calculate the
determinants. In Section 4.3, we will construct screening currents, and give a
sufficient condition so that compositions of screening currents are non-trivial.
In Section 4.4 we will calculate the determinants of Verma modules, and in
Section 4.5, we will determine those of Fock modules.

From this chapter, we will work over C, the field of complex numbers.

4.1 Vertex (Super)algebra Structures associated to
Bosonic Fock Modules

In this section, we define Fock modules over the Virasoro algebra. Further,
we give some isomorphisms between Fock modules and their duality with
respect to the contragredient dual.

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 4,
© Springer-Verlag London Limited 2011
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4.1.1 Definitions and Notation

Fock modules over the Virasoro algebra are defined by using the Heisenberg
Lie algebra of rank one defined in § 1.2.3. The Heisenberg Lie algebra

H :=
⊕

n∈Z

Can ⊕ CKH

is the Lie algebra whose commutation relations are given by

[am, an] := mδm+n,0KH, [H,KH] = {0}.

Recall that (H,H0) is a Q-graded Lie algebra with Q := ZαH (§ 1.2.3),
and

H =
⊕

β∈Q

Hβ , HnαH :=

{
Can n �= 0
Ca0 ⊕ CKH n = 0

.

Since the map πQ defined in (1.6) is trivial for the Heisenberg Lie algebra,
G = Q by the definition (1.7) and the map p : Q→ G is the identity. Recall
that H± :=

⊕
±β∈Q+\{0}Hβ , where Q+ := Z≥0αH, and H≥ := H0 ⊕ H+,

H≤ := H− ⊕H0.
For η ∈ C, let Cη := C1η be the one-dimensional H≥-module given by

1. an.1η = ηδn,01η (n ∈ Z≥0),
2. KH.1η = 1η,
3. G-gradation: for β ∈ G,

(Cη)β =

{
Cη (β = 0)
{0} (β �= 0)

.

For simplicity, we denote by Fη the Verma module overH with highest weight
(0, (η, 1)) ∈ G× (H0)∗, where (η, 1)(a0) := η and (η, 1)(KH) := 1, namely,

Fη = IndH
H≥Cη.

Fη is often called the (bosonic) Fock module over H. We denote a highest
weight vector 1⊗ 1η by |η〉.

Remark that Fη is an object of the category Oι defined in § 1.2.4, but it
is not (H0)∗-semi-simple in the sense of Definition 1.10, since (Fη)(η,1) = Fη

is infinite dimensional.
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4.1.2 Vertex Operator Algebra F0

Here, we briefly recall a vertex operator algebra structure on F0 and its
modules.

A Z-graded vertex algebra structure on F0 is defined as follows:

1. (Gradation) For n1 ≤ n2 ≤ · · · ≤ nm < 0, set

deg(an1an2 · · · anm .|0〉) := −
m∑

i=1

ni.

2. (Vacuum vector) |0〉.
3. (Translation operator) Set T |0〉 := 0 and [T, an] := −nan−1.
4. (Vertex operators) Set Y (|0〉, z) := id and

Y (a−1.|0〉, z) := a(z) :=
∑

n∈Z

anz
−n−1.

By the strong reconstruction theorem (cf. Theorem C.1), these data define a
Z-graded vertex algebra structure on F0.

The vertex algebra F0 has a one-parameter family of conformal vectors,
namely, for λ ∈ C, we set

ωλ :=
(

1
2
a2
−1 + λa−2

)

.|0〉. (4.1)

Then, ωλ is a conformal vector with central charge

cλ := 1− 12λ2. (4.2)

Indeed, setting
Tλ(z) := Y (ωλ, z) =

∑

n∈Z

Lλ
nz

−n−2, (4.3)

one can check that this field satisfies the following OPE (cf. § C.1.4):

Tλ(z)Tλ(w) ∼
1
2cλ

(z − w)4
id +

2
(z − w)2

Tλ(w) +
1

z − w
∂Tλ(w).

In particular, Lλ
−1 = T and Lλ

0 is the degree operator. Since each graded sub-
space of F0 is of finite dimension, the Z-graded vertex algebra F0 equipped
with the conformal vector ωλ becomes a vertex operator algebra.

For any η ∈ C, it is easy to see that Fη is an irreducible H-module.
Moreover, it has an (F0, ωλ)-module structure by letting

Y η(a−1.|0〉, z) := a(z) ∈ (EndFη)[[z±1]].
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4.1.3 Vertex Operator Superalgebra V√
NZ

In this subsection, we briefly recall a vertex operator superalgebra structure
on V√

NZ
:=

⊕
η∈

√
NZ
Fη, for N ∈ Z>0.

For μ ∈
√
NZ, let eμq ∈ EndH−(V√

NZ
) be the shift operator Fη −→ Fη+μ

defined by
eμq.|η〉 := |η + μ〉.

A vertex superalgebra structure on V√
NZ

is defined as follows:

1. (Z/2Z-gradation)

V 0̄ :=
⊕

η∈
√

NZ

η2≡0(2)

Fη, V 1̄ :=
⊕

η∈
√

NZ

η2≡1(2)

Fη.

2. (Vacuum vector) |0〉.
3. (Translation operator) T :=

∑
n≥0 a−n−1an, in particular, one has

T.|μ〉 = μa−1|μ〉.
4. (Vertex operators) Set Y (|0〉, z) := id, Y (a−1.|0〉, z) := a(z).

For μ ∈
√
NZ, set

Y (|μ〉, z) := eμqzμa0 exp

(

μ
∑

n>0

a−n

n
zn

)

exp

(

−μ
∑

n>0

an

n
z−n

)

.

Note that, when we restrict Y (|μ〉, z) to Fη, the factor zμa0 becomes zμη,
so that the operator Y (|μ〉, z) is well-defined on V√

NZ
.

By the strong reconstruction theorem (cf. Theorem C.1) for vertex superalge-
bras, these data define a vertex superalgebra structure on V√

NZ
. In particular,

when N is a positive even integer, V√
NZ

becomes purely even, i.e., an ordi-
nary vertex algebra, and this is the only case we treat in this chapter. Later,
in Chapter 8, we will treat VZ. For simplicity, we set Vλ(z) := Y (|λ〉, z).

Let us explain how the super-structure appears in V√
NZ

. One can check
that

Vη(z)Vμ(w) = (z − w)ημ◦
◦Vη(z)Vμ(w)◦◦,

where we set

◦
◦Vη(z)Vμ(w)◦◦ :=e(η+μ)qzηa0wμa0

×exp

(
∑

n>0

a−n

n
(ηzn + μwn)

)

exp

(

−
∑

n>0

an

n
(ηz−n + μw−n)

)

.

This shows that for a sufficiently big M ∈ Z≥0, it follows that

(z − w)M (Vη(z)Vμ(w)− (−1)ημVμ(w)Vη(z)) = 0,
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namely, Vη(z) and Vμ(w) are local in the super-setting.
In the rest of this chapter, we consider only the case when N is even.

Lemma 4.1. Suppose that N is even. The conformal vector (4.1) defines a
Z-graded structure on V√

NZ
if and only if λ ∈ 1√

N
Z. In particular, in this

case, (V√
NZ

, ωλ) becomes a vertex operator algebra.

This can be easily verified by noting Lλ
0 |η〉 = hη

λ|η〉, where we set

hη
λ =

1
2
η(η − 2λ). (4.4)

In 1993, C. Dong [Do] showed the following theorem:

Theorem 4.1 Suppose that N is even.

1. V√
NZ

is a rational vertex operator algebra.
2. Any simple V√

NZ
-module is of the form V i√

N
+
√

NZ
with 0 ≤ i < N , where

we set
V i√

N
+
√

NZ
:=

⊕

η∈ i√
N

+
√

NZ

Fη.

4.2 Isomorphisms among Fock Modules

In this section, we study isomorphisms among bosonic Fock modules as Vir-
modules that are induced from isomorphisms as H-modules. Here and after,
regarding Fη as Vir-module via Ln �→ Lλ

n and C �→ cλid, we denote it by Fη
λ .

4.2.1 Notation

For such an (H,H0)-module M that the set of the weights P(M) satisfies
P(M) ⊂ G × {λ} for some λ ∈ (H0)∗, we often denote the G × (H0)∗-
graded component Mβ

λ by Mβ for simplicity. (See § 1.2.4.) Using this nota-
tion, we have

Fη =
⊕

n∈Z≥0

(Fη)−nαH .

Moreover, each graded component (Fη)−nαH can be described as follows: Let
Pn be the set of the partitions of n ∈ Z>0. For I = (1r12r2 · · ·nrn) ∈ Pn,
we set

aI := arn
−n · · · ar2

−2a
r1
−1 ∈ U(H). (4.5)
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Then, we have

(Fη)−nαH =

{⊕
I∈Pn

CaI|η〉 n ∈ Z>0

C|η〉 n = 0
. (4.6)

Here, we also introduce some notation for (Vir,Vir0)-modules. Recall that
in this case, G = {0} and πQ is injective. Let α ∈ Q be the Z-basis of Q such
that α(C) = 0, α(L0) = −1 (§ 1.2.3), and let Λ be the element of (Vir0)∗

such that Λ(C) = 1 and Λ(L0) = 0. Then, (Vir0)∗ = CΛ⊕ Cα.
When the centre C acts on a (Vir,Vir0)-module M as cidM , we refer to c

as the central charge of M . For a (Vir,Vir0)-module M with central charge
c, we denote McΛ−hα by Mh. Thus,

Mh = {v ∈M |L0.v = hv},

and M =
⊕

h∈C
Mh. Remark that as vector space,

(Fη
λ)hη

λ+n = (Fη
λ)−nαH

holds for n ∈ Z≥0.

4.2.2 Isomorphisms arising from Automorphisms of H

For λ, κ ∈ C, we set

Tλ,κ(z) :=
1
2
◦
◦a(z)

2◦
◦ + (λ∂z + κz−1)a(z) +

1
2
κ(κ− 2λ)z−2, (4.7)

and
Tλ,κ(z) =

∑

n∈Z

Lλ,κ
n z−n−2.

By direct computation, we have

Proposition 4.1 1. The Virasoro algebra Vir acts on the space Fη via

Ln �→ Lλ,κ
n and C �→ cλidFη ,

2. Lλ,κ
0 .(1⊗ 1η) = hη+κ

λ (1⊗ 1η),
where cλ (resp. hη

λ) is defined in (4.2) (resp. (4.4)).

When we regard the space Fη as Vir-module via the above action, we
denote it by Fη

λ,κ. By definition, we have Tλ,0(z) = Tλ(z) and Fη
λ,0 = Fη

λ .
Let πη be the homomorphism H → End(Fη).

Lemma 4.2. 1. The map iH : H → H defined by
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an �→ −an, KH �→ KH

is an automorphism of H. This induces an H-isomorphism

(Fη, πη ◦ iH) � (F−η, π−η).

2. For each κ ∈ C, the map φκ : H → H defined by

an �→ an + δn,0 κKH, KH �→ KH

is an automorphism of H. This induces an H-isomorphism

(Fη, πη ◦ φκ) � (Fη+κ, πη+κ).

Proof. Direct verification. �

These isomorphisms induce Vir-isomorphisms between Fock modules.

Proposition 4.2 As Vir-modules, the following hold:

1. Fη
λ,κ � F

−η
−λ,−κ,

2. Fη
λ,κ � F

η+κ
λ,0 .

Proof. Here, we lift the isomorphisms iH and φκ to automorphisms on U(Vir).
By definition, for any u ∈ Fη we have

iH(Tλ,κ(z)).u = T−λ,−κ(z).u,
φκ(Tλ,0(z)).u = Tλ,κ(z).u.

Hence, 1 and 2 of Lemma 4.2 imply the first and the second statements
respectively. �

By virtue of Proposition 4.2, we can assume that κ = 0 without loss of
generality. Hence, in the sequel we fix κ = 0 unless otherwise stated.

4.2.3 Isomorphisms related to the Contragredient Dual

Recall that H has the Q-graded anti-involution defined by σH(an) = a−n

and σH(KH) = KH (§ 1.2.3). Let (Fη)c be the contragredient dual of the
H-module Fη (§ 1.2.7). Here, we give some isomorphisms of Fη related with
the contragrediant dual.

Let us first introduce some notation. For I = (1r12r2 · · ·nrn) ∈ Pn, we put

|I| :=
n∑

k=1

rk. (4.8)
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For m ∈ Z>0 and I := (1r12r2 · · ·nrn), we set

I± (km) := (1r12r2 · · · krk±m · · ·nrn), (4.9)

where I− (km) is defined for I such that rk ≥ m.

Lemma 4.3. (Fη)c � Fη as H-modules.

Proof. Let {φI | I ∈ Pn} be the basis of {(Fη)−nαH}∗ defined by

φI(aJ ⊗ 1η) := δI,J[I],

where we set

[I] :=
n∏

k=1

rk!krk

for I = (1r12r2 · · ·nrn) ∈ Pn.
From the following explicit form of the action:

ak.aI ⊗ 1η =

⎧
⎨

⎩

krkaI−(k1) ⊗ 1η (k > 0)
ηaI ⊗ 1η (k = 0)
aI+(k1) ⊗ 1η (k < 0)

,

where the notation I± (k1) is defined as in (4.9) and aI−(k1)⊗1η is regarded
as 0 if rk = 0, we see that φI �→ aI ⊗ 1η is an isomorphism of H-modules. �

From this isomorphism of the lemma, we obtain duality of Fock modules
over the Virasoro algebra. Let (Fη

λ)c be the contragredient dual of Fη
λ as Vir-

modules, where the Q-graded anti-involution σ is defined by σ(Ln) = L−n

and σ(C) = C (§ 1.2.3).
From Lemma 4.3, we obtain

Proposition 4.3 For any κ ∈ C, (Fη
λ,κ)c � Fη

−λ,κ−2λ as Vir-modules.

Proof. For φ ∈ (Fη
λ,κ)c and u ∈ Fη

λ,κ, we have

(Ln.φ)(u) =φ(L−n.u)

=φ(Lλ,κ
−n .u)

=(L−λ,κ−2λ
n .φ)(u).

Note that the first and the third lines follow from the contravariance of the
anti-involution σ and σH respectively, and the second line follows from the
Vir-module structure on Fη

λ,κ. Hence the Vir-module structure of (Fη
λ,κ)c is

given by
Ln.φ = L−λ,κ−2λ

n .φ,

and we obtain the desired conclusion. �

Corollary 4.1 (Fη
λ)c � F2λ−η

λ as Vir-modules.
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Proof. Proposition 4.2 and 4.3 imply that

(Fη
λ)c = (Fη

λ,0)
c � Fη

−λ,−2λ � F
η−2λ
−λ � F2λ−η

λ . �

4.3 Intertwining Operators

In this section, we obtain a sufficient condition for a Fourier coefficient of
the vertex operator Vμ(z) to be an intertwining operator of Vir-modules. As
a corollary, we obtain a non-trivial singular vector of Fη

λ which will play a
crucial role in the next section.

Here, we work in the framework of the vertex operator algebra (V√
NZ

, ωλ)
with N ∈ 2Z>0 and λ ∈ 1√

N
Z (cf. Lemma 4.1).

4.3.1 Vertex Operator Vμ(z)

In this subsection, we obtain a necessary and sufficient condition for the
zero-mode Vμ(0) of the vertex operator

Vμ(z) =
∑

n∈Z

Vμ(n)z−n−1

to be an intertwining operator of Vir-modules.
By direct computation, one can check the following OPE:

Tλ(z)Vμ(w) ∼ hμ
λ

(z − w)2
Vμ(w) +

1
z − w

∂Vμ(w),

where hμ
λ is defined in (4.4). Hence, by Proposition C.2, we obtain

Lemma 4.4. For each n ∈ Z, we have

[Ln, Vμ(w)] = wn

{

w
∂

∂w
+ hμ

λ(n+ 1)
}

Vμ(w).

As a corollary, we obtain the following condition:

Lemma 4.5. The Fourier coefficient Vμ(m) : Fη
λ → Fη+μ

λ gives a Vir-
homomorphism if and only if m = 0 and

λ =
1
2
μ− 1

μ
.

Proof. By Lemma 4.4, we have
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[Ln, Vμ(m)] = ((n+ 1)(hμ
λ − 1)−m)Vμ(m+ n) (m,n ∈ Z).

Hence, the lemma follows from (4.4). �

The intertwining operator Σμ := Vμ(0) is called a screening operator.
Now, we study non-trivial Vir-homomorphisms of the form

(Σ√
N )n : Fη−n

√
N

λ → Fη
λ (n ∈ Z>0).

From now on, we fix

λ =
1
2

√
N − 1√

N
=

N − 2
2
√
N

,

and give a sufficient condition so that

(Σ√
N )n.|η − n

√
N〉 �= 0. (4.10)

4.3.2 Criterion for Non-Triviality

The goal of this section is the following proposition:

Proposition 4.4 Suppose that n ∈ Z>0, N = 2t for an odd prime number t
and η ∈

√
NZ. Then, we have

(Σ√
N )n.|η − n

√
N〉 �= 0,

if t > n and (n+ 1)t− (u+ 1) ≥ 0, where u :=
√
Nη.

For the proof of this proposition, we start from the following lemma:

Lemma 4.6. Let us take zi ∈ C (1 ≤ i ≤ n) satisfying |z1| > |z2| > · · · >
|zn| > 0. We have

V√
N (z1)V√

N (z2) · · ·V√
N (zn).|η − n

√
N〉

=
∏

1≤i<j≤n

(zi − zj)N
n∏

i=1

z
√

N(η−n
√

N)
i

n∏

i=1

exp

(
√
N
∑

k>0

a−k

k
zk
i

)

.|η〉.
(4.11)

Proof. We obtain this lemma from the following formula:
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V√
N (z1)V√

N (z2) · · ·V√
N (zn)

=
∏

1≤i<j≤n

(zi − zj)N
n∏

i=1

exp

(
√
N
∑

k>0

a−k

k
zk
i

)

en
√

Nq

×
n∏

i=1

exp

(

−
√
N
∑

k>0

ak

k
z−k
i

)
n∏

i=1

z
√

Na0
i

for |z1| > |z2| > · · · > |zn|. �

To look at the right-hand side of (4.11) in more detail, for j ∈ Z≥0, we
introduce polynomials f−j ∈ C[a−k (k ∈ Z>0)] by

∑

j∈Z≥0

f−jz
j = exp

(
√
N
∑

k>0

a−k

k
zk

)

.

Note that the polynomials {f−j | j ∈ Z≥0 } are the elementary Schur poly-
nomials with variables {

√
Na−k/k | k ∈ Z>0}.

Lemma 4.7. The set of polynomials {f−j | j ∈ Z≥0 } forms a transcendental
basis of the polynomial ring C[a−k (k ∈ Z>0)].

We set ∑

ν

cνz
ν :=

∏

1≤i<j≤n

(zi − zj)N ,

where ν denotes the multi-index (ν1, · · · , νn) ∈ (Z≥0)n and we set zν :=∏n
i=1 z

νi
i .

The following lemma is a key step of our proof.

Lemma 4.8. For (m1,m2, · · · ,mn) ∈ Z
n, we have

V√
N (m1)V√

N (m2) · · ·V√
N (mn).|η − n

√
N〉 �= 0, (4.12)

if there exists (s1, · · · , sn) ∈ (Z≥0)n such that
∑

ν

cν �= 0, where the sum runs

over the set

{ (−
√
Nη+nN−m1−1−sσ−1(1), · · · ,−

√
Nη+nN−mn−1−sσ−1(n)) | σ ∈ Sn}

without multiplicity.

Proof. From (4.11), we obtain

V√
N (z1)V√

N (z2) · · ·V√
N (zn).|η − n

√
N〉

=
∑

ν

∑

(j1,··· ,jn)∈(Z≥0)n

cν

(
n∏

i=1

z
νi+

√
N(η−n

√
N)+ji

i

)
n∏

i=1

f−ji .|η〉.
(4.13)
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Considering the coefficients of z−m1−1
1 z−m2−1

2 · · · z−mn−1
n in (4.13), we see

that
∑

ν

cν equals the coefficient of f−s1f−s2 · · · f−sn .|η〉 in

V√
N (m1)V√

N (m2) · · ·V√
N (mn).|η − n

√
N〉, (4.14)

since {f−j | j ∈ Z≥0 } forms a transcendental basis. �

Proof of Proposition 4.4. Taking ν̃ ∈ (Z≥0)n as

ν̃ := (ν̃1, · · · , ν̃n), ν̃i := t(n− 1) (1 ≤ i ≤ n),

we first show that if t > n, then cν̃ �= 0. Let

Δ(z1, · · · , zn) :=
∏

1≤i<j≤n

(zi − zj)

be the Vandermonde determinant. We see that

Δ(z1, · · · , zn)2t ≡ Δ(zt
1, · · · , zt

n)2 (mod t Z[z1, · · · , zn]),

since, for an odd prime integer t, we have

(zi − zj)t ≡ zt
i − zt

j (mod t Z[z1, · · · , zn]).

Moreover, the coefficient of zt(n−1)
1 z

t(n−1)
2 · · · zt(n−1)

n in Δ(zt
1, · · · , zt

n)2 is
equal to (−1)

n(n−1)
2 n!, since

Δ(zt
1, · · · , zt

n)2 =
∑

σ∈Sn

sgn(σ) zt(n−1)
σ(n) · · · zt

σ(2)z
0
σ(1)

×
∑

τ∈Sn

sgn(τ) z0
τ(n) · · · z

t(n−2)
τ(2) z

t(n−1)
τ(1) (−1)

n(n−1)
2 .

We see that the coefficient of zt(n−1)
1 z

t(n−1)
2 · · · zt(n−1)

n in Δ(z1, · · · , zn)2t co-
incides with (−1)

n(n−1)
2 n! (mod t), and hence, cν̃ �= 0 if t > n.

Here, we note that

(n+ 1)t− (u+ 1) ≥ 0 ⇔ −
√
Nη + nN − 1 ≥ t(n− 1).

Hence, choosing (s1, · · · , sn) ∈ (Z≥0)n as

si := (−
√
Nη + nN − 1)− t(n− 1) 1 ≤ i ≤ n,

we have
∑

ν

cν = cν̃ �= 0. Now, Proposition 4.4 follows from Lemma 4.8. �
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4.4 Determinants of Verma Modules

Using the homomorphism (Σ√
N )n studied in the previous section, we com-

pute the determinant of Verma modules over the Virasoro algebra.

4.4.1 Definitions and Formulae

Here, we summarise basic properties of contravariant forms on Verma mod-
ules (cf. § 3.1.2), and state the determinant formula.

Using the notation introduced in § 4.1.1, we have

M(c, h) =
⊕

n∈Z≥0

M(c, h)h+n.

We sometimes denote the highest weight vector 1 ⊗ 1c,h of M(c, h) by vc,h.
Hence M(c, h)h = Cvc,h. We say that a vector v ∈ M(c, h) is of level n if
v ∈M(c, h)h+n.

There exists a unique bilinear form

〈·, ·〉c,h : M(c, h)×M(c, h) −→ C

such that

1. 〈vc,h, vc,h〉c,h = 1,
2. for x ∈ U(Vir) and u, v ∈M(c, h),

〈x.v, w〉c,h = 〈v, σ(x).w〉c,h (4.15)

where σ is the anti-involution of Vir.

By the contravariance, one has

1. 〈·, ·〉z,h|M(c,h)h1×M(c,h)h2
= 0 if h1 �= h2,

2. rad〈·, ·〉c,h coincides with the maximal proper submodule J(c, h) ofM(c, h).

Definition 4.1 For n ∈ Z≥0, we define det(c, h)n as the discriminant of the
bilinear form

〈·, ·〉c,h;n := 〈·, ·〉c,h|M(c,h)h+n×M(c,h)h+n
.

It should be noticed that

det(c, h)n ∈ C[c, h]

by definition. The following is the main theorem of this section:

Theorem 4.2 For n ∈ Z>0, we have
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det(c, h)n ∝
∏

r,s∈Z>0
r≥s

1≤rs≤n

Φr,s(c, h)p(n−rs), (4.16)

where

Φr,s(c, h) :=

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎩

{

h+
1
24

(r2 − 1)(c− 13) +
1
2
(rs− 1)

}

×
{

h+
1
24

(s2 − 1)(c− 13) +
1
2
(rs− 1)

}

if r �= s

+
1
16

(r2 − s2)2

h+
1
24

(r2 − 1)(c− 13) +
1
2
(r2 − 1) if r = s

and p(n) denotes the partition number of n.

4.4.2 Proof of Theorem 4.2

For the proof of the theorem, we first introduce some notation. For I =
(1r12r2 · · ·nrn), we set

eI := Lrn
−n · · ·Lr2

−2L
r1
−1 ∈ U(Vir). (4.17)

forms a basis of the weight subspaceThen, {eI.vc,h|I ∈ Pn} forms a basis of
the weight subspace M(c, h)h+n.

Before carrying out the proof of Theorem 4.2, let us explain the strat-
egy of our proof. As the first step, we estimate the degree of det(c, h)n as
a polynomial of h (Lemma 4.10). As the second step, exploiting homomor-
phisms (Σ√

N )n, we write down as many factors of the determinant as possible
(Lemma 4.11). Comparing the estimation of the h-degree of the determinant,
it turns out that the factors in the second step exhaust those of the determi-
nant.

We carry out the first step. For notation, see (4.8).

Lemma 4.9. For I, J ∈ Pn,

1. h-deg〈eI.vc,h, eJ.vc,h〉c,h ≤ min{|I|, |J|},
2. h-deg〈eI.vc,h, eJ.vc,h〉c,h ≤ |I| − 1, if |I| = |J| and I �= J,
3. h-deg〈eI.vc,h, eI.vc,h〉c,h = |I|.

Proof. Since the contravariant form 〈·, ·〉c,h is symmetric, we may assume
that |I| ≤ |J| without loss of generality. Let us prove the first assertion by
induction on |I|. Using the commutation relations of Vir, we have

Lj .eIvc,h =
∑

I′∈Pn−j

cI′eI′vc,h (j ∈ Z>0), (4.18)
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where cI′ ∈ C[c, h] such that h- degcI′ ≤ 1. From the property (4.15), the first
assertion is an immediate consequence of (4.18). The rest of the statements
can be proved by induction on |I|. �

Let I1, · · · , Ip(n) be the distinct elements of Pn. We have

det(c, h)n ∝det
(
〈eIivc,h, eIjvc,h〉c,h

)
1≤i,j≤p(n)

=
∑

σ∈Sp(n)

sgnσ
p(n)∏

i=1

〈eIivc,h, eIσ(i)vc,h〉c,h.

The above lemma says that the diagonal part attains the maximal degree of
det(c, h)n. Hence, we see that

h- deg det(c, h)n =
∑

I∈Pn

|I|.

Moreover, the right-hand side can be written as follows:

Lemma 4.10. ∑

I∈Pn

|I| =
∑

r,s∈Z>0
1≤rs≤n

p(n− sr).

Proof. The proof is direct calculation. Indeed, we have

∑

N∈Z>0

(
∑

I∈PN

|I|
)

qN =
∑

N∈Z>0

⎛

⎝
∑

(1r1 ···NrN )∈PN

N∑

k=1

rkq
∑

i iri

⎞

⎠

=
∑

r1,r2,··· ,∈Z≥0

∑

k∈Z>0

rkq
krk

∏

i �=k

qiri

=
∑

k∈Z>0

qk

1− qk

∏

i∈Z>0

(1− qi)−1

=
∑

k∈Z>0

⎛

⎝
∑

s∈Z>0

qks

⎞

⎠
∑

j∈Z>0

p(j)qj

=
∑

N∈Z>0

⎛

⎜
⎜
⎝

∑

r,s>0
1≤rs≤N

p(N − rs)

⎞

⎟
⎟
⎠ qN .

Thus, we obtain
∑

I∈PN

|I| =
∑

r,s>0
1≤rs≤N

p(N−rs). �
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On the other hand, in the right-hand side of Theorem 4.2, we have

h- deg
∏

r,s∈Z>0
r≥s

1≤rs≤n

Φr,s(c, h)p(n−rs) =
∑

r,s>0
1≤rs≤n

p(n− rs),

since

h- degΦr,s(c, h) =

{
2 r �= s

1 r = s
.

Therefore, the maximal h-degrees of both sides of (4.16) coincide, and we
complete the first step.

Let us carrying out the second step, i.e., to find factors of the determinant
det(c, h)n.

The singular vectors given by Proposition 4.4 provide the following van-
ishing locus of the determinant:

Lemma 4.11. Suppose that

c = 1− 6
(t− 1)2

t
, h =

(rt− s)2 − (t− 1)2

4t
,

for r, s ∈ Z>0 and an odd prime number t such that t > r. Then, we have

det(c, h)rs = 0.

Proof. By setting

N := 2t, λ :=
t− 1√

2t
, η :=

(r + 1)t− (s+ 1)√
2t

and n := r,

Lemma 4.5 and Proposition 4.4 imply that

(Σ√
N )n.|η − n

√
N〉 ∈ (Fη

λ)Vir+ \ {0},

since
λ =

N − 2
2
√
N

,
√
Nη ∈ Z, (n+ 1)t− (

√
Nη + 1) ≥ 0.

Furthermore, by Lemma 4.5 we have

L0(Σ√
N )n.|η − n

√
N〉 = (h+ rs)(Σ√

N )n.|η − n
√
N〉,

since
1
2
(η − n

√
N)(η − n

√
N − 2λ) = hη

λ + rs = h+ rs.

Using these facts, we can show the lemma in the following manner:
Let Gη

λ be the Vir-submodule of Fη
λ generated by |η〉, i.e., Gη

λ := U(Vir).|η〉.
Here, we notice that Gη

λ is a highest weight module, and hence, there exists
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a non-trivial surjective homomorphism M(c, h) → Gη
λ. Let us denote the

surjection by φ.
There are two possible cases.

1. (Σ√
N )n.|η − n

√
N〉 ∈ Gη

λ,
2. (Σ√

N )n.|η − n
√
N〉 �∈ Gη

λ.

In the first case, we have

M(c, h)h+rs ∩ rad〈·, ·〉c,h �= {0},

since there exists a vector v ∈ rad〈·, ·〉c,h such that φ(v) = (Σ√
N )n.|η−n

√
N〉.

Then, from Proposition 3.4, we obtain det(c, h)rs = 0. In the second case, we
get

M(c, h)h+rs ∩Kerφ �= {0}.

Since Kerφ is a proper submodule of M(c, h), we have det(c, h)rs = 0. Now,
we have arrived at the conclusion. �

For r, s ∈ Z>0 we introduce the curve Vr,s in C
2 by

Vr,s := {(c, h) ∈ C
2 | Φr,s(c, h) = 0}. (4.19)

We have

Lemma 4.12. The determinant det(c, h)rs vanishes on the curve Vr,s.

Proof. It follows from Lemma 4.11 that det(c, h)rs = 0 on infinitely many
points of Vr,s. Since det(c, h)rs ∈ C[c, h], det(c, h)rs = 0 on the Zariski closure
of the set of these points. Moreover, by the irreducibility of the curve Vr,s,
the closure coincides with Vr,s. Hence, the lemma is proved. �

Using Lemma 4.12 and embeddings between Verma modules, we can obtain
sufficiently many factors of the determinant. To do this, the following two
preliminary lemmas are necessary:

Lemma 4.13. Let V be a finite dimensional vector space over C, and let
A(t) be an element of End(V ) ⊗C C[[t]]. If dimKerA(0) = n, then we have
tn|detA(t).

Proof. We choose a basis {e1, · · · , edim V } of V such that {e1, · · · , edim V }
forms a basis of KerA(0). With respect to the above basis, the matrix elements
of the kth row of A(t) are divided by t for any k such that 1 ≤ k ≤ n. Hence,
the lemma is obvious. �

Lemma 4.14. Fix a central charge c ∈ C. Suppose that det(c, h0)n = 0
for some h0 ∈ C and n ∈ Z>0. Let k be the minimal integer such that
det(c, h0)k = 0. Then, det(c, h)n is divided by (h− h0)p(n−k).
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Proof. To show this lemma, we state the following simple but important
property of Verma modules: For any singular vector vl ∈M(c, h)h+l,

U(Vir).vl �M(c, h+ l). (4.20)

Note that M(c, h0) has a singular vector vk of level k, since det(c, h0)k = 0
and det(c, h0)l �= 0 for l < k. From (4.20), we see that

dim(U(Vir).vk ∩M(c, h0)h+n) = p(n− k).

Now, Lemma 4.13 implies this lemma. �

Combining Lemma 4.12 with the above lemma, we carry out the second
step of the proof of Theorem 4.2. For r, s ∈ Z>0, we set

h±r,s(c) :=− 1
48

(r2 + s2 − 2)(c− 13)− 1
2
(rs− 1)

± 1
48

(r2 − s2)
√

(1− c)(25− c)

and

Φ̃r,s(c, h) :=
{

(h− h+
r,s(c))(h− h−r,s(c)) (r �= s)

(h− h+
r,r(c)) (r = s) .

Then, the theorem is equivalent to

det(c, h)n ∝
∏

r,s∈Z>0
r≥s

1≤rs≤n

Φ̃r,s(c, h)p(n−rs), (4.21)

since Φ̃r,s(c, h) = Φr,s(c, h). Lemmas 4.12 and 4.14 imply that the determi-
nant det(c, h)n is divided by

∏

r,s∈Z>0
r≥s

1≤rs≤n

Φ̃r,s(c, h)p(n−rs).

Combining Lemma 4.10, we have (4.21). Hence, we complete the proof of
Theorem 4.2.

4.5 Determinants of Fock Modules

In this section, we compute the determinants of two Vir-homomorphisms;
from Verma modules to Fock modules and from Fock modules to the contra-
gredient dual of Verma modules. Note that a key of our computation of the
determinants is duality of Fock modules in the first section.
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4.5.1 Definitions and Formulae

Let us first introduce the determinants of Fock modules to be discussed here.
We consider a Vir-homomorphism

Γλ,η : M(cλ, h
η
λ) −→ Fη

λ

which sends the highest weight vector vcλ,hη
λ

to the vector |η〉. Moreover, let

Lλ,η : Fη
λ −→M(cλ, h

η
λ)c

be the Vir-homomorphism which is defined by the composition

Fη
λ

∼−→ (Fη−2λ
−λ )c

tΓ−λ,η−2λ−→ M(c−λ, h
η−2λ
−λ )c = M(cλ, h

η
λ)c,

where the first map is the isomorphism in Corollary 4.1 and the third equality
comes from c−λ = cλ and hη−2λ

−λ = hη
λ. For simplicity, until the end of this

section, we set
c := cλ, h := hη

λ.

Similarly to the case of Verma modules, we restrict the maps Γλ,η and
Lλ,η to each weight subspace and define their determinants. Let

Fη
λ =

⊕

n∈Z≥0

(Fη
λ)h+n,

M(c, h)c =
⊕

n∈Z≥0

M(c, h)c
h+n,

be the weight space decompositions of Fη
λ and M(c, h)c respectively, where

(Fη
λ)h+n := {u ∈ Fη

λ |L0.u = (h+ n)u},
M(c, h)c

h+n := {v ∈M(c, h)c|L0.v = (h+ n)v}.

Recall that
(Fη

λ)h+n = (Fη)−nαH ,

where the subspace (Fη)−nαH is defined in (4.6).
We set

(Γλ,η)n := Γλ,η|M(c,h)h+n
: M(c, h)h+n −→ (Fη

λ)h+n,

(Lλ,η)n := Lλ,η|(Fη
λ)h+n

: (Fη
λ)h+n −→M(c, h)c

h+n.

Here, we fix bases of the weight subspaces M(c, h)h+n, (Fη
λ)h+n and

M(c, h)c
h+n as
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{eI.vc,h | I ∈ Pn}, (4.22)
{aI.|η〉 | I ∈ Pn}, (4.23)
{(eI.vc,h)∗ | I ∈ Pn}, (4.24)

where for I := (1r12r2 · · ·nrn),

eI := Lrn
−n · · ·Lr2

−2L
r1
−1, aI := arn

−n · · · ar2
−2a

r1
−1,

and (4.24) is the dual basis of (4.22). Further, we introduce the matrices

Cn(λ, η) := (Cn(λ, η)I,J)I,J∈Pn , C ′
n(λ, η) := (C ′

n(λ, η)I,J)I,J∈Pn

by

Γλ,η(eI.vc,h) =
∑

J∈Pn

Cn(λ, η)J,I aJ.|η〉,

Lλ,η(aI.|η〉) =
∑

J∈Pn

C ′
n(λ, η)J,I (eJ.vc,h)∗,

and we define the determinants det(Γλ,η)n and det(Lλ,η)n by

det(Γλ,η)n := detCn(λ, η),

det(Lλ,η)n := detC ′
n(λ, η).

Note that these determinants are independent of the choice of bases up to
a scalar.

Now, we are ready to give the main statement of this section.

Theorem 4.3 For n ∈ Z>0, the following hold:

1.
det(Γλ,η)n ∝

∏

r,s∈Z>0
1≤rs≤n

Ψ+
r,s(λ, η)

p(n−rs), (4.25)

2.
det(Lλ,η)n ∝

∏

r,s∈Z>0
1≤rs≤n

Ψ−
r,s(λ, η)

p(n−rs), (4.26)

where

Ψ±
r,s(λ, η) := (η − λ)±

(
1
2
λ+r +

1
2
λ−s

)

,

and λ± := λ ±
√
λ2 + 2 is the solutions of λ = 1

2μ −
1
μ which appear in

Lemma 4.5.

We remark that the right-hand sides of (4.25) and (4.26) are elements of
C[λ, η], because if r �= s,
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Ψ±
r,s(λ, η)Ψ

±
s,r(λ, η) = (η − λ)2 ± 2λ(r + s) + (λ2 + 1)rs− 1

2
(r2 + s2)

and if r = s,
Ψ±

r,r(λ, η) = (η − λ)± λr.

4.5.2 Proof of Theorem 4.3

Let us start the proof with the following lemma, which says that, to show
the theorem, it is enough to look at the determinant det(Lλ,η)n.

Lemma 4.15.
det(Γλ,η)n ∝ det(L−λ,η−2λ)n.

Proof. By definition of the map Lλ,η the lemma follows. �

Here, we regard the contravariant form 〈·, ·〉c,h as a homomorphism from
M(c, h) to M(c, h)c in the following way:

M(c, h) −→ M(c, h)c,
v �→ 〈v, ·〉c,h.

Then, the following diagram commutes:

M(c, h)
〈·,·〉c,h

Γλ,η

M(c, h)c

Fη
λ

Lλ,η

,

since a homomorphism from M(c, h) to M(c, h)c is unique up to a scalar.
This commutative diagram implies the lemma below.

Lemma 4.16.

det(c, h)n ∝ det(Γλ,η)n × det(Lλ,η)n.

We have already computed det(c, h)n, and by Lemma 4.15 the second
factor in the right-hand side can be computed from the first factor.

In fact, to prove Theorem 4.3, we find sufficiently many factors of det(Lλ,η)n

by using the homomorphism (Σ√
N )n in § 4.3, and show that such factors ex-

haust factors of the determinant by Lemma 4.16.
For the proof of Theorem 4.3, we need preliminary lemmas. The first one

is a slight modification of Lemma 4.13.
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Lemma 4.17. Let V and W be finite dimensional vector spaces of the same
dimension k, and let {vi} and {wi} be bases of V and W respectively. For
A(t) ∈ HomC(V,W )⊗C C[[t]], we define a k × k matrix M(t) := (mi,j(t)) by

A(t)vi =
k∑

j=1

mj,i(t)wj .

If dim KerA(0) = n, then detM(t) is divisible by tn.

Lemma 4.18. For any highest weight (c, h) ∈ C
2 and n ∈ Z>0, M(c, h)c

h+n \
{0} has no singular vector.

Proof. The dual statement is that M(c, h)h+n \{0} has no cosingular vector,
which is clear, since M(c, h) is generated from its highest weight vector. �

Using the above two lemmas, we show the following lemma, which is a key
step of the proof of Theorem 4.3.

Lemma 4.19. For n ∈ Z>0 and r, s ∈ Z>0 such that rs ≤ n, we have

1. det(Lλ,η)n is divisible by
{
Ψ−

r,s(λ, η)Ψ
−
s,r(λ, η)

}p(n−rs), if r �= s,
2. det(Lλ,η)n is divisible by Ψ−

r,r(λ, η)p(n−r2), if r = s.

Proof. By Proposition 4.4, we know that if there exists an odd prime number
t > r such that

λ =
t− 1√

2t
, η =

(r + 1)t− (s+ 1)√
2t

, (N = 2t),

then
(Σ√

N )n.|η − n
√
N〉 ∈ {(Fη

λ)h+rs}Vir+ \ {0}.

For such λ, η and t, we set

Gt
r,s := U(Vir).(Σ√

N )r|η − r
√
N〉.

Lemma 4.18 implies that

(Σ√
N )r|η − r

√
N〉 ∈ KerLλ,η,

and thus
Gt

r,s ⊂ KerLλ,η.

Here, we notice the fact that for each r and s,

det(c, h+ rs)m �= 0 (∀ m ≤ n− rs)
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hold except for finitely many t (c := cλ, h := hη
λ for the above λ, η). Hence,

there exist infinitely many t, which satisfy

dim{Gt
r,s ∩ (Fη

λ)h+n} = p(n− rs).

Since the determinant det(Lλ,η)n is algebraic with respect to the variables λ
and η, the conclusion follows from Lemma 4.17. �

As a consequence of this lemma, we have

Corollary 4.2 The determinant det(Lλ,η)n is divisible by the factor
∏

r,s∈Z>0
1≤rs≤n

Ψ−
r,s(λ, η)

p(n−rs).

Finally, we complete the proof of Theorem 4.3. Combining Lemma 4.15
and Corollary 4.2 and the fact that

Ψ+
r,s(λ, η) = Ψ−

r,s(−λ, η − 2λ),

we see that the determinant det(Γλ,η)n is divisible by
∏

r,s∈Z>0
1≤rs≤n

Ψ+
r,s(λ, η)

p(n−rs).

On the other hand, by direct computation, we have

Φr,s(c, h) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

1
4
Ψ+

r,s(λ, η)Ψ
+
s,r(λ, η)Ψ

−
r,s(λ, η)Ψ

−
s,r(λ, η) (r �= s)

1
2
Ψ+

r,r(λ, η)Ψ
−
r,r(λ, η) (r = s)

. (4.27)

Hence, we obtain

det(c, h)n ∝
∏

r,s∈Z>0
1≤rs≤n

Ψ+
r,s(λ, η)

p(n−rs)Ψ−
r,s(λ, η)

p(n−rs).

Combining Lemmas 4.15 and 4.16, we see that

det(Lλ,η)n ∝
∏

r,s∈Z>0
1≤rs≤n

Ψ−
r,s(λ, η)

p(n−rs).

Therefore, we complete the proof.
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4.6 Bibliographical Notes and Comments

The formula given in Theorem 4.2, what physicists call the Kac determinant,
was first stated in [Kac1] without proof. Its proof was given by several authors
in different ways. B. Feigin and D. B. Fuchs [FeFu1] proved it through their
study of morphisms between Verma modules and modules of semi-infinite
wedges. A. Tsuchiya and Y. Kanie [TK2] proved it by studying morphisms
between Verma modules and bosonic Fock modules. Since a module of semi-
infinite wedges and a bosonic Fock module with appropriate parameters are
isomorphic (see § 8.5), these two proofs are essentially the same. The lat-
ter approach was slightly simplified by A. Rocha-Caridi [Ro]. The proof by
V. G. Kac and M. Wakimoto [KW1] is given as an application of the coset
construction (see Chapter 10).

Theorem 4.3 was proved by A. Tsuchiya and Y. Kanie [TK2] and by E.
Frenkel [Fr] by another method. Note that this theorem was also proved by
B. Feigin and D. B. Fuchs [FeFu1], although the result itself is not stated
explicitly.

Here, we proved these two theorems, based on the approaches due to [Ro]
and [TK2]. Our proof of Theorem 4.3 is slightly simplified from the original
argument given in [TK2].



Chapter 5

Verma Modules I: Preliminaries

In this and the next chapter, we will study Verma modules over the Virasoro
algebra, and will reveal the structure of the Jantzen filtration of Verma mod-
ules. This chapter is a preliminary part for the structure theorem of Verma
modules developed in the next chapter. Namely, first, we will classify highest
weights. Second, we will show the uniqueness of singular vectors and the exis-
tence of Shapovalov elements. Third, we will construct embedding diagrams
of Verma modules (at least partially). Finally, using the classification of high-
est weights, we will compute character sums of Jantzen filtration of Verma
modules and of some quotient modules. For some special classes of highest
weights, which are important in mathematical and theoretical physics, see
Section 5.1.5.

5.1 Classification of Highest Weights

Throughout this chapter, let g be the Virasoro algebra, and let h be the
subalgebra CL0 ⊕ CC. We identify h∗ with C

2 as λ = (c, h) if λ(C) = c and
λ(L0) = h.

Let Φα,β(c, h) be a factor of the determinant det(c, h)n in Theorem 4.2.
For each highest weight (c, h) ∈ C

2, we put

D̃(c, h) := {(α, β) ∈ (Z>0)2|α ≥ β ∧ Φα,β(c, h) = 0}. (5.1)

Further, we set
D(c, h) := {αβ|(α, β) ∈ D̃(c, h)}, (5.2)

and for n ∈ D(c, h), we set

a(n) := �{(α, β) ∈ D̃(c, h)|αβ = n}. (5.3)

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 5,
© Springer-Verlag London Limited 2011
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In this section, we classify the highest weights (c, h), and for each (c, h) we
describe D(c, h) and a(n) (n ∈ D(c, h)) explicitly.

Here, we introduce some notation for later use. For t ∈ C\{0} and α, β ∈ Z,
we set

c(t) := 13− 6(t+ t−1),

hα,β(t) :=
1
4
(α2 − 1)t− 1

2
(αβ − 1) +

1
4
(β2 − 1)t−1.

(5.4)

Note that (c(t), hα,β(t)) parameterises the curve Vα,β := {(c, h)|Φα,β(c, h) =
0}.

5.1.1 Strategy of Classification

First we introduce useful parameterisation of highest weight (c, h) due to
[FeFu4]. For P,Q ∈ C \ {0}, m ∈ C, we set

cP,Q := 13− 6(
P

Q
+
Q

P
), hP,Q:m :=

m2 − (P −Q)2

4PQ
. (5.5)

Then, it is easy to see that

Lemma 5.1. 1. For any (c, h) ∈ h∗, there exists P,Q ∈ C \ {0} and m ∈ C,
such that (c, h) = (cP,Q, hP,Q:m).

2. (cP,Q, hP,Q:m) = (cP ′,Q′ , hP ′,Q′:m′), if and only if

[P ′ : Q′ : m′] = [P : Q : ±m] or [P ′ : Q′ : m′] = [Q : P : ±m],

where [P : Q : m] ∈ CP 2.

By using this parameterisation, Φα,β(c, h) factors as follows:

Φα,β(cP,Q, hP,Q:m) =

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1
(4PQ)2

(m− Pα+Qβ)(m+ Pα−Qβ)

×(m−Qα+ Pβ)(m+Qα− Pβ)
(α �= β)

1
4PQ

(m− Pα+Qα)(m+ Pα−Qα) (α = β)

.

(5.6)
Hence, the set D̃(c, h) is described in terms of integral points on the four
lines Pα−Qβ = ±m and Qα− Pβ = ±m. Indeed, we have

D̃(cP,Q, hP,Q:m)
= {(α, β) ∈ (Z>0)2|α ≥ β, (Pα−Qβ = ±m) ∨ (Qα− Pβ = ±m)}. (5.7)

As an immediate consequence of (5.7), we obtain the following lemma.
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Lemma 5.2. Suppose that D̃(cP,Q, hP,Q:m) �= ∅.

1. If the slopes Q
P and P

Q of the lines are not rational, then

�D̃(cP,Q, hP,Q:m) = 1.

2. If the slopes of the lines are rational, then

�D̃(cP,Q, hP,Q:m) =∞ ⇔ Q/P > 0.

Motivated by this lemma, we introduce the following classification Class
VIR of highest weights (c, h):

Class V (Vacant): D̃(c, h) = ∅,
Class I (Irrational): D̃(c, h) �= ∅ and Q/P �∈ Q,
Class R (Rational): D̃(c, h) �= ∅ and Q/P ∈ Q \ {0}.

Remark 5.1 In the cases of Class V (resp. Class I), it is not difficult to
calculate character sums and to construct embedding diagrams.

From now on, we restrict to the case of Class R. We define subclasses of
Class R by

Class R+: Q/P ∈ Q>0,
Class R−: Q/P ∈ Q<0.

In Class R, we may assume that P,Q ∈ Z and (P,Q) = 1 without loss of
generality. Further, if P,Q ∈ Z and m �∈ Z, then D̃(c, h) = ∅. Hence, until
the end of this section, we suppose that

1. P ∈ Z>0, Q ∈ Z>0 and m ∈ Z in Class R+,
2. P ∈ Z>0, Q ∈ Z<0 and m ∈ Z in Class R−.

Remark 5.2 For a highest weight (c, h) which belongs to Class R±, the
graphs of the lines Pα − Qβ = ±m and Qα − Pβ = ±m are as follows:
If Q/P �= ±1 and m �= 0, then the graphs are given as in Figure 5.1. If
Q/P = ±1 or m = 0, then the lines degenerate into two or one line, and
their graphs are given as in Figure 5.2 and Figure 5.3.
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Fig. 5.1 Q/P �= ±1 and m �= 0
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Fig. 5.2 Q/P = ±1 and m �= 0

Note that if Q/P < 0 and m = 0, then D̃(c, h) = ∅. Hence in this case, (c, h)
belongs to Class V .

Motivated by the above remark, we divide Class R± into the following
types:

Type I: Q/P �= ±1 and m �= 0.
Type II: Q/P = ±1 and m �= 0.
Type III: m = 0 (in this case Q/P > 0).

The strategy of our classification of highest weights of Class R± is as
follows:

Step 1 For each (c, h), let us fix one of the four lines Pα − Qβ = ±m and
Qα− Pβ = ±m, and denote it by �c,h. We give a bijection between
D̃(c, h) and a set of integral points on �c,h. (By virtue of this bijection,
we can describe D(c, h) and a(n) (n ∈ D(c, h)) by means of integral
points on �c,h.)
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Fig. 5.3 Q/P > 0 and m = 0

Step 2 We write down the integral points on �c,h.
Step 3 For each pair (P,Q), using the list of integral points, we describe

D(c, h) and a(n) (n ∈ D(c, h)).

5.1.2 Bijection between D̃(c, h) and Integral Points on
�c,h

Here, we carry out Step 1 in the above strategy.

Lemma 5.3. 1. There exists a one-to-one correspondence between D̃(c, h)
and the following set of integral points on �c,h:

Class R± of Type I and Class R− of Type II:

{(α, β) ∈ Z
2 ∩ �c,h| αβ > 0}, (5.8)

Class R+ of Types II and III:

{(α, β) ∈ (Z>0)2 ∩ �c,h}. (5.9)

2. The above correspondence preserves the product of the first and the second
coordinates, i.e., if (α, β) �→ (α′, β′) under the correspondence, then αβ =
α′β′. Hence, D(c, h) is described as follows:

Class R± of Type I and Class R− of Type II:

D(c, h) = {αβ|(α, β) ∈ Z
2 ∩ �c,h ∧ αβ > 0}. (5.10)

Class R+ of Types II and III:
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D(c, h) = {αβ|(α, β) ∈ (Z>0)2 ∩ �c,h}. (5.11)

Proof for Class R+
of Type I. Let us take the line �c,h as in the following

figure. (For the other choice of lines, the proof is similar.) Note that D̃(c, h)
is given by the set of integral points on �1, �2 and �3.

�

�

β

α

�c,h

�1

�2 �3

�

�

β

α

�c,h

�

�′1

�′2

�′3

Considering three subsets �′1, �
′
2 and �′3 of the line �c,h as above, we have the

following bijection which maps integral points of �i to those of �′i (i = 1, 2, 3):

�1 � (α, β) �→ (β, α) ∈ �′1,

�2 � (α, β) �→ (α, β) ∈ �′2,

�3 � (α, β) �→ (−β,−α) ∈ �′3.

It is obvious that this bijection preserves the value αβ. Now, the lemma for
Class R+ of Type I follows from the above figures. �

Proof for the other cases. First, we consider the case of Class R−

of Type I. The set D̃(c, h) is given by the set of integral points on �1 and �2
in the figure below. Here, let us take �c,h as follows (for the other choice of
lines, the proof is similar):

�

�

β

α

�2�1

�c,h �

�

β

α

�

�′1

�′2

�c,h
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We take �′1 and �′2 as in the figure. Then, the bijection between D̃(c, h) and
the set of integral points on �′1 � �′2 ⊂ �c,h is given by

�1 � (α, β) �→ (α, β) ∈ �′1,

�2 � (α, β) �→ (β, α) ∈ �′2.

This bijection preserves the product αβ. Hence, the rest of the part for Class
R− of Type I follows.

Next, we consider Class R± of Types II and III: In these cases, the set
D̃(c, h) is given by the integral points of the following rays or segments, and
thus the lemma follows.

Class R+ of Type II

�

�

β

α�
�

�
�

Class R+ of Type III

�

�

β

α������

Class R− of Type II

�

�

β

α

�

5.1.3 List of Integral Points of �c,h

In this subsection, we enumerate the integral points on �c,h, i.e., Step 2 in
the strategy. The results are given in § 5.A of this chapter.
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Class R+ of Type I: Let {(αk, βk)|k ∈ Z>0} be the set of integral points
of (5.8). Here, we suppose that

α1β1 = min
k∈Z

{αkβk}. (5.12)

To write down the integral points, we fix �c,h as

�c,h : Qα− Pβ = m,

where we choose the signature of m so that

α1 > 0 and β1 > 0

hold. Note that this choice of �c,h is not essential, but is convenient to state
the following lemma.

Lemma 5.4. Suppose that highest weight (c, h) belongs to Class R+ of Type
I. Let us define integers α′

1, β
′
1, δα, δβ and δ by

α1 = α′
1 + δαP (0 ≤ α′

1 < P ),
β1 = β′

1 + δβQ (0 ≤ β′
1 < Q),

δ := max{δα, δβ}.

If we set

(α̃i, β̃i) :=

{
(α1, β1) + 1

2 (i− 1)(P,Q) i ≡ 1 mod 2
(α1, β1)− (1

2 i+ δ)(P,Q) i ≡ 0 mod 2
, (5.13)

then, we have

{(αk, βk)|k ∈ Z>0} = {(α̃k, β̃k)|k ∈ Z>0}.

Moreover, {(α̃k, β̃k)} satisfy

1. if α̃1 �≡ 0 mod P or β̃1 �≡ 0 mod Q, then

α̃1β̃1 < α̃2β̃2 < α̃3β̃3 < α̃4β̃4 < · · · ,

2. if α̃1 ≡ 0 mod P and β̃1 ≡ 0 mod Q, then

α̃1β̃1 = α̃2β̃2 < α̃3β̃3 = α̃4β̃4 < · · · .
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Proof. In the (α, β)-plane, the integral points {(α̃k, β̃k)} are described as fol-
lows:

�

�

β

α

� (α̃1, β̃1)

� (α̃3, β̃3)

� (α̃5, β̃5)

�(α̃2, β̃2)

�(α̃4, β̃4)

From this figure, it is obvious that {(α̃k, β̃k)|k ∈ Z>0} coincides with
{(αk, βk)|k ∈ Z>0}. The inequalities of the lemma are consequences of the
assumption (5.12), i.e., α̃kβ̃k ≥ α1β1 holds for any k. Hence, the lemma has
been proved. �

Class R+ of Types II and III: Let {(αk, βk)|k ∈ Z>0} be the set of
integral points of (5.9). We assume that

α1β1 = min
k∈Z>0

{αkβk}. (5.14)

We fix �c,h as follows:

�c,h : Qα− Pβ = m, where m ∈ Z≤0.

Then, we have

Lemma 5.5. Suppose that highest weight (c, h) belongs to Class R+ of Type
II or III. If we set

(α̃i, β̃i) = (α1, β1) + (i− 1)(P,Q), (5.15)

then, we have

{(αk, βk)|k ∈ Z>0} = {(α̃k, β̃k)|k ∈ Z>0}.

Moreover, {(α̃k, β̃k)} satisfy

α̃1β̃1 < α̃2β̃2 < α̃3β̃3 < α̃4β̃4 < · · · .
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Proof. The proof is similar to the case of Class R+ of Type I. �

Class R− of Type I: Let {(αk, βk)|1 ≤ k ≤ �D̃(c, h)} be the set of inte-
gral points (5.8). We assume that

α1β1 = max
1≤k≤�D̃(c,h)

{αkβk}. (5.16)

Here, we fix �c,h as

�c,h : −Qα+ Pβ = m, where m ∈ Z>0.

Note that in this case, P ∈ Z>0, Q ∈ Z<0, and (α1, β1) is a nearest integral
point on �c,h to the point (− m

2Q ,
m
2P ). We may assume that

α1 ≤ −
m

2Q

without loss of generality.

Lemma 5.6. Suppose that highest weight (c, h) belongs to Class R− of Type
I. If we set

(α̃i, β̃i) =

{
(α1, β1) + 1

2 i(P,Q) i ≡ 0 mod 2
(α1, β1)− 1

2 (i− 1)(P,Q) i ≡ 1 mod 2
, (5.17)

then we have

{(αk, βk)|1 ≤ k ≤ �D̃(c, h)} = {(α̃k, β̃k)|1 ≤ k ≤ �D̃(c, h)}.

Moreover, {(α̃k, β̃k)} satisfy

1. if α̃1 �= − m
2Q and 1

2 (α̃1 + α̃2) �= − m
2Q , then

α̃1β̃1 > α̃2β̃2 > α̃3β̃3 > α̃4β̃4 > · · · ,

2. if α̃1 �= − m
2Q and 1

2 (α̃1 + α̃2) = − m
2Q , then

α̃1β̃1 = α̃2β̃2 > α̃3β̃3 = α̃4β̃4 > · · · ,

3. if α̃1 = − m
2Q , then

α̃1β̃1 > α̃2β̃2 = α̃3β̃3 > α̃4β̃4 = · · · .

Proof. We can draw these integral points on the (α, β)-plane as follows:
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�

�

β

α

�c,h

�

− m
2Q

m
2P � (α̃2, β̃2)

� (α̃1, β̃1)

�

� (α̃3, β̃3)

�

�

Hence, it is obvious that {(α̃i, β̃i)} = {(αi, βi)} as a set. Similarly to the
proof of Lemma 5.4, by the assumption (5.16), one can directly check the
inequalities. �

Class R− of Type II: Let {(αi, βi)|1 ≤ i ≤ �D̃(c, h)} be the set of inte-
gral points of (5.8). We assume that

α1β1 = max
1≤k≤�D̃(c,h)

{αkβk}. (5.18)

We choose �c,h as

�c,h : α+ β = m, where m ∈ Z>0.

Note that there are at most two integral points on �c,h nearest to the point
(m

2 ,
m
2 ), and (α1, β1) is one of the two points. Now, we assume that

α1 ≤
m

2
.

Lemma 5.7. Suppose that highest weight (c, h) belongs to Class R− of
Type II. Then, we have

(αi, βi) =

{
(α1, β1) + 1

2 i(1,−1) i ≡ 0 mod 2
(α1, β1)− 1

2 (i− 1)(1,−1) i ≡ 1 mod 2
. (5.19)

Moreover, we have
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1. if m is an odd integer, then

α̃1β̃1 = α̃2β̃2 > α̃3β̃3 = α̃4β̃4 > · · · ,

2. if m is an even integer, then

α̃1β̃1 > α̃2β̃2 = α̃3β̃3 > α̃4β̃4 = · · · .

Proof. The proof of the lemma is similar to those of previous ones. �

5.1.4 Fine Classification of Highest Weights: Class R+

Here, for each (c, h) of Class R+, we present an explicit form of D(c, h)
(Step 3 in the strategy). We first enumerate conformal weight h such that
(cp,q, h) belongs to Class R+ for each p, q.

Let p and q be positive integers such that (p, q) = 1. We set

K+
p,q :=

{

(r, s) ∈ Z
2

∣
∣
∣
∣
0 ≤ r < p,
0 ≤ s ≤ q,

rq + sp ≤ pq

}

(5.20)

and

(K+
p,q)

◦ :=
{

(r, s) ∈ Z
2

∣
∣
∣
∣
0 < r < p,
0 < s < q,

rq + sp < pq

}

. (5.21)

For each (r, s) ∈ K+
p,q and i ∈ Z, we set

hp,q:r,s:i :=

⎧
⎪⎪⎨

⎪⎪⎩

h−ip+r,s

(
q

p

)

i ≡ 0 mod 2

h−(i+1)p+r,−s

(
q

p

)

i ≡ 1 mod 2
, (5.22)

where hα,β(t) is defined in (5.4). We sometimes abbreviate hp,q:r,s:i to hi.
K+

p,q × Z parameterises highest weights of Class R+. In fact, we have

Lemma 5.8. For any highest weight (c, h) of Class R+, there exist p, q ∈
Z>0 ((p, q) = 1), unique (r, s) ∈ K+

p,q and i ∈ Z such that

(c, h) = (cp,q, hp,q,:r,s:i).

Note that i ∈ Z is not uniquely determined (see Lemma 5.10). The next
technical lemma is the key step to show Lemma 5.8:

Lemma 5.9. Let p, q ∈ Z>0 be as above. Then, we have

{±(rq + sp) mod 2pq, ±(rq − sp)mod 2pq|(r, s) ∈ K+
p,q} = Z/2pqZ. (5.23)
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Proof. We divide the set K+
p,q as follows: K+

p,q = K1 � K2 � K3 (disjoint),
where K1 := (K+

p,q)
◦, K2 := {(r, 0) ∈ Z

2|0 < r < p}� {(0, s) ∈ Z
2|0 < s < q}

and K3 := {(0, 0), (0, q)}. We further introduce Ni (i = 1, 2, 3) by

Ni := {±(rq − sp) mod 2pq, ±(rq + sp) mod 2pq|(r, s) ∈ Ki}, (5.24)

regarding them as sets without multiplicity. Then, we have

�N1 = 4× �K1 = 2(p− 1)(q − 1),
�N2 = 2× �K2 = 2(p+ q − 2),
�N3 = �K3 = 2

and thus, �N1 + �N2 + �N3 = 2pq. Since N1, N2 and N3 are disjoint, we have
N1 �N2 �N3 = Z/2pqZ. Hence, the lemma holds. �

Proof of Lemma 5.8. Recall that if (c, h) belongs to Class R+, then
c = cp,q and

h = hp,q:m =
m2 − (p− q)2

4pq

for some p, q ∈ Z>0 such that (p, q) = 1 and m ∈ Z. By the definition of
hp,q:r,s:i in (5.22), it is enough to check that

{±(2ipq + rq − sp), ± (2ipq + rq + sp)|i ∈ Z, (r, s) ∈ K+
p,q} = Z.

This is an immediate consequence of Lemma 5.9. The uniqueness of (r, s)
easily follows from the definition of K+

p,q. �

From Lemma 5.8, we see that for each central charge c = cp,q, the set
K+

p,q × Z parameterises the set of the conformal weights h such that (c, h)
belongs to Class R+. As the next step, we check the degeneration of these
conformal weights, i.e., when two conformal weights hp,q:r,s:i and hp,q:r′,s′:i′

coincide.
In order to describe the degeneration, we divide K+

p,q as follows:

Case 1+: 0 < r < p and 0 < s < q,
Case 2+: r = 0 and 0 < s < q,
Case 3+: 0 < r < p and s = 0,
Case 4+: (r, s) = (0, 0), (0, q).

Since by Lemma 5.8, (r, s) is uniquely determined for each highest weight,
we define

Definition 5.1 Suppose that (cp,q, h) is a highest weight of Class R+. We
say that (cp,q, h) (or h) is in Case ∗+ (∗ ∈ {1, 2, 3, 4}), if (r, s) ∈ K+

p,q, such
that h = hp,q:r,s:i for some i ∈ Z, is of Case ∗+.

Lemma 5.10. For each case, the degeneration of the conformal weights
{hp,q:r,s:i|i ∈ Z} can be described as follows:
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Case 1+: no degeneration,
Case 2+: h−i−1 = hi (i ∈ Z≥0),
Case 3+: h2i = h2i−1 (i ∈ Z),

Case 4+:
h−2i−1 = h−2i = h2i−1 = h2i (r, s) = (0, 0)
h−2i−2 = h−2i−1 = h2i+1 = h2i (r, s) = (0, q) (i ∈ Z≥0).

Hence, the following list exhausts the conformal weights h such that (cp,q, h)
belongs to Class R+:

Case 1+ hi (i ∈ Z)
Case 2+ hi (i ∈ Z≥0)
Case 3+ h(−1)i−1i (i ∈ Z≥0)
Case 4+ h2i (i ∈ Z≥0)

Below, we restrict the range of i as in Lemma 5.10.

Remark 5.3 The relation between two classification; Type ∗ and Case ∗′
can be described as follows:

1. Case 1+, Case 2+ and Case 3+: These cases are of Type I.
2. Case 4+:

s �= 0 ∨ i �= 0 s = 0 ∧ i = 0
(p, q) �= (1, 1) Type I Type III (c �= 1)
(p, q) = (1, 1) Type II Type III (c = 1)

Finally, using the list in the above lemma, we describe the set D(c, h) and
a(n) (n ∈ D(c, h)) explicitly.

Lemma 5.11. For each highest weight (c, h) of Class R+ such that c = cp,q

(p, q ∈ Z>0, (p, q) = 1), D(c, h) and a(n) (n ∈ D(c, h)) are given as follows:

1. Case 1+: For i ∈ Z,

D(c, hi) = {hk − hi|k ∈ Z, |k| > |i|, k − i ≡ 1 mod 2},

and a(n) = 1 for any n ∈ D(c, hi).
2. Case 2+: For i ∈ Z≥0,

D(c, hi) = {hk − hi|k ∈ Z>0, k > i},

and a(n) = 1 for any n ∈ D(c, hi).
3. Case 3+: For i ∈ Z≥0,

D(c, h(−1)i−1i) = {h(−1)k−1k − h(−1)i−1i|k ∈ Z>0, k > i},

and a(n) = 1 for any n ∈ D(c, hi).
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4. Case 4+: For i ∈ Z≥0,

D(c, h2i) = {h2k − h2i|k ∈ Z>0, k > i},

and for n ∈ D(c, h2i),

a(n) =

{
1 if (p, q) = (1, 1) ∨ (s = 0 ∧ i = 0)
2 otherwise

.

Proof. This lemma is a consequence of Lemmas 5.4 and 5.5 (and Remark 5.3).
For the reader’s convenience, we give the list of the lines �c,h and the integral
points (αk, βk) for each case in § 5.A. �

5.1.5 Special Highest Weights

In this subsection, we list the highest weights of some special irreducible
highest weight representations, which are important in mathematical and
theoretical physics. For physical background, see, e.g., [ID].

1. BPZ (Belavin−Polyakov−Zamolodchikov) series [BPZ1], [BPZ2]:
(Case 1+)

{
(cp,q, hp,q:r,s:0)

∣
∣p, q ∈ Z>1 (p, q) = 1, (r, s) ∈ (K+

p,q)
◦} ,

where the set (K+
p,q)◦ is defined in (5.21).

a. Minimal series [BPZ1], [BPZ2], [FQS1]:
(p, q) = (m+ 1,m+ 2) (m ∈ Z≥2).
i. Ising model [Is], [Len]:
c = 1

2 , i.e., (p, q) = (3, 4).
ii. Tri-critical Ising model [BEG], [NBRS]:

c = 7
10 , i.e., (p, q) = (4, 5).

iii. 3-state Potts model [P]:
c = 4

5 , i.e., (p, q) = (5, 6).
b. Yang−Lee edge singularity [YL]:

c = −22
5 , i.e, (p, q) = (2, 5).

2. Logarithmic series: (Case 2+)

{(cp,1, hp,1:r,0:0)|p ∈ Z>2, r ∈ Z, 1 ≤ r < p}.

a. Free fermionic point:
c = −2, i.e, (p, q) = (2, 1).

3. ZN Parafermionic model (N > 1) [ZF1], [ZF2]:
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c =
2(N − 1)
N + 2

.

4. Gaussian model: (p, q) = (1, 1),

c = 1.

Remark 5.4 There seems to be confusion about ‘minimal series represen-
tations’. For one case, BPZ series are called minimal series, and discrete
series are called minimal unitary series. For the other case, minimal
series simply indicates discrete series.

5.1.6 Fine classification of Highest Weights: Class R−

In this subsection, we classify highest weights of Class R− in a way similar
to Class R+.

Suppose that (c, h) is a highest weight which belongs to Class R−. Then,
central charge c can be written as

c = cp,−q

for some p, q ∈ Z>0 such that (p, q) = 1.
Similarly to Class R+, we introduce a set K−

p,q to parameterise conformal
weight h. For each p, q ∈ Z>0, we set

K−
p,q :=

{

(r, s) ∈ Z
2

∣
∣
∣
∣
0 ≤ r < p,
0 ≤ −s ≤ q,

rq − sp ≤ pq

}

. (5.25)

For each (r, s) ∈ K−
p,q and i ∈ Z, we put

hp,q:r,s:i :=

⎧
⎪⎪⎨

⎪⎪⎩

h−ip+r,s

(

−q
p

)

i ≡ 0 mod 2

h−(i+1)p+r,−s

(

−q
p

)

i ≡ 1 mod 2
, (5.26)

where hα,β(t) is defined in (5.4). We often abbreviate hp,q:r,s:i to hi for sim-
plicity.

Then, we have

Lemma 5.12. For any highest weight (c, h) of Class R−, there exist p, q ∈
Z>0 such that (p, q) = 1, unique (r, s) ∈ K−

p,q and i ∈ Z such that

(c, h) = (cp,−q, hp,q:r,s:i).

Proof. We can prove the lemma similarly to the proof of Lemma 5.8. �
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Next, we describe degeneration of the conformal weights hp,q:r,s:i. Similarly
to Class R+, we divide K−

p,q as follows:

Case 1−: 0 < r < p and 0 < −s < q,
Case 2−: r = 0 and 0 < −s < q,
Case 3−: 0 < r < p and s = 0,
Case 4−: (r, s) = (0, 0), (0,−q),

Accordingly, we define

Definition 5.2 Suppose that (cp,−q, h) is a highest weight of Class R−. We
say that (cp,−q, h) (or h) is in Case ∗− (∗ ∈ {1, 2, 3, 4}), if (r, s) ∈ K−

p,q,
such that h = hp,q:r,s:i for some i ∈ Z, is of Case ∗−.

One can easily check the lemma below:

Lemma 5.13. For each case, the degeneration of the conformal weights
{hp,q,:r,s:i|i ∈ Z} can be described as follows:

Case 1−: no degeneration,
Case 2−: h−i−1 = hi (i ∈ Z≥0),
Case 3−: h2i = h2i−1 (i ∈ Z),

Case 4−:
h−2i−1 = h−2i = h2i−1 = h2i (r, s) = (0, 0)
h−2i−2 = h−2i−1 = h2i+1 = h2i (r, s) = (0,−q) (i ∈ Z≥0).

Hence, the following list exhausts the conformal weights h such that (cp,−q, h)
belongs to Class R−:

Case 1− hi (i ∈ Z \ {0})
Case 2− hi (i ∈ Z>0)
Case 3− h(−1)i−1i (i ∈ Z>0)
Case 4− h2i (i ∈ Z>0)

Remark 5.5 Since M(cp,−q, h0) is irreducible, highest weight (cp,−q, h0) be-
longs to Class V .

We may restrict the range of i as in Lemma 5.13.

Remark 5.6 The relation between two classification; Type ∗ and Case ∗′
is as follows:

1. Case 1−, Case 2− and Case 3−: These cases are of Type I.
2. Case 4−:

(p, q) �= (1, 1) Type I

(p, q) = (1, 1) Type II

Finally, we list the D(c, h) for each (c, h).

Lemma 5.14. For each highest weight (c, h) of Class R− such that c = cp,−q

(p, q ∈ Z>0, (p, q) = 1), D(c, h) and a(n) (n ∈ D(c, h)) are given as follows:
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1. Case 1−: For i ∈ Z \ {0},

D(c, hi) = {hk − hi|k ∈ Z, |k| < |i|, i− k ≡ 1 mod 2},

and a(n) = 1 for any n ∈ D(c, hi).
2. Case 2−: For i ∈ Z>0,

D(c, hi) = {hk − hi|k ∈ Z>0, k < i},

and a(n) = 1 for any n ∈ D(c, hi).
3. Case 3−: For i ∈ Z>0,

D(c, h(−1)i−1i) = {h(−1)k−1k − h(−1)i−1i|k ∈ Z>0, k < i},

and a(n) = 1 for any n ∈ D(c, hi).
4. Case 4−: For i ∈ Z>0,

D(c, h2i) = {h2k − h2i|k ∈ Z>0, k < i},

and for n ∈ D(c, h2i)

a(n) =

{
1 if (p, q) = (1, 1) ∨ (s = 0 ∧ n = h0 − h2i)
2 otherwise

.

Proof. This lemma is a direct consequence of Lemmas 5.6 and 5.7 (and Re-
mark 5.6). Note that if s = 0 in Case 4−, then α̃1 = − m

2Q in Lemma 5.17.
Hence, in this case,

a(n) =

{
2 n < h0 − h2i

1 n = h0 − h2i

.

For the explicit forms of the integral points (αk, βk), see § 5.A. �

Remark 5.7 In [FeFu4], Feigin and Fuchs classified highest weights in a
different way. Our classification corresponds to theirs as follows:

Class V Class I Case 1± Case 2±, 3± Case 4±

I, II0, II− II+ III∓ III∓0 III∓00

5.2 Singular Vectors

First, we define a singular vector and a subsingular vector of a h-semi-simple
g-module M .

Definition 5.3 1. A weight vector v ∈Mg
+ \ {0} is called a singular vec-

tor.
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2. A weight vector v ∈ M is called a subsingular vector, if there exists a
proper submodule N of M such that v + N ∈ (M/N)g

+ \ {0}. Here, we
allow N to be {0}.
In particular, a singular vector is always subsingular.

Here, we say that a singular vector v ∈ M(c, h)g
+

is of level n if v ∈
M(c, h)h+n.

5.2.1 Uniqueness of Singular Vectors

In order to construct embedding diagrams of Verma modules, we show the
following uniqueness of singular vectors of Verma modules.

Proposition 5.1 For each n ∈ Z>0, we have

dim{M(c, h)h+n}g
+
≤ 1.

We first introduce some notation. Let < be the total order on Pn defined as
follows: For I, J ∈ Pn such that I = (1r12r2 · · ·nrn) and J = (1s12s2 · · ·nsn),
we define

I < J ⇔ ∃m ∈ Z>0; (rk = sk (k < m)) ∧ (rm < sm).

In the sequel, we denote the maximal element (1n) of Pn by I0. For I =
(1r12r2 · · ·nrp) ∈ Pp and J = (1s12s2 · · ·nsq ) ∈ Pq, we set

I± J := (1r1±s12r2±s2 · · · ) ∈ Pp+q.

For simplicity, we sometimes denote

(1020 · · · (k − 1)0kr(k + 1)0 · · · )

by (kr). In particular, for I = (1r12r2 · · ·nrn) ∈ Pn,

I± (kr) = (1r12r2 · · · krk±r · · ·nrn) ∈ Pn±rk.

Let eI be the element of U(g−) defined in (4.17). Notice that {eI.vc,h|I ∈ Pn}
forms a basis of M(c, h)h+n, where vc,h := 1 ⊗ 1c,h. For a weight vector
w ∈M(c, h)h+n, we express w as follows:

w =
∑

I∈Pn

cw
I
eI.vc,h.

To prove the proposition, we show the following ‘triangularity’:

Lemma 5.15. Suppose that n ∈ Z>0 and w ∈ M(c, h)h+n \ {0}. For J =
(1s12s2 · · ·nsn) ∈ Pn \ {I0}, let j > 1 be the positive integer such that s2 =
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· · · = sj−1 = 0 and sj �= 0. Set J
′ := J − (j1) + (11) ∈ Pn−j+1 and w′ :=

Lj−1.w. We express w′ as

w′ =
∑

I′∈Pn−j+1

cw
′

I′ eI′ .vc,h.

Then, there exist {Qw
I,J|I > J} ⊂ C which satisfy

cw
′

J′ = sj(2j − 1)cw
J

+
∑

I∈Pn
I>J

Qw
I,Jc

w
I
.

Proof. We verify the following assertion: for any I ∈ Pn,

I ≤ J ∧ cLj−1eI.vc,h

J′ �= 0 ⇔ I = J. (5.27)

Let us first prove the ‘only if’ part of (5.27). Suppose that I=(1r12r2 · · ·nrn)
satisfies

I ≤ J ∧ cLj−1eI.vc,h

J′ �= 0.

For the proof, it is convenient to use the following notation: For a weight
vector

u =
∑

K∈Pn

cu
K
eK.vc,h ∈M(c, h)h+n,

we set

maxL−1(u) := max{t1|cuK �= 0, K = (1t12t2 · · ·ntn) ∈ Pn}.

We divide the proof of the ‘only if’ part into three steps.

Step I We show that r1 = s1. Since the condition I ≤ J implies that
r1 ≤ s1, we check that s1 ≤ r1. Since cLj−1eI.vc,h

J′ �= 0, we have

s1 + 1 ≤ maxL−1(Lj−1eI.vc,h).

On the other hand, by direct calculation, one can show that

maxL−1(Lj−1eI.vc,h) ≤ r1 + 1.

Thus, s1 ≤ r1 holds.

Step II Let i be the positive integer such that r2 = r3 = · · · = ri−1 = 0
and ri �= 0. We show that i = j. Since r1 = s1 and I ≤ J, we have i ≥ j. We
assume that i > j and lead to a contradiction.

Notice that the condition c
Lj−1eI.vc,h

J′ �= 0 implies that

maxL−1(Lj−1eI.vc,h) ≥ s1 + 1 = r1 + 1.
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On the other hand, we have

maxL−1(Lj−1eI.vc,h) = r1,

since

Lj−1eI.vc,h = [Lj−1, L
rn
−n · · ·Lri

−i]L
r1
−1.vc,h + Lrn

−n · · ·Lri
−iLj−1L

r1
−1.vc,h,

and

maxL−1([Lj−1, L
rn
−n · · ·Lri

−i]L
r1
−1.vc,h) = r1,

maxL−1(L
rn
−n · · ·Lri

−iLj−1L
r1
−1.vc,h) < r1,

by the assumption i > j. This is a contradiction, and thus, i = j.

Step III We show that rm = sm for any m > 1. Since j = i, we have

Lj−1L
rn
−n · · ·L

rj

−jL
r1
−1.vc,h

= rj(2j − 1)Lrn
−n · · ·L

rj+1
−j−1L

rj−1
−j Lr1+1

−1 .vc,h + u

for some u ∈M(c, h)h+n−j+1 such that maxL−1(u) ≤ r1. Hence, we have

(1r1+1iri−1(i+ 1)ri+1 · · ·nrn) = J
′ = J− (j1) + (11),

since cLj−1eI.vc,h

J′ �= 0. Hence, rm = sm for any m > 1, and the ‘only if’ part
has been proved.

For the ‘if’ part of (5.27), by direct calculation we get

Lj−1eJ.vc,h = sj(2j − 1)eJ′ .vc,h + u′.

for some u′ ∈M(c, h)h+n−j+1 such that maxL−1(u
′) ≤ s1. Since sj(2j−1) �=

0, the ‘if’ part follows. Therefore, we have completed the proof of Lemma
5.15. �

Proof of Proposition 5.1. Let w be a singular vector of level n. Since
Lj−1.w = 0 for any j > 1, we have

cw
J

= −{sj(2j − 1)}−1
∑

I∈Pn
I>J

Qw
I,Jc

w
I

(5.28)

by Lemma 5.15. This means that the coefficient cw
J

of the singular vector w
is uniquely determined by the coefficients {cw

I
|I > J}, i.e., w is uniquely de-

termined by the coefficient cw
I0

(I0 = (1n)). Hence, w is unique up to a scalar.
�.
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Corollary 5.1 For any h, h′ ∈ C, the following holds:

dim Homg(M(c, h),M(c, h′)) ≤ 1.

5.2.2 Existence of Singular Vectors

In this subsection, we show the existence of homomorphisms between Verma
modules to construct embedding diagrams of Verma modules by showing the
existence of singular vectors. Practically, we prove the existence of an element,
called a Shapovalov element, which was first considered by N. Shapovalov [Sh]
for a complex semi-simple Lie algebra and which defines a desired homomor-
phism. They are also used to define Jantzen filtration of certain quotient
modules (§ 5.6).

Through this subsection, we fix α, β ∈ Z>0, and set n := αβ. Let Vα,β be
the curve in h∗ (h = CC ⊕ CL0) defined by Φα,β(c, h) = 0. Let C[Vα,β ](�
C[h∗]/(Φα,β(c, h))) be the coordinate ring of the curve Vα,β . For simplicity,
we sometimes denote Φα,β(c, h) by Φ(c, h) or Φ.

Proposition 5.2 (cf. [RW3]) There exists Sn,Φ ∈ U(g− ⊕ h)−n, which is
called a Shapovalov element, such that

1. for any k ∈ Z>0,

LkSn,Φ ∈ U(g)Φ(C,L0) + U(g)g+, (5.29)

2.
Sn,Φ =

∑

I∈Pn

eIHΦ,I, (5.30)

where eI ∈ U(g−) is defined in (4.17), HΦ,I ∈ U(h)(� C[h∗]) and HΦ,I0 = 1
for I0 = (1n).

Proof. We first show that there exists an element

Sn =
∑

I∈Pn

eI ⊗ cI ∈ U(g−)−n ⊗C C[Vα,β ]

such that cI0 = 1 (I0 := (1n)) and

Sn(c, h).vc,h ∈ {M(c, h)h+n}g
+

(∀(c, h) ∈ Vα,β). (5.31)

The condition (5.31) is equivalent to a system of linear equations in {cI}
defined over C[Vα,β ], and any solution {cI} of this system lies in C(Vα,β), the
quotient field of C[Vα,β ]. We may assume that {cI} ⊂ C[Vα,β ] by multiplying
a non-zero element of C[Vα,β ]. Hence, it is enough to prove that the system of



5.2 Singular Vectors 171

linear equations has a non-trivial solution on a Zariski dense subset of Vα,β .
The set

Dα,β := Vα,β ∩
⋃

(r,s)∈(Z>0)
2

rs<αβ

Vr,s

is a finite set, i.e., it is a Zariski closed subset of Vα,β . For any (c, h) ∈
Vα,β \Dα,β , we have

det(c, h)n′ �= 0 (∀n′ < n),
det(c, h)n = 0.

Hence, the system of linear equations equivalent to (5.31) has a solution for
(c, h) ∈ Vα,β \Dα,β and thus, it has a solution for any (c, h) ∈ Vα,β . Moreover,
by (5.28), a solution of (5.31) is uniquely determined from the coefficient cI0

(I0 := (1n)). Hence, we may assume that cI0 = 1.
Let ι : U(g−) ⊗C C[h∗] → U(g− ⊕ h) be the linear isomorphism which is

defined by x1 ⊗ x2 �→ x1x2 for x1 ∈ U(g−) and x2 ∈ C[h∗] = U(h). Let πα,β

be the canonical projection

U(g−)⊗C C[h∗]→ U(g−)⊗C C[Vα,β ]

induced from C[h∗] � C[Vα,β ]. We set π′
α,β := πα,β ◦ ι−1. Notice that

Kerπ′
α,β = U(g− ⊕ h)Φ, (5.32)

since Φ = Φα,β(c, h) is irreducible. Let

S̃n =
∑

I∈Pn

c̃IeI

be an element of U(g− ⊕ h)−n such that πα,β(S̃n) = Sn and c̃I0 = 1. Since
the condition (5.31) is equivalent to

y.Sn(c, h) ∈ U(g)g+ (∀β ∈ Q+ \ {0}, ∀y ∈ gβ)

for any (c, h) ∈ Vα,β , we see that

y.S̃n ∈ U(g)Φ+ U(g)g+ (∀β ∈ Q+ \ {0}, ∀y ∈ gβ)

by (5.32). Therefore, setting SΦ,n := S̃n, we have completed the proof. �

Remark that the universal enveloping algebra of a Lie algebra is an inte-
gral domain, since the graded algebra associated with the standard filtration
(A.6) is isomorphic to the symmetric algebra on the Lie algebra. Hence,
any non-trivial homomorphism between Verma modules is injective, since a
Verma module is a free U(g−)-module of rank 1. Combining this fact with
Corollary 5.1, we have
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Corollary 5.2 Suppose that highest weight (c, h) satisfies c = c(t) and h =
hα,β(t) for some α, β ∈ Z>0 and t ∈ C \ {0}. Then,

dim Homg(M(c, h+ n),M(c, h)) = 1.

Moreover, such a homomorphism is a scaler multiple of the embedding which
maps a highest weight vector vc,h+n to Sn,Φ.vc,h, where n := αβ and Φ :=
Φα,β(c, h).

5.3 Embedding Diagrams of Verma Modules

5.3.1 Embedding Diagrams

Below, we denote a non-trivial homomorphism

ιh,h′ : M(c, h′)→M(c, h),

by [h′] � [h].

Class V : All Verma modules are irreducible, and there is nothing to do.

Class I: The highest weight (c, h) can be written as c = c(t), h = hα,β(t)
for some t ∈ C \ Q and α, β ∈ Z>0. By Lemma 5.2, D̃(c, h) = {(α, β)}. By
Corollary 5.2, the following holds:

Proposition 5.3 Suppose that highest weight (c, h) = (c(t), hα,β(t)) (t ∈
C \Q and α, β ∈ Z>0) belongs to Class I. Then, we have

[h]

[h+ αβ]

.

Note that the submodule M(c, h+ αβ) is irreducible.

Class R+: The highest weight (c, h) can be written as c = cp,q, h = hi (5.22)
for some p, q ∈ Z>0 such that (p, q) = 1, (r, s) ∈ K+

p,q and i ∈ Z.

Proposition 5.4 For Class R+, there exist the commutative embedding di-
agrams of Verma modules given in Figure 5.4.

This proposition will be proved in the next subsection.
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1+ 2+ 3+ 4+

[h0] [h0] [h0] [h0]

[h−1] [h1] [h1] [h1] [h2]

[h−2] [h2] [h2] [h−2] [h4]

[h−3] [h3] [h3] [h3] [h6]

[h−4] [h4] [h4] [h−4] [h8]

Fig. 5.4 Embedding diagrams for Class R+

Class R−: The highest weight (c, h) can be written as c = cp,−q, h = hi

(5.26) for some p, q ∈ Z>0 such that (p, q) = 1, (r, s) ∈ K−
p,q and i ∈ Z \ {0}.

Proposition 5.5 For Class R−, there exist the commutative embedding di-
agrams of Verma modules given in Figure 5.5.

1− 2− 3− 4−

[h−4] [h4] [h4] [h−4] [h8]

[h−3] [h3] [h3] [h3] [h6]

[h−2] [h2] [h2] [h−2] [h4]

[h−1] [h1] [h1] [h1] [h2]

[h0] [h0] [h0] [h0]

Fig. 5.5 Embedding diagrams for Class R−

Note. Although (c, h0) belongs to Class V , to describe embedding diagrams, it is
convenient to use the conformal weight h0.
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5.3.2 Proof of Propositions 5.4 and 5.5

Here, we prove only Proposition 5.4 in Case 1+, since the other cases can be
proved in a similar way.

By Corollary 5.2, there exists an embedding map M(c, hj)→M(c, hi) for
each (i, j) ∈ Z

2 such that |i| = |j| − 1. In this proof, we denote it by ι̃hj .hi .
Here, we show that, by multiplying appropriate scalar factors, we can choose
embeddings ιhj .hi such that the diagram in Figure 5.4 commutes.

First, we set ιh0,h±1 := ι̃h0,h±1 .
Second, by Proposition 5.1, we have

ιh0,h−1 ◦ ι̃h−1,h2(vc,h2) ∝ ιh0,h1 ◦ ι̃h1,h2(vc,h2).

Hence, by multiplying scalar factors, we can take ι̃h±1,h2 which satisfy

ιh0,h−1 ◦ ιh−1,h2 = ιh0,h1 ◦ ιh1,h2 .

Similarly, we can choose ιh±1,h−2 such that

ιh0,h−1 ◦ ιh−1,h−2 = ιh0,h1 ◦ ιh1,h−2

holds. Hence, we obtain a commutative embedding diagram

[h0]

[h−1] [h1]

[h−2] [h2]

.

Third, we suppose that for each (k, l) ∈ Z
2 such that |k| = |l| − 1 and

|k| ≤ i, there exist embeddings ι̃hk,hl
: M(c, hl) → M(c, hk) such that the

following diagram commutes:

[h0]

[h−1] [h1]

[h−i+1] [hi−1]

[h−i] [hi]

.

We choose embeddings ιh−i,hi+1 and ιhi,hi+1 such that
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ιhi−1,h−i ◦ ιh−i,hi+1 = ιhi−1,hi ◦ ιhi,hi+1 (5.33)

holds, and show the commutativity of the following diagram:

[h−i+1]

[h−i] [hi]

[hi+1]

.

It is enough to see that

ιh−i+1,h−i ◦ ιh−i,hi+1 = ιh−i+1,hi ◦ ιhi,hi+1 . (5.34)

From (5.33), we obtain

ιhi−2,hi−1 ◦ ιhi−1,h−i ◦ ιh−i,hi+1 = ιhi−2,hi−1 ◦ ιhi−1,hi ◦ ιhi,hi+1 .

On the other hand, by the inductive assumption we have

ιhi−2,hi−1 ◦ ιhi−1,h−i = ιhi−2,h−i+1 ◦ ιh−i+1,h−i ,

ιhi−2,hi−1 ◦ ιhi−1,hi = ιhi−2,h−i+1 ◦ ιh−i+1,hi .

Hence, we obtain

ιhi−2,h−i+1 ◦ ιh−i+1,h−i ◦ ιh−i,hi+1 = ιhi−2,h−i+1 ◦ ιh−i+1,hi ◦ ιhi,hi+1 .

Since ιhi−2,h−i+1 is injective, we obtain (5.34). Similarly, there exist embed-
dings ιhi,h−i−1 and ιh−i,h−i−1 such that

ιhi−1,hi ◦ ιhi,h−i−1 = ιhi−1,h−i ◦ ιh−i,h−i−1 ,

ιh−i+1,hi ◦ ιhi,h−i−1 = ιh−i+1,h−i ◦ ιh−i,h−i−1 .

Therefore, the existence of the embedding diagram of Verma modules in Case
1+ has been proved.

5.4 Singular Vector Formulae

There are many studies on singular vectors of Verma modules over g (e.g.,
[BS], [Mill]). However, except for some special cases, completely explicit ex-
pressions of them are still unknown. In this section, we present two formulae
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related with singular vectors which play important roles in mathematical and
theoretical physics [FeFu5].

Through this section, we fix α, β ∈ Z>0, and set Φ := Φα,β(c, h) ∈ C[c, h]
and n := αβ for simplicity. Let R := C[ξ, ξ−1] be the Laurent polynomial
ring. We set (c̃, h̃) := (c(ξ), hα,β(ξ)) ∈ R2. Let

Sn,Φ := eI0 +
∑

I<I0

eIHΦ,I (I0 := (1n))

be the Shapovalov element given by Proposition 5.2, where HΦ,I ∈ S(h) �
C[h∗]. Note that

Sn,Φ(c̃, h̃) ∈ U(g−)⊗C R.

5.4.1 Formula I

For a, b ∈ C, let Va,b =
⊕

u∈Z
Cvu be the g-module defined in (1.11), i.e.,

Ls.vu = (as+ b− u)vu+s,

C.vu = 0.

The first singular vector formula describes the action of Sn,Φ(c̃, h̃) on the
module Va,b.

Proposition 5.6

Sn,Φ(c̃, h̃).v0 = Pα,β(a, b; ξ)v−n,

where Pα,β(a, b; ξ) ∈ C[a, b, ξ, ξ−1] satisfies

Pα,β(a, b; ξ)2 =
α−1∏

k=0

β−1∏

l=0

Qα,β
k,l (a, b; ξ),

Qα,β
k,l (a, b; ξ)

=
[
(b− a)− (kξ

1
2 − lξ−

1
2 ){(α− k)ξ

1
2 − (β − l)ξ−

1
2 }
]

×
[
(b− a)− {(k + 1)ξ

1
2 − (l + 1)ξ−

1
2 }{(α− k − 1)ξ

1
2 − (β − l − 1)ξ−

1
2 }
]

+ {(α− 2k − 1)ξ
1
2 − (β − 2l − 1)ξ−

1
2 }2a.

We show this proposition after stating the second formula.

Remark 5.8 By the normalisation of the Shapovalov element, Pα,β(a, b; ξ)
is of the form

Pα,β(a, b; ξ) = bαβ + (lower terms),
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as a polynomial in b. Hence, Pα,β(a, b; ξ) is uniquely determined by the above
proposition.

5.4.2 Formula II

Let I≤−3 be the two-sided ideal of U(g−) generated by

[g−, g−] =
⊕

n≤−3

CLn.

Note that

U(g−)/I≤−3 � U(g−/[g−, g−])
� C[L−1, L−2].

Let Pr : U(g−) → U(g−)/I≤−3 be the canonical projection. We denote the
map

U(g−)⊗C R −→ {U(g−)/I≤−3} ⊗C R

induced from the above projection by the same symbol Pr. The second sin-
gular vector formula describes the image of the Shapovalov element under
this projection.

Proposition 5.7

Pr(Sn,Φ(c̃, h̃)) = Rα,β(L−1, L−2; ξ),

where Rα,β(x, y; ξ) ∈ C[x, y, ξ, ξ−1] satisfies

Rα,β(x, y; ξ)2 =
α−1∏

k=0

β−1∏

l=0

(x2 − {(α− 2k − 1)ξ
1
2 − (β − 2l − 1)ξ−

1
2 }2y).

5.4.3 Proof of Formula I

For f ∈ R, let ξ- deg+f (resp. ξ- deg−f) be the highest degree (resp. the
lowest degree) of f as a polynomial in ξ. We define {cI} ⊂ R by Sn,Φ.vc̃,h̃ ∈
MR(c̃, h̃) as follows:

Sn,Φ.vc̃,h̃ =
∑

I∈Pn

cIeI.vc̃,h̃.

In particular, cI0 = 1. To prove the first formula by using embedding dia-
grams, it is necessary to estimate ξ- deg+Pα,β(a, b; ξ) and ξ- deg−Pα,β(a, b; ξ).
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Lemma 5.16. ([AsFu])

1. maxI∈Pn{ξ- deg+cI} ≤ (α− 1)β,
2. minI∈Pn{ξ- deg−cI} ≥ −α(β − 1).

We need some preliminaries. For each weight vector w ∈ MR(c̃, h̃)h̃+n, we
define {cw

I
} ⊂ R by

w =
∑

I∈Pn

cw
I
eI.vc̃,h̃.

Let {FjU(g+)|j ∈ Z≥0} be the standard filtration of U(g+) (for the definition,
see (A.6)). First, we show a variant of Lemma 5.15.

Lemma 5.17. For J = (1s12s2 · · ·nsn) ∈ Pn \ {I0}, let j > 1 be the positive
integer such that s2 = · · · = sj−1 = 0 and sj �= 0. Set J′ := J− (j1) + (11) ∈
Pn−j+1. We take

y ∈ U(g+)−j+1 := {u ∈ U(g+)|[L0, u] = (−j + 1)u},

and set w′ := y.w. We express w′ as

w′ =
∑

I′∈Pn−j+1

cw
′

I′ eI′ .vc̃,h̃.

Then, there exist αy ∈ C and {Qy
I,J|I > J} ⊂ R satisfying the following :

1. Let N be the positive integer such that

y ∈ FNU(g+) \ FN−1U(g+).

Then, ξ- deg+Q
y
I,J ≤ N and ξ- deg−Q

y
I,J ≥ −N .

2.
cw

′

J′ = αyc
w
J

+
∑

I∈Pn
I>J

Qw
I,Jc

w
I
.

Proof. The existence of αy ∈ C and {Qy
I,J|I > J} ⊂ R with the second

condition can be proved in a way similar to Lemma 5.15. From the proof,
one can directly check that they also satisfy the first condition. �

Remark 5.9 If y is a ‘monomial’, i.e.,

y = Li1Li2 · · ·Lik
(i1, · · · , ik ∈ Z>0 ∧ i1 + i2 + · · ·+ ik = j),

then αy �= 0.

Second, to estimate ξ- deg+cI and ξ- deg−cI for each I ∈ Pn, we introduce
a function ϕγ (γ ∈ Z>0). For j ∈ Z>0, we set

ϕγ(j) := j − 1−
⌈
j − 1
γ

⌉

,
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where "x# denotes the greatest integer not exceeding x. Further, for I =
(1r12r2 · · ·nrn) ∈ Pn, we set

ϕγ(I) :=
n∑

k=1

rkϕγ(k).

Then, one can directly check that ϕγ enjoys the following properties.

1. For any i, j ∈ Z>0,

ϕγ(i+ j) ≥ ϕγ(i) + ϕγ(j) ≥ ϕγ(i+ j − 1). (5.35)

2. For s ∈ Z>0 and i1, i2, · · · , is ∈ Z>0,

ϕγ(i1 + i2 + · · ·+ is + 1) = ϕγ(i1) + ϕγ(i2) + · · ·+ ϕγ(is), (5.36)

if and only if s = 1 and i1 ≡ 0 (mod γ).

Note that by (5.35) the inequality

ϕγ(i1 + i2 + · · ·+ is + 1) ≥ ϕγ(i1) + ϕγ(i2) + · · ·+ ϕγ(is)

always holds.
We show Lemma 5.16 by using the next lemma.

Lemma 5.18. For any I ∈ Pn,

1. ξ- deg+cI ≤ ϕα(I),
2. ξ- deg−cI ≥ −ϕβ(I).

Proof. We first show 1. of Lemma 5.18 by induction. For I0 := (1n), we have
cI0 = 1 and ϕα(I0) = nϕα(1) = 0. Hence, 1. of Lemma 5.18 holds for I = I0.

Next, we suppose that J < I0 and 1. of Lemma 5.18 holds for any I such
that J < I < I0. Here, for w := Sn,Φ.vc̃,h̃ and y := Lj−1, we apply Lemma
5.17. Since w′ = 0, we have

cJ = −(αy)−1
∑

I>J

Qy
I,JcI,

and thus,
ξ- deg+cJ ≤ max

I>J

{ξ- deg+cI + ξ- deg+Q
y
I,J}.

Moreover, in this case, we have ξ- deg+Q
y
I,J ≤ 1. Hence, by the induction

hypothesis, it is enough to show that

C1. ϕα(I) ≤ ϕα(J) (∀I ∈ Pn : I > J ∧Qy
I,J �= 0 ∧ ξ- deg+Q

y
I,J = 0),

C2. ϕα(I) < ϕα(J) (∀I ∈ Pn : I > J ∧ ξ- deg+Q
y
I,J = 1).

Notice that Lj−1eI.vc̃,h̃ = v1 + v2, where
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v1 = [Lj−1, L
rn
−n · · ·L

rj

−j ]L
rj−1
−j+1 · · ·L

r1
−1.vc̃,h̃,

v2 = Lrn
−n · · ·L

rj

−j [Lj−1, L
rj−1
−j+1 · · ·L

r1
−1].vc̃,h̃.

Hence, if Qy
I,J �= 0, i.e., c

yeI.vc̃,h̃

J′ �= 0, then cv1
J′ �= 0 or cv2

J′ �= 0. We divide the
proof into the following two cases:

Case cv1
J′ �= 0: In this case, we have ξ- deg+Q

y
I,J = 0 by definition. Since

v1 =
∑n

k=j v1,k where

v1,k := Lrn
−n · · · [Lj−1, L

rk

−k] · · ·Lrj

−jL
rj−1
−j+1 · · ·L

r1
−1.vc̃,h̃,

there exists k (j ≤ k ≤ n) such that cv1,k

J′ �= 0. We first show that, for such
integer k,

ϕα(I− (k1) + ((k − j + 1)1)) ≤ ϕα(J′). (5.37)

Indeed, cv1,k

J′ �= 0 means that eJ′ .vc̃,h̃ has a non-zero coefficient in the expres-
sion of v1,k with respect to the basis {eK.vc̃,h̃|K ∈ Pn−j+1}. This implies that
J
′ is obtained by regrouping the partition I

′ := I − (k1) + ((k − j + 1)1),
namely, if I

′ = (i′1, i
′
2, · · · , i′a) and J

′ = (j′1, j
′
2, · · · , j′b) such that

i′1 ≤ i′2 ≤ · · · ≤ i′a ∧ i′1 + i′2 + · · ·+ i′a = n− j + 1,
j′1 ≤ j′2 ≤ · · · ≤ j′b ∧ j′1 + j′2 + · · ·+ j′b = n− j + 1,

then
j′l =

∑

u

i′
k
(l)
u

(l = 1, 2, · · · , b),

where

{1, 2, · · · , a} =
b⊔

l=1

{k(l)
1 , k

(l)
2 , · · · } (disjoint union).

Hence, the inequality (5.37) follows from the property (5.35).
Since J

′ = J− (j1) + (11), from (5.37), we obtain

ϕα(I)− ϕα(k) + ϕα(k − j + 1) ≤ ϕα(J)− ϕα(j) + ϕα(1).

Hence, we have

ϕα(J)− ϕα(I) ≥ ϕα(k − j + 1) + ϕα(j)− ϕα(k) ≥ 0

by (5.35). Hence, C1 holds.

Case cv2
J′ �= 0: In this case, we see that if cv2

J′ �= 0, then

r1 ≥ s1 ∧
j−1∑

k=1

rkk = j + s1 ∧ rj = sj − 1 ∧ rk = sk (j + 1 ≤ k ≤ n),
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for J = (1s1 · · ·nsn) and I = (1r1 · · ·nrn). Hence, by the property (5.35), we
have

ϕα(I) ≤ ϕα(J). (5.38)

Further, by (5.36), ϕα(I) < ϕα(J) holds for I such that

I �= J− (j1) + ((j − 1)1)− (11) ∨ j − 1 �≡ 0 (mod α). (5.39)

Hence, if I satisfies (5.39), then C2 holds.
To complete the proof, it is necessary to show that

ξ- deg+Q
y
I,J = 0 (5.40)

holds for I ∈ Pn such that

I = J− (j1) + ((j − 1)1)− (11) ∧ j − 1 ≡ 0 (mod α).

We take y := (Lα)m1 (m1 = (j−1)/α). Since the inequality (5.38) still holds,
if ξ- deg+Q

y
I,J = 0, then C1 holds. Indeed, from the explicit form of I, we see

that Qy
I,J is a C-linear combination of some products of fl ∈ R (l ≤ n), where

fl is given by
[Lα, L−α]|MR(c̃,h̃)h̃+l

= flidMR(c̃,h̃)h̃+l
.

On the other hand, we have ξ- deg+fl = 0 by direct computation. Hence,
ξ- deg+Q

y
I,J = 0 holds. Therefore, we have completed the proof of 1. of Lemma

5.18.
For 2. of Lemma 5.18, since gl ∈ R defined by

[Lβ , L−β ]|MR(c̃,h̃)h̃+l
= glidMR(c̃,h̃)h̃+l

satisfies ξ- deg−gl = 0, one can similarly prove as above. �

Proof of Lemma 5.16. We prove the first statement. For each k (1 ≤
k ≤ n), there uniquely exist γk, δk ∈ Z≥0 such that

k = γkα− δk (0 ≤ δk < α).

Then, we have ϕα(k) = k − γk and ϕα(I) =
∑n

k=1 rk(k − γk) for I =
(1r12r2 · · ·nrn) ∈ Pn. On the other hand, since

αβ = n =
n∑

k=1

rkk = α

n∑

k=1

rkγk −
n∑

k=1

γkδk,

we have
∑n

k=1 rkγk ≥ β. Hence, ϕα(I) ≤ (α− 1)β for any I ∈ Pn.
For the second statement, expressing each k as

k = γ′kβ − δ′k (γ′k, δ
′
k ∈ Z≥0, 0 ≤ δ′k < β),
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one can similarly show the second inequality. Therefore, Lemma 5.16 follows
from Lemma 5.18. �

Finally, by using Lemma 5.16, we show the singular vector formulae. Here,
we only prove Proposition 5.6, since Proposition 5.7 can be proved similarly.

For the proof, we introduce some notation. For ξ0 ∈ C \ {0}, let φξ;ξ0 :
ModR → VectC be the reduction functor induced from the projection R →
R/(ξ − ξ0)R � C. For v ∈M (M ∈ Ob(ModR)), we set

φξ;ξ0v := v ⊗R 1 ∈ φξ;ξ0M := M ⊗R (R/(ξ − ξ0)R)

Proof of Proposition 5.6. Since Sn,Φ is an L0-weight vector and
each weight subspace of the module Va,b is of dimension one, there exists
P̃α,β(a, b; ξ) ∈ C[a, b, ξ, ξ−1] such that

Sn,Φv0 = P̃α,β(a, b; ξ)v−n.

In the sequel, we show that

P̃α,β(a, b; ξ) = Pα,β(a, b; ξ) (5.41)

by induction on n := αβ.
For n = 1, 2, one can compute Shapovalov elements explicitly, and thus

can directly check Proposition 5.6.
For n ≥ 3, by the embedding diagrams in Proposition 5.4 and Proposi-

tion 5.5, there exist a non-zero rational number ξ0, s ∈ Z≥2 and αk, βk ∈ Z>0

(k = 1, · · · , s) such that

φξ;ξ0(Sn,Φ).vc(ξ0),hα,β(ξ0)

= φξ;ξ0(Sns,Φs) · · ·φξ;ξ0(Sn2,Φ2)φξ;ξ0(Sn1,Φ1).vc(ξ0),hα,β(ξ0),
(5.42)

where we set nk := αkβk and Φk := Φαk,βk
(c, h). Hence, by the uniqueness of

singular vectors (Proposition 5.1), the induction hypothesis and Remark 5.8,
we obtain

P̃α,β(a, b; ξ0) =
s∏

k=1

Pαk,βk
(a, b; ξ0). (5.43)

Moreover, by direct computation, one can check that the right-hand side of
(5.43) coincides with Pα,β(a, b; ξ0). Hence, (5.41) holds at ξ = ξ0.

On the other hand, as a consequence of Lemma 5.18, we see that

ξ- deg+P̃α,β(a, b; ξ0) ≤ (α− 1)β,

ξ- deg−P̃α,β(a, b; ξ0) ≥ −α(β − 1).

Hence, to complete the proof, it suffices to show that there exist enough of
ξ0 such that (5.43) holds, i.e.,
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�{ξ0| (5.42) holds at ξ = ξ0} > 2αβ − α− β. (5.44)

To show the inequality (5.44), we first notice that, from the embedding
diagrams in Class R+ and Class R−, if (5.43) holds at ξ = ξ0 ∈ Q>0, then
it also holds at ξ = −ξ0.

Next, to estimate the number of ξ0 ∈ Q>0, we prove the following lemma:
Suppose that p, q ∈ Z>0 such that (p, q) = 1, and (c( q

p ), hi) belongs to Class
R+. Let Dp,q

≥2 be the union of the following sets:

1. Case 1+:
{hk − hl|k, l ∈ Z, |k| ≥ |l|+ 2},

2. Case 2+:
{hk − hl|k, l ∈ Z≥0, k ≥ l + 2},

3. Case 3+:
{h(−1)k−1k − h(−1)l−1l|k, l ∈ Z≥0, k ≥ l + 2},

4. Case 4+:
{h2k − h2l|k, l ∈ Z≥0, k ≥ l + 2}.

Note that if n ∈ Dp,q
≥2 (n := αβ), then (5.42) holds for ξ0 = q

p .

Lemma 5.19.
{

x, ypq

∣
∣
∣
∣
x ∈ Z>pq : x �≡ 0 (mod pq),
y ∈ Z>0 : not prime

}

⊂ Dp,q
≥2 (5.45)

Proof. Let D̃p,q
≥2 be the set consists of the following positive integers:

Case 1+: for k, l ∈ Z≥0, (k ≥ l + 1):

h2k − h2l, h−2k − h−2l, h2k+1 − h2l+1, h−2k−1 − h−2l−1,

Case 2+: for k, l ∈ Z≥0, (k ≥ l + 1):

h2k − h2l, h2k+1 − h2l+1,

Case 3+: for k, l ∈ Z≥0, (k ≥ l + 1):

h−2k − h−2l, h2k+1 − h2l+1,

Case 4+: for k, l ∈ Z≥0, (k ≥ l + 2):

h2k − h2l.

By Lemma 5.9, the left-hand side of (5.45) is a subset of D̃p,q
≥2 . Since D̃p,q

≥2 ⊂
Dp,q

≥2 by definition, the lemma holds. �

By Lemma 5.19, if p, q ∈ Z>0 satisfies
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pq < n ∧ (n �≡ 0(mod pq) ∨ n = ypq (∃y ∈ Z>0 : not prime)),

then (5.42) holds at ξ = q
p . One can check that the cardinality of such ra-

tional numbers q
p is greater than 1

2 (2αβ −α− β). Therefore, we have proved
Proposition 5.6. �

5.5 Character Sums of Jantzen Filtration of Verma
Modules

Using Lemmas 5.11 and 5.14, we compute character sums of Jantzen filtra-
tions of Verma modules.

5.5.1 Notation

Through this section, let R be the polynomial ring C[ξ]. Let φξ : R →
R/ξR(� C) be the canonical projection, and let

φξ :ModR → VectC

M �→ M ⊗R (R/ξR)

be the reduction functor. For simplicity, we set φξv := v ⊗R 1 for v ∈ M
(M ∈ Ob(ModR)). Here, we denote the ξ-adic valuation R→ Z≥0 � {∞} by
ordξ.

For (c̃, h̃) ∈ R2, let

MR(c̃, h̃) =
⊕

n∈Z≥0

MR(c̃, h̃)h̃+n

be the Verma module over gR with highest weight (c̃, h̃) (see § 3.2.1). Let

〈·, ·〉c̃,h̃ : MR(c̃, h̃)×MR(c̃, h̃) −→ R (5.46)

be the contravariant bilinear form on MR(c̃, h̃), which is normalised as

〈vc̃,h̃, vc̃,h̃〉c̃,h̃ = 1,

where vc̃,h̃ := 1⊗ 1c̃,h̃. The contravariance of the form 〈·, ·〉c̃,h̃ implies that

〈MR(c̃, h̃)h̃+n,MR(c̃, h̃)h̃+n′〉c̃,h̃ = {0} if n �= n′.

Hence, we consider the discriminant of the form
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〈·, ·〉c̃,h̃|MR(c̃,h̃)h̃+n×MR(c̃,h̃)h̃+n
.

Remark that the discriminant is determined up to a unit of R. By Theo-
rem 4.2, this discriminant is given by

det(c̃, h̃)n =
∏

α,β∈Z>0
α≥β

1≤αβ≤n

Φα,β(c̃, h̃)p(n−αβ). (5.47)

5.5.2 Character Sum Formula

To deal with the character sum of the Jantzen filtration, we first introduce
some notation. Let Ẽ be the Z-algebra associated to h∗

R introduced in § 3.2.1.
Here, under the identification h∗ � λ ↔ (c, h) ∈ C

2, where λ(C) = c and
λ(L0) = h, we denote e(λ) ∈ Ẽ by e(c, h).

We set c := φξ(c̃) and h := φξ(h̃), and introduce the Jantzen filtration of
M(c, h)(� φξMR(c̃, h̃)).

To define the Jantzen filtration on the Verma moduleM(c, h), the following
assumption is important (see § 3.2.2):

Assumption: the contravariant form 〈·, ·〉c̃,h̃ (on MQ(R)(c̃, h̃)) is non-
degenerate.

Under this assumption, for l ∈ Z>0, we set

MR(c̃, h̃)(l) := {u ∈MR(c̃, h̃)| ordξ〈u, v〉c̃,h̃ ≥ l (∀v ∈MR(c̃, h̃) )},

and
M(c, h)(l) := Imφξ(ιl),

where ιl : MR(c̃, h̃)(l) ↪→ MR(c̃, h̃) is the inclusion. Then, {M(c, h)(l)|l ∈
Z>0} gives a filtration

M(c, h) ⊃M(c, h)(1) ⊃M(c, h)(2) ⊃ · · · (5.48)

of M(c, h).

Proposition 5.8
∑

l∈Z>0

chM(c, h)(l) =
∑

(α,β)∈D̃(c,h)

ordξ Φα,β(c̃, h̃)× chM(c, h+ αβ),

where D̃(c, h) is defined in (5.1).

Proof. Proposition 3.6 says that
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ordξ det(c̃, h̃)n =
∑

l∈Z>0

dimM(c, h)(l)h+n.

Hence, by (5.47), we have
∑

l∈Z>0

chM(c, h)(l) =
∑

n∈Z≥0

ordξ det(c̃, h̃)n e(c, h+ n)

=
∑

n∈Z≥0

ordξ

∏

α,β∈Z>0
α≥β

1≤αβ≤n

Φα,β(c̃, h̃)p(n−αβ) e(c, h+ n).

Since p(n− αβ) = 0 if αβ > n, we obtain
∑

l∈Z>0

chM(c, h)(l) =
∑

α,β∈Z>0
α≥β

ordξ Φα,β(c̃, h̃)×
∑

n∈Z≥0

p(n− αβ)qh+n

=
∑

α,β∈Z>0
α≥β

ordξ Φα,β(c̃, h̃)× chM(c, h+ αβ).

Since ordξ Φα,β(c̃, h̃) = 0 if Φα,β(c, h) �= 0, the proposition holds. �

In the sequel, for each (c, h) ∈ C
2, we fix (c̃, h̃) ∈ R2 as

(c̃, h̃) :=

{
(c+ ξ, h+ ξ) if c = 1, 25
(c, h+ ξ) if c �= 1, 25

. (5.49)

Remark 5.10 We choose the above ‘perturbation’ (5.49) of (c, h) so that
any curve Vα,β (defined in (4.19)), which passes through the point (c, h),
transversally intersects with the line {(c̃, h̃)|ξ ∈ C} at (c, h).

One can directly check the lemma below.

Lemma 5.20. For any α, β ∈ Z>0,

ordξ Φα,β(c̃, h̃) =

{
1 if Φα,β(c, h) = 0
0 if Φα,β(c, h) �= 0

.

Hence, the following holds:

Proposition 5.9 For each highest weight (c, h) ∈ C
2, we have

∑

l∈Z>0

chM(c, h)(l) =
∑

n∈D(c,h)

a(n) chM(c, h+ n), (5.50)

where D(c, h) and a(n) are defined in (5.2) and (5.3).
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5.5.3 Explicit Forms

In this subsection, we list the explicit forms of character sums (5.50).

Class V : In this case, the right-hand side of (5.50) is trivial. Hence, we have
Lemma 5.21. Suppose that (c, h) belongs to Class V . Then,

∑

l∈Z>0

chM(c, h)(l) = 0.

Class I. In this case, (c, h) can be written as c = c(t) and h = hα,β(t) for
some α, β ∈ Z>0 and t ∈ C\Q. It was stated in § 5.1.1 that D̃(c, h) = {(α, β)}.

Lemma 5.22. Suppose that (c, h) = (c(t), hα,β(t)) belongs to Class I. Then,
∑

l∈Z>0

chM(c, h)(l) = chM(c, h+ αβ).

Class R±. As consequences of Lemmas 5.11 and 5.14, we obtain the following
character sum formulae of Jantzen filtrations of Verma modules.

Lemma 5.23. Suppose that highest weight (c, h) = (cp,±q, hi) belongs to
Class R±. For each (c, h), the character sum of Jantzen filtration
{M(c, h)(l)|l ∈ Z>0} is given as follows:

1. Class R+: c = cp,q,

I. Case 1+: h = hi ( i ∈ Z ),
∑

l>0

chM(c, h)(l) =
∑

|k|>|i|
k−i≡1 mod 2

chM(c, hk),

II. Case 2+: h = hi ( i ∈ Z≥0 ),
∑

l>0

chM(c, h)(l) =
∑

k>i

chM(c, hk),

III. Case 3+: h = h(−1)i−1i ( i ∈ Z≥0 ),

∑

l>0

chM(c, h)(l) =
∑

k>i

chM(c, h(−1)k−1k),

IV. Case 4+: h = h2i ( i ∈ Z≥0 ),
i. (p, q) �= (1, 1) ∧ (s = q ∨ i �= 0),

∑

l>0

chM(c, h)(l) = 2
∑

k>i

chM(c, h2k),
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ii. (p, q) = (1, 1) ∨ (s = 0 ∧ i = 0),
∑

l>0

chM(c, h)(l) =
∑

k>i

chM(c, h2k),

2. Class R−: c = cp,−q,

I. Case 1−: h = hi ( i ∈ Z \ {0} ),
∑

l>0

chM(c, h)(l) =
∑

|k|<|i|
k−i≡1 mod 2

chM(c, hk),

II. Case 2−: h = hi ( i ∈ Z>0 ),
∑

l>0

chM(c, h)(l) =
∑

0≤k<i

chM(c, hk),

III. Case 3−: h = h(−1)i−1i ( i ∈ Z>0 ),

∑

l>0

chM(c, h)(l) =
∑

0≤k<i

chM(c, h(−1)k−1k),

IV. Case 4−: h = h2i ( i ∈ Z>0 ),
i. (p, q) �= (1, 1) ∧ s = 0,

∑

l>0

chM(c, h)(l) = 2
∑

0<k<i

chM(c, h2k) + chM(c, h0),

ii. (p, q) �= (1, 1) ∧ s = −q,
∑

l>0

chM(c, h)(l) = 2
∑

0≤k<i

chM(c, h2k),

iii. (p, q) = (1, 1),
∑

l>0

chM(c, h)(l) =
∑

0≤k<i

chM(c, h2k).

5.6 Character Sums of the Jantzen Filtration of
Quotient Modules

In this section, following the idea stated in § 3.5, we compute the character
sums of the Jantzen filtration of quotients of Verma modules. The results of
this section will be applied only to Case 4±.



5.6 Character Sums of the Jantzen Filtration of Quotient Modules 189

5.6.1 Integral Forms of Quotient Modules

Let A and R be the following commutative algebra over C:

R := {f ∈ C(ξ)|f has no pole at ξ = 0}, A := Q(R)⊗C C[[ζ]],

and let φξ : R → R/ξR(� C) (resp. φζ : A → A/ζA(� Q(R))) be the
canonical projections. We denote the reduction functors

ModR −→ VectC (M �→M ⊗R (R/ξR)),
ModA −→ VectQ(R) (N �→ N ⊗A (A/ζA))

by the same notation φξ and φζ respectively. For an element v of M ∈
Ob(ModR) (resp. an element w of N ∈ Ob(ModA)), we set φξv := v ⊗R 1 ∈
φξ(M) (resp. φζw := w ⊗A 1 ∈ φζ(N)). We denote the ξ-adic valuation on
R (resp. ζ-adic valuation on A) by ordξ (resp. ordζ).

Until the end of the next subsection, we fix (c, h) ∈ C2 � h∗ such that
M(c, h) is reducible. Then, there exist α, β ∈ Z>0 and ξ0 ∈ C \ {0} such that
(c, h) = (c(ξ0), hα,β(ξ0)). Here, we also fix α, β and ξ0.

Notice that, by Corollary 5.2, there exists an embedding M(c, h+ αβ) ↪→
M(c, h). In the sequel, we introduce the Jantzen filtration of

M(c, h) := M(c, h)/M(c, h+ αβ),

and describe its character sum. To define the Jantzen filtration, we con-
sider the following perturbation of highest weight (c, h) along the curve
Φα,β(c, h) = 0:

(c̃, h̃) := (c(ξ0 + ξ), hα,β(ξ0 + ξ)) ∈ R2 � h
∗
R. (5.51)

For simplicity, we set n := αβ and denote Φα,β(c, h) by Φ(c, h) or Φ. Then,
Proposition 5.2 implies that there exists the Shapovalov element

Sn,Φ = eI0 +
∑

I∈Pn\{I0}
eIHΦ,I (HΦ,I ∈ U(h)),

where we set I0 := (1n).
We set v(c̃,h̃):n := Sn,Φvc̃,h̃ ∈MR(c̃, h̃)h̃+n and define MR(c̃, h̃) by

MR(c̃, h̃) := MR(c̃, h̃)
/
U(g)Rv(c̃,h̃):n .

Moreover, for k ∈ Z≥0, we set

MR(c̃, h̃)h̃+k := (MR(c̃, h̃)h̃+k + U(g)Rv(c̃,h̃):n)/U(g)Rv(c̃,h̃):n

and
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vc̃,h̃ := vc̃,h̃ + U(g)Rvc̃,h̃ ∈MR(c̃, h̃)h̃. (5.52)

Then, we have
MR(c̃, h̃) =

⊕

k∈Z≥0

MR(c̃, h̃)h̃+k

and MR(c̃, h̃)h̃ = Rvc̃,h̃.
We show that each weight subspace MR(c̃, h̃)h̃+k is an R-free module of

finite rank (cf. [Ja1]).

Lemma 5.24. For each k ∈ Z≥0, set

Pk:n := {I = (1n12n2 · · · ) ∈ Pk|n1 < n}.

Then, MR(c̃, h̃)h̃+k is an R-free module with an R-free basis {eI.vc̃,h̃|I ∈
Pk:n}.

Proof. By definition, one can show that

eJ.v(c̃,h̃):n ∈ eI0+Jvc̃,h̃ +
∑

I<I0+J

ReIvc̃,h̃.

This formula implies that if k > n then the determinant of the transition
matrix from the R-free basis {eI.vc̃,h̃|I ∈ Pk} to

{eI′vc̃,h̃|I
′ ∈ Pk:n} � {eI′′v(c̃,h̃):n|I

′′ ∈ Pk−n} (5.53)

is equal to 1. Hence, (5.53) forms an R-free basis of MR(c̃, h̃)h̃+k, and thus,
the lemma follows. �

This lemma implies that

φξMR(c̃, h̃) �M(c, h).

5.6.2 Definition

We set

(
≈
c,

≈
h) :=

{
(c̃, h̃+ ζ) if c(ξ0) �= 1, 25
(c̃+ ζ, h̃+ ζ) if c(ξ0) = 1, 25

. (5.54)

Then, (
≈
c,

≈
h) ∈ A2 � h∗

A and (φζ(
≈
c), φζ(

≈
h)) = (c̃, h̃). Since Φα′β′(

≈
c,

≈
h) �= 0

for any α′, β′ ∈ Z>0, the following lemma holds.

Lemma 5.25. MQ(A)(
≈
c,

≈
h) is an irreducible gQ(A)-module.
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For l ∈ Z>0, we set

MA(
≈
c,

≈
h)(l) :=

{

v ∈MA(
≈
c,

≈
h)

∣
∣
∣
∣ordζ〈v, w〉≈

c ,
≈
h
≥ l (∀w ∈MA(

≈
c,

≈
h))

}

,

(5.55)
and define the Jantzen filtration of MQ(R)(c̃, h̃) by setting

MQ(R)(c̃, h̃)(l) := Imφζ(ιl),

where ιl : MA(
≈
c,

≈
h)(l) ↪→MA(

≈
c,

≈
h) is the inclusion. Using this filtration, one

can show the following lemma.

Lemma 5.26. 1. (U(g)Rv(c̃,h̃):n)⊗R Q(R) is an irreducible gQ(R)-module.
2. MR(c̃, h̃)⊗R Q(R) is an irreducible gQ(R)-module.

Proof. By direct computation, we have Φα′,β′(c̃, h̃ + n) �= 0 for any α′,
β′ ∈ Z>0. Hence, by Proposition 3.4, MQ(R)(c̃, h̃ + n) is irreducible. Since
(U(g)Rv(c̃,h̃):n)⊗RQ(R) is a highest weight gQ(R)-module with highest weight
(c̃, h̃+ n), we have

(U(g)Rv(c̃,h̃):n)⊗R Q(R) �MQ(R)(c̃, h̃+ n), (5.56)

and thus, the first statement follows.
To show the second statement, we remark the following two facts:

1. Φα′,β′(c̃, h̃) �= 0 for any (α′, β′) �= (α, β),

2. ordζ Φα,β(
≈
c,

≈
h) = 1.

Hence, similarly to Lemma 5.22, we have

∞∑

l=1

chMQ(R)(c̃, h̃)(l) = chMQ(R)(c̃, h̃+ n) ∈ Ẽ . (5.57)

This implies that

(U(g)Rv(c̃,h̃):n)⊗R Q(R) = MQ(R)(c̃, h̃)(1).

Indeed, since by Proposition 3.5, MQ(R)(c̃, h̃)(1) is the the maximal proper
submodule of MQ(R)(c̃, h̃), we have

(U(g)Rv(c̃,h̃):n)⊗R Q(R) ⊂MQ(R)(c̃, h̃)(1).

Hence, by (5.56) and (5.57), we obtain

MQ(R)(c̃, h̃)(l) =

{
MQ(R)(c̃, h̃+ n) l = 1
0 l > 1

. (5.58)
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Hence, (U(g)Rv(c̃,h̃):n) ⊗R Q(R) is the maximal proper submodule of
MQ(R)(c̃, h̃). The second statement follows. �

By the above argument, we have

rad〈 , 〉c̃,h̃ = U(g)Q(R).v(c̃,h̃):n,

where 〈 , 〉c̃,h̃ is the contravariant form on MQ(R)(c̃, h̃). Hence, 〈 , 〉c̃,h̃ in-
duces a non-degenerate contravariant bilinear form on MR(c̃, h̃) ⊗R Q(R).
We denote this contravariant form by the same notation 〈 , 〉c̃,h̃. We set

det(c̃, h̃)k := det
(
〈eIvc̃,h̃, , eJvc̃,h̃〉c̃,h̃

)

I,J∈Pk:n

.

Let us define the Jantzen filtration of M(c, h). For l ∈ Z≥0, we set

MR(c̃, h̃)(l) := {v ∈MR(c̃, h̃)|〈v, w〉c̃,h̃ ∈ ξlR (∀w ∈MR(c̃, h̃))},

and
M(c, h)(l) := Imφξ(ιl),

where ιl : MR(c̃, h̃)(l) ↪→ MR(c̃, h̃) is the inclusion. Then, we obtain the
Jantzen filtration

M(c, h) ⊃M(c, h)(1) ⊃M(c, h)(2) ⊃ · · · (5.59)

of M(c, h) (associated with the perturbation (c̃, h̃) ∈ h∗
R). Since R is a

principal integral domain, by Proposition 3.5 and Proposition 3.6, we obtain

Proposition 5.10 The filtration (5.59) satisfies the following:

1. M(c, h)(1) coincides with the maximal proper submodule of M(c, h).
2. For each k ∈ Z≥0, there exists a non-degenerate contravariant form on

M(c, h)(k)/M(c, h)(k + 1).
3. For any k ∈ Z≥0,

ordξ(det(c̃, h̃)k) =
∞∑

l=1

dimM(c, h)(l)h+k.

5.6.3 Character Sum Formula

In order to compute the character sum of the Jantzen filtration of M(c, h),
we describe the valuation ordξ(det(c̃, h̃)k) by using the determinants of the
contravariant forms on MR(c̃, h̃) and MR(c̃, h̃+ n).

We start with two technical lemmas.
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Lemma 5.27. 1. Sn,Φv≈
c ,

≈
h
∈MA(

≈
c,

≈
h)(1) \MA(

≈
c,

≈
h)(2).

2. For any x ∈ g
+
A, we have x.Sn,Φv≈

c ,
≈
h
∈ ζMA(

≈
c,

≈
h).

Proof. We show the first statement. Since Sn,Φ ∈ U(g), we have

φζSn,Φv≈
c ,

≈
h

= Sn,Φφζv≈
c ,

≈
h

= Sn,Φvc̃,h̃ ∈MQ(R)(c̃, h̃)g
+
R \Q(R)vc̃,h̃,

Since φζSn,Φv≈
c ,

≈
h

is a non-zero singular vector and is not a highest weight

vector, we have Sn,Φv≈
c ,

≈
h
∈MA(

≈
c,

≈
h)(1). Hence, it suffices to see that

Sn,Φv≈
c ,

≈
h
�∈MA(

≈
c,

≈
h)(2). (5.60)

By (5.57), we have

∞∑

l=1

ch Imφζ(ιl) =
∞∑

l=1

chMQ(R)(c̃, h̃)(l)

= chMQ(R)(c̃, h̃+ n).

(5.61)

On the other hand, if Sn,Φv≈
c ,

≈
h
∈MA(

≈
c,

≈
h)(2) holds, then

∞∑

l=1

dimQ(R) MQ(R)(c̃, h̃)(l)h̃+n ≥ 2,

where MQ(R)(c̃, h̃)(l)h̃+n := MQ(R)(c̃, h̃)(l) ∩MQ(R)(c̃, h̃)h̃+n. This contra-
dicts (5.61). We have proved the first statement.

For x ∈ g
+
A, we have

φζx.Sn,Φv≈
c ,

≈
h

= (φζx).Sn,Φvc̃,h̃ = 0,

since φζx ∈ g
+
Q(R) and Sn,Φvc̃,h̃ is a singular vector. Hence, the second state-

ment holds. �

Lemma 5.28. 1. ordζ(〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
) = 1.

2. Suppose that det(c, h)k �= 0 for k < n. Then,

ordξ

(

φζ(ζ−1〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
)
)

= ordξ

(

φζ

(

ζ−1 det(
≈
c,

≈
h)n

))

.

(5.62)

Proof. We show the first statement. By Lemma 5.27, we have



194 5 Verma Modules I: Preliminaries

〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
∈ ζA.

Hence, it suffices to show that 〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
�∈ ζ2A.

Recall that by the proof of Lemma 5.24,

{Sn,Φv≈
c ,

≈
h
} ∪ {eIv≈

c ,
≈
h
|I ∈ Pn \ {I0} }

forms an A-free basis of MA(
≈
c,

≈
h)≈

h+n
. Hence, up to A× (the set of the units

of A), det(
≈
c,

≈
h)n is expressed as

det(
≈
c,

≈
h)n = det

[
〈Sn,Φv≈

c ,
≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
A

B C

]

, (5.63)

where A, B and C are 1× (p(n)−1), (p(n)−1)×1 and (p(n)−1)× (p(n)−1)
blocks (p(n) := �Pn is the partition number of n) given by

A := (〈Sn,Φv≈
c ,

≈
h
, eJv≈

c ,
≈
h
〉≈

c ,
≈
h
)J∈Pn\{I0},

B := (〈eIv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
)I∈Pn\{I0},

C := (〈eIv≈
c ,

≈
h
, eJv≈

c ,
≈
h
〉≈

c ,
≈
h
)I,J∈Pn\{I0}.

From Lemma 5.27. 1, we see that

〈Sn,Φv≈
c ,

≈
h
, eIv≈

c ,
≈
h
〉≈

c ,
≈
h
∈ ζA. (5.64)

Hence, if 〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
∈ ζ2A holds, then by the definition of de-

terminants we have det(
≈
c,

≈
h)n ∈ ζ2A.

On the other hand, by direct computation, we have

ordζ(det(
≈
c,

≈
h)n) = 1. (5.65)

This is a contradiction. Hence, we have 〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
�∈ ζ2A (in

particular, 〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
�= 0), and thus the first statement holds.

We show the second statement. By (5.63) and (5.64), we have

φζ

(

ζ−1 det(
≈
c,

≈
h)n

)

= φζ

(

ζ−1〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h

detC
)

.

On the other hand, we see that

φξ(φζ(detC)) = det(〈eIvc,h, eJvc,h〉c,h)I,J∈Pn\{I0},
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where vc,h is the highest weight vector of M(c, h). Here, we notice that under
the assumption det(c, h)k �= 0 for any k < n, the uniqueness of the singular
vectors (Proposition 5.1) implies that

rad(〈 , 〉c,h|M(c,h)h+n×M(c,h)h+n
) = CSn,Φvc,h.

Hence, we have φξ(φζ(detC)) �= 0. Now, we have proved the second state-
ment. �

We describe ordξ(det(c̃, h̃)k) as follows:

Proposition 5.11 Suppose that det(c, h)l �= 0 for any l < n.

1. If k ≥ n, then

ordξ(det(c̃, h̃)k) = ordξ

(

φζ(ζ−p(k−n) det(
≈
c,

≈
h)k)

)

−mp(k − n)− ordξ(det(c̃, h̃+ n)k−n),

where we set

m := ordξ

(

φζ

(

ζ−1 det(
≈
c,

≈
h)n

))

.

2. If k < n, then
ordξ(det(c̃, h̃)k) = ordξ(det(c̃, h̃)k).

Proof. In the case where k < n, the proposition follows from (5.56) and
MQ(R)(c̃, h̃+ n)h̃+k = {0}. Hence, we may assume that k ≥ n.

Note that, up to A×, the determinant det(
≈
c,

≈
h)k is expressed as follows:

det(
≈
c,

≈
h)k = det

[
A B

C D

]

,

where the blocks A, B, C and D are given by

A := (〈eIv≈
c ,

≈
h
, eJv≈

c ,
≈
h
〉≈

c ,
≈
h
)
I,J∈Pk:n

,

B := (〈eIv≈
c ,

≈
h
, eJSn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
)
I∈Pk:n,J∈Pk−n

,

C := (〈eISn,Φv≈
c ,

≈
h
, eJv≈

c ,
≈
h
〉≈

c ,
≈
h
)
I∈Pk−n,J∈Pk:n

,

D := (〈eISn,Φv≈
c ,

≈
h
, eJSn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
)I,J∈Pk−n

,

and the set Pk:n was introduced in Lemma 5.24.
By Lemma 5.27. 1, we see that

〈eISn,Φv≈
c ,

≈
h
, eJv≈

c ,
≈
h
〉≈

c ,
≈
h
∈ ζA,
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and thus, the matrix elements in the blocks in B, C and D are divisible by
ζ. Hence, by the definition of determinants, we have

det(
≈
c,

≈
h)k = detAdetD +O(ζp(k−n)+1) (5.66)

up to A×.
From Lemma 5.24, we see that φζ(detA) = det(c̃, h̃)k �= 0. Hence, we show

that detD ∈ ζp(k−n)A×. Notice that

〈eISn,Φv≈
c ,

≈
h
, eJSn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h

= 〈σ(eJ)eISn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
.

Since by the definition of the Shapovalov form F of g in § 3.1.1, we have

σ(eJ)eI = F (eI, eJ) +X (∃X ∈ g
−U(g) + U(g)g+).

Moreover, since σ(eJ)eI ∈ U(g)0, by the Poincaré−Birkhoff−Witt theorem,
we may assume that

X ∈ g
−U(g)g+.

Here, we notice that, by Lemma 5.27. 2, for x± ∈ g± and u ∈ U(g)

〈Sn,Φv≈
c ,

≈
h
, x−ux+Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h

= 〈σ(x−)Sn,Φv≈
c ,

≈
h
, ux+Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
∈ ζ2A

holds. Hence, by Lemma 5.28. 1, we have

〈eISn,Φv≈
c ,

≈
h
, eJSn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h

=F (eI, eJ)(
≈
c,

≈
h+n)〈Sn,Φv≈

c ,
≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
+O(ζ2).

This formula implies that

detD = (〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h
)p(k−n) det(

≈
c,

≈
h + n)k−n +O(ζp(k−n)+1)

since det(
≈
c,

≈
h+n)k−n ∈ A× by Lemma 5.26. Hence, detD ∈ ζp(k−n)A×, and

thus,
ordζ(detAdetD) = p(k − n).

Multiplying ζ−p(k−n) to both sides of (5.66) and applying φζ , we have

φζ

(

ζ−p(k−n) det(
≈
c,

≈
h)k

)

= φζ(detA)φζ(detD)

= det(c̃, h̃)k det(c̃, h̃+ n)k−nφζ

(

ζ−1〈Sn,Φv≈
c ,

≈
h
, Sn,Φv≈

c ,
≈
h
〉≈

c ,
≈
h

)p(n−k)

(5.67)
up toR×. By Lemma 5.26, det(c̃, h̃)k �= 0 and det(c̃, h̃+n)k−n �= 0. Therefore,
from Lemma 5.28. 2, we obtain the conclusion. �
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Applying Proposition 5.11 to the Jantzen filtration of M(c, h) associated
with (c̃, h̃), we obtain the following character sum formula:

Proposition 5.12 Suppose that det(c, h)k �= 0 for k < n. Then,

∞∑

l=1

chM(c, h)(l)

= ordξ{φζ(ζ−1Φα,β(
≈
c,

≈
h))} × chM(c, h+ n)

+
∑

(α′,β′)∈D̃(c,h)\{(α,β)}

ordξ{Φα′,β′(c̃, h̃)} × chM(c, h+ α′β′)

−m chM(c, h+ n)

−
∑

(α′,β′)∈D̃(c,h+n)

ordξ{Φα′,β′(c̃, h̃+ n)} × chM(c, h+ n+ α′β′).

Proof. First, we notice that, since det(c, h)k �= 0 for k < n,

ordξ(det(c̃, h̃)k) = 0.

Hence, combining Proposition 3.6 with Proposition 5.11, we have

∞∑

l=1

chM(c, h)(l) =
∑

k≥n

ordξ

{

φζ(ζ−p(k−n) det(
≈
c,

≈
h)k)

}

e(c, h+ k)

−m
∑

k≥n

p(k − n)e(c, h+ k)

−
∑

k≥n

ordξ det(c̃, h̃+ n)k−ne(c, h+ k).

Since one can directly check that

ordζ Φα′,β′(
≈
c,

≈
h) =

{
1 if (α′, β′) = (α, β)
0 otherwise

,

we see that

ordξ

{

φζ(ζ−p(k−n) det(
≈
c,

≈
h)k)

}

=
∑

α′,β′∈Z>0
α′≥β′

1≤α′β′≤k
(α′,β′) �=(α,β)

p(k − α′β′) ordξ Φα′,β′(c̃, h̃)

+ p(k − n) ordξ{φζ(ζ−1Φα,β(
≈
c,

≈
h))}.

Hence, by an argument similar to the proof of Lemma 5.8, we obtain



198 5 Verma Modules I: Preliminaries

∑

k≥n

ordξ

{

φζ(ζ−p(k−n) det(
≈
c,

≈
h)k)

}

e(c, h+ k)

=
∑

(α′,β′)∈D̃(c,h)\{(α,β)}

ordξ{Φα′,β′(c̃, h̃)} × chM(c, h+ α′β′)

+ ordξ{φζ(ζ−1Φα,β(
≈
c,

≈
h))} × chM(c, h+ n).

For the other terms, we have
∑

k≥n

p(k − n)e(c, h+ k) = chM(c, h+ n),

∑

k≥n

ordξ det(c̃, h̃+ n)k−ne(c, h+ k)

=
∑

(α′,β′)∈D̃(c,h+n)

ordξ{Φα′,β′(c̃, h̃+ n)} × chM(c, h+ n+ α′β′).

Therefore, the proposition has been proved. �

5.6.4 Explicit Forms

First, we should notice that the character sum formulae of quotient modules
are necessary only for Case 4± of Type I (see Remarks 5.3 and 5.6), i.e.,
(c, h) = (cp,±q, h2i) with

(p, q) �= (1, 1) ∧ (s �= 0 ∨ i �= 0).

Hence, in this subsection, we only deal with Case 4± of Type I.
Let (α̃, β̃) be an integral point of D̃(c, h) such that

α̃β̃ = min
(αk,βk)∈D̃(c,h)

{αkβk}.

For example, one can choose (α̃, β̃) as (α1, β1) in the data of § 5.A. To study
the structures of Jantzen filtrations in Case 4± of Type I, it is enough to
consider the case where (α, β) = (α̃, β̃), i.e.,

M(c, h2i) �M(c, h2i)/M(c, h2(i±1)).

Lemma 5.29. Suppose that the highest weight (c, h) = (c±p,q, h2i) belongs to
Case 4± of Type I, and (α, β) = (α̃, β̃). We set n := αβ. Then, we have

1. ordξ

{

φζ(ζ−1Φα,β(
≈
c,

≈
h))

}

= 0.

2. ordξ Φα′,β′(c̃, h̃) = 1 for (α′, β′) ∈ D̃(c, h) \ {(α, β)}.
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3. ordξ

(

φζ

(

ζ−1 det(
≈
c,

≈
h)n

))

= 1.

4. det(c, h)k �= 0 for any k < n.
5. ordξ Φα′,β′(c̃, h̃+ n) = 1 for (α′, β′) ∈ D̃(c, h+ n).

Proof. One can directly check the first statement.
Let Vα,β be the curve in h∗ defined by Φα,β(c, h) = 0. In Case 4± of Type

I, for any (α′, β′) ∈ D̃(c, h)\{(α, β)}, Vα′,β′ transversally intersects with Vα,β

at (cp,±q, h2i). Hence, the second statement holds.
Notice that, by Lemmas 5.11 and 5.14, there uniquely exists (α′, β′) ∈

D̃(c, h) \ {(α, β)} such that (cp,±q, h2i) ∈ Vα′,β′ and α′β′ = n. Hence, the
third statement follows from the first two statements and the determinant
formula (Theorem 4.2).

The fourth statement immediately follows from Lemmas 5.11 and 5.14.
Using these lemmas, one can check the last statement by direct computation.
We have proved the lemma. �

As a corollary of Proposition 5.12 and Lemma 5.29, we obtain

Lemma 5.30. Suppose that the highest weight (c, h) = (cp,±q, h2i) belongs to
Case 4± of Type I and (α, β) = (α̃, β̃). Then, the following holds:

∞∑

l=1

chM(c, h)(l) = 0.

5.7 Bibliographical Notes and Comments

In 1983, B. L. Feigin and D. B. Fuchs [FeFu2] announced that they had
obtained the complete structure theorem of Verma modules. Their idea was
to classify the highest weights of Verma modules, and for each series of highest
weights, they constructed embedding diagrams. Its detailed and expanded
version [FeFu4] appeared in 1990. Here, we have classified the highest weights
of Verma modules following their ideas.

In 1997, A. Astashkevich [As] reviewed the uniqueness of singular vectors
due to D. B. Fuchs. The uniqueness and the existence of a Shapovalov element
was proved for c = 0 by A. Rocha-Caridi and N. R. Wallach [RW3] in 1984.

Two concerete formulae of singular vectors given in this chapter were ob-
tained by B. L. Feigin and D. B. Fuchs in [FeFu3]. For the proof of these
formulae, we have followed arguments due to A. Astashkevich and D. B.
Fuchs [AsFu].
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5.A Appendix: Integral Points on �c,h

For the reader’s convenience, we give the list of integral points on �c,h, which
corresponds to D̃(c, h) under the bijection in Lemma 5.3. In fact, we take
the line �c,h explicitly for each highest weight (c, h), enumerate the points
{(αk, βk)}, and calculate h+ αkβk.

We first give the data for Class R+.

Case 1+ (r, s) ∈
{

(α, β) ∈ Z
2

∣
∣
∣
∣
0 < α < p
0 < β < q

, qα + pβ ≤ pq

}

,

1. h = h2i−1 (i ∈ Z>0)
i. Case rq − sp < 0:

�c,h : qα− pβ = −2ipq + rq + sp,

(α1, β1) = (r, 2iq − s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i− 1)(p, q) k ≡ 0 mod 2
,

h2i−1 + αkβk =

{
h−2i−k+1 k ≡ 1 mod 2
h2i+k−2 k ≡ 0 mod 2

.

ii. Case rq − sp > 0:

�c,h : qα− pβ = 2ipq − rq − sp,

(α1, β1) = (2ip− r, s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i− 1)(p, q) k ≡ 0 mod 2
,

h2i−1 + αkβk =

{
h2i+k−1 k ≡ 1 mod 2
h−2i−k+2 k ≡ 0 mod 2

.

2. h = h2i (i ∈ Z≥0):

�c,h : qα− pβ = −2ipq + rq − sp

(α1, β1) = (r, 2iq + s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i)(p, q) k ≡ 0 mod 2
,

h2i + αkβk =

{
h−2i−k k ≡ 1 mod 2
h2i+k−1 k ≡ 0 mod 2

.
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3. h = h−2i+1 (i ∈ Z>0)
i. Case rq − sp < 0:

�c,h : qα− pβ = 2(i− 1)pq + rq + sp,

(α1, β1) = ((2i− 1)p+ r, q − s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i− 1)(p, q) k ≡ 0 mod 2
,

h−2i+1 + αkβk =

{
h−2i−k+1 k ≡ 1 mod 2
h2i+k−2 k ≡ 0 mod 2

.

ii. Case rq − sp > 0:

�c,h : qα− pβ = −2(i− 1)pq − rq − sp,

(α1, β1) = (p− r, (2i− 1)q + s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i− 1)(p, q) k ≡ 0 mod 2
,

h−2i+1 + αkβk =

{
h2i+k−1 k ≡ 1 mod 2
h−2i−k+2 k ≡ 0 mod 2

.

4. h−2i (i ∈ Z≥0):

�c,h : qα− pβ = 2ipq + rq − sp,

(α1, β1) = (2ip+ r, s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i)(p, q) k ≡ 0 mod 2
,

h−2i + αkβk =

{
h−2i−k k ≡ 1 mod 2
h2i+k−1 k ≡ 0 mod 2

.

In particular, for any i ∈ Z,

D(c, hi) = {hk − hi|k ∈ Z, |k| > |i|, k − i ≡ 1 mod 2}.
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Case 2+ r = 0 ∧ 0 < s < q,

1. h = h2i−1 (i ∈ Z>0):

�c,h : qα− pβ = 2ipq − sp,

(α1, β1) = (2ip, s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i)(p, q) k ≡ 0 mod 2
,

h2i−1 + αkβk = h2i+k−1.

2. h = h2i (i ∈ Z≥0):

�c,h : qα− pβ = 2ipq + sp,

(α1, β1) = ((2i+ 1)p, q − s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i+ 1)(p, q) k ≡ 0 mod 2
,

h2i + αkβk = h2i+k.

In particular, for any i ∈ Z≥0,

D(c, hi) = {hk − hi|k ∈ Z>0, k > i}.

Case 3+ 0 < r < p ∧ s = 0,

1. h = h2i−1 (i ∈ Z>0):

�c,h : qα− pβ = −2ipq + rq,

(α1, β1) = (r, 2iq),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i)(p, q) k ≡ 0 mod 2
,

h2i−1 + αkβk = h(−1)k(2i+k−1).

2. h = h−2i (i ∈ Z≥0):

�c,h : qα− pβ = −2ipq − rq,

(α1, β1) = (p− r, (2i+ 1)q),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + 2i+ 1)(p, q) k ≡ 0 mod 2
,

h−2i + αkβk = h(−1)k−1(2i+k).



5.A Appendix: Integral Points on �c,h 203

In particular, for any i ∈ Z≥0,

D(c, h(−1)i−1i) = {h(−1)k−1k − h(−1)i−1i|k ∈ Z>0, k > i}.

Case 4+ r = 0 ∧ s ∈ {0, q},

1. h = h2i (i ∈ Z≥0), (p, q) �= (1, 1) ∧ (i > 0 ∨ s = q):

�c,h : qα− pβ = (2i+
s

q
)pq,

(α1, β1) = ((2i+ 1 +
s

q
)p, q),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p, q) k ≡ 1 mod 2
(α1, β1)− (1

2k + i+ 1 + s
q )(p, q) k ≡ 0 mod 2

,

h2i + αkβk = h2i+2" k+1
2 #,

where "x# denotes the greatest integer not exceeding x.

2. h = h2i (i ∈ Z≥0), (p, q) = (1, 1) ∧ (i > 0 ∨ s = q) (Type II):

�c,h : α− β = 2i+ s,

(αk, βk) = (2i+ 1 +
s

q
, 1) + (k − 1)(1, 1),

h2i + αkβk = h2i+2k.

3. h = h0, i = 0 ∧ s = 0 (Type III): �c,h : qα− pβ = 0,

(αk, βk) = k(p, q),
h0 + αkβk = h2k.

In particular, for any i ∈ Z≥0,

D(c, h2i) = {h2k − h2i|k ∈ Z>0, k > i}.
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Next, we consider Class R−.

Case 1− (r,−s) ∈
{

(α, β) ∈ Z
2

∣
∣
∣
∣
0 < α < p
0 < β < q

, qα+ pβ ≤ pq

}

,

1. h = h2i−1 (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq − rq + sp,

(α1, β1) = (ip− r, iq + s),

i. Case rq + sp < 0:

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h2i−1 + αkβk =

{
hk−1 k ≡ 1 mod 2
h−k k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i− 1.
ii. Case rq + sp > 0:

(αk, βk) =

{
(α1, β1)− 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1) + 1

2k(p,−q) k ≡ 0 mod 2
,

h2i−1 + αkβk =

{
h−k+1 k ≡ 1 mod 2
hk k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i− 1.

2. h = h2i (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq − rq − sp,

(α1, β1) = (ip− r, iq − s),

(αk, βk) =

{
(α1, β1)− 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1) + 1

2k(p,−q) k ≡ 0 mod 2
,

h2i + αkβk =

{
h−k k ≡ 1 mod 2
hk−1 k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i.
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3. h = h−2i+1 (i ∈ Z>0):

�c,h : qα+ pβ = 2(i− 1)pq + rq − sp,

(α1, β1) = ((i− 1)p+ r, (i− 1)q − s),

i. Case rq + sp < 0:

(αk, βk) =

{
(α1, β1)− 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1) + 1

2k(p,−q) k ≡ 0 mod 2
,

h−2i+1 + αkβk =

{
hk−1 k ≡ 1 mod 2
h−k k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i− 1.
ii. Case rq + sp > 0:

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h−2i+1 + αkβk =

{
h−k+1 k ≡ 1 mod 2
hk k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i− 1,
4. h = h−2i (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq + rq + sp,

(α1, β1) = (ip+ r, iq + s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h−2i + αkβk =

{
h−k k ≡ 1 mod 2
hk−1 k ≡ 0 mod 2

,

where 1 ≤ k ≤ 2i.

In particular, for any i ∈ Z \ {0},

D(c, hi) = {hk − hi|k ∈ Z, |k| < |i|, i− k ≡ 1 mod 2}.
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Case 2− r = 0 ∧ 0 < −s < q,

1. h = h2i−1 (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq + sp,

(α1, β1) = (ip, iq + s),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h2i−1 + αkβk = hk−1,

where 1 ≤ k ≤ 2i− 1.

2. h = h2i (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq − sp,

(α1, β1) = (ip, iq − s),

(αk, βk) =

{
(α1, β1)− 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1) + 1

2k(p,−q) k ≡ 0 mod 2
,

h2i + αkβk = hk−1,

where 1 ≤ k ≤ 2i.

In particular, for any i ∈ Z>0,

D(c, hi) = {hk − hi|k ∈ Z>0, k < i}.

Case 3− 0 < r < p ∧ s = 0,

1. h = h2i−1 (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq − rq,

(α1, β1) = (ip− r, iq),

(αk, βk) =

{
(α1, β1)− 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1) + 1

2k(p,−q) k ≡ 0 mod 2
,

h2i−1 + αkβk = h(−1)k(k−1),

where 1 ≤ k ≤ 2i− 1.



5.A Appendix: Integral Points on �c,h 207

2. h = h−2i (i ∈ Z>0):

�c,h : qα+ pβ = 2ipq + rq,

(α1, β1) = (ip+ r, iq),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h−2i + αkβk = h(−1)k(k−1),

where 1 ≤ k ≤ 2i.

In particular, for any i ∈ Z>0,

D(c, h(−1)i−1i) = {h(−1)k−1k − h(−1)i−1i|k ∈ Z>0, k < i}.

Case 4− r = 0 ∧ s ∈ {0,−q},

1. h = h2i (i ∈ Z>0), (p, q) �= (1, 1),

�c,h : qα+ pβ = (2i− s

q
)pq,

(α1, β1) = ((i− s

q
)p, iq),

(αk, βk) =

{
(α1, β1) + 1

2 (k − 1)(p,−q) k ≡ 1 mod 2
(α1, β1)− 1

2k(p,−q) k ≡ 0 mod 2
,

h2i + αkβk = h
2

⌈
k+ s

q
2

⌉,

where 1 ≤ k ≤ 2i− 1− s
q .

2. h = h2i (i ∈ Z>0), (p, q) = (1, 1) (Type II):

�c,h : α+ β = 2i− s,

(αk, βk) = (i− s

q
, i) + (k − 1)(1,−1),

h2i + αkβk = h2k−2,

where 1 ≤ k ≤ i.

In particular, for any i ∈ Z>0,

D(c, h2i) = {h2k − h2i|k ∈ Z>0, k < i}.



Chapter 6

Verma Modules II: Structure Theorem

We will completely reveal the structure of Jantzen filtration of Verma mod-
ules over the Virasoro algebra by means of the embedding diagrams and the
character sums described in the previous chapter.

The structure theorems of Jantzen filtration presented in this chapter give
us much information about the structures of Verma modules. For example,
here, we will classify singular vectors and submodules of Verma modules.
Moreover, we will construct BGG (Bernstein−Gelfand−Gelfand) type res-
olutions, and will compute the characters of the irreducible highest weight
modules.

6.1 Structures of Jantzen Filtration

6.1.1 Class V and Class I

First, we consider Class V . Since the Verma module M(c, h) is irreducible,
the following holds:

Theorem 6.1 Suppose that (c, h) belongs to Class V . Then, we have

M(c, h)(l) = {0} (l ∈ Z>0).

Next, we consider Class I.

Theorem 6.2 Suppose that (c, h) belongs to Class I, i.e., there exists t ∈
C \Q and α, β ∈ Z>0 such that (c, h) = (c(t), hα,β(t)). Then, we have

M(c, h)(l) �
{
M(c, h+ αβ) if l = 1
{0} if l > 1

.

Proof. By Corollary 3.1 and Proposition 5.3, we have

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
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M(c, h)(1) ⊃M(c, h+ αβ).

Hence, by Lemma 5.22, we see thatM(c, h)(1)=M(c, h+αβ) andM(c, h)(l)=
{0} for l ≥ 2. �

6.1.2 Class R+

Until the end of § 6.1.5, we assume that

c = cp,q for p, q ∈ Z>0 such that (p, q) = 1.

For simplicity, we introduce the following notation: We set

ξi :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

hi Case 1+

hi Case 2+

h(−1)i−1i Case 3+

h2i Case 4+

, (6.1)

where i ∈ Z in Case 1+ and i ∈ Z≥0 for the other cases. By using the
above notation, the embedding diagrams in Figure 5.4 can be described as
follows:

1+ 2+, 3+, 4+

[ξ0] [ξ0]

[ξ−1] [ξ1] [ξ1]

[ξ−2] [ξ2] [ξ2]

[ξ−3] [ξ3] [ξ3]

(6.2)

Let ιξi,ξj : M(c, ξj) ↪→ M(c, ξi) be the embedding map defined by a com-
position of embeddings in the above diagrams. To state the structure theorem
of Jantzen filtration, we introduce an auxiliary filtration

M(c, ξi) ⊃ N(c, ξi)(1) ⊃ N(c, ξi)(2) ⊃ · · ·

of M(c, ξi) by
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Case 1+: for i ∈ Z and l ∈ Z>0,

N(c, ξi)(l) := ιξi,ξ|i|+l
M(c, ξ|i|+l) + ιξi,ξ−|i|−l

M(c, ξ−|i|−l), (6.3)

Case 2+, 3+, 4+: for i ∈ Z≥0 and l ∈ Z>0,

N(c, ξi)(l) := ιξi,ξi+l
M(c, ξi+l). (6.4)

By means of these filtrations, we can describe the structure of Jantzen filtra-
tion as follows:

Theorem 6.3 Suppose that (c, h) = (cp,q, ξi) (i ∈ Z) belongs to Class R+.
Let {M(c, ξi)(l)|l ∈ Z>0} be the Jantzen filtration of Verma module M(c, ξi)
introduced in § 5.5. Then, we have

(i) Case 1+: ( i ∈ Z ),

M(c, ξi)(l) = N(c, ξi)(l),

(ii) Case 2+, 3+: ( i ∈ Z≥0 ),

M(c, ξi)(l) = N(c, ξi)(l),

(iii) Case 4+: ( i ∈ Z≥0 and (p, q) �= (1, 1) ∧ (s = q ∨ i �= 0) ),

M(c, ξi)(l) = N(c, ξi)("
l + 1

2
#),

(iv) Case 4+: ( i ∈ Z≥0 and (p, q) = (1, 1) ∨ (s = 0 ∧ i = 0) ),

M(c, ξi)(l) = N(c, ξi)(l),

where "x# denotes the greatest integer not exceeding x.

We prove this theorem in the following three subsections.

Remark 6.1 Pictorially, the structures of Jantzen filtration are described as
in Figure 6.1.
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(i)
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�ξ−|i|−1
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������� �
�ξ−|i|−3
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������� �
�ξ−|i|−4
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M(c, ξi)(1)

M(c, ξi)(2)

M(c, ξi)(3)

M(c, ξi)(4)

(ii) and (iv)

�ξi

��ξi+1

�
�ξi+2

�
�ξi+3

�
�ξi+4

(iii)

�ξi

��ξi+1

�
�ξi+2

Each �ξ signifies a singular vector, say uξ, of L0-weight ξ, and �ξ → �ξ′ means
uξ′ ∈ U(Vir).uξ.

Fig. 6.1 Jantzen filtration of Class R+

6.1.3 Proof of (i) in Theorem 6.3

In the proof of the theorem, for i, j ∈ Z such that |i| < |j|, we identify
M(c, ξj) with its image via the embedding map ιξi,ξj : M(c, ξj) ↪→M(c, ξi).

In order to prove statement (i) in the theorem, we first show the following
lemma.

Lemma 6.1. For any i ∈ Z and l ∈ Z>0, we have

M(c, ξi)(l) ⊃ N(c, ξi)(l).

Proof. We prove the lemma by induction on l. Suppose that l = 1. Since
M(c, ξi)(1) is the maximal proper submodule of M(c, ξi) (Corollary 3.1),
M(c, ξi)(1) ⊃ N(c, ξi)(1) follows.

Next, we suppose that the lemma holds for l < l0. Let vc,ξ|i|+l0
and

vc,ξ−|i|−l0
be highest weight vectors of M(c, ξ|i|+l0) and M(c, ξ−|i|−l0) respec-

tively. These highest weight vectors satisfy

vc,ξ|i|+l0
, vc,ξ−|i|−l0

∈ {M(c, ξi)(l0 − 1)}Vir+ ,

since vc,ξ|i|+l0
, vc,ξ−|i|−l0

∈ {N(c, ξi)(l0−1)}Vir+ by definition andN(c, ξi)(l0−
1) ⊂M(c, ξi)(l0 − 1) by the induction hypothesis (cf. Lemma 1.12).

On the other hand, Proposition 3.5 says that there exists a non-degenerate
contravariant form on M(c, ξi)(l0 − 1)/M(c, ξi)(l0). This implies that

vc,ξ|i|+l0
, vc,ξ−|i|−l0

∈M(c, ξi)(l0).

Hence, we have N(c, ξi)(l0) ⊂M(c, ξi)(l0) by the definition of N(c, ξi)(l0). �
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Proof of Theorem 6.3 (i). We show that the theorem holds on each
L0-weight subspace of weight ξi + n (n ∈ Z≥0) by induction on n, i.e., we
prove the following statement P (n):

P (n) : M(c, ξi)(l)ξi+n = N(c, ξi)(l)ξi+n (∀i ∈ Z, ∀l ∈ Z>0).

Here, we use the following auxiliary statement:

Q(n) :
M(c, ξ|i|+l)ξi+n ∩M(c, ξ−|i|−l)ξi+n

= M(c, ξ|i|+l+1)ξi+n +M(c, ξ−|i|−l−1)ξi+n
(∀i ∈ Z, ∀l ∈ Z>0),

and show P (n) by the following steps:

Step I : P (0) and Q(0).
Step II : P (m) (∀m < n)⇒ Q(n).
Step III: Q(n)⇒ P (n).

Step I: Since

M(c, ξi)(l)ξi = {0} = N(c, ξi)(l)ξi ,

M(c, ξ±(|i|+l))ξi = {0} (l ∈ Z>0),

both P (0) and Q(0) are obvious.
Step II: Since

M(c, ξσ(|i|+l)) ⊃M(c, ξτ(|i|+l+1)) (∀σ, τ ∈ {±1}),

the inclusion

M(c, ξ|i|+l)ξi+n ∩M(c, ξ−|i|−l)ξi+n

⊃M(c, ξ|i|+l+1)ξi+n +M(c, ξ−|i|−l−1)ξi+n

holds. On the other hand, we see that

M(c, ξ|i|+l) ∩M(c, ξ−|i|−l) ⊂M(c, ξ|i|+l)(1), (6.5)

since M(c, ξ|i|+l)(1) is the maximal proper submodule of M(c, ξ|i|+l). By the
induction hypothesis, we have

M(c, ξ|i|+l)(1)ξi+n = N(c, ξ|i|+l)(1)ξi+n. (6.6)

Indeed, since for l > 0

ξi + n = ξ|i|+l + (n+ ξi − ξ|i|+l) and ξi − ξ|i|+l + n � n,

P (n+ ξi − ξ|i|+l) implies (6.6). Moreover, by definition, we have

N(c, ξ|i|+l)(1) = M(c, ξ|i|+l+1) +M(c, ξ−|i|−l−1). (6.7)
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Hence, by (6.5), (6.6) and (6.7), we obtain the opposite inclusion which im-
plies Q(n).
Step III: Combining the short exact sequence

0→M(c, ξ|i|+l) ∩M(c, ξ−|i|−l)→M(c, ξ|i|+l)⊕M(c, ξ−|i|−l)
→M(c, ξ|i|+l) +M(c, ξ−|i|−l)→ 0

with Q(n), we obtain the following exact sequence

0→ N(c, ξi)(l + 1)ξi+n →M(c, ξ|i|+l)ξi+n ⊕M(c, ξ−|i|−l)ξi+n

→ N(c, ξi)(l)ξi+n → 0
(6.8)

by the induction hypothesis.
Hence, we have

dimN(c, ξi)(l)ξi+n + dimN(c, ξi)(l + 1)ξi+n

= dimM(c, ξ|i|+l)ξi+n + dimM(c, ξ−|i|−l)ξi+n,

and thus,

∞∑

l=1

dimN(c, ξi)(l)ξi+n =
∞∑

k=1

{dimM(c, ξ|i|+2k−1)ξi+n

+ dimM(c, ξ−|i|−2k+1)ξi+n}.

From the character sums in Lemma 5.23, we obtain

∞∑

l=1

dimN(c, ξi)(l)ξi+n =
∞∑

l=1

dimM(c, ξi)(l)ξi+n.

Hence, by Lemma 6.1,

N(c, ξi)(l)ξi+n = M(c, ξi)(l)ξi+n

holds for any i ∈ Z and l ∈ Z>0. Therefore, we have completed the proof. �

6.1.4 Proof of (ii) and (iv) in Theorem 6.3

In these cases, the following lemma holds:

Lemma 6.2.
M(c, ξi)(l) ⊃ N(c, ξi)(l).

Proof. One can show this lemma in a way similar to the proof of Lemma 6.1.
�
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Proof of Theorem 6.3 (ii) and (iv). By definition, we see that

chN(c, ξi)(l) = chM(c, ξi+l).

Combining this with the character sum formulae in Lemma 5.23, we have

∞∑

l=1

dimN(c, ξi)(l) =
∞∑

l=1

dimM(c, ξi)(l).

Hence, Lemma 6.2 implies that

N(c, ξi)(l) = M(c, ξi)(l). �

6.1.5 Proof of (iii) in Theorem 6.3

First, we notice that in Case 4+,

(p, q) �= (1, 1) ∧ (s = q ∨ i �= 0) ⇔ Type I.

(See Remark 5.3.) In this case, multiplicity 2 appears in the character sums
in Lemma 5.23, and an argument similar to the previous subsections does
not work. As a consequence of Lemma 5.30, we have

Lemma 6.3. Suppose that highest weight (c, ξi) (i ∈ Z≥0) belongs to Case
4+ of Type I. Then, M(c, ξi+1) is the maximal proper submodule of M(c, ξi).

Proof of Theorem 6.3 (iii). We prove the assertion (iii) by induction
on l. We first show the theorem for l = 1, 2. By Lemma 6.3, N(c, ξi)(1) is the
maximal proper submodule of M(c, ξi). Hence, it is enough to show that

M(c, ξi)(2) ⊃ N(c, ξi)(1). (6.9)

By Lemma 5.23, we have

∞∑

k=1

dimM(c, ξi)(k)h = 0 (∀h < ξi+1).

Hence, for k ∈ Z>0 we have

M(c, ξi)(k)ξi+1 ⊂ {M(c, ξi)ξi+1}Vir+ .

Moreover, by Lemma 5.23,

∞∑

k=1

dimM(c, ξi)(k)ξi+1 = 2.
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Since by Proposition 5.1, dim{M(c, ξi)ξi+1}Vir+ ≤ 1, we see that

dimM(c, ξi)(1)ξi+1 = 1 and dimM(c, ξi)(2)ξi+1 = 1.

Hence, we have

M(c, ξi)(1)ξi+1 = M(c, ξi)(2)ξi+1 = Cvc,ξi+1 ,

where vc,ξi+1 is a highest weight vector of M(c, ξi+1). Thus, (6.9) holds. The
theorem for l = 1, 2 is proved.

Next, we suppose that the theorem holds for l < 2l0− 1. By the character
sum formulae in Lemma 5.23 and the induction hypothesis, we have

∞∑

k=2l0−1

chM(c, ξi)(k) = 2
∞∑

k=l0

chM(c, ξi+k).

In particular, for h ≤ ξi+l0

∞∑

k=2l0−1

dimM(c, ξi)(k)h =

{
0 if h < ξi+l0

2 if h = ξi+l0

. (6.10)

Hence, by an argument similar to the proof of (6.9), we have

M(c, ξi)(2l0) ⊃ N(c, ξi)(l0).

On the other hand, Lemma 6.3 implies that N(c, ξi)(l0)(�M(c, ξi+l0)) is the
maximal proper submodule of N(c, ξi)(l0 − 1)(� M(c, ξi+l0−1)). Therefore,
we have

M(c, ξi)(2l0 − 1) = M(c, ξi)(2l0) = N(c, ξi)(l0),

since M(c, ξi)(2l0 − 1) � N(c, ξi)(l0 − 1) by (6.10). Therefore, the theorem
holds for l = 2l0 − 1, 2l0, and we have completed the proof. �

6.1.6 Class R−

Through this subsection, we assume that

c = cp,−q for p, q ∈ Z>0 such that (p, q) = 1.

Similarly to Class R+, we introduce L0-weights {ξi} by

ξi :=

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

hi Case 1−

hi Case 2−

h(−1)i−1i Case 3−

h2i Case 4−

, (6.11)
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where i ∈ Z in Case 1− and i ∈ Z≥0 for the other cases. (Although (c, h0)
belongs to Class V , we use ξ0 as in Figure 5.5.) By using this notation, the
embedding diagrams of Verma modules in Figure 5.5 can be described as
follows:

1− 2−, 3−, 4−

[ξ−3] [ξ3] [ξ3]

[ξ−2] [ξ2] [ξ2]

[ξ−1] [ξ1] [ξ1]

[ξ0] [ξ0]

Moreover, we define an auxiliary filtration {N(c, ξi)(l)|l ∈ Z>0} of the
Verma module M(c, ξi) as follows:

Case 1− : for i ∈ Z \ {0} and l ∈ Z>0,

N(c, ξi)(l) :=

⎧
⎪⎨

⎪⎩

ιξi,ξ|i|−l
M(c, ξ|i|−l) + ιξi,ξ−|i|+l

M(c, ξ−|i|+l) l < |i|
ιξi,ξ0M(c, ξ0) l = |i|
{0} l > |i|

,

Case 2−, 3− and 4− : for i ∈ Z>0 and l ∈ Z>0,

N(c, ξi)(l) :=

{
ιξi,ξi−l

M(c, ξi−l) l ≤ i

{0} l > i
.

The structure of Jantzen filtration of M(c, ξi) is described as follows:

Theorem 6.4 Suppose that (c, h) = (cp,−q, ξi) belongs to Class R−. Let
{M(c, ξi)(l)|l ∈ Z>0} be the Jantzen filtration of Verma module M(c, ξi)
introduced in § 5.5. Then, we have

(i) Case 1−: (i ∈ Z \ {0}),

M(c, ξi)(l) = N(c, ξi)(l),

(ii) Case 2−, 3−: (i ∈ Z>0),

M(c, ξi)(l) = N(c, ξi)(l),

(iii) Case 4−: (i ∈ Z>0 and (p, q) �= (1, 1) ∧ s = 0),



218 6 Verma Modules II: Structure Theorem

M(c, ξi)(l) =

{
N(c, ξi)(" l+1

2 #) l �= 2i
{0} l = 2i

,

(iv) Case 4−: (i ∈ Z>0 and (p, q) �= (1, 1) ∧ s = −q),

M(c, ξi)(l) = N(c, ξi)("
l + 1

2
#),

(v) Case 4−: (i ∈ Z>0 and (p, q) = (1, 1)),

M(c, ξi)(l) = N(c, ξi)(l).

Proof. We can show the theorem by an argument similar to Theorem 6.3. �

Remark 6.2 Pictorially, the structure of Jantzen filtration is described as
in Figure 6.2.
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������� �
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�
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��
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(ii), (v)

�ξi

��ξi+1
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�ξ1

��ξ0

M(c, ξi)(1)

M(c, ξi)(2)

M(c, ξi)(2i − 2)

M(c, ξi)(2i − 1)
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(iii)

�ξi

��ξi+1

�ξ1

�
�ξ0

(iv)

�ξi

��ξi+1

�ξ1

��ξ0

Fig. 6.2 Jantzen filtration of Class R−
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6.2 Structures of Verma Modules

In this section, we prove two theorems as applications of the structure theo-
rems of Jantzen filtration of Verma modules. One is on structures of submod-
ules of Verma modules, and the other is related to the existence of non-trivial
homomorphisms between Verma modules.

6.2.1 Main Results

The first theorem we are going to prove in the next subsection is as follows:

Theorem 6.5 Any non-trivial proper submodule of a Verma module over
Vir is generated by at most two singular vectors.

In fact, in the next subsection, we classify all submodules of given Verma
modules. This theorem is a consequence of this classification.

The other consequence of the classification is the second theorem we are
going to prove.

By Corollary 5.1, the following theorem completely describes necessary and
sufficient conditions of the existence of a non-trivial homomorphism between
Verma modules.

Theorem 6.6 For each (c, h) ∈ h∗, the following list exhausts the conformal
weights h′ such that

dim HomVir(M(c, h′),M(c, h)) = 1.

Class V : For (c, h) which belongs to Class V ,

h′ = h.

Class I: For (c, h) = (c(t), hα,β(t)) (t ∈ C \Q and α, β ∈ Z>0),

h′ = h, h+ αβ.

Class R+: For c = cp,q (p, q ∈ Z>0 such that (p, q) = 1),

Case 1+: h = ξi (i ∈ Z),

h′ = ξk (|k| ≥ |i| ∧ k �= −i).

Case 2+, 3+ and 4+: h = ξi (i ∈ Z≥0),

h′ = ξk (k ≥ i).

Class R−: For c = cp,−q (p, q ∈ Z>0 such that (p, q) = 1),
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Case 1−: h = ξi (i ∈ Z \ {0}),

h′ = ξk (|k| ≤ |i| ∧ k �= −i).

Case 2−, 3− and 4−: h = ξi (i ∈ Z≥0),

h′ = ξk (0 ≤ k ≤ i).

6.2.2 Proof of Theorems 6.5 and 6.6

The above two theorems are direct consequences of the following classification
of submodules of Verma modules.

Proposition 6.1 Class V : Suppose that (c, h) belongs to Class V . Then,
M(c, h) is irreducible.
Class I: Suppose that (c, h) = (c(t), hα,β(t)) for some t ∈ C\Q and α, β ∈
Z>0. Then, any non-trivial proper submodule of M(c, h) is isomorphic to
M(c, h+ αβ).
Class R+: Suppose that highest weight (c, h) = (c, ξi) ( i ∈ Z ) belongs to
Class R+. Then, any non-trivial proper submodule of M(c, ξi) is isomor-
phic to one of the modules

Case 1+:
M(c, ξ±l) and M(c, ξl) +M(c, ξ−l),

for l ∈ Z>0 such that l > |i|.
Case 2+, 3+, 4+: (i ≥ 0)

M(c, ξl)

for l ∈ Z>0 such that l > i.

Class R−: Suppose that highest weight (c, h) = (c, ξi) ( i ∈ Z \ {0} )
belongs to Class R−. Then, any non-trivial proper submodule of M(c, ξi)
is isomorphic to one of the modules

Case 1−:
M(c, ξ±l) and M(c, ξl′) +M(c, ξ−l′),

for l, l′ ∈ Z≥0 such that 0 ≤ l < |i| and 0 < l′ < |i|,
Case 2−, 3−, 4−: (i > 0)

M(c, ξl)

for l ∈ Z≥0 such that 0 ≤ l < i.

Proof. We show this proposition in Case 1+, since the other cases can be
proved similarly.

Let vc,ξj be a highest weight vector of M(c, ξj). Then, the image of vc,ξj

under the embedding map M(c, ξj) ↪→M(c, ξi) given in Figure 6.1 is a singu-
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lar vector of M(c, ξi). Here and after, we identify M(c, ξj) with a submodule
of M(c, ξi) for |i| < |j| via the embedding diagram in Case 1+.

Let M be a non-trivial proper submodule of M(c, ξi). By Theorem
6.3, there exists a positive integer such that M ⊂ M(c, ξi)(k) and M �⊂
M(c, ξi)(k+1), since the filtration {M(c, ξi)(l)} is a decreasing filtration and⋂∞

l=1 M(c, ξj)(l) = {0}. Theorem 6.3 and Proposition 3.5 imply that

M(c, ξi)(k)/M(c, ξi)(k + 1) � L(c, ξ|i|+k)⊕ L(c, ξ−|i|−k).

Hence, we have

{M +M(c, ξi)(k + 1)}/M(c, ξi)(k + 1)
� L(c, ξ|i|+k)⊕ L(c, ξ−|i|−k) or L(c, ξ±(|i|+k)).

This implies that

M+M(c, ξi)(k+1) �M(c, ξ|i|+k)+M(c, ξ−|i|−k) or M(c, ξ±(|i|+k)). (6.12)

In any case, by Theorem 6.3,

vc,ξ|i|+k
∈M or vc,ξ−|i|−k

∈M,

and hence, M(c, ξi)(k + 1) ⊂M . Thus, (6.12) implies the result. �

6.3 Bernstein−Gelfand−Gelfand Type Resolutions

In this section, as an application of Theorems 6.1 – 6.4, we construct BGG
type resolutions, i.e., resolutions of irreducible highest weight representations
by Verma modules (cf. [BGG2] for a semi-simple Lie algebra). Here, we denote
the canonical projection

M(c, h) � L(c, h)

by πh.

6.3.1 Class V and Class I

First, we consider Class V . In this case, the Verma module M(c, h) is irre-
ducible. Hence, the following holds:

Theorem 6.7 Suppose that (c, h) belongs to Class V . Then, there exists the
following exact sequence:

0 −→M(c, h) −→ L(c, h) −→ 0.
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Second, we consider Class I.

Theorem 6.8 Suppose that (c, h) = (c(t), hα,β(t)), where t ∈ C \ Q and
α, β ∈ Z>0, belongs to Class I. Then, there exists the following resolution of
L(c, h):

0 −→M(c, h+ αβ) d1−→M(c, h) d0−→ L(c, h) −→ 0,

where d0 = πh and d1 is the embedding map

ιh,h+αβ : M(c, h+ αβ) ↪→M(c, h).

Proof. By Theorem 6.2, the maximal proper submodule of M(c, h) is isomor-
phic to M(c, h+ αβ). �

6.3.2 Class R+

Suppose that c = cp,q for p, q ∈ Z>0 such that (p, q) = 1. Let {ξi} be the
L0-weights defined in (6.1). For i, j ∈ Z such that |i| < |j|, let

ιξi,ξj : M(c, ξj)→M(c, ξi)

be the embedding map given by the embedding diagrams in Figure 5.4.

Theorem 6.9 Suppose that highest weight (c, h) = (cp,q, ξi) belongs to Class
R+. Then, there exists the following resolutions of L(c, h):

1. Case 1+: i ∈ Z,

· · · dk+1−→ M(c, ξ|i|+k)⊕M(c, ξ−|i|−k) dk−→ · · ·

· · · d2−→M(c, ξ|i|+1)⊕M(c, ξ−|i|−1)
d1−→M(c, h) d0−→ L(c, h)→ 0,

where the maps dk are given by

k = 0 : d0 = πh,
k = 1 : for (x, y) ∈M(c, ξ|i|+1)⊕M(c, ξ−|i|−1),

d1((x, y)) := ιh,ξ|i|+1(x) + ιh,ξ−|i|−1(y),

k > 1 : for (x, y) ∈M(c, ξ|i|+k)⊕M(c, ξ−|i|−k),

dk((x, y)) := ( ιξ|i|+k−1,ξ|i|+k
(x) + ιξ|i|+k−1,ξ−|i|−k

(y),

− ιξ−|i|−k+1,ξ|i|+k
(x)− ιξ−|i|−k+1,ξ−|i|−k

(y) ),

2. Case 2+, 3+, 4+: i ∈ Z≥0,
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0 −→M(c, ξi+1)
d1−→M(c, h) d0−→ L(c, h) −→ 0,

where the maps di are given by

k = 0 : d0 := πh,
k = 1 : d1 := ιh,ξi+1 .

Proof. Here, we show this theorem in Case 1+. By Theorem 6.3 and Corol-
lary 3.1, we have the following exact sequence:

E(0) : 0→ N(c, ξi)(1)→M(c, ξi)→ L(c, ξi)→ 0.

On the other hand, for each l ∈ Z>0, there exists a short exact sequence

E(l) : 0→ N(c, ξi)(l + 1)→M(c, ξ|i|+l)⊕M(c, ξ−|i|−l)→ N(c, ξi)(l)→ 0,

since (6.8) holds for any n ∈ Z≥0. Taking the Yoneda products of E(l)’s (cf.
§ A.2.2), i.e.,

E(0) ◦ E(1) ◦ E(2) ◦ · · · ,

we obtain the result. �

6.3.3 Class R−

Next, we consider the case where (c, h) belongs to Class R−. We define the
L0-weights {ξi} as in (6.11).

Theorem 6.10 Suppose that highest weight (c, h) = (cp,−q, ξi) belongs to
Class R−. Then, there exists the following resolutions of L(c, h):

1. Case 1−: i ∈ Z \ {0},

0→M(c, ξ0)
d|i|−→M(c, ξ1)⊕M(c, ξ−1)

d|i|−1−→ · · ·

· · · →M(c, ξ|i|−1)⊕M(c, ξ−|i|+1)
d1−→M(c, h) d0−→ L(c, h)→ 0,

where the maps dk are given by

k = 0 : d0 = πh,
k = 1 : for (x, y) ∈M(c, ξ|i|−1)⊕M(c, ξ−|i|+1),

d1((x, y)) := ιh,ξ|i|−1(x) + ιh,ξ−|i|+1(y),

1 < k < |i| : for (x, y) ∈M(c, ξ|i|−k)⊕M(c, ξ−|i|+k),
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dk((x, y)) := ( ιξ|i|−k+1,ξ|i|−k
(x) + ιξ|i|−k+1,ξ−|i|+k

(y),

− ιξ−|i|+k−1,ξ|i|−k
(x)− ιξ−|i|+k−1,ξ−|i|+k

(y) ),

k = |i| : for x ∈M(c, ξ0),

d|i|(x) := ( ιξ1,ξ0(x), − ιξ−1,ξ0(x) ),

2. Case 2−, 3−, 4−: i ∈ Z>0,

0 −→M(c, ξi−1)
d1−→M(c, h) d0−→ L(c, h) −→ 0,

where the maps dk are given by

k = 0 : d0 := πh,
k = 1 : d1 := ιh,ξi−1 .

Proof. The proof is similar to the case of Class R+. We omit the detail. �

6.4 Characters of Irreducible Highest Weight
Representations

As an application of the BGG type resolutions, we compute the character of
L(c, h) for any (c, h) ∈ C

2.

6.4.1 Normalised Character

First, we introduce the normalised character χM (τ) for M ∈ Ob(O) with
weight space decomposition

M =
⊕

λ∈h∗

Mλ.

To discuss modular invariance property of the normalised characters, we use
the following convention: Let H be the Siegel upper half-plane {a+ b

√
−1 ∈

C|a, b ∈ R, b > 0}. For τ ∈ H, we set q := e2π
√
−1τ , and for (c, h) ∈ C

2 � h∗,
we specialise e(c, h) ∈ Ẽ to qh− 1

24 c.

Definition 6.1 For M ∈ Ob(O), we define χM (τ) as follows:

χM (τ) :=
∑

λ∈h∗

dimMλ qλ(L0)− 1
24 λ(C). (6.13)
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In the next subsection, we express χL(c,h)(τ) by using the Dedekind η-
function η(τ)

η(τ) := q
1
24

∏

n∈Z>0

(1− qn), (6.14)

and the classical theta function Θn,m(τ) (m ∈ Z>0, n ∈ Z/2mZ)

Θn,m(τ) :=
∑

k∈Z

qm(k+ n
2m )2

. (6.15)

By the definition of the normalised character, we have

Lemma 6.4.
χM(c,h)(τ) = qh− 1

24 (c−1)η(τ)−1.

6.4.2 Characters of the Irreducible Highest Weight
Representations

In this subsection, we compute the characters of the irreducible highest weight
representations.

Theorem 6.11 (Class V )

χL(c,h)(τ) = χM(c,h)(τ) = qh− 1
24 (c−1)η(τ)−1. (6.16)

Theorem 6.12 (Class I) c = c(t) and h = hα,β(t) for some t ∈ C \Q and
α, β ∈ Z>0,

χL(c,h)(τ) =
[

q
1
4 (αt

1
2 −βt−

1
2 )2 − q

1
4 (αt

1
2 +βt−

1
2 )2

]

η(τ)−1. (6.17)

Theorem 6.13 (Class R+) c = cp,q (p, q ∈ Z>0 such that (p, q) = 1),

Case 1+: 0 < r < p ∧ 0 < s < q and h = hi (i ∈ Z),

χL(c,h)(τ) = (−1)i [Θrq−sp,pq(τ)−Θrq+sp,pq(τ)− ri(τ)] η(τ)−1, (6.18)

where
ri(τ) :=

∑

|k|≤|i|
k �=i

(−1)kq
1

4pq{2� k+1
2 �pq−rq+(−1)ksp}2 ,

Case 2+: r = 0 ∧ 0 < s < q and h = hi (i ∈ Z≥0),



226 6 Verma Modules II: Structure Theorem

χL(c,h)(τ) =
[
q

1
4pq{2� i+1

2 �pq+(−1)isp}2

−q
1

4pq{2� i+2
2 �pq−(−1)isp}2

]
η(τ)−1,

Case 3+: 0 < r < p ∧ s = 0 and h = h(−1)i−1i (i ∈ Z≥0),

χL(c,h)(τ) =

[

q
1

4pq

{

2� (−1)i−1i+1
2 �pq−rq

}2

−q
1

4pq

{

2� (−1)i(i+1)+1
2 �pq−rq

}2]

η(τ)−1,

Case 4+: (r, s) = (0, 0), (0, q) and h = h2i (i ∈ Z≥0),

χL(c,h)(τ) =
[
q

1
4 pq(2i+ s

q )2

− q
1
4 pq(2i+2+ s

q )2]
η(τ)−1,

where "x# denotes the greatest integer not exceeding x.

Proof. We only prove Case 1+. By applying the Euler−Poincaré principle
to the BGG type resolution of L(c, hi) in Theorem 6.9, we obtain

χL(c,hi)(τ) =
∑

|k|≥|i|
k �=−i

(−1)i+kχM(c,hk)(τ).

Indeed, this is possible, since for each weight subspace, the right-hand side is
a finite sum. Hence, we have

χL(c,hi)(τ)

=

⎡

⎢
⎢
⎣

∑

|k|≥|i|
k �=−i

(−1)i+kqhk− 1
24 (c−1)

⎤

⎥
⎥
⎦ η(τ)

−1

= (−1)i

⎡

⎢
⎢
⎣

∑

k∈Z

(−1)kqhk− 1
24 (c−1) −

∑

|k|≤|i|
k �=i

(−1)kqhk− 1
24 (c−1)

⎤

⎥
⎥
⎦ η(τ)

−1.

Since
ri(τ) =

∑

|k|≤|i|
k �=i

(−1)kqhk− 1
24 (c−1),

we obtain the formulae. �
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Similarly, we can prove the following theorem:

Theorem 6.14 (Class R−) c = cp,−q (p, q ∈ Z>0 such that (p, q) = 1),

Case 1−: 0 < r < p ∧ 0 < −s < q and h = hi (i ∈ Z \ {0}),

χL(c,h)(τ) = (−1)i

⎡

⎢
⎢
⎣

∑

|k|≤|i|
k �=−i

(−1)kq−
1

4pq{2� k+1
2 �pq−rq−(−1)ksp}2

⎤

⎥
⎥
⎦ η(τ)

−1,

Case 2−: r = 0 ∧ 0 < −s < q, and h = hi (i ∈ Z>0),

χL(c,h)(τ) =
[
q−

1
4pq{2� i+1

2 �pq−(−1)isp}2

−q−
1

4pq{2� i
2 �pq+(−1)isp}2

]
η(τ)−1,

Case 3−: 0 < r < p ∧ s = 0 and h = h(−1)i−1i (i ∈ Z>0),

χL(c,h)(τ) =

[

q
− 1

4pq

{

2� (−1)i−1i+1
2 �pq−rq

}2

−q
− 1

4pq

{

2� (−1)i(i−1)+1
2 �pq−rq

}2]

η(τ)−1,

Case 4−: (r, s) = (0, 0), (0,−q) and h = h2i (i ∈ Z>0),

χL(c,h)(τ) =
[
q−

1
4 pq(2i− s

q )2

− q−
1
4 pq(2i−2− s

q )2]
η(τ)−1.

Corollary 6.1 Characters of the BPZ series representations: Suppose
that (c, h) is a highest weight of the BPZ series representations, i.e., c = cp,q

for p, q ∈ Z>1 such that (p, q) = 1 and h = hr,s( q
p ) for r, s ∈ Z>0 such

that r < p and s < q. Then, the normalised character of the irreducible
representation L(c, h) is given by

χL(c,h)(τ) = [Θrq−sp,pq(τ)−Θrq+sp,pq(τ)] η(τ)−1. (6.19)

The special case (p, q) = (2, 3) and (r, s) = (1, 1) of this corollary provides
us an interesting formula. In fact, we have (c, h) = (0, 0) in this case and
L(0, 0) is a trivial one-dimensional Vir-module. Hence, χL(0,0) = 1 by defi-
nition and Corollary 6.1 gives us the denominator identity for the Virasoro
algebra. Explicitly, it shows η(τ) = Θ1,6(τ) − Θ5,6(τ) which is equivalent to
the formula
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∞∏

n=1

(1− qn) =
∑

m∈Z

(−1)mq
1
2 m(3m−1)

by (6.14) and (6.15). This is the formula known as Euler’s pentagonal
number theorem. For its combinatorial proof, see, e.g., [And].

6.4.3 Multiplicity

As a corollary of Theorems 6.9 and 6.10, we compute the multiplicity
[M(c, h) : L(c′, h′)] for any (c, h), (c′, h′) ∈ C

2.
Since [M(c, h) : L(c′, h′)] = 0 if c �= c′, we list the pairs (h, h′) such that

[M(c, h) : L(c, h′)] �= 0 for each central charge c.

Proposition 6.2 Class V :

[M(c, h) : L(c, h′)] =

{
1 h′ = h

0 otherwise
.

Class I: Suppose that c = c(t) and h = hα,β(t) for t ∈ C \Q. Then

[M(c, h) : L(c, h′)] =

{
1 h′ = h, h+ αβ

0 otherwise
.

Class R+: Suppose that c = cp,q for p, q ∈ Z>0 such that (p, q) = 1.

Case 1+: h = hi (i ∈ Z),

[M(c, h) : L(c, h′)] =

{
1 h′ = hk (k ∈ Z, |k| ≥ |i|, k �= −i)
0 otherwise

,

Case 2+: h = hi (i ∈ Z≥0),

[M(c, h) : L(c, h′)] =

{
1 h′ = hk (k ∈ Z≥0, k ≥ i)
0 otherwise

,

Case 3+: h = h(−1)i−1i (i ∈ Z≥0),

[M(c, h) : L(c, h′)] =

{
1 h′ = h(−1)k−1k (k ∈ Z≥0, k ≥ i)
0 otherwise

,

Case 4+: h = h2i (i ∈ Z≥0),
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[M(c, h) : L(c, h′)] =

{
1 h′ = h2k (k ∈ Z≥0, k ≥ i)
0 otherwise

,

where L0-weights {hi} are defined in (5.22).
Class R−: Suppose c = cp,−q for p, q ∈ Z>0 such that (p, q) = 1.

Case 1−: h = hi (i ∈ Z \ {0}),

[M(c, h) : L(c, h′)] =

{
1 h′ = hk (k ∈ Z, |k| ≤ |i|, k �= −i)
0 otherwise

,

Case 2−: h = hi (i ∈ Z>0),

[M(c, h) : L(c, h′)] =

{
1 h′ = hk (k ∈ Z≥0, k ≤ i)
0 otherwise

,

Case 3−: h = h(−1)i−1i (i ∈ Z>0),

[M(c, h) : L(c, h′)] =

{
1 h′ = h(−1)k−1k (k ∈ Z≥0, k ≤ i)
0 otherwise

,

Case 4−: h = h2i (i ∈ Z>0),

[M(c, h) : L(c, h′)] =

{
1 h′ = h2k (k ∈ Z≥0, k ≤ i)
0 otherwise

,

where L0-weights {hi} are defined in (5.26).

Proof. Here, we show this proposition in Case 1+. By Theorem 6.9 and
Proposition 1.8, for i, j ∈ Z such that |j| ≥ |i| we have

δi,j = [M(c, ξi) : L(c, ξj)] +
∑

|j|≥|k|>|i|
k �=−j

(−1)k−i[M(c, ξk) : L(c, ξj)].

Hence, by induction on |j| − |i|, we obtain the results. For the other cases,
one can similarly check this proposition. �

6.4.4 Modular Transformation

We first state some fundamental properties of the modular forms η(τ) and
Θn,m(τ). Recall that SL2(Z) acts on the upper half-plane H by
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(
a b
c d

)

· τ =
aτ + b

cτ + d
.

Moreover, if we set

S :=
(

0 −1
1 0

)

, T :=
(

1 1
0 1

)

,

then S and T generate the group SL2(Z) and

T · τ = τ + 1, S · τ = −1
τ
.

From now on, for τ ∈ H, we fix the branch of τ as 0 < argτ < π. With
respect to this action, η(τ) and Θn,m(τ) transform as follows:

Lemma 6.5. 1.

η(τ + 1) = e
1
12 π

√
−1η(τ), η(−1

τ
) =

(
τ√
−1

) 1
2

η(τ).

2.

Θn,m(τ + 1) = e
n2
2m π

√
−1Θn,m(τ),

Θn,m(−1
τ

) =
(

τ

2m
√
−1

) 1
2 ∑

n′∈Z/2mZ

e−
nn′
m π

√
−1Θn′,m(τ).

Proof. These facts are well known (cf. [Chan]). �

Here, let us state the modular invariance property of the normalised
characters χL(c,h)(τ) of the BPZ series representations L(c, h). Suppose that
c = cp,q for p, q ∈ Z>1 such that (p, q) = 1. Recall that (c, h) is the highest
weight of a BPZ series representation if and only if there exists

(r, s) ∈ (K+
p,q)

◦ :=
{

(r, s) ∈ Z
2

∣
∣
∣
∣
0 < r < p,
0 < s < q

rq + sp ≤ pq

}

such that h = hr,s( q
p ).

For simplicity, we set

χr,s(τ) := χL(cp,q,hr,s( q
p ))(τ).

By Corollary 6.1, we have

χr,s(τ) = [Θrq−sp,pq(τ)−Θrq+sp,pq(τ)] η(τ)−1.

Now, the transformation law of the normalised characters χr,s(τ) is described
as follows:
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Proposition 6.3 Let us take positive integers p, q, r and s as above. Then,
we have

χr,s(τ + 1) = e{
(rq−sp)2

2pq − 1
12}π

√
−1χr,s(τ), (6.20)

χr,s(−
1
τ

) =
∑

(r′,s′)∈(K+
p,q)◦

S(r,s),(r′,s′)χr′,s′(τ), (6.21)

where

S(r,s),(r′,s′) :=
√

8
pq

(−1)(r+s)(r′+s′) sin
(
πrr′

p
(p− q)

)

sin
(
πss′

q
(p− q)

)

.

Proof. The transformation law for τ �→ τ + 1 is easy. Indeed, we have

χr,s(τ + 1) =
[

e{
(rq−sp)2

2pq − 1
12}π

√
−1Θrq−sp,pq(τ)

− e{
(rq+sp)2

2pq − 1
12}π

√
−1Θrq+sp,pq(τ)

]

η(τ)−1.

Since
(rq − sp)2

2pq
− 1

12
≡ (rq + sp)2

2pq
− 1

12
mod 2,

we obtain (6.20).
Next, we show the transformation law for τ �→ − 1

τ .
Let Ni be the sets defined as (5.24). Set N◦ := N1, ∂N := N2 ∪ N3. By

the proof of Lemma 5.9, the following hold:

Fact 6.1 1. N◦ = {±(rq + sp) (mod2pq), ±(rq − sp)(mod 2pq)|(r, s) ∈
(K+

p,q)
◦} and �N◦ = 4× �(K+

p,q)
◦,

2. Z/2pqZ = N◦ � ∂N (disjoint).

Lemma 6.5 implies

χr,s(−
1
τ

)=
∑

n′∈Z/2pqZ

1√
2pq

{

e−
(rq−sp)n′

pq π
√
−1−e−

(rq+sp)n′
pq π

√
−1

}

Θn′,pq(τ)η(τ)−1

=
2
√
−1√

2pq

∑

n′∈Z/2pqZ

e−
rn′

p π
√
−1 sin

(
sn′

q
π

)

Θn′,pq(τ)η(τ)−1.

Noticing Θn′,pq(τ) = Θ−n′,pq(τ), we have

χr,s(−
1
τ

)=
2
√
−1√

2pq

∑

n′∈Z/2pqZ

1
2
{e−

rn′
p π

√
−1−e

rn′
p π

√
−1}sin

(
sn′

q
π

)

Θn′,pq(τ)η(τ)−1

=
√

2
pq

∑

n′∈Z/2pqZ

sin
(
rn′π

p

)

sin
(
sn′π

q

)

Θn′,pq(τ)η(τ)−1.



232 6 Verma Modules II: Structure Theorem

If n′ ∈ ∂N , then sin
(

rn′π
p

)
sin

(
sn′π

q

)
= 0. Hence, by Fact 6.1, we have

χr,s(−
1
τ

) =
√

2
pq

∑

n′∈N◦

sin
(
rn′π

p

)

sin
(
sn′π

q

)

Θn′,pq(τ)η(τ)−1.

Moreover, we have, for n′ ∈ N◦ such that n′ = ±(r′q − s′p),

sin
(
rn′π

p

)

sin
(
sn′π

q

)

= (−1)rs′+r′s sin
(
rr′qπ

p

)

sin
(

−ss
′pπ

q

)

= (−1)(r+r′)(s+s′) sin
(
πrr′

p
(p− q)

)

sin
(
πss′

q
(p− q)

)

,

and for n′ ∈ N◦ such that n′ = ±(r′q + s′p),

sin
(
rn′π

p

)

sin
(
sn′π

q

)

= (−1)rs′+r′s sin
(
rr′qπ

p

)

sin
(
ss′pπ

q

)

= −(−1)(r+r′)(s+s′) sin
(
πrr′

p
(p− q)

)

sin
(
πss′

q
(p− q)

)

.

Hence, Fact 6.1 implies

χr,s(−
1
τ

)

=2
√

2
pq

∑

(r′,s′)∈(K+
p,q)◦

(−1)(r+r′)(s+s′) sin
(
πrr′

p
(p− q)

)

sin
(
πss′

q
(p− q)

)

× [Θr′q−s′p,pq(τ)−Θr′q+s′p,pq(τ)]η(τ)−1

=
∑

(r′,s′)∈(K+
p,q)◦

S(r,s),(r′,s′)χr′,s′(τ)

and (6.21) holds. �

6.4.5 Asymptotic Dimension

In this section, we consider the behaviour of the normalised character
χL(c,h)(τ) under the limit τ ↓ 0, where τ ↓ 0 means the limit T → 0 with
τ :=

√
−1T (T ∈ R>0). We use the symbol f(τ) ∼

τ↓0
g(τ) which signifies

lim
T→0

f(τ)
g(τ)

= 1.

Following [KW2], let us introduce the asymptotic dimension of L(c, h).
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Definition-Lemma 6.1 For each irreducible highest weight module L(c, h),
there exist constants A, B and C such that

χL(c,h)(τ) ∼
τ↓0

A

(
τ√
−1

)B
2

e
π
√

−1
12τ C .

The triplet (A,B,C) is called the asymptotic dimension of L(c, h).

Remark that one can compute the asymptotic behaviour of dimL(c, h)n

(n → ∞) by means of the asymptotic dimension of L(c, h). For the detail,
see Theorem 9.9.

The existence of the triplet (A,B,C) for each L(c, h) is guaranteed by the
following theorem:

Theorem 6.15 The following list gives the asymptotic dimension of L(c, h):

Class Case (c, h) (A,B,C)
V (c, h) (1, 1, 1)
I (c(t), hα,β(t)) (2παβ, 3, 1)
R+ 1+ (cp,q, h0) (S(r,s),(r′,s′), 0, 1− 6

pq )
(cp,q, hi) (i ∈ Z>0) (2πirsi+1, 3, 1)
(cp,q, hi) (i ∈ Z<0) (2π(−i)(p− r)s

i
, 3, 1)

2+ (cp,q, hi) (i ∈ Z≥0) (2π(i+ 1)psi+1, 3, 1)
3+ (cp,q, h(−1)i−1i) (i ∈ Z≥0) (2π(i+ 1)ri+1q, 3, 1)
4+ (cp,q, h2i) (i ∈ Z≥0) (2π(2i+ 1 + s

q )pq, 3, 1)
R− 1− (cp,−q, hi) (i ∈ Z>0) (2πi(p− r)s′

ī
, 3, 1)

(cp,−q, hi) (i ∈ Z<0) (2π(−i)rs′
i+1

, 3, 1)
2− (cp,−q, hi) (i ∈ Z>0) (2πips′

i
, 3, 1)

3− (cp,−q, h(−1)i−1i) (i ∈ Z>0) (2πirīq, 3, 1)
4− (cp,−q, h2i) (i ∈ Z>0) (2π(2i− 1− s

q )pq, 3, 1)

where (r′, s′) in Case 1+ is a unique element of (K+
p,q)

◦ such that r′q−s′p ∈
{±1} and ī := i+ 2Z ∈ Z/2Z,

rσ :=

{
r (σ = 0̄)
p− r (σ = 1̄)

, sσ :=

{
s (σ = 0̄)
q − s (σ = 1̄)

, s′σ :=

{
−s (σ = 0̄)
q + s (σ = 1̄)

.

In the following, we show Theorem 6.15. We first look at the asymptotic
behaviour of η(τ) and Θn,m(τ) by using their modular transformations.

For the eta function, we have η(τ) =
(

τ√
−1

)− 1
2
η(− 1

τ ) by Lemma 6.5. Set

x := e−
2π

√
−1

τ . Then, x → 0 as τ ↓ 0. Hence, η(− 1
τ ) = x

1
24
∏∞

n=1(1− xn) ∼
τ↓0

x
1
24 , and thus,

η(τ) ∼
τ↓0

(
τ√
−1

)− 1
2

e−
π
√

−1
12τ . (6.22)
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For the theta function, by Lemma 6.5, we have

Θn,m(τ) =
(√

−1
2mτ

) 1
2 ∑

n′∈Z/2mZ

e−
nn′
m π

√
−1Θn′,m(−1

τ
). (6.23)

We first show that

Θn′,m(−1
τ

) ∼
τ↓0

{
x

(n′′)2
4m (n′ �≡ m mod 2m)

2x
(n′′)2
4m (n′ ≡ m mod 2m)

. (6.24)

Here, n′′ ∈ {ñ| −m < ñ ≤ m} is the representatives of n′ ∈ Z/2mZ. We may
assume 0 ≤ n′′ ≤ m since Θ−n′′,m(− 1

τ ) = Θn′′,m(− 1
τ ). Since (k + n′′

2m )2 ≥
|k + n′′

2m | for k �= 0, −1, we have

Θn′,m(−1
τ

) =
∑

k∈Z

xm(k+ n′′
2m )2 ≤

∑

k=0,−1

xm(k+ n′′
2m )2 +

∑

k �=0,−1

xm|k+ n′′
2m |

for 0 < x < 1. Moreover,
∑

k �=0,−1

xm|k+ n′′
2m | = (xm(2− n′′

2m ) + xm(1+ n′′
2m ))/(1− xm),

( n′′

2m )2 ≤ (−1 + n′′

2m )2 ≤ 1 and ( n′′

2m )2 < (−1 + n′′

2m )2 for n′′ �= m. Hence, we
obtain (6.24). Thus, by (6.23), the following formula holds:

Θn,m(τ) ∼
τ↓0

1√
2m

(
τ√
−1

)− 1
2

. (6.25)

Next, we show Theorem 6.15.

Class V In this class, χL(c,h)(τ) is given by (6.16). Since q → 1 as τ ↓ 0, by
(6.22) we have

χL(c,h)(τ) ∼
τ↓0

(
τ√
−1

) 1
2

e
π
√

−1
12τ ,

and hence, Theorem 6.15 for Class V holds.

Class I The normalised character of L(c(t), hα,β(t)) is given by (6.17). For
the numerator of χL(c(t),hα,β(t))(τ),

q
1
4 (αt

1
2 −βt−

1
2 )2 − q

1
4 (αt

1
2 +βt−

1
2 )2 = q

1
4 (αt

1
2 −βt−

1
2 )2(1− e−2παβT ) ∼

τ↓0
2παβT.

(6.26)

Hence, (6.22) implies



6.4 Characters of Irreducible Highest Weight Representations 235

χL(c(t),hα,β(t))(τ) ∼
τ↓0

2παβ
(

τ√
−1

) 3
2

e
π
√

−1
12τ ,

and thus, Theorem 6.15 for Class I holds.

Class R Here, we demonstrate the proof for Case 1+, since for the other
cases, the proof is easier or an argument similar to Case 1+ works. For
simplicity, we set c := cp,q.

First, we consider the case where i = 0. In this case, the normalised char-
acter χr,s(τ) is given by (6.19). Noticing the modular transformation (6.21),
we look at the asymptotic behaviour of χr′,s′(− 1

τ ) for (r′, s′) ∈ (K+
p,q)◦.

Recall that |r′q ± s′p| < pq for (r′, s′) ∈ (K+
p,q)

◦. Hence, (6.24) implies

Θr′q−s′p,pq(−
1
τ

) ∼
τ↓0

x
(r′q−s′p)2

4pq , Θr′q+s′p,pq(−
1
τ

) ∼
τ↓0

x
(r′q+s′p)2

4pq ,

where x := e−
2π

√
−1

τ . Since (r′q − s′p)2 < (r′q + s′p)2, we have

χr′,s′(−1
τ

) ∼
τ↓0

x
(r′q−s′p)2

4pq − 1
24 = e

π
√

−1
12τ (1− 6(r′q−s′p)2

pq ).

By the proof of Lemma 5.9, there uniquely exists (r′, s′) ∈ (K+
p,q)◦ such that

r′q − s′p ∈ {±1}. By (6.21), we have

χr,s(τ) ∼
τ↓0

S(r,s),(r′,s′)e
π
√

−1
12τ (1− 6

pq ). (6.27)

Hence, we have shown Theorem 6.15 for Case 1+ (i = 0).
Next, we consider the case where i �= 0. In this case, the normalised char-

acter of L(c, hi) is given by (6.18). Notice that ri(τ) in the character formula
can be written as

ri(τ) =

{∑i−1
k=0(−1)k(qhk− 1

24 (c−1) − qh−k−1− 1
24 (c−1)) (i > 0)

∑−i−1
k=0 (−1)k(qh−k− 1

24 (c−1) − qhk+1− 1
24 (c−1)) (i < 0)

.

By (6.26), we have ri(τ) ∼
τ↓0

2πTA(i), where

A(i) :=

{∑i−1
k=0(−1)k(h−k−1 − hk) (i > 0)

∑−i−1
k=0 (−1)k(hk+1 − h−k) (i < 0)

.

Hence, by (6.27) and (6.22), the following holds:

χL(c,hi)(τ) ∼
τ↓0

(−1)iS(r,s),(r′,s′)e
π
√

−1
12τ (1− 6

pq ) − (−1)i2πA(i)
(

τ√
−1

) 3
2

e
π
√

−1
12τ .
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Since 1− 6
pq < 1, we obtain

χL(c,hi)(τ) ∼
τ↓0

(−1)i+12πA(i)
(

τ√
−1

) 3
2

e
π
√

−1
12τ .

Now, it is sufficient to calculate A(i) explicitly by the definition of hi (cf.
(5.22)).

6.5 Bibliographical Notes and Comments

In 1978, V. Kac [Kac1] announced the character formulae of the irreducible
highest weight modules for c = 1. In 1983, A. Rocha-Caridi and N. R. Wallach
[RW3] constructed the BGG type resolutions of trivial representation and the
irreducible highest weight modules in the series. Almost at the sime time,
B. L. Feigin and D. B. Fuchs completely analyzed the structure of Verma
modules in general, as we explained in § 5.7.

As in [RW3], A. Rocha-Caridi and N. R. Wallach [RW4] constructed
the BGG type resolution of the irreducible highest weight modules for
c = 0, 1, 25, 26 completely in 1984. Here, they did not use the results an-
nounced in [FeFu2]. In 1984, B. L. Feigin and D. B. Fuchs [FeFu3] stated the
general cases. The modular property of the characters of the minimal series
representations were discovered by C. Itzykson and J. B. Zuber [IZ] in 1986.

Here, we have described the structure of Verma modules following an idea
due to F. Malikov [Mal], where he dealt with rank 2 Kac−Moody algebras.

In 1988, V. Kac and M. Wakimoto [KW2] introduced the asymptotic di-
mension for the so-called positive energy representations over infinite dimen-
sional Lie (super)algebras and stated a conjecture on a necessary and suffi-
cient condition for their characters to have the modular invariance property.



Chapter 7

A Duality among Verma Modules

By the structure theorem of Verma modules stated in the previous two chap-
ters, the reader may notice a similarity between Class R+ and Class R−.
The purpose of this chapter is to give an explanation of such similarity by
the categorical equivalence called the tilting equivalence [Ark], [So]. Here,
following W. Soergel [So], we construct a categorical equivalence and apply
it to the case of the Virasoro algebra.

7.1 Semi-regular Bimodule

Throughout this section, we assume that K is a field whose characteristic is
zero, and g =

⊕
i∈Z

gi is a Z-graded Lie algebra in the sense of § 1.2.1 (with
Γ = Z). Moreover, we assume that

dim g
i <∞ (∀i ∈ Z). (7.1)

7.1.1 Preliminaries

We first recall some notation for Z-graded K-vector spaces and Z-graded Lie
algebras from Chapter 1.

For Z-graded K-vector spaces V =
⊕

n∈Z
V n and W =

⊕
n∈Z

Wn, we set

HomK(V,W ) :=
⊕

n∈Z

HomK(V,W )n,

where

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 7,
© Springer-Verlag London Limited 2011
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HomK(V,W )j :=
∏

n∈Z

HomK(V n,Wn+j)

= {ϕ ∈ HomK(V,W )|ϕ(V n) ⊂Wn+j (n ∈ Z)}.

For later use, here, we introduce the formal character ch′ V for a Z-graded
K-vector space V =

⊕
i∈Z

V i such that dimV i <∞. Set

ch′ V :=
∑

i∈Z

(dimV i)qi ∈ Z[[q, q−1]]. (7.2)

Suppose that a and b are Z-graded Lie algebras over K, and V (resp. W )
is a Z-graded (a, b)-bimodule (resp. a Z-graded K-vector space). Throughout
this chapter, except for the case where we consider the antipode duals, we
regard the space HomK(V,W ) as (b, a)-bimodule in the following way:

1. The left b-module structure:

(b.ϕ)(v) := ϕ(v.b) (ϕ ∈ HomK(V,W ), b ∈ b, v ∈ V ). (7.3)

2. The right a-module structure:

(ϕ.a)(v) := ϕ(a.v) (ϕ ∈ HomK(V,W ), a ∈ a, v ∈ V ). (7.4)

Moreover, let s be a Z-graded subalgebra of a and let W be a left s-module.

Homs(V,W ) := {ϕ ∈ HomK(V,W )|ϕ(s.v) = s.(ϕ(v)) (∀s ∈ s, v ∈ V )}.

Remark that Homs(V,W ) is a Z-graded left b-submodule of HomK(V,W ).
The following two lemmas are useful in this chapter.

Lemma 7.1. Let a, b and c be a Z-graded Lie algebra. Let L be a Z-graded
(a, b)-bimodule, M be a Z-graded (b, c)-bimodule and N be a Z-graded left
a-module. Then, there exists an isomorphism

Homa(L⊗b M,N) � Homb(M,Homa(L,N)) (7.5)

of left c-modules, where we regard both sides of (7.5) as left c-module via
(7.3).

Proof. By the same argument as the proof of (1.26), one can show that (7.5)
is an isomorphism of Z-graded K-vector spaces. The isomorphism is given by

Ψ : Homa(L⊗b M,N) −→ Homb(M,Homa(L,N)),
Ψ(ψ)(m)(l) := ψ(l ⊗m),

where ψ ∈ Homa(L ⊗b M,N), m ∈ M and l ∈ L. We show that Ψ is a
homomorphism of left c-modules. We have
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Ψ(a.ψ)(m)(l) = (a.ψ)(l ⊗m) = ψ((l ⊗m).a) = ψ(l ⊗ (m.a))
= Ψ(ψ)(m.a)(l) = (a.Ψ(ψ))(m)(l).

Hence, the lemma holds. �

Lemma 7.2. Let g and c be Z-graded Lie algebras over K, and let s be a
Z-graded Lie subalgebra of g. Let M be a Z-graded (s, c)-bimodule, and let N
be a left g-module. Then, there exists an isomorphism

Homg(Indg
sM,N) � Homs(M,Resg

sN) (7.6)

of left c-modules, where we regard both sides as left c-modules via (7.3).

Proof. We apply the above lemma to the case where a = g, b = s and
L = U(g). Then, from (1.27), the lemma follows. �

We recall some notation. For a Z-graded Lie algebra g and an integer j,
we set

g
≥j :=

⊕

i≥j

g
i, g

≤j :=
⊕

i≤j

g
i. (7.7)

Moreover, we denote g≥1, g≤−1, g≥0 and g≤0 by g+, g−, g≥ and g≤ respec-
tively. For simplicity, we set

b := g
≥, n := g

−.

Notice that g = n⊕ b. For n ∈ Z, let K
(n) be the Z-graded one-dimensional

K-vector space such that

dim(K(n))i =

{
1 i = n

0 i �= n
.

7.1.2 Semi-infinite Character

Let π− : g→ n be the projection with respect to the decomposition g = n⊕b,
and let i− : n ↪→ g be the inclusion. Let π : g→ g be the map defined by the
composition

π := i− ◦ π− : g
π−
−→ n

i−−→ g.

Definition 7.1 The critical cocycle ω ∈ HomK(g∧g,K) of a Z-graded Lie
algebra g is defined by

ω(x, y) := trg([π ◦ adx, π ◦ ady]− π ◦ [adx, ady]),

where trg denotes the trace on g.
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First, we show that ω is well-defined.

Lemma 7.3. For x ∈ gn1 and y ∈ gn2 , the following hold:

1. If n1 + n2 �= 0, then ω(x, y) = 0.
2. If n1 = n2 = 0, then ω(x, y) = 0.
3. If n1 = n and n2 = −n for n ∈ Z>0, then

ω(x, y) = tr⊕n
m=1 g−m(ady ◦ adx).

Proof. By definition, the first statement follows. If n1 = n2 = 0, then

[π ◦ adx, π ◦ ady] = π ◦ [adx, ady],

and thus, the second statement follows. We show the third statement.
Suppose that z ∈ gm. In the case where m ≥ 0, we have

[π ◦ adx, π ◦ ady](z) = 0 = π ◦ [adx, ady](z).

In the case where m < −n, we have

[π ◦ adx, π ◦ ady](z) = π ◦ [adx, ady](z).

Moreover, in the case where −n ≤ m ≤ −1, noticing that adx(z) ∈ b, we
have

[π ◦ adx, π ◦ ady](z) = π ◦ adx(π ◦ ady(z)) = adx ◦ ady(z).

Hence, we obtain

[π ◦ adx, π ◦ ady](z)− π ◦ [adx, ady](z) = ady ◦ adx(z).

We complete the proof. �

By the assumption (7.1),
⊕n

m=1 g−m is finite dimensional, and thus, ω ∈
HomK(g⊗K g,K(0))0. Moreover, by the following lemma, the critical cocycle
ω is well-defined and is, indeed, a 2-cocycle of g.

Lemma 7.4. The map ω satisfies the 2-cocycle conditions.

Proof. For u, v ∈ g, ω(u, v) = −ω(v, u) by definition. Hence, it suffices to
prove that

ω([u, v], w) + ω([w, u], v) + ω([v, w], u) = 0 (7.8)

holds for any u ∈ gl, v ∈ gm, w ∈ gn such that l +m+ n = 0.
It is enough to check the following three cases:

1. l > 0, m > 0 and n < 0.
2. l > 0, m = 0 and n < 0.
3. l > 0, m < 0 and n < 0.
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Here, we show the first case, since the second and third cases can be proved
similarly.

By Lemma 7.3, we have

ω([u, v], w) = tr⊕−n
s=1 g−s(adw ◦ adu ◦ adv − adw ◦ adv ◦ adu),

ω([w, u], v) = −tr⊕m
s=1 g−s(adw ◦ adu ◦ adv − adu ◦ adw ◦ adv),

ω([v, w], u) = −tr⊕l
s=1 g−s(adv ◦ adw ◦ adu− adw ◦ adv ◦ adu).

Thus, we obtain

ω([u, v], w) + ω([w, u], v) + ω([v, w], u)
= tr⊕−n

s=m+1 g−s(adw ◦ adu ◦ adv)− tr⊕−n
s=l+1 g−s(adw ◦ adv ◦ adu)

+ tr⊕m
s=1 g−s(adu ◦ adw ◦ adv)− tr⊕l

s=1 g−s(adv ◦ adw ◦ adu).

By the cyclic property of the trace map, we have

tr⊕m
s=1 g−s(adu ◦ adw ◦ adv) = tr⊕−n

s=l+1 g−s(adw ◦ adv ◦ adu),

tr⊕l
s=1 g−s(adv ◦ adw ◦ adu) = tr⊕−n

s=m+1 g−s(adw ◦ adu ◦ adv).

Hence, the lemma holds. �

In the sequel, let

{xk|k ∈ I+}, {hk|k ∈ I0}, {yk|k ∈ I−} (7.9)

be K-bases of g+, g0 and n = g− consisting of homogeneous vectors. For x,
y ∈ g, we denote the coefficients of {xk}, {hk} and {yk} in [x, y] expanded
with respect to these basis vectors by Cxk

x,y, Chk
x,y and Cyk

x,y respectively, i.e.,

[x, y] =
∑

k∈I+

Cxk
x,yxk +

∑

k∈I0

Chk
x,yhk +

∑

k∈I−

Cyk
x,yyk.

Lemma 7.5. Suppose that x ∈ gn, y ∈ g−n for n ∈ Z>0. Then,

ω(x, y) =
∑

k∈I0

∑

l∈I−

Chk
yl,x

Cyl

hk,y +
∑

k∈I+

∑

l∈I−

Cxk
yl,x

Cyl
xk,y.

Proof. Let Ĩ− be a subset of I− such that {yk|k ∈ Ĩ−} forms a basis of⊕
1≤j≤n g−j . Since [x, yl] ∈ g≥ for l ∈ Ĩ−, by Lemma 7.3, we have

ω(x, y) = tr⊕
1≤j≤n g−j (ady ◦ adx)

=
∑

k∈I0

∑

l∈Ĩ−

Cyl

y,hk
Chk

x,yl
+

∑

k∈I+

∑

l∈Ĩ−

Cyl
y,xk

Cxk
x,yl

.
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Since [hk, y], [xk, y] ∈ g≥−n, we have Cyl

hk,y = 0 = Cyl
xk,y for l �∈ Ĩ−, and thus,

ω(x, y) =
∑

k∈I0

∑

l∈I−

Cyl

y,hk
Chk

x,yl
+

∑

k∈I+

∑

l∈I−

Cyl
y,xk

Cxk
x,yl

.

Using Cyl

y,hk
= −Cyl

hk,y etc., we obtain the lemma. �

We give some examples of the critical cocycle.

The Virasoro algebra: Let Vir =
⊕

n∈Z
KLn ⊕ KC be the Virasoro

algebra. The explicit form of the critical cocycle ω of the Virasoro algebra
can be described as follows.

Proposition 7.1

ω(Lm, Ln) = δm+n,0(−
13
6
m3 +

1
6
m).

Proof. By Lemma 7.3, it suffices to compute ω(Lm, L−m) for m > 0. We
have

ω(Lm, L−m) = tr⊕m
n=1 KL−n

(adL−m ◦ adLm).

Since
adL−m ◦ adLm(L−n) = (m+ n)(n− 2m)L−n,

we obtain

ω(Lm, L−m) =
m∑

n=1

(m+ n)(n− 2m) = −13
6
m3 +

1
6
m.

Hence, this proposition holds. �

Kac−Moody algebras: Let g = h⊕
⊕

α∈Δ gα be a Kac−Moody algebra
(Chapter 1 of [Kac4]). Let Δ be the root system of g, and let Π = {αi|i ∈
I} ⊂ Δ (resp. {α∨

i |i ∈ I}) be a set of simple roots (resp. coroots), which
are indexed by a finite set I. Let ei and fi be Chavalley generators of g,
i.e.,

[ei, fj ] = δi,jα
∨
i , [h, ei] = 〈αi, h〉ei, [h, fi] = −〈αi, h〉fi.

Here, we regard g as Z-graded Lie algebra via the principal gradation, i.e.,

g =
⊕

m∈Z

g
m

g
m :=

⊕

α∈Δ:ht(α)=m

g
α,

where ht(α) :=
∑

i∈I ki for α =
∑

i kiαi ∈ Δ. Let ρ ∈ h∗ be an element
which satisfies

〈ρ, α∨
i 〉 = 1 (∀i ∈ I).

Then, we have
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Proposition 7.2 ([Ark]) Let ω be the critical cocycle of g. For x ∈ gα

and y ∈ gβ, we have

ω(x, y) =

{
2ρ([x, y]) α+ β = 0
0 α+ β �= 0

.

Proof. We may assume that x ∈ gm, y ∈ g−m for m ∈ Z>0. Let us show
this proposition by induction on m.
For m = 1, since

g
1 =

⊕

i∈I

Kei, g
−1 =

⊕

i∈I

Kfi

this proposition follows from Lemma 7.3 and the commutation relations

[fj , [ei, fk]] = δi,k〈αj , α
∨
i 〉fj (i, j, k ∈ I).

For m > 1, we may assume that x = [ei, x
′] for some x′ ∈ gm−1 and i ∈ I.

Then, by Lemma 7.4, we have

ω(x, y) = −ω([x′, y], ei)− ω([y, ei], x′)
= −2ρ([[x′, y], ei])− 2ρ([[y, ei], x′])
= 2ρ([x, y]).

Hence, the proposition holds. �

In order to introduce a semi-regular bimodule of g, we suppose the follow-
ing assumption on g:

Assumption There exists η ∈ HomK(g,K(0)) such that

ω(x, y) = dη(x, y)(:= −η([x, y])) (7.10)

for any x, y ∈ g.

It is needless to say that the cohomology class of ω (in a suitable second
cohomology) is trivial.

Under the assumption (7.10), Lemma 7.3 implies that η([g, g]∩ gm) = {0}
for m �= 0. Moreover, by Lemma 7.3, η gives a character of g0, i.e, it satisfies
η([g0, g0]) = {0}.

Let π0 : g → g0 be the projection with respect to the triangular decom-
position of g. For γ ∈ HomK(g0,K(0)), set γ̃ := γ ◦ π0 ∈ HomK(g,K(0)).

Definition 7.2 γ ∈ HomK(g0,K(0)) is called a semi-infinite character of
g if ω = dγ̃.

Remark that under the assumptions (7.1) and (7.10), a semi-infinite char-
acter of g exists, and it is unique if g0 ⊂ [g, g].
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The Virasoro algebra and Kac−Moody algebras satisfy (7.1) and (7.10).
Indeed, semi-infinite characters uniquely exist for these Lie algebras, and they
are explicitly given as follows.

The Virasoro algebra: γ ∈ HomK(Vir0,K(0)) is given by

γ(C) = 26, γ(L0) = 1. (7.11)

Kac−Moody algebras: Let g be a Kac−Moody algebra. By Proposition
7.2, γ ∈ HomK(g0,K(0)) is given by

γ = −2ρ.

7.1.3 Definition

Let g be a Z-graded Lie algebra over K, which satisfies the assumptions (7.1)
and (7.10), and let γ be a semi-infinite character of g. In this subsection, we
construct the semi-regular bimodule of g associated to the semi-infinite
character γ.

We first notice that U(n) is a Z≤0-graded associative algebra, and each
homogeneous component U(n)n (n ∈ Z≤0) is finite dimensional by the as-
sumption (7.1).

The (n, n)-bimodule introduced here plays important roles in the construc-
tion of the semi-regular bimodule of g. Set

U(n)� := HomK(U(n),K(0)),

and regard it as (n, n)-bimodule via (7.3) and (7.4), i.e.,

(u.ϕ)(u1) := ϕ(u1u), (ϕ.u)(u1) := ϕ(uu1),

where ϕ ∈ U(n)� and u, u1 ∈ U(n). Notice that U(n)� is Z≥0-graded, i.e.,

U(n)� =
⊕

i∈Z≥0

(U(n)�)i, (U(n)�)i := HomK(U(n)−i,K(0)).

We set
Sγ(g) := U(n)� ⊗K U(b). (7.12)

In the following, we define a (g, g)-bimodule structure on Sγ(g).

The left g-module structure on Sγ(g) Noticing that γ([g0, g0]) = {0}, we

define the one-dimensional Z-graded b-module K
(n)
−γ := K1−γ (n ∈ Z) as

follows:

1. K
(n)
−γ � K

(n) as Z-graded K-vector space,
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2. h.1−γ = −γ(h)1−γ (h ∈ g0),
3. e.1−γ = 0 (e ∈ g+).

Let K
(0)
−γ ⊗U(b) be the tensor product of the left b-modules K

(0)
−γ and U(b).

Lemma 7.6. The following isomorphisms of Z-graded left n-modules hold.

i1 : Sγ(g) ∼−→ HomK(U(n), U(b)), (7.13)

i2 : Homb(U(g),K(0)
−γ ⊗K U(b)) ∼−→ HomK(U(n), U(b)), (7.14)

where Homb(U(g),K(0)
−γ ⊗K U(b)) and HomK(U(n), U(b)) are regarded as left

n-module via (7.3), and Sγ(g) is regarded as left n-module via the left multi-
plication.

Proof. The isomorphism i1 is given as follows:

i1 : Sγ(g) = U(n)� ⊗K U(b) −→ HomK(U(n), U(b)),
ϕ⊗ b �−→ Ψ

where Ψ is defined by Ψ(f) := ϕ(f)b for f ∈ U(n).
The isomorphism i2 is given as follows: Since U(g) � U(b) ⊗K U(n) as

(b, n)-bimodule, by Lemma 7.2, we have an isomorphism of left n-modules

Homb(U(g),K(0)
−γ ⊗K U(b)) � HomK(U(n),K(0)

−γ ⊗K U(b)).

Moreover, let i3 be the following isomorphism of Z-graded K-vector spaces:

i3 : K
(0)
−γ ⊗ U(b) � U(b) (1−γ ⊗ b �−→ b).

Then,

i2 : Homb(U(g),K(0)
−γ ⊗K U(b)) −→ HomK(U(n), U(b))

ϕ �−→ i3 ◦ ϕ|U(n)

is an isomorphism of left n-modules. �

Moreover, we regard the space

Homb(U(g),K(0)
−γ ⊗K U(b))

as left g-module via (7.3), and introduce the left g-module structure on
Sγ(g) = U(n)� ⊗K U(b) through the isomorphisms of Lemma 7.6.

The right g-module structure on Sγ(g) Using the following lemma, we in-
troduce right g-module structure.

Lemma 7.7. There exists the following isomorphism of Z-graded right b-
modules:
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U(n)� ⊗K U(b) � U(n)� ⊗n U(g), (7.15)

where we regard both sides of (7.15) as right b-modules via the right multi-
plication.

The right-hand side of (7.15) is a right g-module via right multiplication.
Hence, we regard Sγ(g) as a right g-module by the isomorphism (7.15).

7.1.4 Compatibility of Two Actions on Sγ(g)

We show that Sγ(g) is a (g, g)-bimodule with respect to the two actions
introduced in the previous subsection.

We describe the g-module structure on Sγ(g) explicitly. Let us introduce
some notation. For f ∈ n, let Lf and Rf ∈ EndK(U(n)) be the maps defined
by

Lf (u) := fu, Rf (u) := uf (u ∈ U(n)).

By definition, Lf , Rf ∈ HomK(U(n), U(n)). Recall that the (n, n)-bimodule
structure on U(n)� can be described as

ϕ.f = ϕ ◦ Lf , f.ϕ = ϕ ◦Rf (ϕ ∈ U(n)�, f ∈ n). (7.16)

Let {xk|k ∈ I+} and {hk|k ∈ I0} be K-bases of g+ and g0 in (7.9). Since
U(g) � U(b)⊗K U(n), for each u ∈ U(n) and e ∈ g+, there uniquely exist

Hk
e (u), Xk

e (u), Ne(u) ∈ U(n)

such that
[u, e] =

∑

k

hkH
k
e (u) +

∑

k

xkX
k
e (u) +Ne(u).

Here, we denote the maps from U(n) to U(n) given by u �→ Hk
X(u), u �→

Xk
e (u) and u �→ Ne(u) by Hk

e , Xk
e and Ne respectively. By definition, we

have Hk
e , Xk

e , Ne ∈ HomK(U(n), U(n)).
Then, we have the following lemma:

Lemma 7.8. The left action of g on Sγ(g) can be described as follows:

1. for e ∈ g+,

e.(ϕ⊗ b) =ϕ⊗ eb+
∑

k

ϕ ◦Hk
e ⊗ (−γ(hk) + hk)b

+
∑

k

ϕ ◦Xk
e ⊗ xkb+ ϕ ◦Ne ⊗ b,
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2. for h ∈ g0,

h.(ϕ⊗ b) = −ϕ ◦ adh⊗ b+ ϕ⊗ (−γ(h) + h)b,

3. for f ∈ n,
f.(ϕ⊗ b) = ϕ ◦Rf ⊗ b,

where ϕ ∈ U(n)� and b ∈ U(b) (ϕ⊗ b ∈ Sγ(g)).

Notice that by the definitions of Hk
e and Xk

e , the right-hand side of the first
formula is a finite sum.

Proof. By the isomorphisms of Lemma 7.6, for ϕ ∈ U(n)� and b ∈ U(b), we
regard ϕ⊗ b as an element of Homb(U(g),K(0)

−γ ⊗K U(b)).

Since Ψ ∈ Homb(U(g),K(0)
−γ⊗KU(b)) is determined by Ψ |U(n), we compute

(z.(ϕ⊗ b))(u) (u ∈ U(n))

for each z ∈ {e, h, f}.

The case z = e ∈ g+:

(e.(ϕ⊗ b))(u) = (ϕ⊗ b)(ue)
= (ϕ⊗ b)(eu+ [u, e])

= (ϕ⊗ b)(eu+
∑

k

hkH
k
e (u) +

∑

k

xkX
k
e (u) +Ne(u)).

Since ϕ⊗ b is a homomorphism of b-modules, we have

e.((ϕ⊗ b)(u)) +
∑

k

hk.((ϕ⊗ b)(Hk
e (u)))

+
∑

k

xk.((ϕ⊗ b)(Xk
e (u))) + (ϕ⊗ b)(Ne(u))

= ϕ(u)eb+
∑

k

ϕ(Hk
e (u))(−γ(hk) + hk)b

+
∑

k

ϕ(Xk
e (u))xkb+ ϕ(Ne(u))b

= (ϕ⊗ eb)(u) +
∑

k

(
ϕ ◦Hk

e ⊗ (−γ(hk) + hk)b
)
(u)

+

(
∑

k

ϕ ◦Xk
e ⊗ xkb

)

(u) + (ϕ ◦Ne ⊗ b) (u).

Hence, the first formula follows.
The case z = h ∈ g0: We have
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(h.(ϕ⊗ b))(u) = (ϕ⊗ b)(uh)

= (ϕ⊗ b)(hu− adh(u))

= h.((ϕ⊗ b)(u))− ϕ(adh(u))⊗ b

= ϕ(u)(−γ(h) + h)b− ϕ(adh(u))b

= (ϕ⊗ (−γ(h) + h).b)(u)− (ϕ ◦ adh⊗ b)(u),

and thus, the second formula follows.
The case z = f ∈ n:

(f.(ϕ⊗ b))(u) = (ϕ⊗ b)(uf) = ϕ(uf)b = ϕ ◦Rf (u)b = (ϕ ◦Rf ⊗ b)(u).

Hence, the third formula follows. �

Next, let us describe the right action of g on Sγ(g) explicitly. Let {yk|k ∈
I−} be the basis of n in (7.9). The decomposition U(g) � U(n) ⊗K U(b)
implies that for any b ∈ U(b) and f ∈ n, there uniquely exist Y k

f (b) ∈ U(b)
and Bf (b) ∈ U(b) such that

[b, f ] =
∑

k∈I−

ykY
k
f (b) +Bf (b).

Lemma 7.9. Suppose that ϕ ∈ U(n) and b ∈ U(b) and ϕ⊗ b ∈ Sγ(g).

1. For e ∈ g+,
(ϕ⊗ b).e = ϕ⊗ (be).

2. For h ∈ g0,
(ϕ⊗ b).h = ϕ⊗ (bh).

3. For f ∈ n,

(ϕ⊗ b).f = ϕ ◦ Lf ⊗ b+
∑

k∈I−

ϕ ◦ Lyk
⊗ Y k

f (b) + ϕ⊗Bf (b).

Proof. We can directly show this lemma. �

Notice that by the definition of Y k
f (b), the right-hand side of the third

formula is a finite sum.
The two g-actions on Sγ(g), indeed, define (g, g)-bimodule structure on it,

i.e., the following holds.

Theorem 7.1 Sγ(g) is a (g, g)-bimodule, i.e.,

(z1.(ϕ⊗ b)).z2 = z1.((ϕ⊗ b).z2) (z1, z2 ∈ U(g)). (7.17)

Proof. Combining the formulae given in Lemma 7.8 and 7.9 with Lz ◦Rz′ =
Rz′ ◦ Lz, one can directly check that if z1 ∈ n or z2 ∈ b, then (7.17) holds.
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Hence, it suffices to show the case where (z1, z2) = (e, f), (h, f) for e ∈ g+,
h ∈ g0 and f ∈ n.

First, we reduce the proof to the case where b = 1. Suppose that b = b1b2
for b1 ∈ U(b) and b2 ∈ b, and assume that the following holds:

(z1(ϕ⊗ b1)).z2 = z1((ϕ⊗ b1).z2) (∀z1, z2 ∈ U(g)).

We have

(z1(ϕ⊗ b)).z2 = (z1(ϕ⊗ b1b2)).z2
= (z1.(ϕ⊗ b1))b2z2
= (z1.(ϕ⊗ b1))(z2b2 + [b2, z2])
= (z1.((ϕ⊗ b1).z2)).b2 + (z1.(ϕ⊗ b1)).[b2, z2].

Since b2 ∈ b, we obtain

(z1.((ϕ⊗ b1).z2)).b2 + (z1.(ϕ⊗ b1)).[b2, z2]
= z1.(((ϕ⊗ b1).z2).b2) + z1.((ϕ⊗ b1).[b2, z2])
= z1((ϕ⊗ b1)(z2b2 + [b2, z2]))
= z1((ϕ⊗ b1)(b2z2))
= z1((ϕ⊗ b)z2)

and thus, (7.17) holds for b = b1b2. Hence, we may assume that b = 1.
In the sequel, we show the following two formulae:

h.((ϕ⊗ 1).f) = (h.(ϕ⊗ 1)).f, (7.18)
e.((ϕ⊗ 1).f) = (e.(ϕ⊗ 1)).f. (7.19)

For the proof, it is convenient to use the following notation: For any z ∈ g, we
denote the decomposition of z with respect to the triangular decomposition
g = g+ ⊕ g0 ⊕ g− by

z = z+ + z0 + z− (z± ∈ g
±, z0 ∈ g

0).

To show the above two formulae, we need the following lemma.

Lemma 7.10. For e ∈ g+, h ∈ g0 and f ∈ n, the following formulae hold.

1. Y k
f (−γ(h) + h) = Cyk

h,f , Bf (−γ(h) + h) = 0.
2. Y k

f (e) = Cyk

e,f , Bf (e) = [e, f ]+ + [e, f ]0.
3. As elements of HomK(U(n)�, U(n)�), the following equalities hold:
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Hk
e ◦ Lf = Lf ◦Hk

e +
∑

i

Chk

f,xi
Xi

e + Chk

f,eidU(n),

Xk
e ◦ Lf = Lf ◦Xk

e +
∑

i

Cxk

f,xi
Xi

e + Cxk

f,eidU(n),

Ne ◦ Lf = Lf ◦Ne +
∑

k

L[f,hk] ◦Hk
e +

∑

k

L[f,xk]− ◦Xk
e + L[f,e]− .

Proof. The first two formulae follow from

[−γ(h) + h, f ] = [h, f ] =
∑

k

Cyk

h,fyk,

and the next two follow from

[e, f ] =
∑

k

Cyk

e,fyk + [e, f ]0 + [e, f ]+.

We show the last three formulae. For u ∈ U(n), we have

[Lf (u), e] = f [u, e] + [f, e]u

= f{
∑

k

hkH
k
e (u) +

∑

k

xkX
k
e (u) +Ne(u)}

+ {
∑

k

Cxk

f,exk +
∑

k

Chk

f,ehk + [f, e]−}u

=
∑

k

hk{fHk
e (u) +

∑

i

Chk

f,xi
Xi

e(u) + Chk

f,eu}

+
∑

k

xk{fXk
e (u) +

∑

i

Cxk

f,xi
Xi

e(u) + Cxk

f,eu}

+ fNe(u) +
∑

k

[f, hk]Hk
e (u) +

∑

k

[f, xk]−Xk
e (u) + [f, e]−u. �

Proof of (7.18) By Lemmas 7.8 and 7.9, we have

h.((ϕ⊗ 1).f) = ϕ ◦ Lf ⊗ (−γ(h) + h)− ϕ ◦ Lf ◦ adh⊗ 1,

and by Lemma 7.10,

(h.(ϕ⊗ 1)).f
= (ϕ⊗ (−γ(h) + h)− ϕ ◦ adh⊗ 1).f

= ϕ ◦ Lf ⊗ (−γ(h) + h) +
∑

k

ϕ ◦ Lyk
⊗ Cyk

h,f − ϕ ◦ adh ◦ Lf ⊗ 1.

Since
∑

k C
yk

h,fLyk
= L[h,f ] and adh ◦ Lf − Lf ◦ adh = L[h,f ], we have
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ϕ ◦ Lf ⊗ (−γ(h) + h) +
∑

k

ϕ ◦ Lyk
⊗ Cyk

h,f − ϕ ◦ adh ◦ Lf ⊗ 1

= h.((ϕ⊗ 1).f).

Thus, Formula (7.18) holds.

Proof of (7.19) Using Lemmas 7.8 and 7.9, we compute both sides of (7.19).
For the left-hand side, we have

e.((ϕ⊗ 1).f) = ϕ ◦ Lf ⊗ e+
∑

k

ϕ ◦ Lf ◦Hk
e ⊗ (−γ(hk) + hk)

+
∑

k

ϕ ◦ Lf ◦Xk
e ⊗ xk + ϕ ◦ Lf ◦Ne ⊗ 1,

and for the right-hand side,

(e.(ϕ⊗ 1)).f

= ϕ ◦ Lf ⊗ e+
∑

k

ϕ ◦ Lyk
⊗ Y k

f (e) + ϕ⊗Bf (e)

+
∑

k

ϕ ◦Hk
e ◦ Lf ⊗ (−γ(hk) + hk)+

∑

k,m

ϕ ◦Hk
e ◦ Lym ⊗ Y m

f (−γ(hk) + hk)

+
∑

k

ϕ ◦Hk
e ⊗Bf (−γ(hk) + hk) +

∑

k

ϕ ◦Xk
e ◦ Lf ⊗ xk

+
∑

k,m

ϕ ◦Xk
e ◦ Lym ⊗ Y m

f (xk) +
∑

k

ϕ ◦Xk
e ⊗Bf (xk) + ϕ ◦Ne ◦ Lf ⊗ 1.

By long but direct computation, we obtain

(e.(ϕ⊗ 1)).f − e.((ϕ⊗ 1).f)

=
∑

i

ϕ ◦Xi
e ⊗

⎧
⎨

⎩
γ([xi, f ]0) +

∑

k,m

Chk
ym,xi

Cym

hk,f +
∑

k,m

Cxk
ym,xi

Cym

xk,f

⎫
⎬

⎭

+ ϕ⊗

⎧
⎨

⎩
γ([e, f ]0) +

∑

k,m

Chk
ym,eC

ym

hk,f +
∑

k,m

Cxk
ym,eC

ym

xk,f

⎫
⎬

⎭
.

Therefore, by Lemma 7.5, if γ is a semi-infinite character of g, then

e.((ϕ⊗ 1).f) = (e.(ϕ⊗ 1)).f.

Now, the formula (7.19) has been proved. �
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7.1.5 Isomorphisms

In this subsection, we state two isomorphisms related with the semi-regular
bimodule Sγ(g) of g. Let ι : U(n)� ↪→ Sγ(g) be the embedding map defined
by

U(n)� � ϕ �−→ ϕ⊗ 1 ∈ U(n)� ⊗K U(b) = Sγ(g).

By Lemmas 7.8 and 7.9, one can directly show that the map ι is a homomor-
phism of (n, n)-bimodule.

Theorem 7.2 Let γ be a semi-infinite character of g, and let Sγ(g) be the
semi-regular bimodule of g. Then, we have

1.
ιL : U(g)⊗n U(n)� −→ Sγ(g) (u⊗ ϕ �−→ u.ι(ϕ)) (7.20)

is an isomorphism of (g, n)-bimodules, where we regard U(g)⊗n U(n)� as
a (g, n)-bimodule via

x.(u⊗ ϕ).y := (x.u)⊗ (ϕ.y) (x ∈ g, y ∈ n).

2.
ιR : U(n)� ⊗n U(g) −→ Sγ(g) (ϕ⊗ u �→ ι(ϕ).u) (7.21)

is an isomorphism of (n, g)-modules, where we regard U(n)� ⊗n U(g) as
an (n, g)-bimodule via

y.(ϕ⊗ u).x := (y.ϕ)⊗ (u.x) (x ∈ g, y ∈ n).

Proof. By using Lemmas 7.8 and 7.9, we can directly check that ιL (resp.
ιR) is a well-defined homomorphism of (g, n)-bimodules (resp. of (n, g)-
bimodules), since ι is a homomorphism of (n, n)-modules. Moreover, by
Lemma 7.7, the map ιR is a bijection. Hence, we have only to show that
ιL is bijective.

Since for any n ∈ Z≥0, dimSγ(g)n = dim(U(g) ⊗n U(n)�)n, it suffices to
show that ιL is surjective. Here, we prove that

U(b).ι(U(n)�) = Sγ(g). (7.22)

Remark that (7.22) is an immediate consequence of the ‘triangularity’ (7.23),
stated below, of the left b-action on Sγ(g).

Let us first introduce filtrations {FiU(b)|i ∈ Z≥0} and {F j
i U(b)|i ∈

Z>0, j ∈ Z≥−1} of U(b). Let {FiU(b)|i ∈ Z≥0} be the standard filtration of
U(b), i.e.,

FiU(b) := bFi−1U(b) + Fi−1U(b) (i > 0), F0U(b) := K1.

For each i ∈ Z>0 and j ∈ Z≥−1, set



7.2 Tilting Equivalence 253

F j
i U(b) :=

{
b≤jFi−1U(b) + Fi−1(b) (j ≥ 0)
Fi−1U(b) (j = −1)

.

Then, by definition,

Fi−1U(b) = F−1
i U(b) ⊂ F 0

i U(b) ⊂ F 1
i U(b) ⊂ F 2

i U(b) ⊂ · · · ,

and
∞⋃

j=−1

F j
i U(b) = FiU(b).

We also introduce a filtration of Sγ(g) = U(n)� ⊗K U(b) by

F j
i Sγ(g) := U(n)� ⊗K F j

i U(b).

Then, by Lemma 7.8, for ϕ⊗ b ∈ F−1
i Sγ(g) and b1 ∈ bj (j ∈ Z≥0), we have

b1.(ϕ⊗ b) ≡ ϕ⊗ b1b (mod F j−1
i Sγ(g)). (7.23)

This fact implies (7.22), and thus, the theorem holds. �

7.2 Tilting Equivalence

Using the semi-regular bimodule Sγ(g), we construct an equivalence of cate-
gories, which explains a similarity between structures of Verma modules over
the Virasoro algebra with highest weights

(c, h) and (26− c, 1− h). (7.24)

7.2.1 Preliminaries

In this subsection, we show two isomorphisms related with the (n, n)-bimodule
U(n)�.

For y ∈ U(n), we define �y ∈ HomK(U(n)�, U(n)�) as follows:

�y(φ) := φ ◦ Ly (φ ∈ U(n)�, y ∈ U(n)).

Notice that
�y ∈ Homn(U(n)�, U(n)�), (7.25)

since for any y and y1 ∈ U(n), we have

�y(y1.φ) = �y(φ ◦Ry1) = φ ◦Ry1 ◦ Ly = φ ◦ Ly ◦Ry1 = y1.(�y(φ)).
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Lemma 7.11. There exists the following isomorphism of left n-modules:

� : U(n) ∼−→ Homn(U(n)�, U(n)�) (y �−→ �y).

Proof. The isomorphism � is obtained as the composition of the following
isomorphisms �1, �2 and �3 (the isomorphism �3 follows from Lemma 7.1):

1.
�1 : U(n) −→ HomK(U(n)�,K(0)),

where �1(x)(ϕ) := ϕ(x) for x ∈ U(n) and ϕ ∈ U(n)�,
2.

�2 : HomK(U(n)�,K(0)) −→ HomK(U(n)⊗n U(n)�,K(0)),

where �2(α)(x⊗ ϕ) := α(x.ϕ) for α ∈ HomK(U(n)�,K(0)),
3.

�3 : HomK(U(n)⊗n U(n)�,K(0)) −→ HomK(U(n)�,Homn(U(n),K(0))),

where �3(β)(ϕ)(x) := β(x⊗ ϕ) for β ∈ HomK(U(n)⊗n U(n)�,K(0)).

The composition � = �3 ◦ �2 ◦ �1 is explicitly given by �(y) = �y for y ∈ U(n).
Indeed, for any y ∈ U(n) and ψ ∈ U(n)�, we have

�(y)(ψ)(x) = �2◦�1(y)(x⊗ψ) = �1(y)(x.ϕ) = (x.ϕ)(y) = ϕ(y.x) = (ϕ◦Ly)(x).

Hence, �(y) = �y. �

Remark that � is an anti-automorphism of K-algebras, i.e., �(y1y2)=�(y2)�(y1)
for y1, y2 ∈ U(n).

Next, we show an isomorphism between U(n)� and the antipode dual
U(n)�a of U(n) (Definition 1.21).

Lemma 7.12. There exists the following isomorphism of left n-modules:

ta : U(n)� � U(n)�a,

where ta is the transpose of a : U(n) → U(n) and U(n)� is regarded as left
n-module via (7.3).

Proof. To prove the lemma, it is enough to show that ta is a homomorphism
of n-modules. For y ∈ n, ϕ ∈ U(n)� and u ∈ U(n), we have

ta(y.ϕ)(u) = (y.ϕ)(a(u)) = ϕ(a(u).y)

= ϕ(a(a(y).u)) = ta(ϕ)(a(y).u) = y.ta(ϕ)(u).

Hence, ta(y.ϕ) = y.ta(ϕ) holds. �
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7.2.2 Some Categories

Recall that ModZ

g is the category of the left Z-graded g-modules whose mor-
phisms are given by

HomModZ

g
(M,N) := {φ ∈ Homg(M,N)|φ(M i) ⊂ N i (∀i ∈ Z)}

for M,N ∈ Ob(ModZ

g) (Definition 1.9).
The main result of this section is a categorical equivalence between the

following subcategories M and K of ModZ

g .

Definition 7.3 1. M is the full subcategory of ModZ

g whose objects M satisfy
that there exists a finite dimensional Z-graded K-vector space E such that

Resg
nM � U(n)⊗K E.

2. K is the full subcategory of ModZ

g whose objects K satisfy that there exists
a finite dimensional Z-graded K-vector space E such that

Resg
nK � U(n)� ⊗K E.

Remark 7.1 M and K are additive categories, but they are not abelian cat-
egories in general.

For later use, here, we define the rank rkM of M ∈ Ob(M) by its rank as a
U(n)-free module. Though the rank of a free module over a non-commutative
ring is not well-defined in general, in our case, rkM is well-defined. Indeed, for
M ∈ Ob(M) such that Resg

nM � U(n)⊗KE, we have ch′M = ch′ U(n) ch′E,
where ch′M is defined in (7.2). Hence, rkM = dimK E is well-defined.

Here, we state a characterisation of the objects of the category M. For a
finite dimensional left g0-module E, we regard it as b-module via g+|E ≡ 0,
and set

Δ(E) := U(g)⊗b E. (7.26)

By definition, we have

Resg
nΔ(E) = Resg

nU(g)⊗b E � U(n)⊗K E,

and thus, Δ(E) ∈ Ob(M).

Definition 7.4 We say that M ∈ Ob(ModZ

g) has a finite Δ-flag, if there
exist Mk ∈ Ob(ModZ

g) (k = 1, 2, · · · , n) such that

1. {0} = M0 ⊂M1 ⊂ · · · ⊂Mn−1 ⊂Mn = M ,
2. for each k = 1, 2, · · · , n, there exists a finite dimensional irreducible Z-

graded g0-module Ek such that
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Mk/Mk−1 � Δ(Ek)

as left g-module.

Proposition 7.3 Let M be an object of ModZ

g . Then, M ∈ Ob(M) if and
only if M = {0} or M has a finite Δ-flag. Moreover, any Δ-flag {0} = M0 ⊂
M1 ⊂ · · · ⊂ Mn−1 ⊂ Mn = M of M ∈ Ob(M) satisfies Mk ∈ Ob(M) for
any k.

Proof. We first show that if M ∈ Ob(ModZ

g) has a finite Δ-flag, then
M ∈ Ob(M). Let {0} = M0 ⊂ M1 ⊂ · · · ⊂ Mn = M be a finite Δ-flag
of M such that Mk/Mk−1 � Δ(Ek) for some Z-graded finite dimensional
irreducible g0-module Ek. Since Resg

nΔ(Ek) is U(n)-free, it is a projective n-
module. Moreover, by an argument similar to the proof of Proposition 1.12,
one can show that Modn has enough injectives and projectives. Hence, Propo-
sition A.3 and Lemma A.4 imply that

Ext
1

Modn
(Resg

nΔ(Ej),Resg
nΔ(Ek)) = {0}

for any j. Hence, by Lemma A.3, we obtain

Resg
nM �

n⊕

i=1

Resg
nΔ(Ei) � U(n)⊗K

(
n⊕

i=1

Ei

)

as left n-module, and thus, M ∈ Ob(M).
Next, we show that any M ∈ Ob(M) (M �= {0}) has a finite Δ-flag. We

use induction on rkM . Let {u1, · · · , ur} (r := rkM) be a U(n)-free basis
of Resg

nM , and let E :=
⊕r

j=1 Kuj . Set n0 := max{n ∈ Z|Mn �= {0}}.
Then, we have Mn0 ⊂ E. Since Mn0 is a finite dimensional g0-module, there
exists an irreducible g0-submodule F of Mn0 . Since g+.Mn0 = {0}, if we set
N := U(g).F , then

N � Δ(F ).

Since Resg
nM � U(n)⊗K E and Resg

nN � U(n)⊗K F , we have

Resg
n(M/N) � Resg

nM/Resg
nN � (U(n)⊗K E)/(U(n)⊗K F )

as Z-graded n-module. Applying the exact functor U(n) ⊗K (·) to the exact
sequence F ↪→ E � E/F , we have an exact sequence

0 −→ U(n)⊗K F −→ U(n)⊗K E −→ U(n)⊗K (E/F ) −→ 0

of Z-graded left n-modules. Hence,

Resg
n(M/N) � U(n)⊗K (E/F ),

and thus, M/N ∈ Ob(M). Since rk(M/N) < rkM , by induction hypothesis,
M/N has a finite Δ-flag, and so does M . �



7.2 Tilting Equivalence 257

Here, we state a lemma, which is an immediate consequence of Lemma 7.12.

Lemma 7.13. For any M ∈ Ob(M) (resp. K ∈ Ob(K)), we have M �a ∈
Ob(K) (resp. K�a ∈ Ob(M)).

7.2.3 Some Functors

In this subsection, we introduce two functors which give a categorical equiv-
alence between M and K. The proof of the equivalence will be given in the
following subsection.

To introduce the functors, we first show the following lemma.

Lemma 7.14. For M ∈ Ob(M) and K ∈ Ob(K), we have

Sγ(g)⊗g M ∈ Ob(K),

Homg(Sγ(g),K) ∈ Ob(M).

Proof. Suppose that Resg
nM � U(n) ⊗K E, where E is a finite dimensional

Z-graded K-vector space. By the isomorphism (7.21), we have

Resg
n(Sγ(g)⊗g M) � U(n)� ⊗n Resg

nM

� U(n)� ⊗n U(n)⊗K E

� U(n)� ⊗K E

as left n-module. Hence, Sγ(g)⊗g M ∈ Ob(K).
Next, we suppose that Resg

nK � U(n)�⊗KE. Combining the isomorphism
(7.20) with Lemma 7.2, we have

Resg
nHomg(Sγ(g),K) � Homn(U(n)�,Resg

nK)

� Homn(U(n)�, U(n)� ⊗K E)

� Homn(U(n)�, U(n)�)⊗K E.

Hence, by Lemma 7.11, we obtain

Resg
nHomg(Sγ(g),K) � U(n)⊗K E. �

Definition 7.5 1. Let T :M→K be the functor defined by

T (M) := Sγ(g)⊗g M (M ∈ Ob(M)).

2. Let H : K →M be the functor defined by

H(K) := Homg(Sγ(g),K).
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Remark that M and K are not abelian categories in general, the kernel
and the image of a morphism do not necessarily exist (cf. § A.1.3 and A.1.4).
Here, we define a short exact sequence in M or K as follows:

Definition 7.6 We call a sequence 0 → M1 → M2 → M3 → 0 in M a
short exact sequence in M if it is an exact sequence in Modg. We define
a short exact sequence in K similarly.

Then, we have

Proposition 7.4 The functors T : M → K (resp. H : K → M) send a
short exact sequence in M (resp. in K) to a short exact sequence in K (resp.
in M).

Proof. Let 0 −→M1 −→M2 −→M3 −→ 0 be a short exact sequence in M.
Applying the functor T , we have a sequence of left g-modules

0 −→ T (M1) −→ T (M2) −→ T (M3) −→ 0. (7.27)

We show that (7.27) is a short exact sequence in K. It is enough to prove
that

0 −→ Resg
nT (M1) −→ Resg

nT (M2) −→ Resg
nT (M3) −→ 0 (7.28)

is an exact sequence of left n-modules. Notice that, by the isomorphism (7.21),
for M ∈ Ob(M),

Resg
nT (M) � U(n)� ⊗n Resg

nM.

It is clear that

0 −→ Resg
nM1 −→ Resg

nM2 −→ Resg
nM3 −→ 0 (7.29)

is an exact sequence of left n-modules. Since Resg
nM3 is a U(n)-free module, by

Proposition A.3 and Lemma A.4, the sequence (7.29) splits in Modn. Hence,

0 −→ U(n)�⊗n Resg
nM1 −→ U(n)�⊗n Resg

nM2 −→ U(n)�⊗n Resg
nM3 −→ 0

also splits, i.e., (7.28) is exact. Hence, T sends a short exact sequence in M
to a short exact sequence in K.

Next, we show the assertion for the functor H : K →M. For a short exact
sequence 0 −→ K1 −→ K2 −→ K3 −→ 0 in K, we prove that

0 −→ H(K1) −→ H(K2) −→ H(K3) −→ 0 (7.30)

is a short exact sequence in M. It suffices to show that

0 −→ Resg
nH(K1) −→ Resg

nH(K2) −→ Resg
nH(K3) −→ 0 (7.31)

is an exact sequence of left n-modules. By Lemma 7.13,
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0 −→ K�a
3 −→ K�a

2 −→ K�a
1 −→ 0

is a short exact sequence in M. Hence, as was seen above, the sequence

0 −→ Resg
n(K�a

3 ) −→ Resg
n(K�a

2 ) −→ Resg
n(K�a

1 ) −→ 0

splits in Modn. Noticing that (Resg
n(K�a))�a′ � Resg

nK holds for any K ∈
Ob(K), where a′ is the antipode of U(n) defined by a′ := a|U(n), the sequence

0 −→ Resg
nK1 −→ Resg

nK2 −→ Resg
nK3 −→ 0

splits. Thus, the following also splits:

0 −→ Homn(U(n)�,Resg
nK3) −→ Homn(U(n)�,Resg

nK2)

−→ Homn(U(n)�,Resg
nK1) −→ 0.

This means that (7.31) is a short exact sequence of n-modules. �

Proposition 7.4 does not ensure that T and H send an injection (resp. a
surjection) to an injection (resp. a surjection), since the kernel or the image
of a morphism do not necessarily exist in M and K. The following simple
example of a functor on additive categories adequately explains such a situ-
ation.

Example 7.1 Let C be the category of free abelian groups of finite rank, and
let C′ be the category of finite abelian groups. Notice that C is an additive
category, but it is not an abelian category. Let F be a functor defined by

F : C → C′ (F (L) := L⊗Z (Z/2Z)).

By definition, F sends a short exact sequence to a short exact sequence in
a sense similar to Definition 7.6. On the other hand, let f : Z → Z be an
injection defined by f(n) := 2n (n ∈ Z). Then, F (f) : Z/2Z → Z/2Z is the
zero map, and it is not injection.

Notice that, by Lemma 7.13, contravariant functors

(·)�a :M→K,
(·)�a : K →M

are well-defined. Since (·)�a : ModZ

g → ModZ

g is exact, these functors send a
short exact sequence in M (resp. K) to a short exact sequence in K (resp.
M). Hence, we obtain
Lemma 7.15. The covariant functor

(·)�a : K →Mopp (7.32)

sends a short exact sequence in K to a short exact sequence in Mopp.
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7.2.4 Equivalence between M and K

We first show the following theorem.

Theorem 7.3 The functor T defines an equivalence of the categoriesM and
K.

Proof. We prove that T and H are quasi-inverse functors to each other.
Lemma 7.1 implies an isomorphism

Homg(T (M),K) � Homg(M,H(K)),

of Z-graded K-vector spaces, and by restricting this isomorphism to the ho-
mogeneous subspace with degree 0, we have

HomK(T (M),K) � HomM(M,H(K)).

Hence, (T,H) is an adjoint pair, and there exist natural transformations
η : idM ⇒ H ◦ T and ε : T ◦H ⇒ idK (cf. § A.1.2). In the sequel, we show
that they are natural isomorphisms.

The natural transformation η is given as follows. For each M ∈ Ob(M),

HomK(T (M), T (M)) � HomM(M,H ◦ T (M)).
idT (M) �→ ηM

Since Resg
nM � U(n) ⊗K E for some finite dimensional Z-graded K-vector

space E, by Theorem 7.2 and Lemmas 7.2 and 7.11, we have

Resg
nH ◦ T (M) = Resg

nHomg(Sγ(g), Sγ(g)⊗g M)

� Homg(U(g)⊗n U(n)�, Sγ(g)⊗g M)

� Homn(U(n)�,Resg
n(Sγ(g)⊗g M))

� Homn(U(n)�, U(n)� ⊗n U(g)⊗g M)

� Homn(U(n)�, U(n)� ⊗n Resg
nM)

� Homn(U(n)�, U(n)� ⊗n U(n)⊗K E)

� Homn(U(n)�, U(n)� ⊗K E)

� Homn(U(n)�, U(n)�)⊗K E

� U(n)⊗K E � Resg
nM.

Hence, ηM is an isomorphism of left n-modules, and thus, it is an isomorphism
of left g-modules. Hence, η is a natural isomorphism.

The natural transformation ε is given as follows: For K ∈ Ob(K),

HomK(T ◦H(K),K) � HomM(H(K), H(K)).
εK �→ idH(K)
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For each K ∈ Ob(K), there exists a finite dimensional Z-graded K-vector
space E such that Resg

nK � U(n)� ⊗K E. Then, by Theorem 7.2 and Lem-
mas 7.2 and 7.11, there exists an isomorphism

Resg
nT ◦H(K) = Resg

n(Sγ(g)⊗g Homg(Sγ(g),K))

� U(n)� ⊗n U(g)⊗g Homg(Sγ(g),K)

� U(n)� ⊗n Resg
nHomg(Sγ(g),K)

� U(n)� ⊗n Homg(U(g)⊗n U(n)�,K)

� U(n)� ⊗n Homn(U(n)�,Resg
nK)

� U(n)� ⊗n Homn(U(n)�, U(n)� ⊗K E)

� U(n)� ⊗n Homn(U(n)�, U(n)�)⊗K E

� U(n)� ⊗n U(n)⊗K E

� U(n)� ⊗K E � Resg
nK.

Hence, εK is also an isormorphism of left n-modules, and thus, it is an iso-
morphism of left g-modules. Therefore, ε is a natural isomorphism. We have
completed the proof. �

Moreover, the following categorical equivalence holds.

Theorem 7.4 The functor (·)�a : K → Mopp in (7.32) defines an equiva-
lence of categories.

Proof. For an object M of M or K, we have (M �a)�a �M . Hence,

((·)�a)�a � idK, ((·)�a)�a � idMopp .

These facts mean that (·)�a : K → Mopp and (·)�a : Mopp → K are quasi-
inverse functors to each other. Hence, (·)�a : K →Mopp defines a categorical
equivalence. �

As a consequence of Theorems 7.3 and 7.4, Proposition 7.4 and Lemma 7.15,
we obtain what is called the tilting equivalence

Theorem 7.5 Let Φ be the functor from M to Mopp defined by

Φ(M) := T (M)�a.

Then, Φ defines a categorical equivalence, and it maps a short exact sequence
in M to a short exact sequence in Mopp.

Finally, we describe Φ(Δ(E)).

Proposition 7.5 Let E be an irreducible finite dimensional Z-graded left
g0-module. Then, we have

Φ(Δ(E)) = Δ(K(0)
γ ⊗K E�a) (M ∈ Ob(M)).
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Proof. Since E is irreducible, there exists n ∈ Z such that En = E and
Ei = {0} for i �= n. By Theorem 7.2, we have an isomorphism

T (Δ(E)) � Sγ(g)⊗g U(g)⊗b E

� Homb(U(g),K(0)
−γ ⊗K U(b))⊗b E

of left g-modules. Hence, we have an isomorphism of left g0-modules

T (Δ(E))n � K
(0)
−γ ⊗K E,

and T (Δ(E))j = {0} for j < n. These facts imply that

Φ(Δ(E))−n � K
(0)
γ ⊗K E�a

as left g0-modules, and Φ(Δ(E))j = {0} for j > −n. Hence,

Φ(Δ(E))≥−n � K
(0)
γ ⊗E�a

as Z-graded left b-modules, and thus, there exists a homomorphism of Z-
graded left g-modules

Δ(K(0)
γ ⊗ E�a) −→ Φ(Δ(E)). (7.33)

On the other hand, by Lemmas 7.7 and 7.12, we have

Resg
nΦ(Δ(E)) � U(n)⊗K (K(0)

γ ⊗ E�a).

Hence, (7.33) is an isomorphism of left g-modules. Now, we have proved the
proposition. �

7.2.5 The Virasoro Case

Similarly to the previous chapters, we identify (Vir0)∗ with K
2 via λ �→

(λ(C), λ(L0)). By (7.11), under the identification, the semi-infinite character
of the Virasoro algebra is (26, 1). By Proposition 7.5, we have

Corollary 7.1 Let Φ : M→Mopp be the functor in Theorem 7.5, we have
the following isomorphism of Vir-modules

Φ(M(c, h)) �M(26− c, 1− h).
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7.3 Bibliographical Notes and Comments

In [Fe], B. Feigin introduced the semi-infinite cohomology, and showed that
the (semi-infinite) torsion of Verma modules over the Virasoro algebra does
not vanish only if highest weights satisfy the condition (7.24). This result
gave a mathematical meaning to the value ‘26’ called the critical dimension
in the bosonic string theory [GSW], [Pol].

Motivated by the result, S. Arkhipov [Ark] established the Feigin−Arkhipov
−Soergel duality stated in this chapter for Z-graded associative algebras
based on the theory of the semi-infinite homological algebra (cf. [Vor1]).
Later, W. Soergel [So] simplified the proof of the duality without using the
semi-infinite homological algebra in the case where the Z-graded Lie algebra
g is generated by its partial part Par1−1g (§ 2.2). Note that in this chapter,
we extended his argument to more general Z-graded Lie algebras including
the Virasoro algebra.

We make some remarks on the critical cocycle. The critical cocycle co-
incides with the so-called Japanese cocycle which was discovered through
the study of soliton equations [DJKM]. In [IK6], the authors have shown
the tilting equivalence for a certain class of Z-graded Lie superalgebra which
contains so-called physical conformal superalgebras, classified by V. G. Kac
[Kac6] and G. Yamamoto [Y]. It was also shown in [IK6] that the critical co-
cycle is related to the condition that the square of the BRST charge vanishes.

The Feigin−Arkhipov−Soergel duality is also called the tilting equiva-
lence. In fact, W. Soergel applied the duality to compute characters of tilting
modules over symmetrisable Kac−Moody algebras. For more about tilting
modules and their related topoics, see e.g., [HHK].



Chapter 8

Fock Modules

The main subject of this chapter is the Virasoro module structure of Fock
modules Fη

λ studied by B. Feigin and D. Fuchs in [FeFu4]. Similarly to Chap-
ters 5 and 6, the Jantzen filtration plays important roles. In fact, the Jantzen
filtration à la Feigin and Fuchs given in Chapter 3 reveals the structure of
Fock modules.

We also show that singular vectors of a Fock module Fμ
λ can be expressed

in terms of the Jack symmetric polynomials.
Remark that the Fock modules Fη

λ we study in this chapter are the so-
called bosonic Fock modules. On the other hand, the Fock modules which B.
Feigin and D. Fuchs dealt with in [FeFu4] are the Virasoro modules defined
on the spaces of semi-infinite forms. At the end of this chapter, we explicitly
establish isomorphisms between these Virasoro modules.

8.1 Classification of Weights (λ, η)

Here, we classify the pairs (λ, η) ∈ C
2 which parameterise Fock modules.

8.1.1 Coarse Classification

As stated in § 4.5.1, there exist Vir-module homomorphisms

Γλ,η : M(cλ, h
η
λ) −→ Fη

λ , Lλ,η : Fη
λ −→M(cλ, h

η
λ)c,

where
cλ := 1− 12λ2, hη

λ :=
1
2
η(η − 2λ).

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 8,
© Springer-Verlag London Limited 2011
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Taking these homomorphisms into account, we classify the weights (λ, η) as
follows:

Definition 8.1 We say that (λ, η) ∈ C2 belongs to Class V , Class I and
Class R±, if (cλ, h

η
λ) belongs to Class V , Class I and Class R± respectively,

where the classes for (c, h) are defined in Chapter 5.

To investigate the Vir-module structure of Fock modules, we list the zeros
of the determinants det(Γλ,η)n and det(Lλ,η)n given in Theorem 4.3. For
T ∈ C \ {0}, set

λ(T ) :=
1√
2
(T − T−1).

Notice that, if T 2 = P
Q or T 2 = Q

P , then

cλ(T ) = cP,Q, and h
λ(T )± m√

2P Q

λ(T ) = hP,Q;m,

where cP,Q and hP,Q;m are defined in (5.5). Hence, if (λ, η) with λ = λ(T )
belongs to Class I, Class R+ and Class R−, then T 2 �∈ Q \ {0}, T 2 ∈ Q>0

and T 2 ∈ Q<0 respectively.
For each λ, μ, α, β ∈ C, we set

Ψ±
α,β(λ, η) := (η − λ)± (

1
2
λ+α+

1
2
λ−β)

(
λ± := λ±

√
λ2 + 2

)
,

where we choose the branch of
√
λ2 + 2 as −1

2π < arg
√
λ2 + 2 ≤ 1

2π for
λ �= ±

√
−2. Remark that for positive integers α and β, Ψσ

α,β(λ, η) (σ = ±) is
nothing but the factor of the determinants det(Γλ,η)n and det(Lλ,η)n given
in Theorem 4.3. Similarly to the Verma module case in § 5.1, we introduce
the line �σλ,η in the (α, β)-plane by

�σλ,η := {(α, β) ∈ C
2|Ψσ

α,β(λ, η) = 0}.

For Class V , I and R−, the following lemma holds:

Lemma 8.1. Suppose that (λ, η) belongs to Class V , I or R−. Then, there
exists σ ∈ {±} such that

�σλ,η ∩ (Z>0)2 = ∅.

Proof. We first recall the factorisation

Φα,β(cλ, h
η
λ) = Ψ+

α,β(λ, η)Ψ−
α,β(λ, η)Ψ+

β,α(λ, η)Ψ−
β,α(λ, η)

of the factor Φα,β(c, h) of the determinant det(c, h)n (see the formulae (4.27)).
Hence, for λ = λ(T ) with T 2 = O

P or P
Q , the line �σλ,η is the one of the four

lines Qα−Pβ = ±m and Pα−Qβ = ±m that appeared in § 5.1.1. Moreover,
we notice that �+λ,η and �−λ,η are symmetric with respect to the origin. Hence,
the lemma holds. �
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By this lemma, for Class V , I and R−, at least one of Γλ,η and Lλ,η is an
isomorphism. Thus, we have

Proposition 8.1 For Class V , Class I and Class R−, at least one of the
following holds:

Fη
λ �M(cλ, h

η
λ), Fη

λ �M(cλ, h
η
λ)c.

Hence, in the sequel, we concentrate on Class R+.

8.1.2 Fine Classification: Class R+

Until the end of this section, suppose that (λ, η) belongs to Class R+, unless
otherwise stated. Hence, there exist p and q ∈ Z>0 such that (p, q) = 1 and
λ = λ(

√
q
p ). For simplicity, set

λp,q := λ(
√
q

p
).

Let us describe the set of η such that (λp,q, η) belongs to Class R+.
We first introduce some notation. For r and s ∈ Z≥0 such that r < p,

s ≤ q and σ = ±, we introduce ησ
r,s:i as follows:

ησ
r,s:i = λp,q +σsgn(i, sp− rq)×

⎧
⎨

⎩

η−ip+r,s(
√

q
p ) (i ≡ 0 mod 2)

η−(i+1)p+r,−s(
√

q
p ) (i ≡ 1 mod 2)

(8.1)

where ηα,β(T ) := (αT − βT−1)/
√

2 and

sgn(i) :=

{
1 (i ≥ 0)
−1 (i < 0)

, sgn(i, j) :=

{
sgn(i) (i �= 0)
sgn(j) (i = 0)

. (8.2)

Noticing the relation
ησ

p−r,q−s:−i = ησ
r,s:i,

we may suppose that (r, s) ∈ K+
p,q defined in (5.20). We often denote ησ

r,s:i

by ησ
i . Here, it should be mentioned that

h
ησ

i

λp,q
= hi

holds for any σ = ±, where hi is defined in (5.22).

Lemma 8.2.

{η ∈ C|(λp,q, η) belongs to Class R+} = {ησ
r,s:i|(r, s) ∈ K+

p,q, i ∈ Z, σ = ±}.
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Proof. Since (cλp,q , h
ησ

r,s:i
λp,q

) = (cp,q, hp,q:r,s:i), the inclusion ⊃ follows from
Lemma 5.8. Hence, we show the opposite inclusion. We define the map φ by

φ : C
2 −→ h

∗ (λ, η) �→ (cλ, h
η
λ). (8.3)

Then, φ−1(φ(λ, η)) = {(λ, η), (−λ,−η), (λ, 2λ − η), (−λ,−2λ + η)}. Since
2λp,q − ησ

r,s:i = η−σ
r,s:i, we have

φ−1((cp,q, hp,q:r,s:i)) = {±(λp,q, η
σ
r,s:i)|σ = ±, i ∈ Z}.

Hence, the opposite inclusion holds. �

Remark 8.1 The map φ gives a 4-fold cover of h∗, and it relates to the
following isomorphisms of Fock modules in Propositions 4.2 and 4.3:

1. Fη
λ � F

−η
−λ ,

2. (Fη
λ)c � F2λ−η

λ .

In particular, if Fη
λ is isomorphic to its contragredient dual, then (λ, η) lies

in the ramification locus of φ.

As in § 5.1.4, we divided Class R+ into the following four cases:

1. Case 1+: 0 < r < p and 0 < s < q,
2. Case 2+: r = 0 ∧ 0 < s < q,
3. Case 3+: 0 < r < p ∧ s = 0,
4. Case 4+: (r, s) = (0, 0), (0, q).

Lemma 8.3. For each (r, s) ∈ K+
p,q, the degeneration of {ησ

r,s:i|i ∈ Z} can be
described as follows:

1. Case 1+: no degeneration.
2. Case 2+: ησ

−i−1 = ησ
i (i ∈ Z≥0),

3. Case 3+: ησ
2i = ησ

2i−1 (i ∈ Z),

4. Case 4+: η
σ
−2i−1 = ησ

−2i = ησ
2i = ησ

2i−1 (r, s) = (0, 0)
ησ
−2i−2 = ησ

−2i−1 = ησ
2i+1 = ησ

2i (r, s) = (0, q) (i ∈ Z≥0),

Thus, the following list exhausts the set of η such that (λp,q, η) belongs to
Class R+:

Case 1+ η±i (i ∈ Z)
Case 2+ η±i (i ∈ Z≥0)
Case 3+ η±(−1)i−1i (i ∈ Z≥0)
Case 4+ η±2i (i ∈ Z≥0)

Remark 8.2 In Case 4+, for (r, s) = (0, 0), i = 0, we have η+
0 = η−0 .

Besides this case, the η’s in the above table are all distinct.
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8.1.3 Zeros of det(Γλ,η)n

For the study of the Jantzen filtration defined by the homomorphism Γλ,η,
we list the zeros of the determinants det(Γλ,η)n (n ∈ Z>0). We set

D̃Γ (λ, η) := {(α, β) ∈ (Z>0)2|Ψ+
α,β(λ, η) = 0}, (8.4)

where Ψ+
α,β(λ, η) is defined in Theorem 4.3, and

DΓ (λ, η) := {αβ|(α, β) ∈ D̃Γ (λ, η)}. (8.5)

Moreover, for n ∈ DΓ (λ, η), we set

aΓ (n) := �{(α, β) ∈ D̃Γ (λ, η)|αβ = n}. (8.6)

To describe DΓ (λ, η), we introduce and recall some notation. In Case 1+,
to parameterise the elements of the set Z<−|i| ∪ {i} ∪ Z>|i|, it is convenient
to use the following notation:

�(i, σ;n) :=

{
σ{sgn(n)i+ sgn(i, sp− rq)n} (n �= 0)
i (n = 0)

. (8.7)

Indeed, �(i, σ;n) is one of ±(|i|+ |n|) and

Z<−|i| ∪ {i} ∪ Z>|i| = {�(i, σ;n)|n ∈ Z}.

Then, the set DΓ (λ, η) and aΓ (n) are described as follows:

Lemma 8.4. 1. Case 1+: η = ησ
i (i ∈ Z),

DΓ (λ, η) = {h�(i,σ;2k−1) − hi|k ∈ Z>0}.

2. Case 2+: η = ησ
i (i ∈ Z≥0),

DΓ (λ, η) =
{
hi+2k−δσ,+ − hi|k ∈ Z>0

}
.

3. Case 3+: η = ησ
(−1)i−1i (i ∈ Z≥0),

DΓ (λ, η) =
{
h(−1)i+2k−δσ,− (i+2k−δσ,−) − h(−1)i−1i|k ∈ Z>0

}
.

4. Case 4+: η = ησ
2i (i ∈ Z≥0),

DΓ (λ, η) = {hi+2k − h2i|k ∈ Z>0}.

For any n ∈ DΓ (λ, η), we have aΓ (n) = 1.
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8.2 The Jantzen (Co)filtrations of Fock Modules

In this section, we fix some notations on the Jantzen (co)filtrations defined
for the maps Γλ,η and Lλ,η. As an application of the structure theorem of
Verma modules in Chapter 6, we determine the structure of the Jantzen
(co)filtrations of Fock modules. Throughout this chapter, as in § 5.5.1, let R
be the polynomial ring C[t] and Q its quotient field C(t). We denote the t-adic
valuation Q → Z∪{∞} by ordt and the canonical projection R → R/tR � C

by φt. The functor ModR → VectC induced from φt is denoted by the same
symbol.

8.2.1 Contragredient Dual of gR-Modules

Let us first recall some notations from § 1.2.2 and 3.2.1. Let (g, h) be a Q-
graded Lie algebra with a Q-graded anti-involution σ and ι : ImπQ → Q the
map defined in (1.6). Recall that G := Q/Imι, gR := g⊗KR, hR := h⊗KR,
h∗
R := (h∗) ⊗K R. We denote by σR the anti-involution on gR induced from
σ.

Here, for a G × h∗
R-graded gR-module Ṽ , we define the ‘contragredient

dual’ Ṽ c as follows:

Definition 8.2 Suppose that Ṽ =
⊕

(α,λ̃)∈G×h∗
R
Ṽ α

λ̃
. We set

Ṽ c :=
⊕

(α,λ̃)∈G×h∗
R

HomR(Ṽ α
λ̃
,R)

and regard it as gR-module via

(x.f)(v) = f(σR(x).v) (x ∈ gR, f ∈ Ṽ c, v ∈ Ṽ ).

8.2.2 Fock Modules over gR

Let H :=
⊕

n∈Z
Can ⊕CKH be the Heisenberg Lie algebra (see § 1.2.3). For

η̃ ∈ R, we define the Fock module F η̃
R over HR := H ⊗C R as follows: set

H≥
R := H≥ ⊗C R, and introduce an H≥

R module Rη̃ := R1η̃ of rank one by

1. Q-gradation: (Rη̃)β =

{
Rη̃ (β = 0)
{0} (β �= 0)

,

2. H≥
R-action: a0.1η̃ = η̃1η̃, KH.1η̃ = 1η̃, H+

R.1η̃ = {0}.

We set
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F η̃
R := U(HR)⊗

U(H≥
R)
Rη̃.

Next, we introduce the action of the Virasoro algebra gR := g ⊗C R on
F η̃

R. For λ̃ ∈ R, we let gR act on F η̃
R by

∑

n∈Z

Lnz
−n−2 �−→ 1

2
◦
◦a(z)

2◦
◦ + λ̃∂a(z), C �−→ cλ̃idF η̃

R
,

and denote this gR-module by F η̃

λ̃ R.
Let (F η̃

λ̃ R)c be the contragredient dual of F η̃

λ̃ R (Definition 8.2). By the
same argument as in the proof of Corollary 4.1, one can show

Lemma 8.5. There exists an isomorphism (F η̃

λ̃ R)c � F2λ̃−η̃

λ̃ R of gR-modules.

8.2.3 The Jantzen (Co)filtrations defined by Γλ,η and
Lλ,η

Here, for (λ̃, μ̃) ∈ R2, put (c̃, h̃) := (cλ̃, h
μ̃

λ̃
) and (c, h) := (φt(c̃), φt(h̃)). Notice

that (c̃, h̃) ∈ R2.
First, we recall some notations for Verma modules over gR from § 5.5.1.

Let MR(c̃, h̃) be the Verma module over gR with highest weight (c̃, h̃) and
MR(c̃, h̃)c the contragredient dual of MR(c̃, h̃) (Definition 8.2). Let vc̃,h̃ be
a highest weight vector of MR(c̃, h̃) and 〈·, ·〉c̃,h̃ the contravariant form on
MR(c̃, h̃) which satisfies 〈vc̃,h̃, ·vc̃,h̃〉c̃,h̃ = 1. As in § 3.2.2, we assume that

〈·, ·〉c̃,h̃ is non-degenerate, i.e., det(c̃, h̃)n �= 0 (∀n ∈ Z≥0).

Notice that, for any (λ, η) ∈ C
2, if (λ̃, η̃) ∈ R2 is so chosen as

(λ̃, η̃) := (λ+ t, η + t), (8.8)

then, one can directly check that 〈·, ·〉c̃,h̃ is non-degenerate.
Let us introduce the Jantzen (co)filtrations defined from the homomor-

phisms Γλ,μ and Lλ,μ under the perturbation (8.8). The universality of
MR(c̃, h̃) implies that there exists the homomorphism of gR-modules

Γ̃λ̃,η̃ : MR(c̃, h̃) −→ F η̃

λ̃ R; vc̃,h̃ �→ 1⊗ 1η̃.

We consider the following transpose of Γ̃λ̃,2λ̃−η̃:

L̃λ̃,η̃ : F η̃

λ̃ R � (F2λ̃−η̃

λ̃ R )c
tΓ̃λ̃,2λ̃−η̃−→ MR(c̃, h2λ̃−η̃

η̃ )c = MR(c̃, h̃)c.
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Since 〈·, ·〉c̃,h̃ is non-degenerate, the gQ-modules MQ(c̃, h̃) := MR(c̃, h̃)⊗R

Q, F η̃

λ̃ Q := F η̃

λ̃ R ⊗R Q, MQ(c̃, h̃)c := MQ(c̃, h̃) ⊗R Q are irreducible, and

Γλ̃,η̃ ⊗R Q : MQ(c̃, h̃) → F η̃

λ̃ Q and Lλ̃,η̃ ⊗R Q : F η̃

λ̃ Q → MQ(c̃, h̃)2 are
isomorphisms. Hence, we can consider the Jantzen (co)filtrations defined by
these homomorphisms as in § 3.3. Here, we collect some notation for those
Jantzen (co)filtrations:

1. The Jantzen (co)filtration defined by Γ̃λ̃,η̃:

M(c, h) ⊃M(c, h)(1] ⊃M(c, h)(2] ⊃ · · · , Fη
λ � Fη

λ(1] � Fη
λ(2] � · · · ,

Γ
(k]
λ,η : M(c, h)(k] → Fη

λ(k] is the kth derivative, π(k] : Fη
λ � Fη

λ(k],
IK(k − 1] ⊂ Fη

λ such that IK(k − 1] = Kerπ(k].
2. The Jantzen (co)filtration defined by Lλ̃,η̃:

Fη
λ ⊃ F

η
λ [1) ⊃ Fη

λ [2) ⊃ · · · , M(c, h)c �M(c, h)c[1)�M(c, h)c[2)� · · · ,

Lλ,η
[k) : Fη

λ [k) → M(c, h)c[k) is the kth derivative, π[k) : M(c, h)c �
M(c, h)c[k) and IK[k − 1) ⊂ M(c, h)c such that IK[k − 1) = Kerπ[k).

Here, k ∈ Z is assumed to be positive.

8.2.4 Character Sum Formula

Here, we choose (λ̃, η̃) as (8.8), and set (c, h) := (φt(cλ̃), φt(h
η̃

λ̃
)). By Proposi-

tion 3.4, one can show the following proposition in a way similar to the proof
of Proposition 5.8:

Proposition 8.2

∞∑

l=1

chM(c, h)(l] =
∑

(α,β)∈D̃Γ (λ,η)

ordt Ψ
+
α,β(λ̃, η̃)× chM(c, h+ αβ),

where D̃Γ (λ, η) is define in (8.4).

The value of ordt Ψ
+
α,β(λ̃, η̃) in the right-hand side of the above formula is

given by

ordt Ψ
+
α,β(λ̃, η̃) =

{
1 (Ψ+

α,β(λ, η) = 0)
0 (Ψ+

α,β(λ, η) �= 0)
.

From now on, suppose that (λ, η) belongs to Class R+, namely, λ = λp,q

for some p,q ∈ Z>0 such that (p, q) = 1 and
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η =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

ησ
i (i ∈ Z) Case 1+

ησ
i (i ∈ Z≥0) Case 2+

ησ
(−1)i−1i (i ∈ Z≥0) Case 3+

ησ
2i (i ∈ Z≥0) Case 4+

. (8.9)

We recall the following notation introduced in (6.1):

ξi :=

⎧
⎪⎨

⎪⎩

hi Case 1+, 2+

h(−1)i−1i Case 3+

h2i Case 4+

. (8.10)

Hence, we have hη
λ = ξi. By Lemma 8.4, we have

Lemma 8.6. Suppose that η is chosen as (8.9).

1. Case 1+:
∞∑

l=1

chM(c, ξi)(l] =
∞∑

k=1

chM
(
c, ξ�(i,σ;2k−1)

)
.

2. Case 2+:
∞∑

l=1

chM(c, ξi)(l] =
∞∑

k=1

chM
(
c, ξi+2k−δσ,+

)
.

3. Case 3+:
∞∑

l=1

chM(c, ξi)(l] =
∞∑

k=1

chM
(
c, ξi+2k−δσ,−

)
.

4. Case 4+:
∞∑

l=1

chM(c, ξi)(l] =
∞∑

k=1

chM (c, ξi+k) .

We omit writing the character sum
∑∞

l=1 chM(c, h)c[l) for each case explic-
itly, since this follows immediately from this lemma and the duality principle
explained in Proposition 3.9.

8.2.5 Structures of the Jantzen Filtrations defined by

Γλ̃,η̃ and Lλ̃,η̃

Here, we determine the structures of the Jantzen filtration {M(c, ξi)(n]} and
cofiltration {M(c, ξi)c[n)} with the aid of the classification of submodules of
M(c, ξi) (Proposition 6.1).

Recall that (λ, η) belongs to Class R+ and ησ
i and ξi are given as (8.10)

and (8.1). As in § 6.1.3, for i, j ∈ Z (in Case 1+), i, j ∈ Z≥0 (in Case 2+,
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3+, 4+) such that (|i| < |j|), we identify M(c, ξj) with its image under the
embedding M(c, ξj) ↪→M(c, ξi).

Proposition 8.3 Suppose that η is chosen as in (8.9). For any n ∈ Z>0,

1. Case 1+: M(c, ξi)(n] = M
(
c, ξ�(i,σ;2n−1)

)
.

2. Case 2+: M(c, ξi)(n] = M
(
c, ξi+2n−δσ,+

)
.

3. Case 3+: M(c, ξi)(n] = M
(
c, ξi+2n−δσ,−

)
.

4. Case 4+: M(c, ξi)(n] = M (c, ξi+n).

Proof. Here, we show the proposition in Case 1+, since the other cases can
be proved similarly. By Lemma 8.6, we have

∞∑

l=1

chM(c, ξi)(l] =
∞∑

k=1

chM
(
c, ξ�(i,σ;2k−1)

)
. (8.11)

We prove the statement by induction on n. It follows from (8.11) that

{M(c, ξi)(1]ξ�(i,σ;1)}g
+
�= {0},

[
M(c, ξi)(1] : L(c, ξ�(i,σ;−1))

]
= 0. (8.12)

Hence, Proposition 6.1 impliesM(c, ξi)(1] �M(c, ξ�(i,σ;1)), and the statement
holds for n = 1. Next, we assume that the statement holds up to n− 1. From
(8.11) and the inductive hypothesis, we have

∞∑

l=n

chM(c, ξi)(l] =
∞∑

k=n

chM
(
c, ξ�(i,σ;2k−1)

)
.

Hence, by a similar argument to the case of n = 1, we obtain M(c, ξi)(n] �
M(c, ξ�(i,σ;2n−1)). �

Combining Proposition 8.3 with Proposition 3.9, we obtain

Proposition 8.4 Suppose that η is chosen as in (8.9). For any n ∈ Z>0,

1. Case 1+: M(c, ξi)c[n) �M
(
c, ξ�(i,σ;−2n+1)

)c.
2. Case 2+: M(c, ξi)c[n) �M(c, ξi+2n−δσ,−)c.
3. Case 3+: M(c, ξi)c[n) �M(c, ξi+2n−δσ,+)c.
4. Case 4+: M(c, ξi)c[n) �M(c, ξi+n)c.

8.2.6 Singular Vectors and M(c, ξi)(n]

Until the end of this subsection, we fix i ∈ Z and σ ∈ {±} (in Case 1+)
and i ∈ Z≥0 (in Case 2+, 3+, 4+). Here, we give some diagrams describing
the structure of M(c, ξi)(n]. To this end, let us relabel the singular vectors
of M(c, ξi) given in Proposition 6.1 as follows:
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1. Case 1+: For n ∈ Z, wn ∈ {M(c, ξi)ξ�(i,σ;n)}g
+ \ {0}.

2. Case 2+, 3+, 4+: For n ∈ Z≥0, wn ∈ {M(c, ξi)ξi+n}g
+ \ {0}.

Recall the diagrams below that describe the structure of M(c, ξi) (see § 6.1.2):

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

��� 		�

Case 1+

�

�

�

�

�

�

�

�

�

w−4 w4

w−3 w3

w−2 w2

w−1 w1

w0

�

�

�

�

�

�

�

�

�

�

Case 2+, 3+, 4+

w4

w3

w2

w1

w0

Here, �w denotes a singular vector w, and the arrow w �−→ �w′ indicates
that w′ ∈ U(g)w. By using these diagrams, the structure of the Jantzen
filtration stated in Proposition 8.3 can be described as follows:

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

��� 		�

Case 1+

�

�

�

�

�

�

�

�

�

�

�

w−5 w5

w−4 w4

w−3 w3

w−2 w2

w−1 w1

w0

�

�

�

�

�

�

�

�

�

�

Case 2+(σ = +)
∨ Case 3+(σ = −)

w4

w3

w2

w1

w0

�

�

�

�

�

�

�

�

�

�

�

�

Case 2+(σ = −)
∨ Case 3+(σ = +)

w5

w4

w3

w2

w1

w0

�

�

�

�

�

�

Case 4+

w2

w1

w0

M(c, ξi)(1]

M(c, ξi)(2]

M(c, ξi)(3]
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8.2.7 Cosingular Vectors and M(c, ξi)
c[n)

Using diagrams similar to those in the previous subsection, we describe the
Jantzen cofiltration {M(c, ξi)c[n)}.

We first explain the structure of M(c, ξi)c. Let

πk,l : M(c, ξk)c � M(c, ξl)c (8.13)

be the surjection obtained by dualising the embedding M(c, ξl) ↪→M(c, ξk).
By Theorem 6.6, we have

1. Case 1+: For n ∈ Z, Homg(M(c, ξ�(i,σ;n)),M(c, ξi)) �= {0}.
2. Case 2+, 3+, 4+: For n ∈ Z≥0, Homg(M(c, ξi+n),M(c, ξi)) �= {0}.

Hence, there exist the following non-zero vectors wc
n ∈M(c, ξi)c:

1. Case 1+: For n ∈ Z, wc
n ∈ M(c, ξi)c

ξ�(i,σ;n)
satisfying πi,�(i,σ;n)(wc

n) =
vc

�(i,σ;n).
2. Case 2+, 3+, 4+: For n ∈ Z≥0, wc

n ∈M(c, ξi)c
ξi+n

satisfying πi,i+n(wc
n) =

vc
i+n.

Here vc
k is a non-zero vector in M(c, ξk)c

ξk
.

These vectors are cosingular vectors of M(c, ξk)c:

Definition 8.3 Suppose that M =
⊕

h∈C
Mh is a (g, h)-module and u ∈Mh.

If u �∈ U(g).Mh−Z>0 , then u is called a cosingular vector, where Mh−Z>0 :=⊕
n∈Z>0

Mh−n.

Remark that singular vectors and cosingular vectors are subsingular vectors
(see Definition 5.3) by definition.

The vectors wc
n enjoy the following property:

Proposition 8.5 Suppose that m,n ∈ Z (in Case 1+), m,n ∈ Z≥0 (in
Case 2+, 3+, 4+). Then, wc

m ∈ U(g)wc
n if and only if wn ∈ U(g)wm.

Proof. We only consider Case 1+ since the other cases can be proved simi-
larly.

We first show that for any submodule N of M(c, ξi)c,

[N : L(c, ξk)] �= 0 ⇒ [N : L(c, ξl)] �= 0 (−|k|+ 1 ≤ ∀l ≤ |k| − 1). (8.14)

Since N ↪→ M(c, ξi)c, there exists a surjection f : M(c, ξi) � N c. Since
[N : L(c, ξk)] = [N c : L(c, ξk)], by applying Proposition 6.1 (the classification
of the submodules of M(c, ξi)) to Kerf , we obtain (8.14).

Now, we prove the proposition. Set j := �(i, σ;n). Let πi,−j be the sur-
jection (8.13). It is obvious that wc

n ∈ Kerπi,−j . On the other hand, (8.14)
implies Kerπi,−j ⊂ U(g).wc

n, since [U(g).wc
n : L(c, ξj)] �= 0 and M(c, ξi)c

is multiplicity free. Hence, Kerπi,−j = U(g).wc
n. Since wc

m ∈ Kerπi,−j ⇔
|m| < |n| ∨m = n, the proposition follows. �
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The structure of M(c, ξi)c stated in Proposition 8.5 can be described by
the following diagrams:

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

��� 		�

Case 1+

�

�

�

�

�

�

�

�

�

wc
−4 wc

4

wc
−3 wc

3

wc
−2 wc

2

wc
−1 wc

1

wc
0

�

�

�

�

�

�

�

�

�

�

Case 2+, 3+, 4+

wc
4

wc
3

wc
2

wc
1

wc
0

Here, �w denotes the cosingular vector w, and w � −→ �w′ means w′ ∈
U(g)w.

Next, we describe the structure of the Jantzen cofiltration given in Propo-
sition 8.4 by means of the above diagram. The following diagrams indicate
the structure of the increasing sequence IK[0) ⊂ IK[1) ⊂ IK[2) ⊂ · · · of the
submodules which satisfy M(c, ξi)c[k) = M(c, ξi)c/IK[k − 1).
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��

� �

	
	

	�

�
�
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� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

� �

	
	

	�

�
�

��

��� 		�

Case 1+

�

�

�

�

�

�

�

�

�

�

�

wc
−5 wc

5

wc
−4 wc

4

wc
−3 wc

3

wc
−2 wc

2

wc
−1 wc

1

wc
0

�

�

�

�

�

�

�

�

�

�

�

�

Case 2+(σ = +)
∨ Case 3+(σ = −)

wc
5

wc
4

wc
3

wc
2

wc
1

wc
0

�

�

�

�

�

�

�

�

�

�

Case 2+(σ = −)
∨ Case 3+(σ = +)

wc
4

wc
3

wc
2

wc
1

wc
0

�

�

�

�

�

�

Case 4+

wc
2

wc
1

wc
0

IK[0)

IK[1)

IK[2)
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8.3 Structure of Fock Modules (Class R+)

In this section, we reveal the structure of Fock modules. One of the key facts
in the proof given below is that the multiplicity of L(c, h) in Fη

λ is at most 1.
Throughout this section, suppose that (λ, η) belongs to Class R+. Hence,

λ = λp,q (p, q ∈ Z>0 such that (p, q) = 1) and η is taken as in (8.9).

8.3.1 Main Theorem (Case 1+)

In this subsection, we prove the structure theorem of Fock modules in Case
1+. After stating them, we give intuitive explanations of these statements by
using diagrams.

We fix i ∈ Z and σ = ±, and briefly denote �(i, σ;n) by �(n). Here, we set
Fη

λ [0) := Fμ
λ for simplicity.

Theorem 8.1 1. For k ∈ Z>0,

Gk := IK(k − 1] ∩ Fη
λ [k) � L(c, ξ�(−2k+1)).

2. Let Fη
λ := Fη

λ

/⊕
k∈Z>0

Gk and let pr : Fη
λ � Fη

λ be the canonical projec-
tion. For k ∈ Z≥0,

Gk := pr(IK(k]) ∩ pr(Fη
λ [k)) �

{
L(c, ξ�(−2k))⊕ L(c, ξ�(2k)) (k > 0)
L(c, ξ�(0)) (k = 0)

.

3. Let Fη
λ := Fη

λ

/⊕
k∈Z≥0

Gk and let pr′ : Fη
λ � Fη

λ be the canonical pro-

jection. Set pr := pr′ ◦ pr. For k ∈ Z≥0,

Gk := pr(IK(k + 1]) ∩ pr(Fη
λ [k)) � L(c, ξ�(2k+1)),

and Fη
λ =

⊕
k∈Z≥0

Gk holds.

We first show a preliminary lemma: set C := Cι
(g,h).

Lemma 8.7. For any k ∈ Z \ {0}, Ext1C(L(c, ξk), L(c, ξ−k)) = {0}.

Proof. From the long exact sequence of Ext•C( · , L(c, ξ−k)) induced by

0 −→M(c, ξi)(1) −→M(c, ξi) −→ L(c, ξi) −→ 0,

we obtain an exact sequence

HomC(M(c, ξk)(1), L(c, ξ−k)) −→ Ext1C(L(c, ξk), L(c, ξ−k))

−→ Ext1C(M(c, ξk), L(c, ξ−k)).
(8.15)
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Since HomC(M(c, ξk)(1), L(c, ξ−k)) = {0} by Theorem 6.3, it is enough to
show that Ext1C(M(c, ξk), L(c, ξ−k)) = {0}. By Proposition 1.13, we have

Ext1C(M(c, ξk), L(c, ξ−k)) � Homh(Cc,ξk
, H1(g+, L(c, ξ−k))),

and H1(g+, L(c, ξk)) � H1(g−, L(c, ξk)) as h-module by Proposition 1.14.
This can be calculated by using the Bernstein−Gelfand−Gelfand type res-
olution for L(c, ξk) (Theorem 6.9), since it is a g−-free resolution and the
result looks as follows, which is called the Kostant homology:

H1(g−, L(c, ξ−k)) � Cc,ξ|k|+1 ⊕ Cc,ξ−|k|−1 . (8.16)

This formula implies

Ext1C(M(c, ξk), L(c, ξ−k)) � Homh(Cc,ξk
,Cc,ξ|k|+1 ⊕ Cc,ξ−|k|−1) = {0},

hence the lemma is proved. �

Proof of Theorem 8.1. The proof is based on the fact that Fη
λ is multi-

plicity free and the following formulae:

ch IK(k′] =
2k′
∑

n=−2k′−1

chL(c, ξ�(n)), chFη
λ [k′′) =

∑

|n| ≥ 2k′′ − 1
n �= 2k′′ − 1

chL(c, ξ�(n)),

(8.17)
which follow from Propositions 8.3 and 8.4.

The first statement is clear since (8.17) implies

[IK(k − 1] : L(c, h)] = 1 = [Fη
λ [k) : L(c, h)] ⇔ h = ξ�(−2k+1).

We show the second statement. By (8.17), we have

[IK(k] : L(c, h)] = 1 = [Fη
λ [k) : L(c, h)]

⇔ h ∈
{
{ξ�(−2k+1), ξ�(−2k), ξ�(−2k−1), ξ�(2k)} (k > 0)
{ξ�(−1), ξ�(0)} (k = 0)

,

which implies

chGk =

{
chL(c, ξ�(−2k)) + chL(c, ξ�(2k)) (k > 0)
chL(c, ξ�(0)) (k = 0)

by the definition of pr. Combining this with Lemma 8.7, we obtain the second
statement.

We show the last statement. It follows from (8.17) that

[IK(k + 1] : L(c, h)] = 1 = [Fη
λ [k) : L(c, h)] ⇔ h ∈ Hk,
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where

Hk :=

{{
ξ�(−2k−j1), ξ�(2k+j2)|j1 = −1, 0, 1, 2, 3, j2 = 0, 1, 2

}
(k > 0)

{ξ�(j)|j = −3,±2,±1, 0} (k = 0)
.

Hence, we see that chGk = chL(c, ξ�(2k+1)), and thus, Gk � L(c, ξ�(2k+1)). By

comparing both sides at the level of characters, we have Fη
λ =

⊕
k∈Z≥0

Gk.
Now, we have completed the proof. �

Finally, we make a comment on subsingular vectors of Fη
λ .

The following vectors in wf
n ∈ F

η
λ (n ∈ Z) are subsingular vectors:

1. For k ∈ Z>0, w
f
−2k+1 ∈ (Gg

+

k )ξ�(−2k+1) \ {0}.

2. For k ∈ Z, wf
±2k ∈ pr−1(Gg

+

k )ξ�(±2k) \ {0}.

3. For k ∈ Z≥0, w
f
2k+1 ∈ pr−1(G

g
+

k )ξ�(2k+1) \ {0}.

By definition, wf
−2k−1 (k ∈ Z≥0) is a singular vector. In particular, we have

Homg(M(c, ξ�(−2k−1)),Fη
λ) ∼= C. By dualising it for η �→ 2λ − η, we obtain

Homg(Fη
λ ,M(c, ξ�(2k+1))c) ∼= C. Hence, one may choose wf

2k+1 (k ∈ Z≥0) to
be a cosingular vector, as a preimage of a cosingular vector.

In [FeFu4], B. Feigin and D. Fuchs gave an intuitive description on the
structure of Fock modules in Case 1+ by making use of the following diagram.
Here, the symbol 	 (resp. 
 and 
� ) signifies a singular (resp. cosingular
and subsingular) vector.
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�

	
	

	�
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�
�
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��� 		�

wf
−5 wf

5

wf
−4 wf

4

wf
−3 wf

3

wf
−2 wf

2

wf
−1 wf

1

wf
0

Roughly speaking, the arrows in the above diagram can be drawn by patch-
ing the structure of the Jantzen (co)filtration M(c, ξi)(k] and M(c, ξi)c[k).
By Proposition 3.7, the kth derivative Γ (k]

λ,η induces an isomorphism
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IK(k]/IK(k − 1] �M(c, ξi)(k]/M(c, ξi)(k + 1].

The structure of M(c, ξi)(k]/M(c, ξi)(k + 1] can be described as

�

�
�

��

w2k−1

�

�
��

w2k�w−2k

�
�w−2k−1

Similarly, the kth derivative Lλ,η
[k) induces an isomorphism

Fη
λ [k)/Fη

λ [k + 1) � IK[k)/IK[k − 1).

The structure of IK[k)/IK[k − 1) can be described as

�wc
−2k+1

�
	

	�
wc

2k
�wc

−2k

�

�
	

	� �
wc

2k+1

By patching these subdiagrams, one can draw the arrows in the above dia-
grams.

Next, we give an intuitive explanation on Theorem 8.1 by using the above
diagram. The symbol × means that, under the map pr or pr, the image of
the corresponding vector vanishes.
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Pictorial explanation of Theorem 8.1
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Finally, we describe the structure of IK(k] and Fη
λ [k).
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Pictorial explanation of IK(k] and Fη
λ [k)

Remark 8.3 Here is an alternative proof of Theorem 8.1. For example,
let us show that there exists a submodule G′

k ⊂ F
η
λ which is isomorphic to

L(c, ξ�(−2k+1)) as follows:

By Proposition 8.4, we have Fη
λ [k)g

+

ξ�(−2k+1)
�= {0}. Hence, G′

k := U(g).uk

(uk ∈ Fη
λ [k)g

+

ξ�(−2k+1)
\ {0}) is a highest weight module. To show that G′

k is
irreducible, let us consider the following sequence:

G′
k ↪→ Fη

λ [k) � Fη
λ [k)/Fη

λ [k+1) � IK[k)/IK[k−1) � Kerπ�(−2k+1),�(−2k−1).

Since (Kerπ�(−2k+1),�(−2k−1))
g
+

ξ�(±2k)
= {0} and Fη

λ [k+1)ξ�(±2k) = {0}, we see

that (G′
k)g

+

ξ�(±2k)
= {0}. This means that G′

k does not have a singular vector of
L0-weight ξ�(±2k). Hence, by Proposition 6.1, G′

k is irreducible.

8.3.2 Main Theorem (Case 2+ and 3+)

The structure of Fock modules in Case 2+ and 3+ can be described as follows:

Theorem 8.2 1. (Case 2+ ∧ σ = +) ∨ (Case 3+ ∧ σ = −):

a. For k ∈ Z≥0,
Gk := IK(k] ∩ Fη

λ [k) � L(c, ξi+2k).
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b. Let Fη
λ := Fη

λ

/⊕
k∈Z≥0

Gk and let pr : Fη
λ � Fη

λ be the canonical
projection. For k ∈ Z≥0,

Gk := pr (IK(k + 1]) ∩ pr (Fη
λ [k)) � L(c, ξi+2k+1),

and Fη
λ =

⊕
k∈Z≥0

Gk holds.

2. (Case 2+ ∧ σ = −) ∨ (Case 3+ ∧ σ = +):

a. For k ∈ Z>0,

Gk = IK(k − 1] ∩ Fη
λ [k) � L(c, ξi+2k−1).

b. Let Fη
λ := Fη

λ

/⊕
k∈Z>0

Gk and let pr : Fη
λ � Fη

λ be the canonical
projection. For k ∈ Z≥0,

Gk = pr (IK(k]) ∩ pr (Fη
λ [k)) � L(c, ξi+2k),

and Fη
λ =

⊕
k∈Z≥0

Gk holds.

Proof. In Case 2+ and 3+, the Fock module Fη
λ is multiplicity free. Hence,

arguments similar to the proof of Theorem 8.2 work. We omit the details. �

Similarly to Case 1+, we describe Theorem 8.2 by using diagrams. The
structure of Fock modules in Case 2+ and Case 3+ can be described as
follows:

��

�

��

�

��

�

�

�

�

�

�

�

(Case 2+∧σ = +)

∨(Case 3+∧σ = −)

wf
5

wf
4

wf
3

wf
2

wf
1

wf
0

�

��

�

��

�

�

�

�

�

�

�

�

(Case 2+∧σ = −)

∨(Case 3+∧σ = +)

wf
5

wf
4

wf
3

wf
2

wf
1

wf
0

Similarly to Case 1+, the following diagrams explain the statements of
Theorem 8.2 and the structure of IK(k] and Fη

λ [k).
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�

��

�

��

�

Fη
λ

�

�

�

�

(Case 2+ ∧ σ = +)
∨(Case 3+ ∧ σ = −)

×

�

×

�

×

Fη
λ

��

�

��

�

�

Fη
λ

�

�

�

�

(Case 2+ ∧ σ = −)
∨(Case 3+ ∧ σ = +)

�

×

�

×

�

Fη
λ

pr pr

Pictorial explanation of Theorem 8.2

��

�

��

�

��

�

�

�

�

�

�

�

(Case 2+∧σ = +)

∨(Case 3+∧σ = −)

IK(0]

IK(1]

IK(2]

Fη
λ [1)

Fη
λ [2)

Fη
λ [3)

�

��

�

��

�

�

�

�

�

�

�

�

(Case 2+∧σ = −)

∨(Case 3+∧σ = +)

IK(0]

IK(1]

IK(2]

Fη
λ [1)

Fη
λ [2)

Fη
λ [3)

Pictorial explanation of IK(k] and Fη
λ [k).
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8.3.3 Main Theorem (Case 4+)

The structure of Fock modules in Case 4+ can be described as follows:

Theorem 8.3 For k ∈ Z≥0,

Gk := IK(k] ∩ Fη
λ [k) � L(c, ξi+k),

and Fη
λ =

⊕
k∈Z≥0

Gk holds.

Proof. This theorem can be shown in a way similar to Theorem 8.1. �

Similarly to Case 1+, 2+ and 3+, one can draw the structure of Fock
modules in Case 4+ and those of IK(k] and Fη

λ [k) as follows:

�

�

�

�

wf
3

wf
2

wf
1

wf
0

Pictorial explanation of Theorem 8.3

�

�

�

�

IK(0]

IK(1]

IK(2]

Fη
λ [1)

Fη
λ [2)

Fη
λ [3)

Pictorial explanation of IK(k] and Fη
λ [k).

Remark 8.4 In the case where p = q = 1, i.e., c = 1 and λ = 0, Theorem 8.3
immediately follows from the unitarisability of Fη

0 and the character formula
for L(1, ξi) (Theorem 6.13). Indeed, Fη

0 , as a module over the Heisenberg Lie
algebra H, admits a contravariant form 〈·, ·〉 with respect to the anti-linear
anti-involution defined by ω(an) := a−n, ω(KH) := KH, i.e., 〈x.u, v〉 =
〈u, ω(x).v〉 for x ∈ U(H), u, v ∈ Fη

0 . It follows from the explicit formula (4.3)
with λ = 0 that 〈Ln.u, v〉 = 〈u, L−n.v〉 for any n ∈ Z. Hence, Fη

0 for η ∈ R
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is a unitarisable g-module with respect to the anti-linear anti-involution ω̃
defined by ω̃(Ln) = L−n (cf. Chapter 11), and thus, it is completely reducible.

For example, in the case ησ
0 = 0 and ± 1√

2
, the corresponding L0-weights

are h = 0 and 1
4 , respectively. By comparing the formal characters in both

sides, we have

F0
0 �

⊕

n∈Z≥0

L(1, n2), F
± 1√

2
0 �

⊕

n∈Z≥0

L(1,
1
4
(2n+ 1)2).

These are special cases of the above theorem. Irreducible decomposition of
Fock modules (belonging to Case 4+) by using their unitarisability can be
found in [KR].

8.3.4 Classification of Singular Vectors

In this subsection, we classify the singular vectors of Fock modules. We first
show the uniqueness of singular vectors in Fock modules.

Lemma 8.8. For any h ∈ C, dim (Fη
λ)g

+

h
≤ 1.

Proof. Since dim (Fη
λ)g

+

h
≤ [Fη

λ : L(c, h)] by Lemma 1.9, the lemma follows
from the fact that Fη

λ is multiplicity free. �

Since for Class V , I and R−, Fock modules are isomorphic either to Verma
modules or their contragredient duals, we deal only with Class R+ so that
we choose (λ, η) as λ = λp,q and (8.9).

Here, we describe the following set of L0-weights of singular vectors:
{
h ∈ C

∣
∣
∣(Fη

λ)g
+

h
�= {0}

}
. (8.18)

Proposition 8.6 The set (8.18) is given as follows:

1. Case 1+: {ξ�(i,σ;n)|n ∈ −1− 2Z≥0} ∪ {ξi}.
2. (Case 2+ ∧ σ = +) ∨ (Case 3+ ∧ σ = −): {ξi+n|n ∈ 2Z≥0}.
3. (Case 2+ ∧ σ = −) ∨ (Case 3+ ∧ σ = +): {ξi+n|n ∈ 1 + 2Z≥0} ∪ {ξi}.
4. Case 4+: {ξi+n|n ∈ Z≥0}.

Proof. First, we show the proposition in Case 1+. By the first statement of
Theorem 8.1, we have

{ξ�(i,σ;n)|n ∈ −1− 2Z≥0} ∪ {ξi} ⊂ {h ∈ C|(Fη
λ)g

+

h �= {0}}.

To show the opposite inclusion, it is enough to prove that

Fη
λ [k)g

+

h = {0} (h ∈ {ξ�(−2k), ξ�(2k), ξ�(2k+1)}), (8.19)
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since [Fη
λ : L(c, h)] = 1 = [Fη

λ [k) : L(c, h)] for the above h. Let us consider

Fη
λ [k) � Fη

λ [k)/Fη
λ [k + 1) � IK[k)/IK[k − 1).

Since (IK[k)/IK[k−1))g
+

h = {0} for any h ∈ {ξ�(−2k), ξ�(2k), ξ�(2k+1)}, (8.19)
holds. Thus, the proposition holds in Case 1+.

In Case 2+ and Case 3+, by Theorem 8.2, one can similarly show the
proposition. In Case 4+, the proposition is an immediate consequence of
Theorem 8.3. �

Remark 8.5 The singular vectors of Fock modules in Class R+ can be ex-
pressed in terms of the Jack symmetric polynomials. This follows from The-
orem 8.7 in the next subsection and the following observation: by Proposi-
tion 8.6, one can check that dim(Fη

λ)ξi+n = 1 (n ∈ Z>0) if and only if there
exists a pair (r, s) ∈ Z

2
>0 such that Ψ−

r,s(λ, η) = 0 and rs = n, where Ψ−
r,s(λ, η)

is a factor of the determinant of Lλ,η (cf. (4.26)).

8.4 Jack Symmetric Polynomials and Singular Vectors

In this section, we show that homomorphisms between Fock modules are
provided by the so-called screening operators. Here, we recall the definition
and make comments on a sufficient condition for which screening operators
are non-trivial. As an application, we show that singular vectors of Fock
modules can be expressed in terms of the Jack symmetric polynomials.

8.4.1 Completion of Fock Modules and Operators

We introduce screening operators by using the operator Vμ(z), which was
defined in § 4.3 for μ such that μ2 ∈ Z>0. In order to construct screening
operators appearing in the following subsections, the operators Vμ(z) with
μ ∈ C and their compositions are necessary. To treat them in a rigorous
manner, following [TK2], we introduce completions of Fock spaces and the
notion of operators on them.

First, we introduce a completion of Fη. We set

F̂η :=
∏

n∈Z≥0

(Fη)−nαH

and regard it as a topological space with the product topology. Note that F̂η

is a complete topological space, and Fη is a dense subset of F̂η. Hence, the
actions of H and Vir on Fη can be extended to those on F̂η continuously.
When we regard F̂η as a Vir-module, we denote it by F̂η

λ . Further, we can
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uniquely extend the pairing 〈 , 〉 : (Fη)c×Fη −→ C to a continuous bilinear
form

〈 , 〉 : (Fη)c × F̂η −→ C.

We introduce operators on F̂η. We call a linear map O : Fη1 → F̂η2 an
operator. An operator O(ξ1, · · · , ξn) from Fη1 to F̂η2 which depends on
complex variables ξ1, · · · , ξn is said to be holomorphic if 〈v†, O(ξ1, · · · , ξn)u〉
is a holomorphic function for any v† ∈ (Fη2)c and u ∈ Fη1 .

Next, we define the composition of operators. It should be noted that the
composition of operators O1 : Fη1 → F̂η2 and O2 : Fη2 → F̂η3 does not
always exist.

In order to define the composition of operators, we recall that

Lemma 8.9. There exists a one-to-one correspondence between the set of the
operators from Fη1 to F̂η2 and the set of the bilinear maps from (Fη2)c×Fη1

to C. In fact, an operator O corresponds to the bilinear form O′ given by

O′(v†, u) := 〈v†, Ou〉,

where v† ∈ (Fη2)c and u ∈ Fη1 .

Using this correspondence, we define the composition of operators as fol-
lows: Let {vi}i∈In be a basis of the weight subspace (Fη2)−nαH , and let
{v†i }i∈In be the dual basis. We say that operators O1 : Fη1 → F̂η2 and
O2 : Fη2 → F̂η3 are composable if

∞∑

n=0

∣
∣
∣
∣
∣

∑

i∈In

〈w†, O2vi〉〈v†i , O1u〉
∣
∣
∣
∣
∣
<∞

hold for any w† ∈ (Fη3)c and u ∈ Fη1 . For composable operators O1 and
O2, the composition O3 := O2O1 : Fη1 → F̂η3 is defined as follows: Let
O′

3 : (Fη3)c ×Fη1 → C be the bilinear map given by

O′
3(w

†, u) :=
∞∑

n=0

∑

n∈Pn

〈w†, O2vI〉〈v†I , O1u〉.

We define the composition O3 as the operator corresponding to O′
3 by

Lemma 8.9.

8.4.2 Screening Operators

To define screening operators, recall some notation introduced in § 4.3. For
η, μ ∈ C and z ∈ C∗, eμq ∈ HomU(H−)(Fη,Fη+μ) and zμa0 ∈ EndU(H)(Fη)
are the linear maps satisfying
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eμq.(1⊗ 1η) = 1⊗ 1η+μ, zμa0 .(1⊗ 1η) = zμη(1⊗ 1η).

We introduce the vertex operator Vμ(z) with μ ∈ C, which is an operator
in the sense of the previous subsection.

Definition 8.4 For μ ∈ C, we define an operator Vμ(z) : Fη −→ F̂η+μ by

Vμ(z) := eμqzμa0 exp

(

μ

∞∑

k=1

a−k

k
zk

)

exp

(

−μ
∞∑

k=1

ak

k
z−k

)

.

Here, it can be verified that vertex operators Vμ(za+1−i) : Fη+(i−1)μ → F̂η+iμ

(i = 1, · · · , a) are composable (see e.g. [TK2]). In a way similar to the proof
of Lemma 4.6, the next formula is valid:

Vμ(z1) · · ·Vμ(za)

=
∏

1≤i<j≤a

(zi − zj)μ2
a∏

i=1

exp

(

μ

∞∑

k=1

a−k

k
zk
i

)

eaμq

×
a∏

i=1

exp

(

−μ
∞∑

k=1

ak

k
z−k
i

)
a∏

i=1

zμa0
i

(8.20)

for z1, · · · , za satisfying |z1| > · · · > |za|. Taking this formula into account,
we set

Kμ(z1, · · · , za) := Vμ(z1) · · ·Vμ(za)
a∏

i=1

z
−μa0− 1

2 (a−1)μ2

i ,

Ma := {(z1, · · · , za) ∈ (C∗)a|zi �= zj (1 ≤ i < j ≤ a)},

and regard Kμ as an operator on Ma via the analytic continuation. We denote
the multi-valued part of Kμ by Ψμ, i.e.,

Ψμ = Ψμ(z1, · · · , za) :=
∏

1≤i<j≤a

(zi − zj)μ2
a∏

i=1

z
− 1

2 (a−1)μ2

i . (8.21)

Let Sμ and S∨
μ be the local system on Ma whose local section is given by

Ψ−1
μ (resp. Ψμ) up to a constant multiple. For p ∈ Z≥0, the pth chain group

Cp(Ma,S∨
μ ) with coefficients in S∨

μ is defined as the complex vector space
spanned by σ ⊗ (Ψμ)σ where σ is a singular p-simplex and (Ψμ)σ is a fixed
branch of Ψμ on the image of σ. The boundary map ∂ : Cp(Ma,S∨

μ ) −→
Cp−1(Ma,S∨

μ ) is defined, where we set C−1(Ma,S∨
μ ) = {0}, in a natural way,

and one can define its (pth) homology which is denoted by Hp(Ma,S∨
μ ) and

is called the pth twisted homology group (for detail, see, e.g., [AK]).

Lemma 8.10. Suppose that λ, η and μ satisfy
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λ =
1
2
μ− μ−1, η = λ− 1

2
aμ− bμ−1 (8.22)

for some a ∈ Z>0, b ∈ Z. Then, by setting

SΓ (μ; a, b) :=
∫

Γ

Kμ(z1, · · · , za)
a∏

i=1

z−b−1
i dzi : Fη

λ −→ Fη+aμ
λ

the map SΓ (μ; a, b) : Fη
λ → Fη+aμ

λ is a homomorphism of g-modules, where
Γ ∈ Ha(Ma,S∨

μ ).

Proof. The commutation relation

[Ln, Vμ(z)] = zn

{

z
∂

∂z
+ hμ

λ(n+ 1)
}

Vμ(z)

stated in Lemma 4.4 holds for any μ ∈ C, which implies

[Ln,Kμ(z1, · · · , za)]

=
a∑

i=1

zn
i {zi

∂

∂zi
+ hμ

λ(n+ 1) + μa0 −
1
2
(a+ 1)μ2}Kμ(z1, · · · , za)

and the lemma holds. �

Corollary 8.1 Suppose that λ, η and μ satisfy (8.22) and SΓ (μ; a, b) is non-
trivial. Then,

1. if b > 0, then SΓ (μ; a, b)(1⊗ 1η) ∈ Fη+aμ
λ is a singular vector of level ab,

2. if b < 0, then there exists a cosingular vector u ∈ Fη
λ of level ab such that

SΓ (μ; a, b)(u) = 1⊗ 1η+aμ.

The homomorphism SΓ (μ; a, b) is called a screening operator (associ-
ated with a twisted cycle Γ ).

8.4.3 Non-Triviality of Screening Operators

In this subsection, we state a sufficient condition for the non-triviality of the
screening operator SΓ (μ; a, b).

We will see later in Lemma 8.11 that if the integral
∫

Γ
Ψμ

∏a
i=1 z

−1
i dzi

does not vanish, then SΓ (μ; a, b) is non-trivial. In fact, the following theorem
on this integral holds: Set

Ωa := {x ∈ C|d(d+ 1)x �∈ Z ∧ d(a− d)x �∈ Z (1 ≤ ∀d ≤ a− 1)}. (8.23)

Theorem 8.4 ([TK2]) There exists a twisted cycle Γ ∈ Ha(Ma,S∨
μ ) satis-

fying the following conditions:
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1. For m1, · · · ,ma ∈ Z, if m1 + · · ·+ma �= 0, then

∫

Γ

Ψμ

a∏

i=1

zmi

i

dzi

zi
= 0. (8.24)

2. Suppose that 1
2μ

2 ∈ Ωa. Then,

∫

Γ

Ψμ

a∏

i=1

dzi

zi
=

1
Γ (a)

a−1∏

i=1

Γ (1
2 (i− a)μ2)Γ (1

2 (i+ 1)μ2 + 1)
Γ (1

2μ
2 + 1)

. (8.25)

Proof. We first prove 1. Since Ma admits a C∗-action and the integrand is
homogeneous, the change of variables

z1 = x, zi = xyi−1 (1 < i ≤ a),

implies

(z1, · · · , za) ∈Ma ⇐⇒ (x, y1, · · · , ya−1) ∈ C
∗ × Ya−1

and

Ψμ

a∏

i=1

zmi−1
i dzi =

{

xm1+···+ma−1Ψ ′
μ

a−1∏

i=1

ymi−1
i

}

dx
a−1∏

i=1

dyi,

where we set

Ya−1 = {(y1, · · · , ya−1) ∈ (C \ {0, 1})a−1|yi �= yj(1 ≤ i < j ≤ a− 1)}

and

Ψ ′
μ = Ψ ′

μ(y1, · · · , ya−1) :=
∏

1≤i<j≤a−1

(yi − yj)μ2
a−1∏

i=1

(1− yi)μ2
y
− 1

2 (a−1)μ2

i .

Let L∨
μ be the local system on Ya−1 whose local section is given by Ψ ′

μ up
to a constant multiple. By the Künneth type formula, there is an embedding
H1(C∗,C) ⊗ Ha−1(Ya−1,L∨

μ) ↪→ Ha(Ma,S∨
μ ) and we denote the image of

(Γ1, Γ2) via this map by Γ . We have

∫

Γ

Ψμ

a∏

i=1

zmi−1
i dzi =

∫

Γ1

xm1+···+ma−1dx

∫

Γ2

Ψ ′
μ

a−1∏

i=1

ymi−1
i dyi.

Hence, if
∑

i mi �= 0, then the integral
∫

Γ1
xm1+···+ma−1dx becomes 0 for any

Γ1 which implies 1.
Let us make a brief remark on the proof of 2. The case a = 2 is reduced

to the case of the Euler B-function, and for a > 2, this is reduced to the
so-called Selberg integral due to A. Selberg [Sel] given as follows: For
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a, b, c ∈ C such that Rea,Reb > 0 and Rec > −min
{

1
n ,

Rea
n−1 ,

Reb
n−1

}
,

1
n!

∫

[0,1]n

n∏

i=1

xa−1
i (1− xi)b−1

∏

1≤i<j≤n

|xi − xj |2cdx1 · · · dxn

=
n∏

j=1

Γ (a+ (j − 1)c)Γ (b+ (j − 1)c)Γ (jc+ 1)
Γ (a+ b+ (n+ j − 2)c)Γ (c+ 1)

.

For some proofs of this formula, see, e.g., [AAR]. This implies 2. for some
μ ∈ C. An analytic continuation of this formula is given by A. Tsuchiya and
Y. Kanie [TK2] by showing that a non-trivial twisted cycle exists if 1

2μ
2 ∈ Ωa.

For detail, the reader may consult, e.g., [TK2], [AK] and [OT]. �

8.4.4 Jack Symmetric Polynomials

Let Λn := C[x1, · · · , xn]Sn be the C-algebra of the symmetric polynomials
in independent variables x1, · · · , xn.

The ring Λn admits various basis indexed by partitions. A partition I

is a decreasing sequence I = (i1, i2, · · · , in) of non-negative integers; i1 ≥
i2 ≥ · · · ≥ in ≥ 0. The sum of ik’s is the weight of I denoted by |I|, i.e.,
|I| :=

∑n
k=1 ik. Given a partition I = (i1, i2, · · · , in), its conjugate partition

I
′ is defined by I

′ = (i′1, i
′
2, · · · , i′n), where i′k := �{j|ij ≥ k}. The set of the

partitions will be denoted by P.
The non-zero ik are called parts of I and the number of parts is the length

l(I) of I. If I has mr parts equal to r, we may also write I = (1m12m2 · · · ).
The dominance ordering in P is a partial ordering defined as follows:

I � J ⇐⇒ |I| = |J| and i1 + · · ·+ ik ≤ j1 + · · ·+ jk (∀k).

Notice that for I, J ∈ P, it can be shown that

I � J ⇐⇒ J
′ � I

′.

Recall the following basic elements of Λn: the monomial symmetric func-
tion, the elementary symmetric function and the power sum. For a partition
I with l(I) ≤ n, the monomial symmetric function mI(x1, · · · , xn) is defined
by

mI(x1, · · · , xn) :=
∑

(γ1,··· ,γn)

xγ1
1 · · ·xγn

n ,

where (γ1, · · · , γn) in the right-hand side runs over all of the distinct per-
mutations of I = (i1, i2, · · · , i�). For r ∈ Z>0, the elementary symmetric
function er(x1, · · · , xn) and the power sum pr(x1, · · · , xn) are defined by



8.4 Jack Symmetric Polynomials and Singular Vectors 293

er(x1, · · · , xn) := m(1r)(x1, · · · , xn) and pr(x1, · · · , xn) := m(r1)(x1, · · · , xn),
namely,

er(x1, · · · , xn) =
∑

k1<···<kr

xk1 · · ·xkr , pr(x1, · · · , xn) =
n∑

k=1

xr
k.

For a partition I ∈ P, we set eI := ei1ei2 · · · ein . Notice that

eI′ = mI +
∑

J≺I

aI,JmJ

for suitable coeficients aI,J.
The Jack symmetric polynomials are characterised as eigenfunctions of

the following differential operator (the Laplace−Beltrami operator): for
α ∈ C, set

D(α) :=
α

2

n∑

k=1

x2
k

∂2

∂x2
k

+
∑

1≤k �=l≤n

x2
k

xk − xl

∂

∂xk
. (8.26)

Theorem 8.5 For each partition I with l(I) ≤ n, there uniquely exists a
symmetric polynomial JI(x1, · · · , xn;α) ∈ Λn with parameter α such that

1. JI(x1, · · · , xn;α) is an eigenfunctions of D(α), i.e,

D(α)JI(x1, · · · , xn;α) = eI(α)JI(x1, · · · , xn;α). (8.27)

Here, the eigenvalue eI(α) is given by

eI(α) =
α

2

�∑

k=1

ik(ik − 1) +
�∑

k=1

(n− k)ik. (8.28)

2.
JI(x1, · · · , xn;α) =

∑

J�I

aI,JmJ(x1, · · · , xn), (8.29)

where aI,J ∈ C (depending on α) and, in particular, aI,I = 1.

The polynomial JI(x1, · · · , xn;α) is called the Jack symmetric polynomial
indexed by I with a parameter α ∈ C.

For an outline of the proof of this theorem, see [Mac1]. The explicit form
of the eigenvalue eI(α) follows from [Mac2] (Example 3 in Section 3 and
Example 2 in Section 4 of Chapter VI).

Remark 8.6 The Jack symmetric polynomial JI specialises to some well-
known classical polynomial for particular α:

1. for α = 0, JI(x1, · · · , xn; 0) = eI′(x1, · · · , xn) where I
′ is the conjugate

partition to I,
2. for α = 1

2 , they are the zonal spherical functions on GLn(H)/U(n,H),
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3. for α = 1, this is the Schur polynomial sI(x1, · · · , xn),
4. for α = 2, they are the zonal spherical functions on GLn(R)/O(n), and
5. for α �→ ∞, they reduce to the monomial symmetric polynomial

mI(x1, · · · , xn).

8.4.5 Singular Vectors of Fock Modules

Throughout this subsection, suppose that a, b ∈ Z>0 and t ∈ C
∗. We further

suppose that λ, η and μ satisfy (8.22) and μ =
√

2t
1
2 .

Let Pa,b(a−1, a−2, · · · , a−n; t) ∈ C[a−1, · · · , a−n] be the polynomial de-
fined by

SΓ (
√

2t
1
2 ; a, b)(1⊗ 1η) = Pa,b(a−1, a−2, · · · , a−n; t)⊗ 1η+aμ,

where SΓ (
√

2t
1
2 ; a, b) is the screening operator. In this subsection, we show

that Pa,b(a−1, a−2, · · · , a−n; t) can be expressed in terms of the Jack sym-
metric polynomials.

By the formula (8.20), we have

Kμ(z1, · · · , za)(1⊗ 1η)

=
∏

1≤i<j≤a

(zi − zj)μ2
a∏

i=1

z
− 1

2 (a−1)μ2

i

a∏

i=1

exp

(

μ

∞∑

k=1

a−k

k
zk
i

)

1η+aμ,

which implies

Pa,b(a−1, · · · , a−n; t)

=
∫

Γ

∏

1≤i<j≤a

(zi − zj)2t
a∏

i=1

z
−(a−1)t−b−1
i exp

(
√

2t
1
2

∞∑

k=1

a−k

k
zk
i

)

dzi.

In order to relate Pa,b(a−1, · · · , a−n; t) with symmetric polynomials, we
consider the isomorphism of C-algebras

ιn : Λn → C[a−1, · · · , a−n]; pr(x1, · · · , xn) �→ (−1)r−1
√

2t
1
2 a−r (1 ≤ r ≤ n).

Recall that Ωa is the set defined in (8.23).

Theorem 8.6 Suppose that a and b satisfy ab ≤ n. If t ∈ Ωa, then the
following equality holds up to a scalar multiple:

Pa,b(a−1, · · · , a−n; t) = ιn(J(ab)(x1, · · · , xn; t)).

Below, we set I := (ab) for simplicity. Setting
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E(z) :=
n∑

r=0

er(x1, · · · , xn)zr =
n∏

k=1

(1 + xkz),

we have

ιn(E(z)) = exp

(
√

2t
1
2

∞∑

k=1

bk
k
zk

)

,

where bk∈C[a−1, · · ·, a−n] are defined by ιn(pk(x1, · · ·, xn))=(−1)k−1
√

2t
1
2 bk.

Notice that bk = a−k for 0 < k ≤ n. Since the degree of Pa,b is at most n by
hypothesis, we see that

∫

Γ

∏

1≤i<j≤a

(zi − zj)2t
a∏

i=1

z
−(a−1)t−b−1
i exp

(
√

2t
1
2

∞∑

k=1

a−k

k
zk
i

)

dzi

=
∫

Γ

∏

1≤i<j≤a

(zi − zj)2t
a∏

i=1

z
−(a−1)t−b−1
i exp

(
√

2t
1
2

∞∑

k=1

bk
k
zk
i

)

dzi.

Hence, to prove Theorem 8.6, it is enough to show the following proposition:

Proposition 8.7 Suppose that a satisfies a ≤ n. If t ∈ Ωa, then

JI(x1, · · · , xn; t) = Ca(t)−1

∫

Γ

∏

1≤i<j≤a

(zi − zj)2t
a∏

i=1

z
−(a−1)t−b−1
i E(zi)dzi,

(8.30)
where Γ is the twisted cycle given by Theorem 8.4, and Ca(t) is the constant
that appeared in the right-hand side of (8.25), namely,

Ca(t) :=
1

Γ (a)

a−1∏

i=1

Γ ((i− a)t)Γ ((i+ 1)t+ 1)
Γ (t+ 1)

.

For simplicity, we denote the integrand in the right-hand side of (8.30) by
Φt = Φt(z1, · · · , za, x1, · · · , xn), i.e.,

Φt :=
∏

1≤i<j≤a

(zi − zj)2t
a∏

i=1

z
−(a−1)t−b−1
i E(zi)

and denote dz1 · · · dzn by dz. We first show that integral
∫

Γ
Φtdz satisfies the

condition (8.29).

Lemma 8.11. ∫

Γ

Φtdz =
∑

J�I

cJmJ(x1, · · · , xk), (8.31)

where cJ ∈ C (depends on t) and cI = Ca(t).

Proof. By Theorem 8.4.1., we have
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∫

Γ

∏

1≤i<j≤a

(zi−zj)2t
a∏

i=1

z
−(a−1)t−b−1
i E(zi)dzi =

∑

J

c′
J
eJ(x1, · · · , xn) (8.32)

where J runs over the set {K ∈ Pab||K| ≤ a} and Pab is the set of the
partitions of ab. Since I = (ab), by definition, I

′ � J
′ holds. Moreover,

eJ(x1, · · · , xk) can be expressed as

eJ(x1, · · · , xk) =
∑

K�J′

cJ,KmK(x1, · · · , xn)

where cJ,J′ = 1. Hence, (8.31) holds. By Theorem 8.4.2., we have cI = Ca(t).
�

Thus, by Theorem 8.5 and Lemma 8.11, it suffices to show that
∫

Γ
Φtdz

is an eigenfunction of the differential operator D(t) with eigenvalue eI(t) =
1
2ab{(a− 1)t+ 2n− b− 1}.

For polynomials f and g in variables z1, · · · , za, x1, · · · , xn, we set

f ≡ g ⇔
∫

Γ

fΦtdz =
∫

Γ

gΦtdz.

Let us denote the total derivative with respect to z1, · · · , za by dz.
We show three technical lemmas. The first lemma is

Lemma 8.12.
a∑

i=1

n∑

k=1

1
1 + xkzi

≡ a(n− b).

Proof. We compute dz((−1)i−1ziΦtdz1 · · · d̂zi · · · dza), where d̂zi means dzi

should be omitted. Indeed,

dz((−1)i−1ziΦtdz1 · · · d̂zi · · · dza)

=

⎧
⎨

⎩
−2t

∑

j(j<i)

zi

zj − zi
+ 2t

∑

j(j>i)

zi

zi − zj
− (a− 1)t− b+

∑

k

xkzi

1 + xkzi

⎫
⎬

⎭
Φtdz

=

⎧
⎨

⎩
2t

∑

j(j �=i)

zi

zi − zj
− (a− 1)t− b+ n−

∑

k

1
1 + xkzi

⎫
⎬

⎭
Φtdz.

Here and after,
∑

j (resp.
∑

k) for the subscript j (resp. k) of z1, · · · , za (resp.
x1, · · · , xn) means the sum over 1 ≤ j ≤ a (resp. 1 ≤ k ≤ n). By summing
up for i and using the formula
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∑

i,j(i �=j)

zi

zi − zj
=

∑

i,j(i<j)

(
zi

zi − zj
+

zj

zj − zi

)

=
a(a− 1)

2
,

we have

dz

{
∑

i

(−1)i−1ziΦtdz1 · · · d̂zi · · · dza

}

=

⎧
⎨

⎩
a(−b+ n)−

∑

i,k

1
1 + xkzi

⎫
⎬

⎭
Φtdz,

and thus, the lemma holds. �

Let us show the second lemma.

Lemma 8.13.

∑

1≤i<j≤a

n∑

k=1

2t
(1 + xkzi)(1 + xkzj)

−
a∑

i=1

∑

1≤k<l≤n

2
(1 + xkzi)(1 + xlzi)

≡ {(a− 1)t− n+ b+ 1}
a∑

i=1

n∑

k=1

1
1 + xkzi

.

Proof. We compute dz((−1)i−1zi(1 + xkzi)−1Φtdz1 · · · d̂zi · · · dza). By direct
computation,

dz

{
(−1)i−1zi

1 + xkzi
Φtdz1 · · · d̂zi · · · dza

}

=
1

1 + xkzi
dz((−1)i−1ziΦtdz1 · · · d̂zi · · · dza)− xkzi

(1 + xkzi)2
Φtdz

=
1

1 + xkzi

⎧
⎨

⎩
2t

∑

j(j �=i)

zi

zi − zj
− (a− 1)t− b+ n− 1−

∑

l(l �=k)

1
1 + xlzi

⎫
⎬

⎭
Φtdz.

By summing up for i and using the formula

∑

i,j(i �=j)

zi

(1 + xkzi)(zi − zj)
=

∑

i,j(i<j)

{
zi

(1 + xkzi)(zi − zj)
+

zj

(1 + xkzj)(zj − zi)

}

=
∑

i,j(i<j)

1
(1 + xkzi)(1 + xkzj)

,

we have
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dz

{
∑

i

(−1)i−1zi

1 + xkzi
Φtdz1 · · · d̂zi · · · dza

}

=

⎧
⎨

⎩

∑

i,j(i<j)

2t
(1 + xkzi)(1 + xkzj)

+ {n− (a− 1)t− b− 1}
∑

i

1
1 + xkzi

−
∑

i

∑

l(l �=k)

1
(1 + xkzi)(1 + xlzi)

⎫
⎬

⎭
Φtdz.

By summing up for k, we obtain the lemma. �

We show the third lemma.

Lemma 8.14.

D(t)Φt =

[

t

{
a(a− 1)n

2
− (a− 1)

a∑

i=1

n∑

k=1

1
1 + xkzi

+
∑

1≤i<j≤a

n∑

k=1

1
(1 + xkzi)(1 + xkzj)

}

+
n(n− 1)a

2
−

a∑

i=1

∑

1≤k<l≤n

1
(1 + xkzi)(1 + xlzi)

⎤

⎦Φt,

(8.33)

where D(t) is the differential operator defined by (8.26).

Proof. Notice that

∂

∂xk
Φt =

(
∑

i

zi

1 + xkzi

)

Φt,
∂2

∂x2
k

Φt =

⎛

⎝
∑

i,j(i �=j)

zizj

(1 + xkzi)(1 + xkzj)

⎞

⎠Φt.

Hence, by setting

Ak :=
∑

i,j(i �=j)

x2
kzizj

(1 + xkzi)(1 + xkzj)
, Bi :=

∑

k,l(k �=l)

x2
kzi

(xk − xl)(1 + xkzi)
,

we have D(t)Φt = { t
2

∑
k Ak +

∑
i Bi}Φt. Thus, the lemma follows from the

following computation:
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Ak =
∑

i,j(i �=j)

{

1− 1
1 + xkzi

− 1
1 + xkzj

+
1

(1 + xkzi)(1 + xkzj)

}

= a(a− 1)− (a− 1)
∑

i

2
1 + xkzi

+
∑

i,j(i<j)

2
(1 + xkzi)(1 + xkzj)

,

Bi =
∑

k,l(k<l)

{
x2

kzi

(xk − xl)(1 + xkzi)
+

x2
l zi

(xl − xk)(1 + xlzi)

}

=
∑

k,l(k<l)

{

1− 1
(1 + xkzi)(1 + xlzi)

}

=
n(n− 1)

2
−

∑

k,l(k<l)

1
(1 + xkzi)(1 + xlzi)

. �

Proof of Proposition 8.7. Finally, we show that
∫

Γ
Φtdz is an eigen-

function of D(t). Lemma 8.13 implies that the factor

t

⎧
⎨

⎩

a(a− 1)n
2

− (a− 1)
a∑

i=1

n∑

k=1

1
1 + xkzi

+
∑

1≤i<j≤a

n∑

k=1

1
(1 + xkzi)(1 + xkzj)

⎫
⎬

⎭

+
n(n− 1)a

2
−

a∑

i=1

∑

1≤k<l≤n

1
(1 + xkzi)(1 + xlzi)

in the right-hand side of (8.33) is equivalent to

ta(a− 1)n
2

+
n(n− 1)a

2
− 1

2
{(a− 1)t+ n− b− 1}

a∑

i=1

n∑

k=1

1
1 + xkzi

.

By Lemma 8.12, this is equivalent to 1
2ab{(a − 1)t + 2n − b − 1}, which is

equal to eI(t) with I = (ab). Hence, we obtain

D(t)

∫

Γ

Φdz = eI(t)
∫

Γ

Φdz

and thus, we complete the proof of Proposition 8.7. �

The next theorem is the main result of this subsection:

Theorem 8.7 Suppose that a and b satisfy ab ≤ n. Then, for any t ∈ C
∗,

ιn(J(ab)(x1, · · · , xn; t))⊗ 1η+aμ ∈ Fη+aμ
λ

is a singular vector of level ab.

Proof. By Theorem 8.6 and Corollary 8.1, the statements holds for t ∈ Ωa.
We show that the theorem holds for t ∈ C

∗ \Ωa.
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Let {aI ⊗ 1η+aμ|I ∈ Pab} be a basis of (Fη+aμ
λ )hη+aμ

λ +ab, where aI is given
by (4.5). By the definition of Vir-action on Fock modules, the condition that∑

I∈Pab
cIaI ⊗ 1η+aμ is a singular vector is a linear equation with respect

to {cI|I ∈ Pab} with coefficients in C[t
1
2 , t−

1
2 ]. Hence, we may assume that

cI ∈ C[t
1
2 , t−

1
2 ]. On the other hand, for t ∈ Ωa, cI is given by the coefficient of

aI in ιn(J(ab)(x1, · · · , xn; t)). Since Ωa is Zariski dense in C
∗, we may conclude

that the theorem holds for any t ∈ C
∗. �

8.5 Spaces of Semi-infinite Forms and Fock Modules

Let Va,b be the g-module defined in (1.11). Here and after, we simply denote
by V �

a,b its restricted antipode dual (Definition 1.21). Then, one can define the
‘natural action’ of the Virasoro algebra with non-trivial central charge on the
space of semi-infinite forms

∧∞
2 +•

V �
a,b, whose structure was investigated by

B. Feigin and D. Fuchs in [FeFu4]. In fact, certain submodules of
∧∞

2 +•
V �

a,b

are isomorphic to Fock modules studed in this chapter. In this section, we
will establish the isomorphisms between these modules via Fock modules over
the Clifford Lie superalgebra.

8.5.1 Space of Semi-infinite Forms

Here, we introduce the space of semi-infinite forms
∧∞

2 +•
V �

a,b and discuss
its natural g-module structure. We first recall that Va,b :=

⊕
n∈Z

Cvn is the
g-module defined by

Ls.vn = (as+ b− n)vn+s (s ∈ Z), C.vn = 0.

Then, g acts on the restricted antipode dual (Va,b)�a as follows: let {v′n}n∈Z

be the dual basis of {vn}n∈Z, and

Lsv
′
n = {−(a+ 1)s− b+ n}v′n−s, C.v′n = 0. (8.34)

The space of semi-infinite forms
∧∞

2 +•
V �

a,b is defined as the space
spanned by formal semi-infinite exterior products

v′i1 ∧ v
′
i2 ∧ v

′
i3 ∧ · · · (i1, i2, · · · ∈ Z)

with the boundary condition in+1 = in − 1 for n' 0. More precisely,
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∧∞
2 +•

V �
a,b =

⊕

i1>i2>···
in+1=in−1(n�0)

Cv′i1 ∧ v
′
i2 ∧ v

′
i3 ∧ · · · .

For each i ∈ Z, we set

∧∞
2 +i

V �
a,b :=

⊕

i1>i2>i3>···
in=i−n(n�0)

Cv′i1 ∧ v
′
i2 ∧ v

′
i3 ∧ · · · ..

By definition,
∧∞

2 +•
V �

a,b =
⊕

i∈Z

∧∞
2 +i

V �
a,b, and we define ui ∈

∧∞
2 +i

V �
a,b

as follows:
ui := v′i−1 ∧ v′i−2 ∧ v′i−3 ∧ · · · . (8.35)

As we will see in the next subsection, the space of semi-infinite forms∧∞
2 +•

V �
a,b equips with the next ‘natural’ g-module structure:

Ls.(v′i1 ∧ v
′
i2 ∧ · · · ) :=

∞∑

k=1

v′i1 ∧ v
′
i2 ∧ · · · ∧ Ls.v

′
ik
∧ · · · (for s �= 0). (8.36)

However, for L0, the above ‘natural’ action is not a finite sum, thus, it is not
obvious whether there exists a g-module structure which satisfies (8.36) or
not.

Later, we will show the existence of such a g-action by means of Fock
modules over a Clifford algebra. Here, assuming its existence, we compute the
actions of L0 and C by using commutation relations of g. By [L1, L−1] = 2L0

and [L2, L−2] = 4L0 + 1
2C, we have

L0ui =
1
2
L1L−1ui = −1

2
(a− b+ i)(a+ b− i+ 1)ui (8.37)

and C.ui = −(12a2 + 12a+ 2)ui.

8.5.2 Clifford Algebra and Fermionic Fock Modules

Definition 8.5 Let C be the vector superspace
⊕

m∈Z

Cϕm ⊕
⊕

m∈Z

Cϕ†
m ⊕ CKC

with the parity |ϕm| = |ϕ†
m| = 1̄, |K| = 0̄, endowed with the Lie superbracket

[·, ·] (see § C.4.1) defined by

[ϕm, ϕn] = 0 = [ϕ†
m, ϕ

†
n], [ϕm, ϕ

†
n] = δm+n,0KC , [C,KC ] = {0}.
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The quotient algebra U(C)/〈KC − 1〉 is called a Clifford algebra, where
〈KC − 1〉 signifies the two-sided ideal of U(C) generated by KC − 1.

Let us introduce the module FC over C called a fermionic Fock module.
We set

C≥ :=
⊕

m∈Z>0

Cϕm ⊕
⊕

m∈Z≥0

Cϕ†
m ⊕ CKC ,

and introduce a one-dimensional C≥-module C1C as follows:

|1C | := 0̄, ϕm.1C := 0 (m > 0), ϕ†
m.1C := 0 (m ≥ 0), KC .1C := 1C .

The fermionic Fock module FC is the following induced representation:

FC := IndC
C≥C1C .

Next, let us introduce a vertex superalgebra (VSA) structure on FC .
We simply denote 1⊗ 1C ∈ FC by |0〉C .

Definition 8.6 (Vacuum vector) |0〉C.
(Translation operator) T.|0〉C = 0,

[T, ϕm] := −(m− 1)ϕm−1, [T, ϕ†
m] := −mϕ†

m−1.

(Vertex operators) Y (|0〉C , z) := idFC ,

Y (ϕ0.|0〉C , z) := ϕ(z), Y (ϕ†
−1.|0〉C , z) := ϕ†(z),

where
ϕ(z) :=

∑

m∈Z

ϕmz
−m, ϕ†(z) :=

∑

m∈Z

ϕ†
mz

−m−1.

A super version of Theorem C.1 implies that the above data uniquely de-
termine a VSA structure on FC.

The fermionic Fock module equips with the g-module structure given as
follows: For a, b ∈ C, we set

T C
a,b(z) := (1 + a)◦◦∂ϕ(z)ϕ†(z)◦◦ + a◦◦ϕ(z)∂ϕ†(z)◦◦

+ (a− b)z−1◦
◦ϕ(z)ϕ†(z)◦◦ −

1
2
(a− b)(a+ b+ 1)z−2idFC ,

(8.38)

where the normal order ◦
◦ · ◦◦ is defined as in Definition C.4. By direct com-

putation, one can check

T C
a,b(z)T

C
a,b(w) ∼ −(6a2 + 6a+ 1)idFC

(z − w)4
+

2T C
a,b(w)

(z − w)2
+
∂T C

a,b(w)
z − w

.
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This operator product expansion implies

Lemma 8.15. The following map defines g-module structure on FC:
∑

s∈Z

Lsz
−s−2 �−→ T C

a,b(z), C �−→ −(12a2 + 12a+ 2)idFC . (8.39)

When we regard the C-module FC as g-module via the above action, we
denote it by FC

a,b. The actions of Ls (s �= 0), L0 and C on FC
a,b can be written

as follows:

Ls �→ −
∑

m∈Z

{(a+ 1)s+ b−m}ϕs−mϕ
†
m

L0 �→−
∑

m∈Z≥0

(b−m)ϕ−mϕ
†
m+

∑

m∈Z>0

(b−m)ϕ†
mϕ−m−

(a− b)(a+ b+ 1)
2

idFC

C �→ −(12a2 + 12a+ 2)idFC .

(8.40)

Remark 8.7 In the case where a = 1 and b = 0, the g-module V1,0 is
isomorphic to its adjoint representation on g/CC. In particular, the pair(
−1

2 (a− b)(a+ b+ 1),−(12a2 + 12a+ 2)
)

which appears in the correction
term of the above formula specialises to (−26,−1) = (−γ(C),−γ(L0)), where
γ is the semi-infinite character of g given in (7.11). For a relation between a
semi-infinite character and fermionic Fock modules, see [IK8].

For later use, let us introduce some notation. Notice that

FC =
⊕

s,t∈Z≥0
0≤m1<···<ms
0<n1<···<nt

Cϕ−ms · · ·ϕ−m1ϕ
†
−nt

· · ·ϕ†
−n1

.|0〉C

by the PBW theorem. For each i ∈ Z, we set

FC(i) :=
⊕

s,t∈Z≥0,s−t=i
0≤m1<···<ms
0<n1<···<nt

Cϕ−ms · · ·ϕ−m1ϕ
†
−nt

· · ·ϕ†
−n1

.|0〉C . (8.41)

Moreover, we define a vector |i〉C ∈ FC(i) as follows:

|i〉C :=

⎧
⎪⎨

⎪⎩

ϕ−i+1 · · ·ϕ0.|0〉C (i > 0)
|0〉C (i = 0)
ϕ†

i · · ·ϕ
†
−1.|0〉C (i < 0)

. (8.42)

By definition, FC(i) is a g-submodule of FC . We denote it by FC
a,b(i).
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8.5.3 Isomorphism between
∧∞

2 +•
V �

a,b and FC
a,b

In this subsection, we will show that
∧∞

2 +•
V �

a,b and FC
a,b are isomorphic as

C-module. Such an isomorphism induces a g-module structure on
∧∞

2 +•
V �

a,b

from the action on FC
a,b defined by (8.39). It turns out that this g-action on

∧∞
2 +•

V �
a,b is nothing but the ‘natural action’ (8.36).

We first introduce some notation in order to regard the space
∧∞

2 +•
V �

a,b

as C-module. For x ∈ V �
a,b and y ∈ Va,b, we define ε(x) and ι(y) ∈

End(
∧∞

2 +•
V �

a,b) as follows:

ε(x).(v′i1 ∧ v
′
i2 ∧ · · · ) := x ∧ v′i1 ∧ v

′
i2 ∧ · · · ,

ι(y).(v′i1 ∧ v
′
i2 ∧ · · · ) :=

∞∑

k=1

(−1)k−1〈y, v′ik
〉v′i1 ∧ v

′
i2 ∧ · · · ∧ v̂′ik

∧ · · · ,
(8.43)

where 〈·, ·〉 : Va,b × V �
a,b → C signifies the dual pairing, and v̂′ik

means that
v′ik

should be omitted.

Lemma 8.16. The space
∧∞

2 +•
V �

a,b becomes a C-module via the following
map:

ϕk �→ ε(v′−k), ϕ†
l �→ ι(vl), KC �→ id∧∞

2 +•V �
a,b
. (8.44)

Proof. By direct computation, one can show

ε(v′k)ε(v′l) + ε(v′l)ε(v
′
k) = 0 = ι(vk)ι(vl) + ι(vl)ι(vk),

ε(v′k)ι(vl) + ι(vl)ε(v′k) = δk,lid∧∞
2 +•V �

a,b
. �

Proposition 8.8 There exists the following isomorphism of C-modules:

FC �
∧∞

2 +•
V �

a,b (|0〉C �−→ u0) (8.45)

where the vector u0 is defined as in (8.35).

Proof. We have ϕm.u0 := 0 (m > 0), ϕ†
m.u0 := 0 (m ≥ 0) and KC .u0 :=

u0. Hence, the universality of FC implies that the surjective homomorphism
FC →

∧∞
2 +•

V �
a,b (|0〉C �−→ u0) of C-modules exists. Since FC is irreducible,

this homomorphism is injective. �

The g-action (8.39) on FC = FC
a,b induces a g-action on

∧∞
2 +•

V �
a,b via the

isomorphism (8.45).
Finally, we show that the above g-action on

∧∞
2 +•

V �
a,b coincides with the

‘natural’ g-action (8.36). Indeed, for s �= 0, by (8.40), we have
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Ls.(v′i1 ∧ v
′
i2 ∧ · · · ) =

∞∑

k=1

{−(a+ 1)s− b+ ik}v′i1 ∧ v
′
i2 ∧ · · · ∧ v

′
ik−s ∧ · · ·

=
∞∑

k=1

v′i1 ∧ v
′
i2 ∧ · · · ∧ Ls.v

′
ik
∧ · · ·

(8.46)

where Ls.v
′
ik

is given by (8.34). Thus, the action of g on
∧∞

2 +•
V �

a,b coincides
with (8.36).

By definition, the subspace FC
a,b(i) of FC

a,b is a g-submodule. Hence, for
any a, b ∈ C and i ∈ Z,

FC
a,b(i) �

∧∞
2 +i

V �
a,b (8.47)

as g-module.
The following theorem is the main result of this section:

Theorem 8.8 For any λ, η ∈ C and i ∈ Z, there exists an isomorphism of
g-modules

∧∞
2 +i

V �

λ− 1
2 ,λ−η− 1

2
� Fη+i

λ .

Remark 8.8 1. By Remark 1.7 and the above theorem, the central charge
of the Vir-action on

∧∞
2 +•(C[t, t−1](dt)a)� is given by −(12a2 − 12a +

2) = −12B2(a), where Bn(x) ∈ C[x] (n ∈ Z≥0) is the nth Bernoulli
polynomial (cf. [AAR]) defined by

text

et − 1
=
∑

n≥0

Bn(x)
tn

n!
.

2. Let C be a genus g (≥ 2) compact Riemann surface and λn (n ∈ Z>0) the
determinant line bundle of the vector bundle on (a compactification of) the
moduli space of stable curves of genus g. By Theorem 5.10 of [Mum] due
to D. Mumford, one concludes that c1(λn) = (6n2 − 6n + 1)c1(λ1). Two
appearances of the 2nd Bernoulli polynomial B2 are not a coincidence. In
fact, some relations between these two formulae were explained in [ADKP],
[BMS], [BS] and [Kon].

8.5.4 Boson−Fermion Correspondence

In this subsection, we prove Theorem 8.8 via the boson−fermion correspon-
dence. By the isomorphism (8.47), it suffices to show

Proposition 8.9 For any λ, η ∈ C i ∈ Z, there exists an isomorphism of
g-modules:

FC
λ− 1

2 ,λ−η− 1
2
(i) � Fη+i

λ .
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As a preliminary step, we show the existence of an isomorphism of H-
modules between the above spaces. To do this, let us introduce an H-module
structure on FC(i). Set

aCη(z) := ◦
◦ϕ(z)ϕ†(z)◦◦ + ηz−1idFC . (8.48)

Then, the operator product expansion

aCη(z)aCη(w) ∼ 1
(z − w)2

holds. Hence, we have

Lemma 8.17. For any η ∈ C and i ∈ Z, FC(i) becomes an H-module via
the following map:

∑

s∈Z

asz
−s−1 �−→ aCη(z), KH �→ idFC(i). (8.49)

Proposition 8.10 For any η ∈ C and i ∈ Z, there exists an isomorphism of
H-modules:

FC(i) � Fη+i.

Proof. Since a0 =
∑

m≤0 ϕmϕ
†
−m−

∑
m>0 ϕ

†
−mϕm+ηidFC , we have a0.|i〉C =

(η + i)|i〉C . Similarly, one can show H+.|i〉C = {0} and KH.|i〉C = |i〉C , thus,
by the universality of Fη+i, we obtain the homomorphism

ρη,i : Fη+i −→ FC(i) (|η + i〉 �→ |i〉C)

of H-modules. Since Fη+i is an irreducible H-module, the map ρη,i is injec-
tive. We show that it is surjective.

Let us introduce Z≥0-gradations of Fη+i and FC(i) as follows:

1. deg(a−ms · · · a−m1 |η + i〉) := 1
2 i(i− 1) +

∑s
k=1 mk,

2. deg(ϕ−ms · · ·ϕ−m1ϕ
†
−nt

· · ·ϕ†
−n1
|0〉C) :=

∑s
i=1 mk +

∑t
k=1 nk.

Notice that they coincide with the L0-eigenvalue when (λ, η) = (1
2 , 0) and

(a, b) = (0, 0). We denote the graded subspaces of Fη+i and FC(i) of degree
k by (Fη+i)k and FC(i)k respectively.

Lemma 8.18. For any i ∈ Z and k ∈ Z≥0, dim(Fη+i)k = dimFC(i)k holds.

Proof. Let us consider generating functions

∑

i∈Z

∑

k∈Z≥0

dim(Fη)kziqk =
∑

i∈Z
q

1
2 i(i−1)zi

∏
n∈Z>0

(1− qn)
,

∑

i∈Z

∑

k∈Z≥0

dimFC(i)kziqk =
∏

n∈Z>0

(1 + zqn−1)(1 + z−1qn).



8.5 Spaces of Semi-infinite Forms and Fock Modules 307

By the Jacobi triple product identity (cf. (10.4)), these generating functions
coincide. Hence, the lemma holds. �

Notice that deg(|i〉C) = 1
2 i(i− 1), so we have

ρη,i((Fη+i)k) ⊂ FC(i)k.

Hence, Lemma 8.18 and the injectivety ρη,i imply Proposition 8.10. �

Proof of Proposition 8.9. By Proposition 8.10, it suffices to compare
the g-actions on Fη+i and FC(i), i.e., it is enough to show

1
2
◦
◦a

C
η(z)2◦◦ + λ∂za

C
η (z) = T C

λ− 1
2 ,λ−η− 1

2
(z). (8.50)

Here, we indicate briefly a proof of (8.50). Since aCη(z) = aC0 (z) + ηz−1idFC(i)

and
T C

λ− 1
2 ,λ−η− 1

2
(z) = T C

λ− 1
2 ,λ− 1

2
(z) + ηz−1aC0 (z) + hη

λz
−2idFC(i)

hold, it is sufficient to show the case η = 0. The case η = 0 (8.50) can be
proved by using the formula

◦
◦
◦
◦ϕ(z)ϕ†(z)◦◦

◦
◦ϕ(z)ϕ†(z)◦◦

◦
◦ = ◦

◦∂ϕ(z)ϕ†(z)◦◦ − ◦
◦ϕ(z)∂ϕ†(z)◦◦

and so on. Hence, Proposition 8.9 holds, and thus, Theorem 8.8 does. �

Remark 8.9 Here is a remark on an alternative proof of Proposition 8.9 via
vertex superalgebras. Let VZ be the lattice vertex superalgebra introduced in
§ 4.1.3. It is known that there exists an isomorphism ρ : FC � VZ of vertex
superalgebras (see Section 5.3.2 in [FB]). By setting

ωC
λ := {(λ+

1
2
)ϕ−1ϕ

†
−1 + (λ− 1

2
)ϕ0ϕ

†
−2}.|0〉C ,

one can directly check that T C
λ− 1

2 ,λ− 1
2
(z) = Y (ωC

λ, z) and ρ(ωC
λ) = ωλ, where

the vector ωλ ∈ VZ is given in (4.1). Hence, ρ is an isomorphism of g-modules
(cf. Section 5.3.4 in [FB]). Recalling VZ =

⊕
i∈Z
F i, we have

ρ : FC
λ− 1

2 ,λ− 1
2
�
⊕

i∈Z

F i
λ,

i.e., ρ is obtained as the direct sum of the isomorphisms in Proposition 8.9
with η = 0. Moreover, combining the isomorphism ρ with those of bosonic
Fock modules given in Proposition 4.2, Proposition 8.9 has been proved.
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8.6 Bibliographical Notes and Comments

In this chapter, we described the structure theorem of Fock modules over the
Virasoro algebra due to B. Feigin and D. Fucks [FeFu4]. To be precise, B.
Feigin and D. Fucks revealed the Virasoro module structure on the spaces
of semi-infinite forms, and we applied their arguments to the bosonic Fock
modules.

In § 3.3 and 3.4, motivated by [FeFu4], we reformulated the Jantzen fil-
tration of Fock modules, and here, using the Jantzen filtration, we simplified
arguments of B. Feigin and D. Fucks. In particular, thanks to Proposition 3.9,
we reduced the proofs of the structure theorem related with contragredient
Verma modules to those related with Verma modules. The reader who reads
the original proof in [FeFu4] should notice some incorrect statements on the
structures of Fock modules in Case III+ (Class R− in this chapter).

In 1986, M. Wakimoto and H. Yamada [WY] found that the singular vector
of a Fock module over Vir for c = 1 can be expressed in terms of the Schur
polynomials. Since then, it was quite natural to expect that the singular
vector of a Fock module over Vir for general c can be expressed in terms of a
deformation of the Schur polynomials. In 1995, K. Mimachi and Y. Yamada
[MY] proved that this is indeed the case, i.e., they proved that the singular
vectors can be expressed in terms of the Jack symmetric polynomials, which
was explained in § 8.4.

We also proved that bosonic Fock modules and the spaces of semi-infinite
forms are isomorphic as modules of the Virasoro algebra. Here, we first showed
that fermionic Fock modules and spaces of semi-infinite forms are isomorphic.
As we have mentioned in Remark 8.8, this correspondence leads us to find
an interesting relation between the Virasoro algebra and (a compactification
of) the moduli space of stable curves of genus g (≥ 2). As M. Konstevich
[Kon] mentioned, it is an interesting question to study this relation from the
viewpoint of the representation theory.

Next, we constructed isomorphisms between bosonic Fock modules and
fermionic Fock modules via the so-called boson−fermion correspondence.
Combining these isomorphisms, we obtain an isomorphism of Virasoro mod-
ules between the spaces of semi-infinite forms and the bosonic Fock modules.
As far as the authors know, a reference on such isomorphisms does not exist,
though the isomorphisms seem to be well-known to experts.

8.A Appendix: Another Proof of Theorem 8.8

In this section, we give a direct proof of the g-isomorphism

∧∞
2 +0

V �

λ− 1
2 ,λ−η− 1

2
� Fη

λ
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in Theorem 8.8 by combinatorial arguments. To parameterise basis vectors
of

∧∞
2 +0

V �
a,b, we introduce

I0 := {(i1, i2, · · · )|i1 > i2 > · · · , in = −n (n' 0)},

and set v′I := v′i1 ∧ v′i2 ∧ v′i3 ∧ · · · for I := (i1, i2, · · · ) ∈ I0. Moreover, we
associate a diagram, called a Maya diagram, to each v′I . It is a sequence
of boxes indexed by Z, some of which boxes are filled with a particle. For
I = (i1, i2, · · · ) ∈ I0, we associate the following diagram to v′I :

�

i1

�

i2

�

i3

� �

· · ·
�

For example, v′I with I = (4, 1,−3,−4, · · · ) is represented by using

�

4

�

1

�

−3

�

−4

�

· · ·

We first introduce an H-module structure on the space
∧∞

2 +0
V �

a,b.

Lemma 8.19. For η ∈ C, H acts on the space
∧∞

2 +0
V �

a,b via

an.(v′i1 ∧ v
′
i2 ∧ · · · ) =

∞∑

k=1

v′i1 ∧ v
′
i2 ∧ · · · ∧

k

v′ik−n ∧ · · · (n �= 0),

a0 �→ ηid∧∞
2 +0 V �

a,b

, KH �→ id∧∞
2 +0 V �

a,b

.

Proof. It is convenient to use the following function: for I = (i1, i2, i3, · · · ) ∈
I0 and x ∈ Z, we set

P (I;x) :=

{
0 if il = x for some l ∈ Z>0

1 otherwise
.

Notice that, to show Lemma 8.19, it is enough to check that

aman − anam = mδm+n,0KH (8.51)

holds for m,n �= 0, since the other commutation relations [am, a0] = 0 and
[am,KH] = 0 obviously hold. Hence, we show (8.51) for m,n �= 0.

Suppose that m,n �= 0 and I = (i1, i2, · · · ) ∈ I0. By definition,
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aman.v
′
I =

∑

k �=l
ik−n �=il

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

+
∑

k

P (I; ik − n)v′i1 ∧ · · · ∧
k

v′ik−n−m ∧ · · · .

(8.52)

We divide the first term of the right-hand side as follows:

∑

k �=l
ik−n �=il

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

=
∑

k �=l
ik−n �=il
il−m �=ik

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

+
∑

k �=l
ik−n �=il
il−m=ik

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · · .

(8.53)

Here, we consider the following cases:

Case m + n �= 0 (m,n �= 0). In this case, if il −m = ik, then ik − n �= il.
Hence, the second term of the right-hand side of (8.53) is written as

∑

k �=l
ik−n �=il
il−m=ik

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

=
∑

k �=l
il−m=ik

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

= −
∑

k �=l
il−m=ik

v′i1 ∧ · · · ∧
k

v′il−m ∧ · · · ∧
l

v′ik−n ∧ · · ·

= −
∑

l

(1− P (I; il −m))v′i1 ∧ · · · ∧
l

v′il−n−m ∧ · · · .

Hence, we obtain
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aman.v
′
I =

∑

k �=l
ik−n �=il
il−m �=ik

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · ∧
l

v′il−m ∧ · · ·

−
∑

l

v′i1 ∧ · · · ∧
l

v′il−n−m ∧ · · ·

+
∑

l

P (I; il −m)v′i1 ∧ · · · ∧
l

v′il−n−m ∧ · · ·

+
∑

k

P (I; ik − n)v′i1 ∧ · · · ∧
k

v′ik−n−m ∧ · · · ,

(8.54)

and thus, (8.51) holds in this case.

Case m+n = 0 (m,n �= 0). In this case, ik−n = il if and only if il−m = ik.
Hence, we have

ama−m.v
′
I =

∑

k �=l
ik+m �=il

v′i1 ∧ · · · ∧
k

v′ik+m ∧ · · · ∧
l

v′il−m ∧ · · ·

+
∑

k

P (I; ik +m)v′i1 ∧ v
′
i2 ∧ v

′
i3 ∧ · · · ,

and thus,

[am, a−m].v′I =
∑

k

{P (I; ik +m)− P (I; ik −m)}v′I .

Hence, we have only to show
Lemma 8.20. For m ∈ Z \ {0}, the following holds:

∑

k

{P (I; ik +m)− P (I; ik −m)} = m. (8.55)

Proof. It is enough to prove for m > 0. We first consider the case m = 1.
Let I = (i1, i2, · · · ) ∈ I0 be a sequence such that i1 > i2 > · · · . There

exist s ∈ Z>0 and k1, k2, · · · , ks ∈ Z>0 such that

1. 1 = k1 < k2 < k3 < · · · < ks,
2. if ki < k < ki+1, then ik = iki − (k − ki),
3. iki−1 − 1 > iki ,
4. if k ≥ ks, then ik = iks − (k − ks) = −k.
In this case, v′I corresponds to the following Maya diagram




ik1


 · · · 
 


ik2−1


 


ik2


 · · · 
 


ik3−1

· · · 


iks


 


.



312 8 Fock Modules

Since by definition

P (I; ik + 1)− P (I; ik − 1)

=

⎧
⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎩

1 ik−1 − 1 �= ik ∧ ik − 1 = ik+1, i.e., �

ik

�

−1 ik−1 − 1 = ik ∧ ik − 1 �= ik+1, i.e., �

ik

�

0 otherwise

,

we have
kl+1−1∑

k=kl

{P (I; ik + 1)− P (I; ik − 1)} = 0

for l = 1, 2, · · · , s− 1. Hence, (8.55) for m = 1 is given as follows:
∑

k∈Z>0

{P (I; ik + 1)− P (I; ik − 1)} =
∑

k≥ks

{P (I; ik + 1)− P (I; ik − 1)}

= P (I; iks + 1)− P (I; iks − 1)
= 1,

and the lemma for m = 1 has been proved.
In the case m > 1, for each r such that 0 ≤ r < m, we set

Ir := (i
n

(r)
1
, i

n
(r)
2
, i

n
(r)
3
, · · · )

where n
(r)
1 , n

(r)
2 , · · · ∈ Z such that n(r)

1 < n
(r)
2 < · · · , i

n
(r)
l
≡ r (mod m) for

l ∈ Z>0, and

I =
m−1⊔

r=0

Ir

holds. Here and after, I is regarded not only as a sequence of integers but
also as a subset of Z. Then, the left-hand side of (8.55) can be written as
follows:

m−1∑

r=0

∑

l∈Z>0

{P (Ir; in(r)
l

+m)− P (Ir; in(r)
l
−m)}.

Similarly to the case m = 1, for each r, we have

P (Ir; in(r)
l

+m)− P (Ir; in(r)
l
−m)

=

⎧
⎪⎪⎨

⎪⎪⎩

1 i
n

(r)
l−1
−m �= i

n
(r)
l
∧ i

n
(r)
l
−m = i

n
(r)
l+1

−1 i
n

(r)
l−1
−m = i

n
(r)
l
∧ i

n
(r)
l
−m �= i

n
(r)
l+1

0 otherwise

,
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and thus, ∑

l∈Z>0

{P (Ir; in(r)
l

+m)− P (Ir; in(r)
l
−m)} = 1.

Hence, Lemma 8.20 follows. �

We have completed the proof of Lemma 8.19. �

Next, we show the following isomorphism:

Proposition 8.11 For any η ∈ C, as H-module,
∧ ∞

2 +0V �
a,b � F

η. (8.56)

Proof. Let u0 ∈
∧∞

2 +0
V �

a,b be the vector introduced in (8.35). One can im-
mediately show an.u0 = 0 (n > 0), a0.u0 = ηu0, KH.u0 = u0. Hence, there
exists the H-homomorphism

ρη : Fη −→
∧∞

2 +0
V �

a,b (|η〉 �−→ u0),

which is injective since Fη is irreducible. Hence, we show the surjectivity.
Let (Fη)k be the graded subspace of degree k with respect to the Z≥0-

gradation on Fη introduced in the proof of Proposition 8.10. Notice that
dim(Fη)k = p(k), where p(k) is the partition number of k ∈ Z≥0. We further
introduce a Z≥0-gradation on

∧∞
2 +0

V �
a,b as follows:

deg v′i1 ∧ v
′
i2 ∧ v

′
i3 ∧ · · · :=

∑

s

(is + s),

and denote the graded subspace of degree k by (
∧∞

2 +0
V �

a,b)
k. By definition,

we have ρη((Fη)k) ⊂ (
∧∞

2 +0
V �

a,b)
k.

Here, we remark that there exists a bijection

I0 �
⋃

k∈Z≥0

Pk ((i1, i2, · · · ) �→ {is + s|is �= −s})

where Pk signifies the set of the partitions of k. This bijection implies that

dim
(∧∞

2 +0
V �

a,b

)k

= p(k). Since ρη preserves the above Z≥0-gradations, we
conclude that ρη is surjective. �

Finally, we show that the H-isomorphism (8.56) between
∧∞

2 +0
V �

a,b and
Fη

λ becomes a g-homomorphism when (a, b) = (λ − 1
2 , λ − η − 1

2 ). As the
g-module structure (Ln �−→ Lλ

n) on Fη
λ is given by (4.3), to show that (8.56)

is a homomorphism of g-modules, it suffices to prove the following lemma:

Lemma 8.21. For any n ∈ Z \ {0}, the action of Lλ
n on (

∧∞
2 +0

V �
a,b)

k coin-
cides with the action (8.46).
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Proof. For n �= 0,

Lλ
n =

1
2

∑

m∈Z

m �=0,n

an−mam + ana0 − (n+ 1)λan. (8.57)

By (8.54), for I = (i1, i2, · · · ) ∈ I0,

an−mam.v
′
I =

∑

k �=l
ik−m �=il

il−(n−m) �=ik

v′i1 ∧ · · · ∧
k

v′ik−m ∧ · · · ∧
l

v′il−n+m ∧ · · ·

+
∑

k∈Z>0

{P (I; ik−m)+P (I; ik−n+m)−1}v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · ·.

For the first term on the right-hand side, by setting p := ik−il−m+n, we
have ik−m �= il ⇔ p �= n, il−(n−m) �= ik ⇔ p �= 0, m �= 0⇔ il−(n−p) �= ik
and m �= n⇔ ik − p �= il. Hence, we have

∑

m∈Z

m �=0,n

∑

k �=l
ik−m �=il

il−(n−m) �=ik

v′i1 ∧ · · · ∧
k

v′ik−m ∧ · · · ∧
l

v′il−n+m ∧ · · ·

=
∑

p∈Z

p�=0,n

∑

k �=l
ik−p�=il

il−(n−p) �=ik

v′i1 ∧ · · · ∧
k

v′il−n+p ∧ · · · ∧
l

v′ik−p ∧ · · · ,

and thus,

∑

m∈Z

m �=0,n

∑

k �=l
ik−m �=il

il−(n−m) �=ik

v′i1 ∧ · · · ∧
k

v′ik−m ∧ · · · ∧
l

v′il−n+m ∧ · · · = 0.

Hence, by (8.57), for n �= 0, we obtain

Lλ
n.v

′
I =

∑

k∈Z>0

⎧
⎪⎨

⎪⎩

1
2

∑

m∈Z

m �=0,n

{P (I; ik −m) + P (I; ik − n+m)−1}+η − (n+ 1)λ

⎫
⎪⎬

⎪⎭

× v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · .

Here, we notice that

v′i1 ∧ · · · ∧
k

v′ik−n ∧ · · · �= 0 ⇔ P (I; ik − n) = 1.
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Hence, to show Lemma 8.21, it suffices to see that

Lemma 8.22. For any k ∈ Z>0 and n ∈ Z \ {0} such that P (I; ik − n) = 1,
we have

∑

m∈Z

m �=0,n

{P (I; ik −m) + P (I; ik − n+m)− 1} = 2ik − n+ 1. (8.58)

Proof. First, we notice that

P (I; ik −m) + P (I; ik − n+m)− 1

=

⎧
⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎩

1 if · · ·
j j′

0 if � · · ·
j j′

or �· · ·
j j′

−1 if � · · · �

j j′

,
(8.59)

where j := ik − m and j′ := ik − n + m. (Notice that j is not necessarily
greater than j′.)

For I, suppose that there exist i ∈ Z and s ∈ Z>0 such that

1. is �= ik, ik − n,
2. i < is and i �∈ I ∪ {ik − n}.
For such i and s, let Ĩ = (̃i1, ĩ2, · · · ) be a sequence of integers such that
ĩ1 > ĩ2 > · · · , ĩl = −l for l' 0 and

Ĩ = (I \ {is}) ∪ {i} (8.60)

as set. Notice that, since the right-hand side of (8.60) is multiplicity free, Ĩ
is uniquely determined from i and I. Remark that, by using Maya diagrams,
the procedure I �→ Ĩ is expressed as

Ĩ:
is

· · · 


ik

· · · 


i

· · ·
ik−n

· · ·

I: · · ·

�




is

· · · 


ik

· · ·
i

· · ·
ik−n

· · ·

For this procedure I �→ Ĩ, the left-hand side of (8.58) is invariant, i.e.,
∑

m∈Z

m �=0,n

{P (Ĩ; ik −m) + P (Ĩ; ik − n+m)− 1}

=
∑

m∈Z

m �=0,n

{P (I; ik −m) + P (I; ik − n+m)− 1}.
(8.61)
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Indeed, this is a direct consequence of formula (8.59).
Let J = (j1, j2, · · · ) be the sequence of integers obtained from I by iterat-

ing the above procedure as far as possible. By virtue of formula (8.61), it is
enough to check (8.22) for such J . The list of possible J ’s is as follows:

1. For n > 0,

a. ik ≥ n− 1: J = (ik,−2,−3, · · · ), i.e.,




ik ik−n



−2



−3



−4



· · ·

b. 0 < ik < n− 1: J = (ik,−1,−2, · · · , îk − n, · · · ), i.e.,




ik




−1



−2



−3 · · ·

 


ik−n

 


· · ·

c. ik ≤ 0: J = (0,−1,−2, · · · , ik, · · · , îk − n, · · · ), i.e.,




0



−1



−2



· · ·



ik · · ·

 


ik−n

 


· · ·

2. For n < 0,

a. ik ≥ 0: J = (ik,−2,−3,−4, · · · ), i.e.,

ik−n



ik




−2



−3

 


−4 · · ·

b. n− 1 < ik < 0: J = (−1,−2,−3, · · · , ik, · · · ), i.e.,

ik−n



−1



−2



−3



· · ·



ik




· · ·



c. ik ≤ n− 1: J = (0,−1,−2, · · · , îk − n, · · · ), i.e.,


 


0



−1



−2



· · · ik−n · · ·

 


ik


 


· · ·

One can check that (8.58) holds for the above J by direct computation. Hence,
we have proved Lemma 8.22. �

As stated above, Lemma 8.21 follows from Lemma 8.22. Hence, the isomor-
phism (8.56) of H-modules turns out to be an isomorphism of Vir-modules.
We have completed the proof of Theorem 8.8. �
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8.B Appendix: List of the Integral Points on �±
λ,η

Here, we explicitly describe the set �±λ,η ∩ (Z>0)2 with (λ, η) = (λp,q, η
σ
r,s(i))

belonging to Class R+. Since �−λ,η ∩ (Z>0)2 is obtained from �+λ,η ∩ (Z>0)2 by
replacing σ to −σ, we only consider �+λ,η ∩ (Z>0)2.

Let {(αk, βk)|k ∈ Z>0} be the set �σλ,η ∩ (Z>0)2, where we arrange the
points (αk, βk) as

α1β1 < α2β2 < α3β3 < · · · .

The integral points (αk, βk) satisfy (αk, βk) = (α1, β1) + (k − 1)(p, q), and
here we list (α1, β1). We further compute hi + αkβk.

1. Case 1+: η = ησ
i (i ∈ Z),

a. σ = +:

(α1, β1) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(ip+ p− r, q − s) (i ≡ 0 mod 2) ∧ sgn(i, sp− qr) = 1
(−ip+ r, s) (i ≡ 0 mod 2) ∧ sgn(i, sp− qr) = −1
(ip+ p− r, s) (i ≡ 1 mod 2) ∧ i > 0
(−ip+ r, q − s) (i ≡ 1 mod 2) ∧ i < 0

.

b. σ = −:

(α1, β1) =

⎧
⎪⎪⎪⎨

⎪⎪⎪⎩

(r, iq + s) (i ≡ 0 mod 2) ∧ sgn(i, sp− qr) = 1
(p− r,−iq + q − s) (i ≡ 0 mod 2) ∧ sgn(i, sp− qr) = −1
(r, iq + q − s) (i ≡ 1 mod 2) ∧ i > 0
(p− r,−iq + s) (i ≡ 1 mod 2) ∧ i < 0

.

In any case, the following holds:

hi + αkβk = hσ{i+sgn(i,sp−qr)(2k−1)}.

2. Case 2+: η = ησ
i (i ∈ Z≥0),

a. σ = +:

(α1, β1) =

{
(ip+ p, q − s) i ≡ 0 mod 2
(ip+ p, s) i ≡ 1 mod 2

,

hi + αkβk = hi+2k−1.

b. σ = −:

(α1, β1) =

{
(p, (i+ 1)q + s) i ≡ 0 mod 2
(p, (i+ 2)q − s) i ≡ 1 mod 2

,

hi + αkβk = hi+2k.
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3. Case 3+: η = ησ
(−1)i−1i (i ∈ Z≥0),

a. σ = +:

(α1, β1) =

{
((i+ 1)p+ r, q) i ≡ 0 mod 2
((i+ 2)p− r, q) i ≡ 1 mod 2

,

h(−1)i−1i + αkβk = h(−1)i+2k−1(i+2k).

b. σ = −:

(α1, β1) =

{
(p− r, (i+ 1)q) i ≡ 0 mod 2
(r, (i+ 1)q) i ≡ 1 mod 2

,

h(−1)i−1i + αkβk = h(−1)i+2k(i+2k−1).

4. Case 4+: η = ησ
2i (i ∈ Z≥0),

a. (r, s) = (0, 0) and σ = +: (α1, β1) = ((2i+ 1)p, q).
b. (r, s) = (0, 0) and σ = −: (α1, β1) = (p, (2i+ 1)q).
c. (r, s) = (0, q) and σ = +: (α1, β1) = ((2i+ 2)p, q).
d. (r, s) = (0, q) and σ = −: (α1, β1) = (p, (2i+ 2)q).

In any case, the following holds:

h2i + αkβk = h2(i+k).



Chapter 9

Rational Vertex Operator Algebras

In this chapter, we will consider a vertex algebra structure on a highest
weight Vir-module Vc with highest weight (c, 0) ∈ C

2. We will prove that the
irreducible quotient L(c, 0) of Vc is rational if and only if it is a BPZ series.
(Notice that one should exclude the case c = 0, since L(c, 0) = C in this
case and it does not contain a conformal vector.) We will also compute the
Fusion rule for the rational cases. It will be shown that L(c, 0) is C2-cofinite
for a BPZ series and a geometric meaning of the C2-cofiniteness will also be
explained.

In Section 9.1, we will introduce a vertex algebra structure on Vc. In Section
9.2, we will compute the Zhu algebra of Vc. As a consequence, it will be shown
that Vc cannot be rational. In Section 9.3, we will prove that L(c, 0) for BPZ
series is rational. We will also compute the Fusion rule in this case. Section
9.4 is devoted to a geometric characterisation of the BPZ series, namely, we
will show that the irreducible highest weight Vir-module L(c, h) with highest
weight (c, h) ∈ C

2 is a BPZ series if and only if its associated variety is a point.
For the reader’s convenience, we will recall the definition and some basic
facts about associated varieties in the appendix to this chapter. A Tauberian
theorem will be also recalled with its simple but beautiful application.

9.1 Vertex Operator Algebra Structure

In this section, we introduce a vertex algebra structure on a highest weight
Vir-module Vc with highest weight (c, 0) ∈ C

2. We also summarise some
properties of Vc for later use.

For c ∈ C, let Cc = C1c be the Vir≥−1 :=
⊕

n≥−1 CLn ⊕ CC-module
defined by

Ln.1c := 0, C.1c := c1c.

The Vir-module

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 9,
© Springer-Verlag London Limited 2011

319

http://dx.doi.org/10.1007/978-0-85729-160-8_9
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Vc := IndVir
Vir≥−1Cc

is a highest weight module with highest weight (c, 0). Hence, there is a surjec-
tive Vir-module map M(c, 0) � Vc. By definition, it follows that the vector
L−1vc,0 ∈M(c, 0), where vc,0 is a highest weight vector of M(c, 0), lies in the
kernel of this map. By the universality of Vc, this implies

Lemma 9.1. One has the isomorphism

Vc
∼= M(c, 0)/U(Vir−)L−1vc,0.

We call Vc the vacuum representation with central charge c. Let π :
Vc � L(c, 0) be the canonical projection. By Chapter 6, one has the following
structure theorem:

Theorem 9.1 1. Kerπ �= {0} if and only if there exist coprime integers

p, q ∈ Z>1 such that c = cp,q := 1− 6
(p− q)2

pq
.

2. In the case 1., Kerπ is generated by a singular vector vp−1,q−1 of Vc which
is unique up to a scalar. It follows that L0.vp−1,q−1 = (p−1)(q−1)vp−1,q−1.

Now, we introduce a Z-graded vertex algebra structure on Vc. For simplic-
ity, we set vc := 1⊗ 1c.

1. (Gradation) For j1 ≤ j2 ≤ · · · ≤ jk < −1, set

deg(Lj1Lj2 · · ·Ljk
.vc) := −

k∑

i=1

ji.

2. (Vacuum vector) Set |0〉 := vc.
3. (Translation operator) Set T := L−1.
4. (Vertex operators) Set Y (|0〉, z) := id and

Y (L−2.vc, z) := T (z) :=
∑

n∈Z

Lnz
−n−2,

and in general, set

Y (Lj1Lj2 · · ·Ljk
.vc, z) := ◦

◦∂
(−j1−2)
z T (z) · · · ∂(−jk−2)

z T (z)◦◦.

Here, we set ∂(n)
z :=

1
n!
∂n

z for n ∈ Z≥0.

By the strong reconstruction theorem (cf. Theorem C.1), these data define a
vertex algebra structure on Vc. Moreover, setting ω := L−2.vc, one has

Proposition 9.1 (Vc, ω) is a vertex operator algebra.

By Theorem 9.1, one has the following corollary:
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Corollary 9.1 If c �= 0, then L(c, 0) has a vertex operator algebra structure
which is induced from that of (Vc, ω).

9.2 The Zhu Algebra of Vc

In this section, we will compute the Zhu algebra of Vc explicitly. As a conse-
quence, we will see that Vc cannot be a rational vertex operator algebra.

9.2.1 Preliminary

Here, we recall three formulae which will be used to determine the Zhu al-
gebra A(Vc). Notice that these formulae are also used in the proof of Theo-
rem C.6. We assume that (V, ω) is a vertex operator algebra. For notation,
see Appendix C.

Lemma 9.2. For any a ∈ V , one has L−1a+ L0a ∈ O(V ).

Proof. We may assume that a ∈ V is homogeneous. By definition, one has

L0a = (deg a)a, a(−2)|0〉 = [T, a(−1)]|0〉 = Ta,

which implies

L−1a+L0a = Resz

(

Y (a, z)
(1 + z)deg a

z2
|0〉

)

∈ O(V ). �

Lemma 9.3. For any homogeneous a ∈ V and integers m ≥ n ≥ 0, one has

Resz

(

Y (a, z)
(1 + z)deg a+n

z2+m
b

)

∈ O(V ).

Proof. By the equality

(1 + z)deg a+n

z2+m
=

n∑

i=0

(
n
i

)
(1 + z)deg a

z2+m−i
,

it suffices to prove this lemma in the cases n = 0 and m ≥ 0. For m = 0, this
is just the definition of O(V ). Suppose that this lemma holds up to m − 1.
By the induction hypothesis, one has

Resz

(

Y (L−1a, z)
(1 + z)deg a+1

zm+1
b

)

∈ O(V ).

On the other hand, one has
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Resz

(

Y (L−1a, z)
(1 + z)deg a+1

zm+1
b

)

=Resz

(
d

dz
Y (a, z)

(1 + z)deg a+1

zm+1
b

)

= −Resz

(

Y (a, z)
d

dz

(1 + z)deg a+1

zm+1
b

)

=−(deg a−m)Resz

(

Y (a, z)
(1+z)deg a

zm+1
b

)

+(m+1)Resz

(

Y (a, z)
(1+z)deg a

zm+2
b

)

.

The first term in the right-hand side is an element of O(V ) by the induction
hypothesis, hence, so is the second term. �

Lemma 9.4. For homogeneous a, b ∈ V , one has the following:

a ∗ b ≡Resz

(

Y (b, z)
(1 + z)deg b−1

z
a

)

mod O(V ), (9.1)

a ∗ b− b ∗ a ≡Resz(Y (a, z)(1 + z)deg a−1b) mod O(V ). (9.2)

Proof. We first show the equality

Y (a, z)b = (1 + z)− deg a−deg bY

(

b,
−z

1 + z

)

a mod O(V ). (9.3)

By the skew-symmetry (Proposition C.1) and Lemma C.1. i), one has

Y (a, z)b = ezT
∑

i∈Z

b(i)a(−z)−i−1 =
∑

i∈Z

(−z)−i−1
∑

n≥0

(b(i)a)(−n−1)|0〉zn.

By Lemma 9.2 and Lemma C.1. i), it follows that

(b(i)a)(−n−1)|0〉 =
1
n
T (b(i)a)(−n)|0〉

≡ − 1
n

(deg a+ deg b+ n− i− 2)(b(i)a)(−n)|0〉

≡
(
−deg a− deg b+ i+ 1

n

)

b(i)a mod O(V ).

Hence, one has

Y (a, z)b ≡
∑

i∈Z

⎧
⎨

⎩

∑

n≥0

(
−deg a− deg b+ i+ 1

n

)

zn

⎫
⎬

⎭
b(i)a(−z)−i−1

=
∑

i∈Z

b(i)a(1 + z)− deg a−deg b+i+1(−z)−i−1

=(1 + z)− deg a−deg bY

(

b,
−z

1 + z

)

a,

and (9.3) is proved. Now, by (9.3), it follows that
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a ∗ b =Resz

(

Y (a, z)
(1 + z)deg a

z
b

)

≡Resz

(

(1 + z)− deg a−deg bY

(

b,
−z

1 + z

)

a
(1 + z)deg a

z

)

=Resw

(

Y (b, w)
(1 + w)deg b−1

w
a

)

.

Here, in the last line, we have made the change of variable w := − z

1 + z
.

Thus, (9.1) is proved. Let us show (9.2). By definition and (9.1), one has

a ∗ b− b ∗ a ≡Resz

(

Y (a, z)
(1 + z)deg a

z
b

)

− Resz

(

Y (a, z)
(1 + z)deg a−1

z
b

)

=Resz

(
Y (a, z)(1 + z)deg a−1b

)
,

which implies the result. �

9.2.2 A(Vc)

The main result in this subsection is

Proposition 9.2 ([FZ]) There exists an isomorphism of associative alge-
bras:

A(Vc) ∼= C[x]; [ω]n �−→ xn (n ∈ Z≥0).

Proof. By Lemma 9.3, it follows that, for n ∈ Z≥0, one has

(L−n−3 + 2L−n−2 + L−n−1)b = Resz

(

Y (ω, z)
(1 + z)2

z2+n
b

)

∈ O(Vc). (9.4)

Hence, for n ≥ 2, one has

(L−n+L−n+1)b≡−(L−n+1+L−n+2)b≡· · ·≡(−1)n−2(L−2+L−1)b modO(Vc),

which implies

L−nb

=(L−n + L−n+1)b− (L−n+1 + L−n+2)b+ · · ·+ (−1)n−2(L−2 + L−1)b

+ (−1)n−1L−1b

≡(−1)n(n− 1)(L−2 + L−1)b+ (−1)n−1(L−1 + L0)b+ (−1)nL0b mod O(Vc)
≡(−1)n{(n− 1)(L−2 + L−1) + L0}b mod O(Vc).

By (9.1) in Lemma 9.4, one has
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[b] ∗ [ω] =
[

Resz

(

Y (ω, z)
1 + z

z
b

)]

= [(L−2 + L−1)b] ∈ A(Vc).

Taking the following formula into account

L0L−j1L−j2 · · ·L−jk
.vc = (

k∑

i=1

ji)L−j1L−j2 · · ·L−jk
.vc,

one obtains

[L−nb] = (−1)n[{(n−1)(L−2+L−1)+L0}b] = (−1)n{(n−1)[b]∗[ω]+(deg b)[b]}

for n ∈ Z>1 and homogeneous b ∈ V . Thus, by induction, one can show that
there exists a polynomial P ∈ C[x] satisfying

[L−j1L−j2 · · ·L−jk
.vc] = P ([ω]).

Since Vc is spanned by the elements of the form

L−j1L−j2 · · ·L−jk
.vc j1 ≥ j2 ≥ · · · ≥ jk > 1,

it follows that the map of associative algebras

F : C[x] −→ A(Vc); x �−→ [ω]

is surjective.
To prove that the map F is injective, it suffices to prove that O(Vc) is

spanned by the elements of the form (9.4). Indeed, this implies there is no
non-trivial relation for [ω] ∈ A(Vc).

Let Vc =
⊕

N∈Z≥0
(Vc)N be the Z≥0-graded decomposition. We show

Resw

[

Y (a′, w)
(1 + w)N

wk
b

]

∈ O′(Vc) ∀ k ≥ 2 (9.5)

for a′ ∈ (Vc)N by induction on N . Here, we set

O′(Vc) := {(L−n−3 + 2L−n−2 + L−n−1)b| n ≥ 0, b ∈ Vc}.

For N = 0, 1, the left-hand side of (9.5) is 0 and there is nothing to prove.
Assume that (9.5) holds up to N − 1. For N , it is sufficient to prove (9.5) in
the case a′ = L−na where a ∈ (Vc)N−n and n ≥ 2 since Vc is spanned by the
vectors of the form L−j1L−j2 · · ·L−jk

.vc (j1 ≥ j2 ≥ · · · ≥ jk > 1).
Hence, we consider the elements
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T :=Resw

[

Y (L−na,w)
(1 + w)deg a+n

wk
b

]

=Resz−wResw

[

Y (Y (ω, z − w)a,w)(z − w)−n+1 (1 + w)deg a+n

wk
b

]

=T1 − T2,

T1 :=ReszResw

[

Y (ω, z)Y (a,w)ιz,w(z − w)−n+1 (1 + w)deg a+n

wk
b

]

,

T2 :=ReszResw

[

Y (a,w)Y (ω, z)ιw,z(z − w)−n+1 (1 + w)deg a+n

wk
b

]

.

(Here, we have used the Jacobi identity (cf. Theorem C.4).) Since one has

ιw,z(z − w)−n+1 =
∑

i≥0

(−1)−n+1−i

(
1− n
i

)

ziw−n+1−i

=
∑

i>0

(−1)−n+1−i

(
1− n
i

)

ziw−n+1−i + (−1)−n+1w−n+1

and (1 + w)nw−n+1−i ∈ C[w−1] for i > 0, it follows that

ReszResw

[

Y (a,w)Y (ω, z)
∑

i>0

(−1)−n+1−i

(
1− n
i

)

ziw
−n+1−i(1 + w)deg a+n

wk
b

]

is an element of O′(Vc) by the induction hypothesis. Hence, we obtain

T2 ≡ReszResw

[

Y (a,w)Y (ω, z)(−1)−n+1 (1 + w)deg a+n

wn−1+k
b

]

mod O′(Vc)

=Resw

[

Y (a,w)(−1)−n+1 (1 + w)deg a+n

wn−1+k
L−1b

]

.

By the identity

(1 + w)n

wn−1
· (1 + w)deg a

wk
=

w(1 + w)deg a

wk
+

n∑

i=1

(
n
i

)
(1 + w)deg a

wk+i−1
,

the induction hypothesis and Lemma C.1. ii), we obtain
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T2 ≡Resw

[

Y (a,w)(−1)−n+1w(1 + w)deg a

wk
L−1b

]

≡Resw

[

Y (a,w)(−1)−n+1 (1 + w)deg a+1

wk
L−1b

]

mod O′(Vc)

=T21 − T22,

T21 :=L−1.Resw

[

Y (a,w)(−1)−n+1 (1 + w)deg a+1

wk
b

]

,

T22 :=Resw

[

Y (L−1a,w)(−1)−n+1 (1 + w)deg a+1

wk
b

]

∈ O′(Vc).

Now, by definition, one has

T1 =
∑

i≥0

(−1)i

(
1− n
i

)

ReszResw

[

Y (ω, z)Y (a,w)z−n+1−iw
i(1 + w)deg a+n

wk
b

]

=
∑

i≥0

(−1)i

(
1− n
i

)

Resw

[

L−n−iY (a,w)
wi(1 + w)deg a+n

wk
b

]

.

Since we have L−Mb′ ≡ (−1)M{(M − 1)(L−2 + L−1) − L−1}b′ mod O′(Vc)
for M ≥ 2 as we have seen before, we obtain

T1 ≡(−1)n
∑

i≥0

(
1− n
i

)

× Resw

[

{(n+i−1)(L−2+L−1)−L−1}Y (a,w)
wi(1+w)deg a+n

wk
b

]

=T11 − T12,

T11 :=(−1)n(n− 1)(L−2 + L−1)Resw

[

Y (a,w)
(1 + w)deg a

wk
b

]

,

T12 :=(−1)nL−1Resw

[

Y (a,w)
(1 + w)deg a+1

wk
b

]

.

Here, we have used the identity

∑

i≥0

(
1− n
i

)

(n+ i− 1)wi = (n− 1)(1 + w)−n.

Thus, we see that T ≡ T11 − T12 − T21 = T11 mod O′(Vc). By the induction
hypothesis, one has

Resw

[

Y (a,w)
(1 + w)deg a

wk
b

]

∈ O′(Vc).
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Hence by definition, it is enough to prove that (L−2 + L−1)v ∈ O′(Vc) for
v = (L−N−3 + 2L−N−2 +L−N−1)b′ ∈ O′(Vc) (N ≥ 0). By direct calculation,
it follows that

(L−2 + L−1)v
={(N + 1)(L−N−5 + 2L−N−4 + L−N−3) +N(L−N−4 + 2L−N−3 + L−N−2)

+ (L−N−3 + 2L−N−2 + L−N−1)(L−2 + L−1)}b′ ∈ O′(Vc),

which implies T11 ≡ 0, namely, T ≡ 0 mod O′(Vc). �

Remark 9.1 From the above proof, it follows that there exists an isomor-
phism

A(Vc) ∼= H0(L, Vc) := Vc/L.Vc,

where we set L :=
⊕

n≥0 C(L−n−1 + 2L−n−2 + L−n−3) ⊂ Vir−.

By Proposition 9.2, Theorem C.7 and Theorem 9.1, one has the following
corollary:

Corollary 9.2 If c is not a BPZ series, then the vertex operator algebra
L(c, 0) ∼= Vc is not rational.

9.3 Rationality and the Fusion Algebra of BPZ Series

In this section, we will show that the vertex operator algebra L(c, 0) is rational
for a BPZ series. Moreover, we will compute the fusion algebra and will show
that it is isomorphic to the so-called Verlinde algebra. Hence, in this section,
we assume that c is a BPZ series and c �= 0, namely, there exists p, q ∈ Z>1

such that

c = cp,q = 1− 6
(p− q)2

pq

and (p, q) �= (2, 3), (3, 2).

9.3.1 Coinvariants I

In this subsection, we will compute some spaces of coinvariants which are
related to the Zhu algebra A(L(c, 0)) and their bimodules.

Recall that an L(c, 0)-module is a Vir-module and any subquotient of an
L(c, 0)-module as Vir-module is again an L(c, 0)-module. In particular, it
shows that any irreducible L(c, 0)-module is of the form L(c, h) for some
h ∈ C. Indeed, it will be shown in the next subsection that L(c, h) is a simple
L(c, 0)-module if and only if there exist integers 0 < r < p, 0 < s < q such
that
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h = hr,s :=
(rq − sp)2 − (p− q)2

4pq
.

Here, we identify the A(L(c, 0))-bimodule A(L(c, hr,s)) with a space of coin-
variants (cf. Theorem C.9):

Lemma 9.5. There is an isomorphism

A(L(c, hr,s)) ∼= H0(L, L(c, hr,s)).

Proof. The proof of this lemma can be carried out in a way similar to the
proof of injectivity of the map F in the proof of Proposition 9.2. The only
necessary modification is that one has to show

Resw

[

Y (a′, w)
(1 + w)deg a′

wk
b

]

∈ L.L(c, h) ∀ k ≥ 2,

also for a′ = L−1a. By the induction hypothesis, it follows that

Resw

[

Y (L−1a,w)
(1 + w)deg a+1

wk
b

]

= Resw

[
d

dw
Y (a,w)

(1 + w)deg a+1

wk
b

]

=− Resw

[

Y (a,w)
d

dw

(1 + w)deg a+1

wk
b

]

=(k − deg a− 1)Resw

[

Y (a,w)
(1 + w)deg a

wk
b

]

+ kResw

[

Y (a,w)
(1 + w)deg a

wk+1
b

]

∈ L.L(c, h). �

Hence, it suffices to compute H0(L, L(c, hr,s))∗ ∼= H0(L, L(c, hr,s)∗a). (In
general, for a module V over a Lie algebra g, we define a g-module structure
on the full-dual V ∗ = HomC(V,C) by (X.f)(v) := −f(X.v) for X ∈ g, v ∈ V
and f ∈ V ∗ and denote this g-module by V ∗a, cf. § 1.2.7.)

The dual of the surjection M(c, hr,s) � L(c, hr,s) induces an injection

H0(L, L(c, hr,s)∗a) ↪→ H0(L,M(c, hr,s)∗a), (9.6)

and it follows from Theorem 6.3 that its image can be described by

{F ∈ H0(L,M(c, hr,s)∗a)|F (vr,s) = 0, F (vp−r,q−s) = 0}, (9.7)

where vr,s ∈M(c, hr,s)Vir+

hr,s+rs \ {0} and vp−r,q−s ∈M(c, hr,s)Vir+

hr,s+(p−r)(q−s) \
{0} are non-zero vectors. Denoting vr,s = Sr,s.vc,hr,s and vp−r,q−s =
Sp−r,q−s.vc,hr,s , where we set vc,hr,s := 1 ⊗ 1c,hr,s , we fix the normalisation
of Sr,s and Sp−r,q−s as in § 5.4.

We will study the eigenvalues of the action of [ω] on A(L(c, hr,s)) in detail.
By definition, one has
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ω ∗ v = (L−2 + 2L−1 + L0)v, v ∗ ω = (L−2 + L−1)v,

for v ∈ L(c, hr,s), hence we set

L′
0 := L−2 + 2L−1 + L0, L′′

0 := L−2 + L−1.

Let us compute the action of L′
0 and L′′

0 on H0(L,M(c, hr,s)∗a). For α, β ∈
C, we denote the simultaneous eigenspace of the action of L′

0 and L′′
0 with

the eigenvalues α (resp. β) by H0(L,M(c, hr,s)∗a)(α,β). For a non-zero F ∈
H0(L,M(c, hr,s)∗a)(α,β), we set Fj := F |M(c,hr,s)hr,s+j

where M(c, hr,s) =
⊕

j∈Z≥0
M(c, hr,s)hr,s+j is the eigenspace decomposition with respect to the

action of L0. By definition, one has

L′
0.F = αF, L′′

0 .F = βF, (L−n−1 +2L−n−2 +L−n−3).F = 0 n ≥ 0.

By restricting these equations to the weight subspaces of M(c, hr,s) and solv-
ing the recurrence relations, one obtains

L−n.Fj = (−1)n{−j − α− hr,s + n(β + 1)}Fj−n n > 0, j ≥ 0,

where we set Fj := 0 for j∈Z<0. Hence, one has a projection V−β−1,−α−hr,s+N

�
⊕

j≥0 CFj of Vir−-modules for any N ∈ Z. (See § 1.2.6 for the def-
inition of the module in the left-hand side.) In particular, one sees that
dimH0(L,M(c, hr,s)∗a)(α,β) = 1.

It follows from (9.7) that F ∈ H0(L,M(c, hr,s)∗a)(α,β) lies in the image of
the map (9.6) if and only if F satisfies the equations

a(Sr,s).Frs = 0, a(Sp−r,q−s).F(p−r)(q−s) = 0. (9.8)

Hence, we will consider a variant of Proposition 5.6 below.
For t ∈ C

∗ and α, β ∈ Z>0, it follows from Corollary 5.2 that there is
a non-zero vector Sα,β(t).vc(t),hα,β(t) ∈ M(c(t), hα,β(t))Vir+

hα,β(t)+αβ . We nor-
malise Sα,β(t) ∈ U(Vir−) as in § 5.4.

Proposition 9.3 For a, b ∈ C, we let Va,b =
⊕

n∈Z
Cvn be the Vir-module

defined in § 1.2.6 . One has

a(Sα,β(t)).v0 = Pα,β(−(a+ 1),−b− αβ; t).v−αβ ,

where Pα,β(−(a+ 1),−b− αβ; t) ∈ C[t±1] is a Laurent polynomial defined in
Proposition 5.6.

Proof. For i1, i2, · · · , ik ∈ Z<0 such that
∑k

j=1 ij = −αβ, we set

R(a, b)v−αβ := Li1Li2 · · ·Lik
.v0.

By definition, one has
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R(a, b) = (aik + b)(aik−1 + b− ik) · · · (ai1 + b− (i2 + · · ·+ ik)).

On the other hand, one also has

a(Li1Li2 · · ·Lik
).v0 = (−1)kLik

· · ·Li2Li1 .v0

=(−1)k(ai1 + b)(ai2 + b− i1) · · · (aik + b− (i1 + · · ·+ ik−1))v−αβ ,

and it can be checked that

(−1)k(ai1+b)(ai2+b−i1) · · · (aik+b−(i1+· · ·+ik−1)) = R(−(a+1),−b−αβ).

Hence, the result follows from Proposition 5.6. �

9.3.2 Rationality of L(c, 0)

In this subsection, we will determine the Zhu algebra A(L(c, 0)) explicitly
and will show that L(c, 0) is rational. Moreover, we will show that L(c, 0) is
C2-cofinite.

By Theorem 9.1, there is a singular vector vp−1,q−1 ∈ Vc such that
L0.vp−1,q−1 = (p − 1)(q − 1)vp−1,q−1 and vp−1,q−1 generates the maxi-
mal proper submodule of Vc. By definition, Vc is spanned by the elements
of the form Lm1

i1
Lm2

i2
· · ·Lmk

ik
.vc, where i1 < i2 < · · · < ik ≤ −2 and

m1,m2, · · · ,mk ∈ Z>0. Writing vp−1,q−1 as a linear combination of these
elements, we have

Lemma 9.6. The coefficient of L
1
2 (p−1)(q−1)
−2 of vp−1,q−1 ∈ Vc is not zero.

Proof. It follows from Chapter 6 that there is a singular vector Sp−1,q−1.vc,0 ∈
M(c, 0) such that L0.Sp−1,q−1.vc,0 = (p − 1)(q − 1)vp−1,q−1. We normalise
Sp−1,q−1 ∈ U(Vir−) as in § 5.4. Let

π : U(Vir−) � U(Vir−/[Vir−,Vir−])

be the canonical projection. By Proposition 5.7, we see that

π(Sp−1,q−1)2 =
p−2∏

k=0

q−2∏

l=0

[

L2
−1 −

4
pq
{(k + 1)q − (l + 1)p}2L−2

]

.

Since p and q are coprime integers, the coefficient of L
1
2 (p−1)(q−1)
−2 is

(

− 4
pq

) (p−1)(q−1)
2

p−2∏

k=0

q−2∏

l=0

((k + 1)q − (l + 1)p) �= 0.
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Since vp−1,q−1 ∈ Vc is a scalar multiple of the image of Sp−1,q−1vc,0 under the
canonical projection M(c, 0) � Vc (cf. Lemma 9.1), we obtained the result.

�

Now, we fix the normalisation of vp−1,q−1 so that the coefficient of L
1
2 (p−1)(q−1)
−2

is 1. By Proposition 9.2, there exists Gp,q(x) ∈ C[x] satisfying vp−1,q−1 ≡
Gp,q([ω]) mod O(Vc). Hence, by Proposition C.3, the following statement is
a corollary to Lemma 9.6:

Lemma 9.7. One has degGp,q = 1
2 (p−1)(q−1) and A(L(c, 0))∼=C[x]/(Gp,q(x)).

Proof. For each monomial of Vc of the type

Lm1
i1
Lm2

i2
· · ·Lmk

ik
.vc i1 < i2 < · · · < ik ≤ −2,

we call
∑k

j=1 mj the length of the monomial. By the proof of Proposition 9.2,
one sees that a monomial of the length n of Vc corresponds to a polynomial
of degree n via the map F−1 : A(Vc) −→ C[x].

Since Vc is isomorphic to U(
⊕

n≤−2 CLn) as graded vector space, it follows

that the monomial in vp−1,q−1 that gives the maximal length is L
1
2 (p−1)(q−1)
−2

by Lemma 9.6. Hence, we see that degGp,q(x) = 1
2 (p − 1)(q − 1). By the

proof of Proposition 9.2, it can be seen that for any g ∈ U(Vir−), there
exists P ∈ C[x] such that g.vp−1,q−1 ≡ P ([ω])Gp,q([ω]) mod O(Vc), hence
the result follows by Proposition C.3. �

Now, we can describe the Zhu algebra A(L(c, 0)) explicitly, and the result is
given as follows:

Proposition 9.4 A(L(c, 0)) ∼= C[x]/(Gp,q(x)), Gp,q(x)2 =
∏p−1

k=0

∏q−1
l=0 (x −

hk,l).

Proof. By Lemma 9.5, we have A(L(c, 0)) ∼= H0(L, L(c, 0)), where the Lie
algebra L is defined in Remark 9.1. As in § 9.3.1, we will compute the action
of L′

0 and L′′
0 on the dual H0(L, L(c, 0))∗ ∼= H0(L, L(c, 0)∗a).

The dual of the surjection Vc � L(c, 0) induces an injection

H0(L, L(c, 0)∗a) ↪→ H0(L, (Vc)∗a)

and its image can be describe by

{F ∈ H0(L, (Vc)∗a)|F (vp−1,q−1) = 0}.

Since A(L(c, 0)) is commutative, it can be seen that the eigenvalues of
the action of L′

0 and L′′
0 on H0(L, L(c, 0)∗a) coincide. Hence, for α ∈ C, we

denote the eigenspace of the action of L′
0 and L′′

0 on H0(L, (Vc)∗a) with the
eigenvalue α by H0(L, (Vc)∗a)α. For a non-zero F ∈ H0(L, (Vc)∗a)α, we set
Fj := F |(Vc)j

where Vc =
⊕

j≥0(Vc)j is the Z≥0-graded decomposition. As in
(9.8), we have only to consider the equation
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a(Sp−1,q−1).F(p−1)(q−1) = 0.

By Proposition 9.3 (cf. set a �→ −α − 1, b �→ −α − (p − 1)(q − 1), α �→
p− 1, β �→ q − 1 and t �→ q

p in the proposition), we obtain

a(Sp−1,q−1).F(p−1)(q−1) = Pp−1,q−1

(

α, α,
q

p

)

F0.

Explicitly, one has

Pp−1,q−1

(

α, α,
q

p

)2

=
(

4
pq

)(p−1)(q−1) p−1∏

k=1

q−1∏

l=1

(α + hk,l)(kq − lp)2.

Thus, we obtain

H0(L, L(c, 0)∗a) =
⊕

0<k<p,0<l<q
kq+lp<pq

H0(L, L(c, 0)∗a)−hk,l ,

which implies the result. �

The following theorem is one of the main theorems of this chapter:

Theorem 9.2 ([Wan]) Let c = cp,q be a BPZ series such that c �= 0.

1. L(c, 0) is a rational vertex operator algebra.
2. Any simple module of L(c, 0)-module is of the form L(cp,q, hr,s)

(0 < r < p, 0 < s < q).

Proof. Recall that any L(c, 0)-module is a Vir-module and any subquotient
of an L(c, 0)-module as Vir-module is again an L(c, 0)-module. Hence, any
simple L(c, 0)-module is of the form L(c, h) for some h ∈ C. Thus, by Theorem
C.7, the second statement is proved.

Hence, to prove the first statement, we have only to show that any finitely
generated L(c, 0)-module is semi-simple.

Let V be a highest weight Vir-module with highest weight (c, hr,s). If
V is not irreducible, then V cannot be an L(c, 0)-module because it con-
tains a submodule which is not an L(c, 0)-module by what we have proved
in Chapter 6. Notice that one can show the vanishing of the extension
Ext1C(L(cp,q, hr,s), L(cp,q, hr′,s′)) (0 < r, r′ < p, 0 < s, s′ < q) in exactly
the same way as in Lemma 8.7. Hence, by Lemma A.3 and Proposition A.3,
any finitely generated L(c, 0)-module is a finite extension of simple modules
from BPZ series, which implies its semi-simplicity. �

In the rest of this subsection, we will see that L(c, 0) is C2-cofinite. (See,
Appendix C for definition.)

Let us show that C2(L(c, 0)) = [Vir−,Vir−].L(c, 0). Indeed, if we set A :=
Tnω for n ∈ Z≥0, we have A(−2) = (n+1)!L−n−3 by definition which implies



9.3 Rationality and the Fusion Algebra of BPZ Series 333

[Vir−,Vir−].L(c, 0) ⊂ C2(L(c, 0)). Conversely, the opposite inclusion follows
from the definition of the vertex operators and the normal ordered product
of L(c, 0).

Hence, we obtain the following lemma:

Lemma 9.8. One has an isomorphism:

L(c, 0)/C2(L(c, 0)) ∼= H0([Vir−,Vir−], L(c, 0)).

The dimension of the right-hand side of this lemma can be easily computed
as an application of Proposition 5.7 and the result is given by

dimH0([Vir−,Vir−], L(c, 0)) =
1
2
(p− 1)(q − 1).

(See § 9.4.1 for the detail of its proof.) Thus, we obtain

Proposition 9.5 Let c = cp,q be a BPZ series such that c �= 0. The rational
vertex operator algebra L(c, 0) is C2-cofinite.

Therefore, Thoerem C.8 implies that the C-span of the characters{χr,s(τ)|(r, s)
∈ (K+

p,q)◦}, where we set

χr,s(τ) := trL(c,hr,s)q
L0− 1

24 C q = e2π
√
−1τ ,

is stable under the action of SL(2,Z). This fact is compatible with what we
have obtained in § 6.4.4 by direct computation.

9.3.3 Fusion Algebra

In this subsection, we will compute the fusion algebra of L(c, 0) for a BPZ
series such that c �= 0. Moreover, we will define the so-called Verlinde algebra
of L(c, 0) and show that it is isomorphic to the fusion algebra of L(c, 0).

For (ri, si) ∈ (K+
p,q)

◦ (i = 1, 2, 3), (see (5.21) for the definition of (K+
p,q)

◦),
we set

N
(r3,s3)
(r1,s1),(r2,s2)

:= dim I

(
L(c, hr3,s3)

L(c, hr1,s1) L(c, hr2,s2)

)

.

This is the so-called fusion rule (cf. § C.3.)

Definition 9.1 The fusion algebra of L(c, 0) is the free Z-module Ap,q =⊕
(r,s)∈(K+

p,q)◦ Z[L(c, hr,s)] with the multiplication ∗ defined by

[L(c, hr1,s1)] ∗ [L(c, hr2,s2)] :=
∑

(r3,s3)∈(K+
p,q)◦

N
(r3,s3)
(r1,s1),(r2,s2)

[L(c, hr3,s3)].
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We will compute the fusion rule N (r3,s3)
(r1,s1),(r2,s2)

((ri, si) ∈ (K+
p,q)0) explicitly.

By Theorem C.10 and Lemma 9.5, we have an isomorphism

I

(
L(c, hr3,s3)

L(c, hr1,s1) L(c, hr2,s2)

)∗
∼=H0(L, L(c, hr1,s1)

∗a)(−hr3,s3 ,−hr2,s2 ),

(9.9)
where the right-hand side is the simultaneous eigenspace of the action of L′

0

and L′′
0 on H0(L, L(c, hr1,s1)

∗a) with eigenvalues α (resp. β).
As was discussed in § 9.3.1, we will solve the equations (9.8), regarded as

a system of equations on r3 and s3, on H0(L,M(c, hr1,s1)
∗a)(−hr3,s3 ,−hr2,s2 ).

By Proposition 9.3, we obtain the equations

Pr1,s1

(

−hr2,s2 ,−hr3,s3 + hr1,s1 ,
q

p

)

= 0

=Pp−r1−1,q−s1−1

(

−hr2,s2 ,−hr3,s3 + hr1,s1 ,
q

p

)

,

i.e.,

r1−1∏

k=0

s1−1∏

l=0

[(r1 − r2 + r3 − 2k − 1)q + (s1 + s2 − s3 − 2l − 1)p]

× [(r1 + r2 + r3 − 2k − 1)q + (s1 − s2 − s3 − 2l − 1)p]

× [(r1 − r2 − r3 − 2k − 1)q + (s1 + s2 + s3 − 2l − 1)p]

× [(r1 + r2 − r3 − 2k − 1)q + (s1 − s2 + s3 − 2l − 1)p] = 0,

p−r1−1∏

k′=0

q−s1−1∏

l′=0

[(r1 + r2 − r3 − p+ 2k′ + 1)q + (s1 − s2 + s3 − q + 2l′ + 1)p]

× [(r1 − r2 − r3 − p+ 2k′ + 1)q + (s1 + s2 + s3 − q + 2l′ + 1)p]

× [(r1 + r2 + r3 − p+ 2k′ + 1)q + (s1 − s2 − s3 − q + 2l′ + 1)p]

× [(r1 − r2 + r3 − p+ 2k′ + 1)q + (s1 + s2 − s3 − q + 2l′ + 1)p]=0.

It can be checked that these equations are equivalent to the equations



9.3 Rationality and the Fusion Algebra of BPZ Series 335

r1−1∏

k=0

s1−1∏

l=0

(hr3,s3−h−r1+r2+2k+1,s1+s2−2l−1)(hr3,s3−hr1+r2−2k−1,−s1+s2+2l+1)=0,

p−r1−1∏

k′=0

q−s1−1∏

l′=0

(hr3,s3 − hr1+r2−p+2k′+1,−s1+s2+q−2l′−1)

× (hr3,s3 − h−r1+r2+p−2k′−1,s1+s2−q+2l′+1) = 0.

By the definition of hr,s’s, it can be seen that they are equivalent to the
system of equations:

r1−1∏

k=0

s1−1∏

l=0

(hr3,s3 − hr1+r2−2k−1,s1+s2−2l−1) = 0,

p−r1−1∏

k′=0

q−s1−1∏

l′=0

(hr3,s3 − hr1−r2+2k′+1,s1−s2+2l′+1) = 0.

Hence, the solutions (r3, s3) are given by

|r1 − r2|+ 1 ≤ r3 ≤ max{r1 + r2, 2p− (r1 + r2)} − 1,
|s1 − s2|+ 1 ≤ s3 ≤ max{s1 + s2, 2q − (s1 + s2)} − 1,
r3 − 1 ≡ r1 + r2, s3 − 1 ≡ s1 + s2 mod 2.

Thus, we obtained the following theorem:

Theorem 9.3 Let c = cp,q be a BPZ series such that c �= 0. The multiplica-
tion ∗ of Ap,q is given by

[L(c, hr1,s1)] ∗ [L(c, hr2,s2)]

=
min{r1+r2,2p−(r1+r2)}−1∑

r3=|r1−r2|+1
r3−1≡r1+r2 mod 2

min{s1+s2,2q−(s1+s2)}−1∑

s3=|s1−s2|+1
s3−1≡s1+s2 mod 2

[L(c, hr3,s3)].

In particular, Ap,q is a commutative associative Z-algebra.

We remark that the above associativity is a corollary of Theorem 9.4.
This fusion algebra can be described in terms of the fusion algebra of

SU(2) WZNW (Wess−Zumino−Novikov−Witten) models as follows.
Recall that the fusion algebra of level k ∈ Z≥0 SU(2) WZNW model is

the Z-algebra Ak =
⊕k

i=0 Zφk
i whose multiplication ⊗̇k is given by

φk
i ⊗̇kφ

k
j =

min{i+j,2k−i−j}∑

l=|i−j|
l≡i+j mod 2

φk
l .
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By Theorem 9.3, we see that there exists a surjection

π : Ap−2 ⊗Aq−2 � Ap,q; φk
i ⊗ φl

j �−→ [L(c, hi+1,j+1)].

It follows from the symmetry of the Kac table that the kernel of π is given
by

Kerπ =
⊕

(r,s)∈(K+
p,q)◦

Z(φp−2
r−1 ⊗ φq−2

s−1 − φp−2
p−r−1 ⊗ φq−2

q−s−1).

We denote the image of φp−2
i ⊗ φq−2

j in Ap−2 ⊗Aq−2/Kerπ by [φp−2
i , φq−2

j ].
Identifying [φp−2

r−1, φ
q−2
s−1] with [L(c, hr,s)] via the isomorphismAp−2⊗Aq−2/Kerπ

∼= Ap,q induced from π, we obtain the following description:

Theorem 9.4 ([FeMa]) The multiplication rule of Ap,q can be described as
follows:

[φp−2
i1

, φq−2
j1

] ∗ [φp−2
i2

, φq−2
j2

] = [φp−2
i1
⊗̇p−2φ

p−2
i2

, φq−2
j1
⊗̇q−2φ

q−2
j2

].

We will compare the fusion algebra Ap,q with the so-called Verlinde algebra.
For (ri, si) ∈ (K+

p,q)
◦ (i = 1, 2, 3), we set

N
(r3,s3)

(r1,s1),(r2,s2) :=
∑

(r,s)∈(K+
p,q)◦

S(r1,s1),(r,s)S(r2,s2),(r,s)S(r3,s3),(r,s)

S(1,1),(r,s)
,

where the matrix S = (S(r,s),(r′s′)) is given in Proposition 6.3.

Definition 9.2 The Verlinde algebra is the free Z-module Vp,q =⊕
(r,s)∈(K+

p,q)◦ Zφr,s with the multiplication ◦ defined by

φr1,s1 ◦ φr2,s2 =
∑

(r3,s3)∈(K+
p,q)◦

N
(r3,s3)

(r1,s1),(r2,s2)φr3,s3 .

Remark 9.2 One has to modify the definition of the Verlinde algebra for
other models such as WNZW models. See, e.g., [Wak] for details.

We will compute the structure constant N
(r3,s3)

(r1,s1),(r2,s2) explicitly.
As a preliminary step, one has

Lemma 9.9. Let k ∈ Z>1 and l ∈ Z be relatively prime integers and
a1, a2, b ∈ Z>0 be integers such that a1, a2, b < k. The following identity
holds:

sin
(

πa1b
k l

)
sin

(
πa2b

k l
)

sin
(

πb
k l
) =

∑

|a1−a2|<a<min{a1+a2,2k−(a1+a2)}
a�≡|a1−a2| mod 2

sin
(
πab

k
l

)

.
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Proof. One has

sin
(

πa1b
k l

)
sin

(
πa2b

k l
)

sin
(

πb
k l
)

=
1

2
√
−1
· e

π(a1+a2)b
k l − e

π(a1−a2)b
k l − e

π(−a1+a2)b
k l + e

−π(a1+a2)b
k l

e
πb
k l − e

−πb
k l

.

Hence, taking the following formulae into account, one obtains the result:

e
π(a1−a2)b

k l + e
π(−a1+a2)b

k l = e
π|a1−a2|b

k l + e−
π|a1−a2|b

k l,

e
π(a1+a2)b

k l + e−
π(a1+a2)b

k l

=e
π min{a1+a2,2k−(a1+a2)}b

k l + e−
π min{a1+a2,2k−(a1+a2)}b

k l. �

Hence, setting

I(r1,s1),(r2,s2) :=

⎧
⎨

⎩
(r, s) ∈ Z

2

∣
∣
∣
∣
∣
∣

|r1 − r2| < r < min{r1 + r2, 2p− (r1 + r2)},
|s1 − s2| < s < min{s1 + s2, 2q − (s1 + s2)},
r − 1 ≡ |r1 − r2|, s− 1 ≡ |s1 − s2| mod 2

⎫
⎬

⎭

for (ri, si) ∈ Z
2 (i = 1, 2) such that 0 < ri < p, 0 < si < q, one has the

following lemma which is a corollary to Proposition 6.3 and Lemma 9.9:

Lemma 9.10. Let (ri, si), (r, s) ∈ Z
2 (i = 1, 2) be pairs of integers such that

0 < ri, r < p, 0 < si, s < q. One has

S(r1,s1),(r,s)S(r2,s2),(r,s)

S(1,1),(r,s)
=

∑

(r′,s′)∈I(r1,s1),(r2,s2)

S(r′,s′),(r,s).

On the other hand, by the definition of the matrix S = (S(r,s),(r′,s′)), it
satisfies S2 = id. Moreover, by Proposition 6.3, S is a real symmetric matrix
which implies that S is a unitary matrix, that is, one has the formula:

∑

(r′,s′)∈(K+
p,q)◦

S(r,s),(r′,s′)S(r′′,s′′),(r′,s′) = δ(r,s),(r′′,s′′). (9.10)

Hence, by Lemma 9.10 and (9.10), one obtains

N
(r3,s3)

(r1,s1),(r2,s2) =
∑

(r,s)∈(K+
p,q)◦

S(r1,s1),(r,s)S(r2,s2),(r,s)S(r3,s3),(r,s)

S(1,1),(r,s)

=
∑

(r′,s′)∈I(r1,s1),(r2,s2)

∑

(r,s)∈(K+
p,q)◦

S(r′,s′),(r,s)S(r3,s3),(r,s)

=
∑

(r′,s′)∈I(r1,s1),(r2,s2)

δ(r′,s′),(r3,s3).
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Thus, combining this result with Theorem 9.3, one obtains the following
theorem:

Theorem 9.5 There is an isomorphism of Z-algebras:

Vp,q
∼= Ap,q; φr,s �−→ [L(c, hr,s)].

Remark 9.3 In general, for a certain class of vertex operator algebras, Y.-Z.
Huang [Hu1], [Hu2] has shown that the Verlinde algebra and the fusion alge-
bra are isomorphic, i.e., the structure constant of the fusion algebra is given
by the Verlinde formula. Here, we proved this fact directly for the rational
vertex operator algebra L(cp,q, 0).

9.4 Characterisations of BPZ Series

In this section, we will provide some characterisations of the BPZ series due
to [FeFu5] and [BFM]. Here, we will consider a completion of Vir:

g :=
⊕

n≤0

CLn ⊕
∏

n>0

CLn ⊕ CC.

g admits a triangular decomposition g = g+ ⊕ g0 ⊕ g−, where we set

g
+ :=

∏

n>0

CLn, g
0 := CL0 ⊕ CC, g

− :=
⊕

n<0

CLn.

It should be noticed that any object of the category O of Vir can be extended
to a g-module and the structure of the Verma modules over g are the same
as those over Vir.

9.4.1 Coinvariants II

Here, we will explain a characterisation of BPZ series in terms of a certain
space of coinvariants that are related to the C2-cofiniteness.

The main result of this subsection is

Theorem 9.6 For (c, h) ∈ C
2, one has

dimH0([Vir−,Vir−], L(c, h)) <∞

if and only if (c, h) is a BPZ series (cf. § 5.1.5).

Proof. Since Verma modules are U([Vir−,Vir−])-free, one can use the BGG
type resolution proved in § 6.3 to compute the homology
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Hn([[Vir−,Vir−], L(c, h)) for n ∈ Z≥0. It follows that dimH0([Vir−,Vir−],
L(c, h)) <∞ only if (c, h) belongs to Case 1± of ClassR± sinceH0([Vir−,Vir−],
M(c, h)) ∼= C[L−1, L−2]. In this case, the space H0([Vir−,Vir−], L(c, h)) can
be identified with the cokernel of the map

H0([Vir−,Vir−],M(c, ξ|i|±1)⊕M(c, ξ−(|i|±1))) −→ H0([Vir−,Vir−],M(c, ξi)),

where we assume that h = ξi for some i ∈ Z. The images of the highest weight
vectors vc,ξ±(|i|±1) ∈ M(c, ξ±(|i|±1)) can be described by Proposition 5.7 and
it can be checked that if i �= 0, then the images of the highest weight vectors
vc,ξ(|i|±1) , vc,ξ−(|i|±1) contain at least one common factor which implies that
dimH0([Vir−,Vir−], L(c, h)) = ∞. Hence, the only possible cases are Case
1+ of Class R+ and h = ξ0, and in this case, it can be checked that the
images of the highest weight vectors vc,±ξ1 contain no common factor and

dimH0([Vir−,Vir−], L(cp,q, hr,s)) =
1
2
rs(p− r)(q − s)

as an application of Proposition 5.7. �

9.4.2 Lisse Modules

In this subsection, we briefly recall the definition of lisse modules and some
properties of them for a general Lie algebra. For notation, see § 9.A.

Definition 9.3 Let M be a finitely generated g-module.

1. If VgM = {0} holds, M is said to be lisse.
2. If VgM ∩ l⊥ = {0} for some subspace l ⊂ g, M is said to be lisse along

l.

It follows from (9.12) that if a finitely generated g-module is lisse, then its
subquotient is also lisse. In particular, if dimM <∞, then M is lisse.

Let k ⊂ g be a subalgebra and K be its algebraic group.

Lemma 9.11. Let M be a finitely generated (g, k)-module. Suppose that a
subspace n ⊂ g satisfies

1. dim g/n + k <∞ and
2. M is lisse along n.

Then, one has dimM/n.M <∞.

Proof. Let F be a k-invariant good filtration on M . We consider the induced
filtration on M/n.M . It suffices to show that dim grF (M/n.M) <∞.

By Lemma 9.15 2., it follows that

grF
k (M/n.M) = Mk + n.M/Mk−1 + n.M ∼= Mk/Mk−1 +Mk ∩ n.M,
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and
(grFM/n.grFM)k = Mk/Mk−1 + n.Mk−1.

Hence, grF (M/n.M) is a quotient of grFM/n.grFM .
S(g/n + k) is finitely generated by the assumption 1. and grFM/n.grFM

is finitely generated S(g/n + k)-module since grFM is a finitely generated
S(g/k)-module.

On the other hand, it follows from the assumption 2. and (9.12) that
V (Ann(grFM/n.grFM)) ∩ n⊥ = {0}. In addition, one also has
V (Ann(grFM/n.grFM)) ⊂ (n + k)⊥ since grFM/n.grFM is an S(g/n + k)-
module. Hence, it follows that V (Ann(grFM/n.grFM)) = {0}.

Thus, one obtains dim grFM/n.grFM <∞. �

Now, we state a simple application of the involutivity theorem (cf. Theo-
rem 9.8):

Lemma 9.12. Let M be a finitely generated (g, k)-module such that VgM is
finite codimensional in k⊥. Then, J(M) is involutive.

The next corollary follows from Lemma 9.17:

Corollary 9.3 Suppose that the pair (g, k) satisfies the condition: Any Ad∗K-
invariant Zariski closed subset of k⊥ is either {0} or finite codimensional.
Then, for any finitely generated (g, k)-module M , J(M) is involutive.

9.4.3 Finiteness Condition

In this subsection, we will characterise the BPZ series in several ways. Hence,
we assume that g is the completion of Vir as we discussed before § 9.4.1.

We set g≥ = g≥0 := g+ ⊕ g0 and g≥n := g≥ ⊕
⊕−1

i=n CLi for n ∈ Z<0.

Lemma 9.13. Let M be a finitely generated (g, g≥)-module. Then, VgM is
given by one of the three: {0}, (g≥)⊥ or (g≥−1)⊥.

Proof. Let K be a pro-unipotent pro-algebraic group of g≥. By Lemma 9.17,
VgM ⊂ (g≥)⊥ is a K-invariant. It is clear that a K-invariant Zariski closed
subset of (g≥)⊥ is given by either {0} or (g≥n)⊥ for some n ∈ Z<0. It follows
from Corollary 9.3 that (g≥n)⊥ can be VgM if g≥n is a Lie subalgebra and
this happens only for n = 0,−1. �

Corollary 9.4 Let (c, h) be a BPZ series. Then, VgL(c, h) is either {0} or
(g≥−1)⊥.

Proof. By definition, one has VgM(c, h) = (g≥)⊥. Since L(c, h) is a non-
trivial quotient of M(c, h) by assumption, there is ϕ ∈ U(g−) such that
ϕ.vc,h = 0 where vc,h ∈ L(c, h) is a highest weight vector. Hence, its symbol
σ(ϕ) vanishes on VgL(c, h) which implies that VgL(c, h) �= (g≥)⊥. Thus, the
result follows from Lemma 9.13. �
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Now, we can state the main theorem of this section as follows:

Theorem 9.7 ([BFM]) We let (c, h) ∈ C
2 and vc,h ∈ L(c, h) be a highest

weight vector. The following conditions are equivalent:

1. L(c, h) is lisse.
2. L(c, h) is a BPZ series.
3. dimH0([Vir−,Vir−], L(c, h)) <∞.
4. dimH0([Vir−,Vir−], L(c, h)) <∞.
5. There exists ϕ ∈ U([Vir−,Vir−]) such that ϕ.vc,h = 0.

To prove this theorem, we prepare a technical lemma. For (c, h) ∈ C
2, we de-

note the eigenspace decomposition of L(c, h) and T := U([Vir−,Vir−]).ṽc,h ⊂
M(c, h) with respect to the action of L0 by L(c, h) =

⊕
n≥0 L(c, h)h+n (resp.

T =
⊕

n≥0 Th+n.) Here, we set ṽc,h := 1⊗ 1c,h ∈M(c, h).

Lemma 9.14. Let c = cp,q be a BPZ series and h = hr,s for some 0 < r < p
and 0 < s < q. Then, we have

dimL(c, hr,s)hr,s+n ∼
n→∞

1√
2
S(r,s),(r0,s0)

(
1− 6

pq

24

) 1
4

n− 3
4 eπ
√

2
3 (1− 6

pq )n,

dimThr,s+n ∼
n→∞

π2

12
√

3n2
eπ
√

2
3 n,

where S = (S(r,s),(r′,s′)) is given in Proposition 6.3 and (r0, s0) ∈ (K+
p,q)

◦

such that |r0q − s0p| = 1.

Proof. By Theorem 9.9, it is enough to compute the asymptotic τ ↓ 0 of
χr,s(τ) and trT q

L0− 1
24 C .

The first formula follows from Theorem 6.15. For the second formula, we
see that

trT q
L0− 1

24 C = q
(rq−sp)2

4pq (1− q)(1− q2)η(τ)−1,

which implies

trT q
L0− 1

24 C ∼
τ↓0

8π2

(
τ√
−1

) 5
2

e
π
√

−1
12τ

by (9.13). �

Now, we return to the proof of Theorem 9.7.
1. ⇒ 3. follows from Lemma 9.11. 3. ⇔ 4. follows from Proposition 1.14
and 2. ⇔ 3. is Theorem 9.6. 5. ⇒ 1. follows from Corollary 9.4 since the
symbol σ(ϕ) vanishes on VgL(c, h). Hence, it is sufficient to prove 2.⇒ 5. We
have only to show that the composition of the maps T ↪→M(c, h) � L(c, h)
cannot be surjective which is a corollary of Lemma 9.14. �
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9.5 Bibliographical Notes and Comments

In 1988, B. Feigin and D. Fuchs [FeFu5] determined the fusion rule of BPZ
series by purely representation theoretical methods. Later, in 1993, a part of
their results were re-interpreted in the framework of vertex operator algebras
by W. Wang [Wan]. In particular, it was shown that the vertex operator
algebra L(c, 0) is rational if and only if c is a BPZ series (and c �= 0). Moreover,
W. Wang re-computed the fusion rule for BPZ series. But a nice expression
of the fusion rule was discovered by B. Feigin and F. Malikov [FeMa] in
1997. These results are explained in § 10.1− 10.3. There, we have also shown
that the fusion algebra of BPZ series is isomorphic to the so-called Verlinde
algebra [Ver]. § 10.4 is one of the beautiful results explained in A. Beilinson,
B. Feigin and B. Mazur [BFM] which was partially announced by [BeSch]
and [FeFu5].

9.A Appendix: Associated Variety

In this section, we will briefly recall the definition of the associated variety
etc. In particular, following [Gab], the Gabber involutivity theorem will be
stated in a less familiar form. Here, we assume that a ring always contains
the identity.

9.A.1 Filtration

Let A be a filtered ring, i.e., A =
⋃

k∈Z
Ak where the Ak’s are additive

subgroups of A such that

Ak ⊂ Ak+1 ∀ k ∈ Z,

Ak ·Al ⊂ Ak+l ∀ k, l ∈ Z,

and 1 ∈ A0. We let grkA := Ak/Ak−1 and σk : Ak � grkA be the canonical
projection. For x ∈ Ak \ Ak−1, we set σ(x) := σk(x) and call it the symbol
of x. We set

gr(A) :=
⊕

k∈Z

grkA.

Then, gr(A) inherits a graded ring structure, called the associated graded
ring, induced from the filtered ring structure of A. In this section, we assume
that

gr(A) is commutative.
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gr(A) has a Lie algebra structure defined as follows: Let f ∈ grkA and g ∈
grlA. Choose any x ∈ Ak with σk(x) = f and y ∈ Al with σl(y) = g. It
follows from the commutativity of gr(A) that xy − yx ∈ Ak+l−1. Set

{f, g} := σk+l−1(xy − yx). (9.11)

This bracket is well-defined and is called the Poisson bracket. Indeed, it
satisfies

{f, f} = 0,
{f, {g1g2}} = {{f, g1}, g2}+ {g1, {f, g2}},
{f, g1g2} = {f, g1}g2 + g1{f, g2},

for any f, g1, g2 ∈ gr(A).
Let M be an A-module. A filtration F of M is, by definition, a family

{FnM}n∈Z of subgroups of M such that

FnM ⊂ Fn+1M ∀ n ∈ Z,

M =
⋃

n∈Z

FnM,

Ak.FnM ⊂ Fn+kM ∀ k, n ∈ Z.

Two filtrations F and F ′ are said to be equivalent if there exists c1, c2 ∈ Z

such that
Fn+c1M ⊂ F ′

nM ⊂ Fn+c2M ∀ n ∈ Z.

Let F be a filtration on an A-module M . Define

grF
nM := FnM/Fn−1M, grFM :=

⊕

n∈Z

grF
nM.

One defines a gr(A)-module structure on grFM .

Definition 9.4 A filtration F on an A-module M is called good if the cor-
responding gr(A)-module grFM is finitely generated.

For example, suppose that anA-moduleM is finitely generated andm1,· · ·,mr

are its generators. Pick integers k1, · · · , kr and define a filtration with this
choice of generators and integers by setting

FnM :=
r∑

i=1

An−ki .mi.

By definition, this is a good filtration. In general, one has the following lemma:

Lemma 9.15. Let M be an A-module which admits a good filtration.

1. Any two good filtrations of M are equivalent.
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2. Let M ′ be an A submodule of M . If F is a good filtration on M , then
FnM

′ := FnM ∩M ′ is a good filtration on M ′ and Fn(M/M ′) := (FnM +
M ′)/M ′ is a good filtration on M/M ′.

For the second case in this lemma, one obtains a short exact sequence

0 −→ grFM ′ −→ grFM −→ grF (M/M ′) −→ 0.

9.A.2 Associated Variety

Let A be a filtered ring and M an A-module as in the previous subsection.
For a filtration F on M , we set

IF := Anngr(A)(grFM).

IF is known to be a graded ideal of gr(A). Hence, in particular, it implies
that

√
IF is also a graded ideal of gr(A).

Lemma 9.16. For any filtration F ′ on M equivalent to F , one has
√
IF ′ =

√
IF .

Thanks to this lemma, taking a good filtration F of M , we may set

J(M) :=
√
IF =

⋂

p∈V(IF )

p,

where we set V(a) := {p ∈ Spec(gr(A))|a ⊂ p} for an ideal a of gr(A). One
can check that the support of grFM

Supp(grFM) := {p ∈ Spec(gr(A))|(grFM)p �= {0}}

coincides with V(Anngr(A)(grFM)) for a good filtration F on M . For later
use, we set

Supp0(grFM) := {p : minimal in Supp(grFM)},

where the order is taken with respect to the inclusion. Supp0(grFM) is some-
times called the singular support of grFM .

Now, let g be a Lie algebra over C and A := U(g) be its enveloping algebra.
By the standard filtration on A (cf. (A.6)), the PBW theorem implies that
gr(A) = S(g) =

⊕
n≥0 S

n(g). For a subset J ⊂ A, we set

V (J) := {ϕ ∈ g
∗|f(ϕ) = 0 (∀ f ∈ J)}.

Definition 9.5 Let M be a g-module with a good filtration. The set
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VgM := V (J(M))

is called the associated variety of M .

Since J(M) is a graded ideal, VgM is, in general, a cone in g∗. If M ′ is a
submodule of M , it follows that

Vg(M) = Vg(M ′) ∪ Vg(M/M ′). (9.12)

Let k ⊂ g be a Lie subalgebra and M be g-module.

Definition 9.6 M is called a (g, k)-module iff k acts on M locally finitely,
i.e., dimU(k).m <∞ for all m ∈M .

We assume that M is a (g, k)-module which is finitely generated as g-module.
There is a k-invariant good filtration on M , that is, a filtration F on M
such that k.FnM ⊂ FnM for n ∈ Z. Indeed, this filtration can be defined as
follows: Let m1, · · · ,mr ∈ M be generators and set F0M :=

∑r
i=1 U(k).mi.

We set FnM := Un(g).F0M for n ∈ Z>0. With this filtration, we see that
grFM is k-invariant, i.e., k.grFM = {0} which implies that grFM can be
regarded as an S(g/k)-module. Moreover, J(M) is AdK-invariant, where K
is an algebraic group of k. Hence, the next lemma follows:

Lemma 9.17. Let M be a (g, k)-module which admits a good filtration. Then,
VgM is an Ad∗K-invariant Zariski closed subset of k⊥ := {ϕ ∈ g∗|ϕ(k) =
{0}}.

For more information about associated varieties, see, e.g., [Ja2].

9.A.3 Involutivity

Let A be a filtered ring and M an A-module with a good filtration as in §
9.A.1. A gr(A)-module grFM is called weakly Noetherian if it satisfies

1. grFM is finitely generated, and
2. for every p ∈ Supp0(grFM), (grFM)p is a gr(A)p-module of finite length.

We remark that a Noetherian module over a commutative ring is weakly
Noetherian.

Now, a theorem about the integrability of characteristics due to O. Gabber
[Gab] can be formulated as follows:

Theorem 9.8 Let A be a filtered ring such that gr(A) is a commutative Q-
algebra and M be a filtered A-module such that grFM is a weakly Noetherian
gr(A)-module. Then, J(M) =

√
Anngr(A)(grFM) is involutive, i.e., it is

closed under the Poisson brackets in gr(A). Here, grFM is constructed via
any good filtration F on M .
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9.B Appendix: Tauberian Theorem

In this section, we briefly recall the so-called Tauberian theorem à la Ingham
[In]. A simple but important example of an application of this theorem is also
given.

Let us define some symbols:

1. τ ↓ 0 means the limit τ → 0 along the half-line
√
−1R>0.

2. f(τ) ∼
τ↓0

g(τ) means
f(τ)
g(τ)

→ 1 as τ ↓ 0.

3. an ∼
n→∞

bn signifies lim
n−→∞

bn
an

= 1.

The following theorem is proved by E. Ingham [In] and is called a Tauberian
theorem:

Theorem 9.9 Suppose that

f(τ) = qλ
∞∑

n=0

anq
n (q = e2π

√
−1τ )

is a holomorphic function on H = {τ ∈ C|Imτ > 0}, and satisfies the follow-
ing two conditions:

i. an ∈ R and an ≤ an+1 for all n.
ii. There exist A ∈ C, B ∈ R and C ∈ R>0 satisfying

f(τ) ∼
τ↓0

A ·
(

τ√
−1

) 1
2 B

e
π
√

−1
12τ C .

Then

an ∼
n→∞

A√
2

(
C

24

) 1
4 (B+1)

n− 1
4 (B+3)eπ

√
2
3 Cn.

We will show a typical application of this theorem which was also treated by
E. Ingham.

By the definition of the Dedekind eta function (6.14) and Lemma 6.5, it
follows that

η(τ)−1 = q−
1
24

∑

n≥0

p(n)qn =
(

τ√
−1

) 1
2

η

(

−1
τ

)−1

,

where p(n) is the partition number of n ∈ Z≥0. Hence, it can be checked that

η(τ)−1 ∼
τ↓0

(
τ√
−1

) 1
2

e
π
√

−1
12τ . (9.13)
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Thus, by Theorem 9.9, one obtains the following well-known asymptotic be-
haviour:

p(n) ∼ 1
4
√

3n
eπ
√

2
3 n (n→∞).



Chapter 10

Coset Constructions for ŝl2

In this chapter, we will construct some irreducible highest weight Vir-modules
out of highest weight ŝl2-modules, which is called the coset construction. In
particular, we will construct all of the BPZ series representations of Vir (cf.
Section 5.1) in terms of ŝl2-modules.

In Section 10.1, we will recall some basic facts about the affine Lie algebra
ŝl2 such as the character formulae of the admissible representations and in
Section 10.2, the so-called Segal−Sugawara construction will be recalled in
terms of vertex algebra. In Section 10.3, we will consider the irreducible
decomposition of the following two cases:

1. (Level 1 integrable module)⊗ (admissible representation)
as ŝl2

′ ⊕Vir-module,
2. (Level 1 integrable module) as sl2 ⊕Vir-module.

In Section 10.4, we will show that the discrete series representations of Vir
(cf. Section 5.1) are unitarisable.

10.1 Admissible Representations

In this section, after a brief review on ŝl2, we recall some basic facts about
its representation theory. The proofs of most of the statements will not be
given here, and the reader should consult, e.g., [MP], for a detailed account.

10.1.1 Affine Lie Algebra ŝl2

Affine Lie algebras are defined as Kac−Moody Lie algebras with generalised
Cartan matrices of affine type. But we do not go into the general theory of
Kac−Moody Lie algebras here, and recall some concepts for later use.

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 10,
© Springer-Verlag London Limited 2011

349

http://dx.doi.org/10.1007/978-0-85729-160-8_10
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Let ḡ be the simple Lie algebra sl2 over C, and let {h, e, f} be a basis of
ḡ which satisfies

[e, f ] = h, [h, e] = 2e, [h, f ] = −2f.

We set
h̄ := Ch, ḡ

+ := Ce, ḡ
− := Cf.

Let (·, ·) be the non-degenerate symmetric invariant bilinear form on ḡ nor-
malised by (h, h) = 2.

The affine Lie algebra ŝl2 is the following Lie algebra:

ĝ := ḡ⊗C C[t, t−1]⊕ CK ⊕ Cd

with the commutation relations

[x⊗ tk, y ⊗ tl] = [x, y]⊗ tk+l + kδk+l,0(x, y)K,

[ĝ,K] = {0}, [d, x⊗ tk] = kx⊗ tk,

where x, y ∈ ḡ. Let ĝ′ be the derived subalgebra of ĝ, i.e.,

ĝ
′ := [ĝ, ĝ] = ḡ⊗ C[t, t−1]⊕ CK.

We set
ĥ := Ch⊗ 1⊕ CK ⊕ Cd,

and call it a Cartan subalgebra of ĝ. From now on, we denote x⊗ tk by x(k)
for simplicity, and regard ḡ ⊂ ĝ via the map x �→ x(0) (x ∈ ḡ).

We recall some notation of affine Lie algebras. Set

h0 := K − h, e0 := f(1), f0 := e(−1),
h1 := h, e1 := e, f1 := f.

Then, it is easy to see that ĝ′ is generated by these elements. They are called
the Chevalley generators. Let {Λ0, α0, α1} be the basis of ĥ∗ such that

⎛

⎝
〈Λ0, d〉 〈Λ0, h0〉 〈Λ0, h1〉
〈α0, d〉 〈α0, h0〉 〈α0, h1〉
〈α1, d〉 〈α1, h0〉 〈α1, h1〉

⎞

⎠ =

⎛

⎝
0 1 0
1 2 −2
0 −2 2

⎞

⎠ ,

where 〈·, ·〉 denotes the dual pairing between ĥ∗ and ĥ. Further, we set Λ1 :=
Λ0 + 1

2α1. {h0, h1}, {α0, α1}(=: Π) and {Λ0, Λ1} are called the sets of simple
coroots, simple roots and fundamental weights of ŝl2, respectively. For later
use, we set δ := α0 + α1 and ρ := Λ0 + Λ1. Recall that the number 〈ρ,K〉 =
2 =: h∨ is called the dual Coxeter number of sl2.

Next we recall symmetric bilinear forms on ĥ. Let (·, ·) be the symmetric
bilinear form on ĥ defined by
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⎛

⎝
(K,K) (K, d) (K,h)
(d,K) (d, d) (d, h)
(h,K) (h, d) (h, h)

⎞

⎠ =

⎛

⎝
0 1 0
1 0 0
0 0 2

⎞

⎠ .

Note that (·, ·) is non-degenerate. Hence, we identify ĥ and ĥ∗ by this bilinear
form, and denote this identification by ν : ĝ→ ĝ∗, i.e.,

ν(hi) = αi (i = 0, 1), ν(K) = δ, ν(d) = Λ0.

Further, we define (·, ·) on ĥ∗ by (ν(h), ν(h′)) := (h, h′) for h, h′ ∈ ĥ.
The Weyl group W of ĝ is defined as follows: For i = 0, 1, we define

ri ∈ GL(ĥ∗) by
ri(λ) := λ− 〈λ, hi〉αi.

Let W be the subgroup of GL(ĥ∗) generated by {r0, r1}. We call it the Weyl
group. Recall that the following affine action of W on ĥ∗ is called the ‘shift
action’:

w ◦ λ := w(λ+ ρ)− ρ (w ∈W ).

ĝ has the following Q-graded Lie algebra structure. Set Q := Zα0 ⊕ Zα1

and call it the root lattice of ĝ. We also set Q± := ±(Z≥0α0⊕Z≥0α1). Then,
ĝ decomposes as ĝ =

⊕
α∈Q ĝα. Further, we set

Δ :={α ∈ Q \ {0}|ĝα �= {0}}
={m1δ, ± α1 +m2δ|m1,m2 ∈ Z, m1 �= 0},

Δ± := Δ ∩Q± and

Δre := WΠ = {±α1 + nδ|n ∈ Z}.

They are called the sets of roots, positive roots, negative roots and real roots
respectively. We also set Δ±

re := Δre ∩Δ±. For β = w(αi) ∈ Δre (w ∈W and
i = 0, 1), we use the following notation: rβ := wriw

−1 ∈W .
We define an anti-involution σ̂ of ĝ. Let σ̄ : U(ḡ) → U(ḡ) be the anti-

involution defined by σ̄(e) = f , σ̄(h) = h and σ̄(f) = e. We further define
σ̂ : U(ĝ)→ U(ĝ) by

σ̂(x(k)) := (σ̄(x))(−k) (x ∈ ḡ), σ̂(K) = K, σ̂(d) = d.

Then, the quadruple (ĝ, ĥ, Q, σ̂) becomes a Q-graded Lie algebra. From now
on, we fix a triangular decomposition

ĝ = ĝ
− ⊕ ĥ⊕ ĝ

+

of ĝ as in § 1.2.2.
Let M(Λ) be the Verma module over ĝ with highest weight Λ ∈ ĥ∗, and let

L(Λ) be its irreducible quotient (see § 1.2.5). Then they have the following



352 10 Coset Constructions for ŝl2

weight space decompositions:

M(Λ) =
⊕

α∈Q+

M(Λ)Λ−α, L(Λ) =
⊕

α∈Q+

L(Λ)Λ−α.

10.1.2 Admissible Representations

In this subsection, we recall the definition of admissible representation, and
classify the admissible weights of ŝl2. In particular, the character formulae of
the admissible representations are also given.

For Λ ∈ ĥ∗, we set

Δ+
Λ :=

{

α ∈ Δ+
re

∣
∣
∣
∣
2(Λ+ ρ, α)

(α, α)
∈ Z

}

, ΠΛ := Δ+
Λ \ (Δ+

Λ +Δ+
Λ).

Definition 10.1 ([KW2]) Λ ∈ ĥ∗ is called an admissible weight, if

1. 2(Λ+ρ,α)
(α,α) ∈ Z>0 for any α ∈ Δ+

Λ ,
2. QΠΛ = QΠ.

The irreducible highest weight representation L(Λ) with admissible highest
weight Λ ∈ ĥ∗ is called an admissible representation. Moreover, k ∈ C is
called an admissible level, if there exists an admissible weight Λ such that
k = 〈Λ,K〉.

Suppose that k is an admissible level. We denote the set of the admissible
weights of level k by P adm

k . Then, we have

Lemma 10.1. 1. k ∈ C is an admissible level if and only if there exists
t ∈ Z≥2 and s ∈ Z>0 such that (s, t) = 1 (coprime) and k + 2 = t

s .
2. Let k = −2 + t

s be admissible level. Then,

P adm
k = {Λ(k;m,n)+xδ|m,n ∈ Z, 0 < m < t, 0 ≤ n < s, x ∈ C}, (10.1)

where

Λ(k;m,n) := (k − λk
m,n)Λ0 + λk

m,nΛ1

λk
m,n := (m− 1)− (k + 2)n.

3. Let Λ = Λ(k;m,n) be an admissible weight. Then, we have

ΠΛ = {α1 + nδ,−α1 + (s− n)δ}.

Proof. For k, λ, x ∈ C, let

Λ = (k − λ)Λ0 + λΛ1 + xδ
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be an admissible weight of level k, and denote ΠΛ = {β1, β2}. Since ΠΛ ⊂ Δ+
re

and (β1, β2) < 0, we may assume that

β1 = α1 + n1δ, β2 = −α1 + n2δ

for some n1 ∈ Z≥0 and n2 ∈ Z>0.
We set mi := (Λ+ ρ, βi) for i = 1, 2. By definition, mi ∈ Z>0. Note that

m1 +m2 = (Λ+ ρ, (n1 + n2)δ) = (k + 2)(n1 + n2).

Hence, there exist t, s, r ∈ Z>0 such that n1 + n2 = rs, m1 + m2 = rt and
k + 2 = t

s .
Here, we assume that r > 1 and lead to a contradiction. If r > 1, then

either n1 ≥ s or n2 > s holds, and thus

(α1 + (n1 − s)δ ∈ Δ+
Λ) ∨ (−α1 + (n2 − s)δ ∈ Δ+

Λ).

This contradicts the definition of ΠΛ. Hence, we have r = 1, n1 + n2 = s,
m1+m2 = t, and thus s ≥ 1 and t ≥ 2. Moreover, 0 ≤ n1 < s and 0 < m1 < t
and

m1 = (Λ+ ρ, β1) = (k + 2)n1 + λ+ 1.

Hence, λ = m1 − 1− n1(k + 2). Now, we have proved the lemma. �

For w ∈W , we set ε(w) := det(w) and for Λ ∈ ĥ∗, we set

WΛ := {rα|α ∈ Δ+
Λ}.

We remark that (WΛ, {rα|α ∈ ΠΛ}) is a Coxeter system.

Theorem 10.1 ([KW2]) Suppose that Λ ∈ ĥ∗ is an admissible weight.
Then, we have

chL(Λ) =

∑
w∈WΛ

ε(w)ew◦Λ

∑
w∈W ε(w)ew◦0 .

Remark 10.1 This character formula can be shown in a way similar to the
case of the Virasoro algebra, at least for the rank 2 affine Lia algebras, as an
application of the uniqueness of the singular vectors proved in [KT].

For later convenience, we introduce the normalised character. For Λ ∈ ĥ∗

such that k = 〈Λ,K〉 �= −h∨ (recall h∨ = 2), we set

mΛ :=
|Λ+ ρ|2

2(k + h∨)
− |ρ|

2

2h∨
.

The number mΛ is called the modular anomaly of Λ. Note that mΛ+xδ =
mΛ + x.
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Definition 10.2 For Λ ∈ ĥ∗, we set

χΛ := e−mΛδ chL(Λ),

and call it the normalised character of L(Λ).

Normalised characters of admissible representations can be expressed by using
the classical theta functions defined as follows: Let

·̄ : ĥ
∗ −→ h̄

∗

be the projection with respect to ĥ∗ = h̄∗ ⊕ Cδ ⊕ CΛ0.

Definition 10.3 For Λ ∈ ĥ∗ which satisfies k := 〈Λ,K〉 = t
s for s, t ∈ Z>0

such that (s, t) = 1, we set

ΘΛ := e−
|Λ|2
2k δ

∑

α∈M

etα(Λ),

where M := sZα1, and tα : ĥ∗ → ĥ∗ for α ∈ h̄ is defined by

tα(Λ) = Λ+ (Λ, δ)α− {(Λ,α) +
1
2
|α|2(Λ, δ)}δ.

ΘΛ is called the classical theta function of degree k with characteristic
Λ̄.

By definition, one can check

ΘΛ =
∑

α∈M

eΛ+kα− 1
2k |Λ+kα|2δ =

∑

n∈Z

eΛ+tnα1− 1
2k |Λ+tnα1|2δ. (10.2)

In particular, for k ∈ Z>0 and j ∈ Z, the classical theta function Θj,k :=
Θ(k−j)Λ0+jΛ1 has the following expression (cf. (6.15)):

Θj,k = ekΛ0
∑

n∈Z+ j
2k

eknα1−kn2δ. (10.3)

Now, we have

Lemma 10.2. Suppose that k = −2 + t
s for t ∈ Z≥2 and s ∈ Z>0. Let

Λ = Λ(k;m,n) be an admissible weight, i.e., 0 < m < t and 0 ≤ n < s.
Then, we have

χΛ =
ΘΛ(k;m,n)+ρ −ΘΛ(k;−m,n)+ρ

ΘΛ(0;1,0)+ρ −ΘΛ(0;−1,0)+ρ
.

Proof. We set
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A := e−
|Λ+ρ|2
2(k+2) δ

∑

w∈WΛ

e(w)ew◦Λ,

B := e−
|ρ|2
4 δ

∑

w∈W

ε(w)ew◦0.

Then by Theorem 10.1, we have χΛ = A
B . We compute A and B explicitly.

By Lemma 10.1, we have

ΠΛ = {α1 + nδ, − α1 + (s− n)δ}.

We set β1 := α1 + nδ, β2 := −α1 + (s − n)δ and T := rβ2rβ1 . Note that for
l ∈ Z≥0,

T l(λ) = λ+ (λ, δ)lsα1 − (λ, lsα1 + (ls)2δ)δ = tlsα1(λ).

Hence by direct computation, we have

A = (ΘΛ(k;m,n)+ρ −ΘΛ(k;−m,n)+ρ)e−ρ,

B = (ΘΛ(0;1,0)+ρ −ΘΛ(0;−1,0)+ρ)e−ρ.

Thus, we have obtained the lemma. �

10.2 Sugawara Construction

In this section, we briefly recall a vertex algebra structure on the ŝl2-module
L(kΛ0). In particular, we will show that L(kΛ0) is a conformal vertex algebra
if k �= 0,−2.

10.2.1 Vertex Algebra Structure of Vacuum
ŝl2-modules

Here, we first define a vertex algebra structure on the so-called vacuum rep-
resentation VkΛ0 of level k ∈ C.

For k ∈ C, let Ck := C1kΛ0 be the ĝ≥ := g ⊗ C[t] ⊕ CK ⊕ Cd-module
defined by

g⊗ C[t].1kΛ0 := {0}, K.1kΛ0 := k1kΛ0 , d.1kΛ0 := 0.

The induced ŝl2-module
VkΛ0 := Indĝ

ĝ≥Ck
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is a highest weight ŝl2-module with highest weight kΛ0. We introduce a Z-
graded vertex algebra structure on VkΛ0 as follows.

For simplicity, we set vk := 1⊗ 1kΛ0 .

1. (Gradation) For n1 ≤ n2 ≤ · · · ≤ nm < 0 and x1, x2, · · · , xm ∈ g, set

deg(x1(n1)x2(n2) · · ·xm(nm).vk) := −
m∑

i=1

ni.

2. (Vacuum vector) vk.
3. (Translation operator) Set Tvk := 0 and [T, x(n)] := −nx(n − 1) for

x ∈ g.
4. (Vertex operators) Set Y (vk, z) := id and

Y (x(−1).vk, z) := x(z) :=
∑

n∈Z

x(n)z−n−1,

for x ∈ g.

By the strong reconstruction theorem (cf. Theorem C.1), these data define a
Z-graded vertex algebra structure on VkΛ0 . Since, the maximal proper sub-
module of VkΛ0 is a Z-graded vertex ideal, a vertex algebra structure on VkΛ0

induces a Z-graded vertex algebra structure on L(kΛ0). In the next subsec-
tion, we will construct a conformal vector on VkΛ0 and hence on L(kΛ0).

10.2.2 Segal−Sugawara Operator

Here, we briefly recall the so-called Segal−Sugawara operator and some of
its consequences.

Let {u1, u2, u3} be a basis of ḡ and {u1, u2, u3} be the dual basis with
respect to the form (·, ·) on ḡ.

Definition 10.4 Set

T (z) :=Y (
3∑

i=1

ui(−1)ui(−1).vk, z)

=
3∑

i=1

◦
◦ui(z)ui(z)◦◦ =:

∑

n∈Z

Tnz
−n−2 ∈ End(VkΛ0)[[z, z

−1]].

It is called the Segal−Sugawara operator.

By abuse of the language the vertex operator on L(kΛ0) induced by T (z) on
VkΛ0 is also called the Segal−Sugawara operator. The following lemma is a
simple application of Theorem C.5:
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Lemma 10.3. Suppose that k �= −2. Set Ln := 1
2(k+2)Tn. We have

[Lm, Ln] = (m− n)Lm+n + δm+n,0
m3 −m

12
ck,

[Lm, x(n)] = −nx(n+m),

where ck := 3k
k+2 .

In particular, this lemma implies that, for k ∈ C such that k �= 2, the vertex
algebra VkΛ0 is a conformal vertex algebra with the conformal vector

ωk :=
1

2(k + 2)

3∑

i=1

ui(−1)ui(−1).vk ∈ VkΛ0 .

The image of ωk under the canonical projection Vk � L(kΛ0) is a non-zero
element if and only if k �= 0. Hence, the next corollary follows:

Corollary 10.1 Let k ∈ C such that k �= 0,−2. Then, (L(kΛ0), ωk) is a
conformal vertex algebra.

In [FZ], I. Frenkel and Y. Zhu showed that the conformal vertex algebra
(L(kΛ0), ω) becomes a rational vertex operator algebra for k ∈ Z>0. But for
an admissible k which is not an integer, this is not the case. However, we
should mention the following:

Remark 10.2 Let k ∈ C be an admissible level such that k �∈ Z≥0.

1. In [AdM1], D. Adamović and A. Milas showed that the conformal vertex
algebra (L(kΛ0), ωk) is rational in the category O, that is, if we allow only
L(kΛ0)-modules that are objects of O, then it is rational.

2. In [DLM1], C. Dong, H. Li and G. Mason showed that the vertex algebra
L(kΛ0) with the conformal vector

ωk(a) := ωk −
1
2
ah(−2).vk

for a ∈ Q>0 such that a < 1 is a rational Q-graded vertex algebra, i.e., any
Q≥0-graded weak L(kΛ0)-module is completely reducible, where the central
charge of the Virasoro algebra is given by ck − 6ka2.

In both cases, any irreducible module (with the obvious restriction for 1.) is
of the form L(Λ) (Λ ∈ P adm

k ).

10.3 Coset Constructions

In this section, after rewriting the fundamental characters of ŝl2, we consider
the so-called coset constructions of two different kinds.
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10.3.1 Fundamental Characters of ŝl2

First, we recall two classical formulae which are equivalent to the denominator
identities of A(1)

1 and A
(2)
2 , respectively (see, e.g., [Chan] for their analytic

proof):

∞∏

m=1

(1− qm)(1− qm−1w)(1− qmw−1) =
∑

n∈Z

(−1)nq
1
2 n(n−1)wn, (10.4)

which is called the Jacobi triple product identity and

∞∏

m=1

(1− qm)(1− qm−1w)(1− qmw−1)(1− q2m−1w2)(1− q2m−1w−2)

=
∑

n∈Z

{q 1
2 n(3n−1)w3n − q

1
2 n(3n+1)w3n+1} =

∑

n∈Z

q
1
2 n(3n−1)(w3n − w−3n+1),

(10.5)

which is called the Watson quintuple identity. Based on these identities,
we rewrite the fundamental characters χΛ0 and χΛ1 as follows.

We recall that the Weyl−Kac character formula for the integrable module
is written in terms of the classical theta function (10.3) as follows: for j, k ∈
Z≥0 such that 0 ≤ j ≤ k,

χ(k−j)Λ0+jΛ1 =
Θj+1,k+2 −Θ−(j+1),k+2

Θ1,2 −Θ−1,2
. (10.6)

Clearly, the denominator of the above formula can be factorised as

Θ1,2 −Θ−1,2 = eρ− 1
8 δ

∏

n>0

(1− e−nδ)(1− e−(n−1)δ−α1)(1− e−nδ+α1), (10.7)

which is equivalent to (10.4). Hence, we calculate the numerator of (10.6)
below. For j = 0, 1, we have

Θj+1,3 −Θ−(j+1),3

=e3Λ0
∑

n∈Z

{
e3(n+ 1

6 (j+1))α1−3(n+ 1
6 (j+1))2

δ − e3(n− 1
6 (j+1))α1−3(n− 1

6 (j+1))2
δ
}

=e3Λ0+
1
2 (j+1)α1− 1

12 (j+1)2δ
∑

n∈Z

e−n(3n−(j+1))δ
{
e−3nα1 − e(3n−(j+1))α1

}
.

Case-by-case calculations show that
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∑

n∈Z

e−n(3n−(j+1))δ
{
e−3nα1 − e(3n−(j+1))α1

}

=
∑

n∈Z

e−n(3n−1)δ
{
e−3nα1−j − e(3n−1)α1−j

}
,

hence, by (10.5), it follows that

Θj+1,3 −Θ−(j+1),3

=e3Λ0+
1
2 (j+1)α1− 1

12 (j+1)2δ
∑

n∈Z

e−n(3n−1)δ
{
e−3nα1−j − e(3n−1)α1−j

}

=e3Λ0+
1
2 (j+1)α1− 1

12 (j+1)2δ
∏

m>0

(1−e−2mδ)(1−e−2(m−1)δ−α1−j )(1−e−2mδ+α1−j )

(1− e−2(2m−1)δ−2α1−j )(1− e−2(2m−1)δ+2α1−j ).

Simple calculations show
∏

m>0

(1− e−2(m−1)δ−α1−j )(1− e−2(2m−1)δ−2α1−j )

=
∏

m>0

(1− e−(m−1)δ−α1−j )(1 + e−(2m−1)δ−α1−j )

=
∏

m>0

(1− e−mδ+αj )(1 + e−2mδ+αj ),

∏

m>0

(1− e−2mδ+α1−j )(1− e−2(2m−1)δ+2α1−j )

=
∏

m>0

(1− e−mδ+α1−j )(1 + e−(2m−1)δ+α1−j )

=
∏

m>0

(1− e−(m−1)δ−αj )(1 + e−2(m−1)δ−αj ),

which implies

Θj+1,3 −Θ−(j+1),3

=e3Λ0+
1
2 (j+1)α1− 1

12 (j+1)2δ
∏

m>0

(1− e−2mδ)(1− e−(m−1)δ−α1)(1− e−mδ+α1)

(1 + e−2(m−1)δ−αj )(1 + e−2mδ+αj ).

Hence, it follows from (10.6) and (10.7) that

χΛj =
eΛ0+

1
2 jα1− 1

12 (j2+2j)δ
∏

m>0(1−e−2mδ)(1+e−2(m−1)δ−αj )(1+e−2mδ+αj )
η(e−δ)

,
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where η(q) := q
1
24
∏

m>0(1− qm) is the Dedekind eta-function (cf. (6.14)). It
follows from (10.4) and the case-by-case computations that

∏

m>0

(1− e−2mδ)(1 + e−2(m−1)δ−αj )(1 + e−2mδ+αj )

=
∑

n∈Z

e−(n2−n)δ−nαj =
∑

n∈Z

e−n(n+j)δ+nα1 ,

from which we conclude

χΛj =
eΛ0+

1
6 j(j−1)δ

∑
n∈Z+ 1

2 j e
−n2δ+nα1

η(e−δ)
.

Thus, by (10.3), we have shown

Lemma 10.4. For j = 0, 1, we have

χΛj =
ΘΛj

η(e−δ)
.

10.3.2 Coset (ŝl2)1 × (ŝl2)k/(ŝl2)k+1

In the sequel, we assume that k �= −2,−3, unless otherwise stated.
We first recall that, for vertex algebras (A,degA, |0〉A, TA, YA) and

(B,degB , |0〉B, TB , YB), the pair (A⊗B,degA +degB , |0〉A ⊗ |0〉B , TA ⊗ id +
id⊗TB , YA⊗B), where we set YA⊗B(u⊗ v, z) := YA(u, z)⊗YB(v, z), becomes
a vertex algebra.

Let V (1) (resp. V (k)) be an L(Λ0)-module (resp. L(kΛ0)-module) such that
V (1), V (k) ∈ Ob(O).

Definition 10.5 We define Ln ∈ End(V (1) ⊗ V (k)) by
∑

n∈Z

Lnz
−n−2 =YV (1)(ω1, z)⊗ id + id⊗ YV (k)(ωk, z)

− 1
2(k + 3)

3∑

i=1

YV (1)⊗V (k)(Δ(ui(−1)ui(−1)).v1 ⊗ vk, z),

where Δ is the coproduct of U(ĝ).

Below, we omit indicating the modules on vertex operators, for simplicity.
We remark that
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1
2(k + 3)

3∑

i=1

Y (Δ(ui(−1)ui(−1)).v1 ⊗ vk, z)

=
3

k + 3
Y (ω1, z)⊗ id +

k + 2
k + 3

id⊗ Y (ωk, z) +
1

k + 3

3∑

i=1

ui(z)⊗ ui(z).

Hence, the operators {Ln} satisfy

∑

n∈Z

Lnz
−n−2 =

1
k + 3

{

kY (ω1, z)⊗ id + id⊗ Y (ωk, z)−
3∑

i=1

ui(z)⊗ ui(z)

}

.

We have

Proposition 10.1 Suppose that k �= −2,−3. Let Ln ∈ End(V (1) ⊗ V (k)) as
above.

1. For any x ∈ ḡ and m,n ∈ Z,

[Lm, Δ(x(n))] = 0.

2.
[Lm, Ln] = (m− n)Lm+n + δm+n,0

1
12

(m3 −m)cidV (1)⊗V (k) ,

where c = 1− 6
(k+2)(k+3) .

Hence, Vir and ĝ′ simultaneously act on the space V (1) ⊗ V (k), and their
actions commute.

Proof. Here, we denote Y (ω1, z) =
∑

n∈Z
L

(1)
n z−n−2 and Y (ωk, z) =

∑
n∈Z

L
(k)
n z−n−2, respectively.

First, we notice that, by Lemma 10.3, the Fourier modes of the vertex
operator

1
2(k + 3)

3∑

i=1

Y (Δ(ui(−1)ui(−1)).v1 ⊗ vk, z) =:
∑

n∈Z

L(k+1)
n z−n−2

satisfy the commutation relation of the Virasoro algebra with central charge
ck+1. By definition, we have

[Lm, Δ(x(n))] =[L(1)
m , x(n)]⊗ id + id⊗ [L(k)

m , x(n)]− [L(k+1)
m , Δ(x(n))]

=− nx(m+ n)⊗ id− nid⊗ x(m+ n) + nΔ(x(m+ n)) = 0.

Next, we show the second statement. The first statement implies that
[Lm, L

(k+1)
n ] = 0. Hence, we get
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[Lm, Ln] = [Lm, L
(1)
n ⊗ 1 + 1⊗ L(k)

n ]

= [L(1)
m , L(1)

n ]⊗ 1 + 1⊗ [L(k)
m , L(k)

n ]− [L(k+1)
m , L(1)

n ⊗ 1 + 1⊗ L(k)
n ].

Further, we have

[L(k+1)
m , L(1)

n ⊗ 1 + 1⊗ L(k)
n ] = [L(k+1)

m , Ln + L(k+1)
n ] = [L(k+1)

m , L(k+1)
n ].

Hence the following commutation relation holds:

[Lm, Ln] = (m− n)Lm+n + δm+n,0
1
12

(m3 −m)(c1 + ck − ck+1)idV (1)⊗V (k) .

Since c1 + ck − ck+1 = 1− 6
(k+2)(k+3) , we have completed the proof. �

From now on, we take an admissible representation L(Λ) as V (k) and
L(Λ0)⊕ L(Λ1) as V (1). Now we can state the main result of this section.

Theorem 10.2 Suppose that k ∈ Q>−2 is an admissible level. Let p, q,m, n
be integers such that q − p > 0, p ≥ 2, (p, q) = 1 (coprime), k + 2 = p

q−p ,
0 < m < p and 0 ≤ n < q − p. Then we have

[L(Λ0)⊕ L(λ1)]⊗ L(Λ(k;m,n))

�
⊕

0<m′<q

L(Λ(k + 1;m′, n)) � L(cp,q, hm,m′(
q

p
))

as ĝ′ ⊕Vir-module.

For the proof, we first verify the above isomorphism at the level of their
normalised characters as follows.

For this purpose, we fix a coordinate of ĥ as follows: For

v = 2π
√
−1

(

−τd+
1
2
zh+ uK

)

∈ ĥ, (10.8)

we denote v by (τ, z, u). For (τ, z, u) ∈ H× C
2, we set

ΘΛ(τ, z, u) = e−
|Λ|2
2k 〈δ,v〉

∑

α∈M

e〈tα(Λ),v〉,

and in general, for a normalised character χΛ =
∑

λ cλe
λ, we set

χΛ(τ, z, u) :=
∑

λ

cλe
〈λ,v〉.

Recall that χL(c,h)(τ) denotes the normalised character of the Virasoro alge-
bra defined in § 6.4.

The first step to the proof of Theorem 10.2 is
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Lemma 10.5 ([KW2]).

{χΛ0(τ, z, u) + χΛ1(τ, z, u)}χΛ(k;m,n)(τ, z, u)

=
∑

0<m′<q

χΛ(k+1;m′,n)(τ, z, u)χL(cp,q,hm,m′ ( q
p ))(τ).

The proof of this lemma will be carried out in the next subsection, after re-
calling some facts about the classical theta functions.

Proof of Theorem 10.2. In this proof, for simplicity, we set Λ′
m :=

Λ(k + 1;m′, s), c = cp,q and hm′ := hm,m′( q
p ).

By the preliminary lemma, the irreducible representations L(Λm′) �
L(c, hm′) appear in [L(Λ0) ⊕ L(Λ1)] ⊗ L(Λ(k;m, s)) with multiplicity one,
and they exhaust its irreducible factors. Hence, if we show that

Ext1ĝ′⊕Vir(L(Λm′
1
) � L(c, hm′

1
), L(Λm′

2
) � L(c, hm′

2
)) = {0},

then we obtain the theorem as a consequence of Lemma A.3. Indeed, we have

Ext1ĝ′⊕Vir(L(Λm′
1
) � L(c, hm′

1
), L(Λm′

2
) � L(c, hm′

2
))

� Homĝ′((L(Λm′
1
), L(Λm′

2
))⊗ Ext1Vir(L(c, hm′

1
), L(c, hm′

2
))

⊕ Ext1ĝ′((L(Λm′
1
), L(Λm′

2
))⊗HomVir(L(c, hm′

1
), L(c, hm′

2
))

� {0}.

Hence, we have arrived at the conclusion. �

10.3.3 Properties of the Theta Function and Proof of
Lemma 10.5

First, we recall some properties of the classical theta function ΘΛ.
Let Λ ∈ ĥ∗ be such that 〈Λ,K〉 = k, where k = t

s for some t, s ∈ Z>0 such
that (s, t) = 1.

Lemma 10.6. If Λ′ ∈ ĥ∗ satisfies Λ− Λ′ ∈ tZα1 ⊕ Cδ, then ΘΛ = ΘΛ′ .

Proof. This follows from (10.2) and the remark that for λ ∈ ĥ∗ such that
〈λ,K〉 = k �= 0, λ′ := λ− (λ,λ)

2k δ is normalised so as to satisfy (λ′, λ′) = 0. �

Lemma 10.7. Suppose that Λ′ ∈ ĥ∗ satisfies 〈Λ′,K〉 = k′ ∈ Z>0. Then, we
have

ΘΛΘΛ′ =
t+k′s−1∑

i=0

ΘΛ+Λ′+k′iα1ψ
(k,k′)
i (Λ,Λ′),
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where
ψ

(k,k′)
i (Λ,Λ′) =

∑

j∈Z

j≡i mod (t+k′s)

e
− |k′Λ−kΛ′−jkk′α1|2

2kk′(k+k′) δ
.

Proof. By Lemma 10.6 and its proof, we may assume that |Λ|2 = |Λ′|2 = 0.
Hence, by definition, we have

ΘΛΘΛ′ =
∑

β∈sZα1

∑

γ∈Zα1

etβ(Λ)+tγ(Λ′).

By the additivity tβ+γ = tβ ◦ tγ , shifting γ to γ + β, we obtain

ΘΛΘΛ′ =
∑

β∈sZα1

∑

γ∈Zα1

etβ(Λ+tγ(Λ′))

=
∑

γ∈Zα1

e
1

2(k+k′) |Λ+tγ(Λ′)|2δ
ΘΛ+tγ(Λ′).

Since tγ1(Λ
′) − tγ2(Λ

′) ≡ k′(γ1 − γ2) mod Cδ, it follows from Lemma 10.6
that

ΘΛΘΛ′ =
∑

γ∈Zα1 mod (t+k′s)Zα1

ΘΛ+tγ(Λ′)

∑

γ′∈(t+k′s)Zα1

e
1

2(k+k′) |Λ+tγ+γ′ (Λ′)|2δ
.

By |Λ|2 = |Λ′|2 = 0, we have

|Λ+ tγ+γ′(Λ′)|2 = − 1
kk′
|k′Λ− ktγ+γ′(Λ′)|2.

Since
k′Λ− ktγ+γ′(Λ′) ≡ k′Λ̄− kΛ̄′ − kk′(γ + γ′) mod Cδ,

we see that

|k′Λ− ktγ+γ′(Λ′)|2 = |k′Λ̄− kΛ̄′ − kk′(γ + γ′)|2.

Since Λ + tγ(Λ′) ≡ Λ+ Λ′ + k′γ mod Cδ, putting γ = iα1 (0 ≤ i < t+ k′s)
and γ + γ′ = jα1, we obtain the conclusion. �

Proof of Lemma 10.5. Recall that by Corollary 6.1, one has

χL(cp,q,hm,m′ ( q
p ))(τ) = η(τ)−1 [Θqm−pm′,pq(τ)−Θqm+pm′,pq(τ)] .

Hence, by Lemmas 10.2 and 10.4, it is enough to show that



10.3 Coset Constructions 365

[ΘΛ0(τ, z, u) +ΘΛ1(τ, z, u)]
[
ΘΛ(k;m,n)+ρ(τ, z, u)−ΘΛ(k;−m,n)+ρ(τ, z, u)

]

=
∑

0<m′<q

[
ΘΛ(k+1;m′,n)+ρ(τ, z, u)−ΘΛ(k+1;−m′,n)+ρ(τ, z, u)

]

× [Θqm−pm′,pq(τ)−Θqm+pm′,pq(τ)] ,

For σ ∈ {±1} and l ∈ {0, 1}, by Lemma 10.7, we have

ΘΛ(k;σm,n)+ρΘΛl
=

q−1∑

i=0

ΘΛ(k;σm,n)+Λl+ρ+iα1ψ
(k+2,1)
i (Λ(k;σm, n) + ρ, Λl)

where

ψ
(k+2,1)
i (Λ(k;σm, n) + ρ, Λl) =

∑

j∈Z

j≡i mod q

e−
(p−q)2

4pq [σm− p
q−p (n+l+2j)]2δ,

since k + 2 = p
q−p and Λl = Λ0 + 1

2 lα1. Hence, if we set

ψi,± :=
∑

j∈Z

j≡i mod 2q

e−
(p−q)2

4pq [±m− p
q−p (n+j)]2δ,

for 0 ≤ i < 2q, then we get

[ΘΛ0 +ΘΛ1 ]ΘΛ(k;σm,n)+ρ =
2q−1∑

i=0

ΘΛ0+Λ(k;σm,n)+ρ+ 1
2 iα1

ψi;σ.

Here, we notice that

Λ(k;σm, n) + Λ0 +
1
2
iα1 = Λ(k + 1;σm+ i+ n, n)

by definition. Further, since k + 3 = q
q−p , Lemma 10.6 implies

ΘΛ(k+1,m′+2q,n)+ρ = ΘΛ(k+1,m′,n)+ρ. (10.9)

Hence, we see that

[ΘΛ0 +ΘΛ1 ]ΘΛ(k;±m,n)+ρ =
2q−1∑

i=0

ΘΛ(k+1;±m+i+n,n)+ρψi,±

=
2q−1∑

i=0

ΘΛ(k+1;±(m+i),n)+ρψ±i−n,±.

Since
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ψ̃i := ψi−n,+ = ψ−i−n,− =
∑

j∈Z

j≡i mod 2q

e−
(p−q)2

4pq [m− pj
q−p ]2δ,

we obtain

[ΘΛ0 +ΘΛ1 ]
[
ΘΛ(k;m,n)+ρ −ΘΛ(k;−m,n)+ρ

]

=
2q−1∑

i=0

[
ΘΛ(k+1;m+i,n)+ρ −ΘΛ(k+1;−m−i,n)+ρ

]
ψ̃i

=

⎧
⎨

⎩

∑

m≤m′<q

+
∑

m′=q,2q

+
∑

q<m′<2q

+
∑

2q<m′<2q+m

⎫
⎬

⎭

×
[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m.

For the first and the fourth term, by (10.9) and ψ̃i+2q = ψ̃i,
∑

2q<m′<2q+m

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m

=
∑

0<m′<m

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m,

and thus,
⎧
⎨

⎩

∑

m≤m′<q

+
∑

2q<m′<2q+m

⎫
⎬

⎭

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m

=
∑

0<m′<q

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m.

For the second term, by (10.9),
∑

m′=q,2q

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m = 0.

For the third term,
∑

q<m′<2q

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m

=
∑

−q<m′<0

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m.

By putting m′′ := −m′, we have
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∑

−q<m′<0

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
ψ̃m′−m

=−
∑

0<m′′<q

[
ΘΛ(k+1;m′′,n)+ρ −ΘΛ(k+1;−m′′,n)+ρ

]
ψ̃−m′′−m.

Therefore, we obtain

[ΘΛ0 +ΘΛ1 ]
[
ΘΛ(k;m,n)+ρ −ΘΛ(k;−m,n)+ρ

]

=
∑

0<m′<q

[
ΘΛ(k+1;m′,n)+ρ −ΘΛ(k+1;−m′,n)+ρ

]
[ψ̃m′−m − ψ̃−m′−m].

By evaluating ψ̃±m′−m at v ∈ ĥ as in (10.8), we see that

ψ̃±m′−m(v) = Θqm∓pm′,pq(τ),

from which we have completed the proof. �

Remark 10.3 One may prove, in a way similar to the above proof, that for
l = 0, 1, one has the isomorphism

L(Λl)⊗L(Λ(k;m,n)) ∼=
⊕

0<m′<q
m′≡l+m+n mod 2

L(Λ(k+1;m′, n))�L(cp,q, hm,m′(
q

p
))

as ĝ′ ⊕Vir-module.

10.3.4 Level 1 ŝl2-modules as Vir ⊕ sl2-module

Here, we decompose the level 1 integrable ŝl2-modules as Vir⊕ sl2-module.
By Lemma 10.3, the Virasoro algebra Vir and sl2 act on L(Λl) (l = 0, 1)

simultaneously and their actions commute. Hence, we may regard L(Λl) as
Vir⊕ sl2-module.

For m ∈ Z≥0, let Tm be the irreducible (m+ 1)-dimensional sl2-module.

Theorem 10.3 For l = 0, 1, we have the following decomposition as Vir ⊕
sl2-module

L(Λl) ∼=
⊕

n∈Z≥0+
1
2 l

L(1, n2) � T2n.

In particular, one has

L(Λ0)⊕ L(Λ1) ∼=
⊕

n∈Z≥0

L(1,
1
4
n2) � Tn.
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Proof. Once, the relations between their characters are verified, the rest of
the argument is given in exactly the same way as in the previous section.
Hence, we verify the relation at the level of the character and leave the rest
of the argument to the reader.

By Theorem 6.13, one has

χL(1, 1
4 m2)(τ) = (q

1
4 m2

− q
1
4 (m+2)2)η(τ)−1.

Now, by Lemma 10.4, it suffices to indicate the following formula:

∑

n∈Z+ 1
2 l

enα1−n2δ =
∑

n∈Z≥0+
1
2 l

(e−n2δ−e−(n+1)2δ)
2n∑

k=0

e(n−k)α1 . �

10.4 Unitarisable Vir-modules

Here, as an application of Theorem 10.2, we will show that the discrete series
representations of Vir is unitarisable. (For the definition of unitarisability,
see Definition 11.1.)

10.4.1 Unitarisable Representations of ŝl2

Let ω̄ be an anti-linear anti-involution of ḡ defined by

ω̄(e) = f, ω̄(f) = e, ω̄(h) = h.

Then an anti-linear map ω̂ : ĝ→ ĝ defined by

ω̂(x(n)) := ω̄(x)(−n) (x ∈ ḡ, n ∈ Z), ω̂(K) := K, ω̂(d) := d (10.10)

gives an anti-involution of ĝ. For our purpose, it is enough to consider this
anti-involution only. Hence, in the sequel, we fix the anti-linear anti-involution
of ĝ.

First, we recall the existence of contravariant Hermitian form on highest
weight modules.

Proposition 10.2 Suppose that Λ ∈ ĥ∗
R
, where ĥ∗

R
:= RΛ0⊕Rd⊕Rδ. Then,

there exists a unique Hermitian form

(·|·)Λ : M(Λ)×M(Λ) −→ C.

such that

1. (vΛ|vΛ)Λ = 1, where vΛ := 1⊗ 1Λ is the highest weight vector of M(Λ).
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2. (·|·)Λ is contravariant with respect to ω̂.

Moreover, this Hermitian form satisfies

rad(·|·)Λ = J(Λ),

where J(Λ) is the maximal proper submodule of M(Λ).

Proof. The proof is similar to § 3.1.1. �

We denote the Hermitian form on L(Λ) induced from (·|·)Λ by the same
notation.

From the following proposition, we see which L(Λ) is unitary with respect
to ω̂.

Proposition 10.3 Suppose that Λ ∈ ĥ∗. Then, L(Λ) is unitarisable with
respect to ω̂, if and only if Λ is a dominant integral weight.

Proof. See Chapter 11 of [Kac4]. �

10.4.2 Unitarisable Representations of Vir

For Λ,Λ′ ∈ ĥ∗. one can define a Hermitian form (·|·) on L(Λ)⊗ L(Λ′) by

(u⊗ v|u′ ⊗ v) := (u|u′)Λ(v|v′)Λ′ u, u′ ∈ L(Λ), v, v′ ∈ L(Λ′).

Hence, we consider the Hermitian form defined on

[L(Λ0)⊕ L(Λ1)]⊗ L(Λ(k;m,n))

where k is an admissible level such that k+2 = p
q−p with p, q ∈ Z, (p, q) = 1

and 0 < m < p, 0 ≤ n < q−p. It can be checked by direct computation that,
with respect to the Virasoro action on this space defined in Proposition 10.1,
the form (·|·) is Hermitian with respect to the anti-involution θ defined by

θ(Ln) = L−n, θ(C) = C.

Thus, in particular, Theorem 10.2 together with Proposition 10.3 implies the
following theorem:

Theorem 10.4 Let k ∈ Z>0 be a positive integer and r, s ∈ Z be inte-
gers such that 0 < r < k + 2 and 0 < s < k + 3. Then, the Vir-module
L(ck+2,k+3, hr,s(k+3

k+2 )) is unitarisable.

This theorem implies that the second condition of Theorem 11.1 is sufficient.
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D. Olive [GKO2], V. G. Kac and M. Wakimoto [KW1] and A. Tsuchiya and
Y. Kanie [TK1].



Chapter 11

Unitarisable Harish-Chandra Modules

In this chapter, we will classify the unitarisable Harish-Chandra modules
over the Virasoro algebra which is given by [CP2]. As it follows from the
classification theorem of Harish-Chandra Vir-modules (cf. Theorem 2.1), it
is sufficient to consider three classes of Vir-modules, highest weight modules,
lowest weight modules, and intermediate series.

Here, we analyze intermediate series by rather direct computations and
highest weight modules following mainly R. P. Langlands’ work [La]. The case
of lowest weight modules follows from the result for highest weight modules
by a simple observation which will also be explained.

11.1 Definition of Unitarisable Representations

In this section, we briefly recall the definition and some basic properties of
unitarisable representations over a complex Lie algebra a.

Let ω be an anti-linear anti-involution of a, namely,

1. ω(λa) = λ̄ω(a) for λ ∈ C and a ∈ a,
2. ω([a, b]) = [ω(b), ω(a)],
3. ω2 = ida.

Let V be an a-module with a Hermitian form

(·|·) : V × V −→ C.

In this book, a Hermitian form is anti-linear with respect to the first compo-
nent and linear with respect to the second component. We say that (·|·) on
V is contravariant with respect to ω, if it satisfies

(a.u|v) = (u|ω(a).v)

for any a ∈ a and u, v ∈ V .

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8 11,
© Springer-Verlag London Limited 2011
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Definition 11.1 An a-module V is called a unitarisable representation,
if there exists an anti-involution ω of a and a positive definite Hermitian form
which is contravariant with respect to ω.

For later use, we remark some fundamental properties of unitarisable rep-
resentations.

Lemma 11.1. 1. Let V1 and V2 be unitarisable representations of a with re-
spect to an anti-linear anti-involution ω. Then V1⊗V2 is unitarisable with
respect to ω.

2. Let V be a unitarisable representation of a. Suppose that V has a compo-
sition series of finite length. Then V is a semi-simple a-module.

Proof. The first statement is clear. Hence, we only show the second one. We
denote a positive definite Hermitian form on V by (·|·). We may assume that
V is not irreducible. Let W be a proper submodule of V . If we set

W⊥ := {v ∈ V |(v|w) = 0 (∀w ∈W )},

then it is easy to see that W⊥ is an a-module and V = W ⊕W⊥. Hence the
second statement has been proved. �

The next result is also simple but useful:

Lemma 11.2. Let V be a Harish-Chandra module equipped with a Hermitian
form (·|·).

1. There exists a Hermitian form (·|·)∗ on V ∗a.
2. (V ∗a, (·|·)∗) is unitarisable if and only if (V, (·|·)) is unitarisable. In partic-

ular, if (V ∗a, (·|·)∗) is unitarisable, then its restriction to the restricted-dual
(V �a, (·|·)∗|V �a×V �a) is also unitarisable.

Recall that an a-module structure on the full-dual V ∗ was defined in § 9.3.1.

Proof. Since the Hermitian form (·|·) is non-degenerate by assumption, we
may identify V ∗a with V as graded vector space, i.e, for each f ∈ V ∗, there
uniquely exists uf ∈ V such that f(v) = (uf |v) holds for any v ∈ V . Now,
we define the Hermitian form (·|·)∗ by

(f |g)∗ := (uf |ug) ∀ f, g ∈ V ∗a.

It is easy to see that this sesqui-linear form is well-defined and satisfies the
contravariance. Hence, the first statement is proved. The second statement
follows by the definition of (·|·)∗. �
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11.2 Anti-linear Anti-involutions of Vir

In this section, we classify the anti-linear anti-involutions of Vir. We also
classify the anti-linear anti-involutions with which simple Harish-Chandra
modules can be unitarisable.

11.2.1 The Classification

In this subsection, we classify the anti-linear anti-involutions of Vir.
The first technical lemma we show is

Lemma 11.3. Let h̃ be a maximal abelian subalgebra which semi-simply acts
on Vir via the adjoint action. Then h̃ coincides with the Cartan subalgebra
of Vir, i.e., h̃ = h(:= CL0 ⊕ CC).

Proof. Suppose that there exists

x = αC +
n1∑

n=n0

αnLn ∈ h̃ \ {0},

where n0 ≤ n1 and αn0 �= 0, αn1 �= 0. It is sufficient to see that n0 = n1 = 0
since the maximality of h̃ implies the conclusion.

Let us suppose that n0 �= 0 or n1 �= 0. We first assume that n1 > 0. Since
h̃ acts on Vir semi-simply, there exists

y = βC +
m1∑

n=m0

βnLn ∈ Vir

such that m0 ≤ m1, βm0 �= 0, βm1 �= 0, m1 �= n1 and

[x, y] = γy (∃γ ∈ C). (11.1)

Since the left-hand side of (11.1) is of the form

αn1βm1(n1 −m1)Lm1+n1 +
∑

n<n1+m1

δnLn + δC,

this is a contradiction. Hence n1 ≤ 0. One can similarly show that n0 ≥ 0,
and thus n0 = n1 = 0. �

It is easy to see that the Virasoro algebra possesses the following anti-linear
anti-involutions θ±α :

1. For α ∈ R \ {0}, let θ+
α : Vir→ Vir be the anti-linear map defined by

θ+
α (Ln) = αnL−n, θ+

α (C) = C.
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2. For α ∈ C (|α| = 1), let θ−α : Vir→ Vir be the anti-linear map defined by

θ−α (Ln) = −αnLn, θ−α (C) = −C.

Conversely, the next proposition holds:

Proposition 11.1 ([CP2]) Any anti-linear anti-involution of Vir is one of
the form θ+

α or θ−α .

Proof. Let θ be the anti-linear anti-involution of Vir. By Lemma 11.3 and
the fact that CC is the centre of the Virasoro algebra, we see that θ(h) = h

and θ(CC) = CC. Further, since θ2 = idVir, we see that

θ(C) = δC, θ(L0) = β0L0 + α0C,

where δ and β0 satisfy δδ̄ = 1 and β0β0 = 1.
Here we set

θ(Ln) =
∑

m∈Z

βn,mLm + αnC

and look at the conditions that βn,m and αn are satisfied. By applying θ to
[L0, Ln] = −nLn, we have

β0

(
∑

m∈Z

mβn,mLm

)

= −n
∑

m∈Z

βn,mLm − nαnC.

This implies that αn = 0 for n �= 0 and β0 = ±1.
In the case β0 = 1, we have βn,m = 0 if m �= −n. We set βn := β−n,n.

Then θ(Ln) = βnL−n for n �= 0. Applying θ to both sides of

[Ln, L−n] = 2nL0 +
1
12

(n3 − n)C, (11.2)

we get βnβ−n = 1 (n �= 0), δ = 1 and α0 = 0. Moreover, from

θ2(Ln) = Ln, (11.3)

we obtain βnβ−n = 1, and from the commutation relation

[Lm, Ln] = (m− n)Lm+n, (11.4)

we obtain βmβn = βm+n for m �= −n. Hence we have βm ∈ R \ {0} and
βm = (β1)m for m �= 0, i.e., θ = θ+

β1
.

In the case β0 = −1, we have βn,m = 0 if m �= n. Putting βn := βn,n,
we have θ(Ln) = βnLn for n �= 0. Similarly to the above, by (11.2), we have
βnβ−n = 1 (n �= 0), δ = −1 and α0 = 0. Further by (11.3), we have βnβn = 1,
and by (11.4), we have βmβn = −βm+n. Hence we see that |βm| = 1 and
βm = −(−β1)m for m �= 0, i.e., θ = θ−β1

. Now we have completed the proof.
�
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11.2.2 Anti-linear Anti-involutions admitting
Unitarisable Vir-Modules

In this subsection, we see which anti-involution, indeed, corresponds to uni-
tarisable representations over Vir.

The result is as follows:

Proposition 11.2 Let V be a non-trivial Harish-Chandra module of Vir.

1. If V is unitarisable with respect to an anti-linear anti-involution θ, then
θ = θ+

α for some α ∈ R>0.
2. If V is unitarisable with respect to θ+

α , then V is unitarisable with respect
to θ = θ+

1 .

Proof. Suppose that C|V = cidV and V =
⊕

μ∈C
Vμ, where Vμ := {v ∈

V |L0.v = μv}.
First we assume that V is unitarisable with respect to θ−α and lead to a

contradiction. Since θ−α (L0) = −L0, if Vμ �= {0}, then μ ∈
√
−1R. On the

other hand, since V is a Harish-Chandra module, we have V =
⊕

n∈Z
Vμ+n.

Hence Vμ+n = {0} for n �= 0. This is a contradiction, since V is not trivial.
Next we assume that V is a unitarisable representation with respect to θ+

α

(α ∈ R \ {0}). Let us denote a positive definite contravariant Hermitian form
on V by 〈·, ·〉(α). Using this contravariant form, we define a new bilinear form
〈·, ·〉 on V by

〈v, w〉 = |α|n〈v, w〉(α) (v, w ∈ Vμ+n).

Then it is easy to see that 〈·, ·〉 defines a positive definite contravariant Her-
mitian form with respect to θ+

α/|α|.
Finally we assume that V is unitarisable with respect to θ+

−1 and lead to a
contradiction. We set a := CL−1⊕CL0⊕CL1 and aθ := {a ∈ a|θ+

−1(a) = −a}.
Note that a � sl(2,C), aθ � su(2) and any unitarisable representation of su(2)
is a direct sum of finite dimensional representations. Since intermediate series
are not direct sum of finite dimensional su(2)-modules, V is the highest or
lowest weight module. First we consider the case where V is the highest
weight module L(c, h). Here, we notice that it is enough to consider the case
(c, h) ∈ R

2 since a Hermitian form which is contravariant with respect to
θ+
−1 exists only if (c, h) ∈ R

2. (See, e.g., the next section.) Let v be a highest
weight vector of V . Then

〈L−n.v, L−n.v〉 = (−1)n{2nh+
1
12

(n3 − n)c}〈v, v〉 > 0

for any n ∈ Z>0. This implies that c = h = 0, i.e., V is a trivial representation.
In the case where V is a lowest weight module, one can similarly show that
V is trivial. Therefore, we have proved the proposition. �

Therefore, without loss of generality, we will consider the only Vir-modules
that admit Hermitian forms contravariant with respect to θ+

1 . From now on,
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for simplicity, we set ω := θ+
1 . We may naturally extend ω to U(Vir) which

we denote by the same symbol ω, for simplicity.

11.3 Hermitian Form on Harish-Chandra Modules

In this section, we explicitly construct Hermitian forms on Harish-Chandra
modules contravariant with respect to ω. We also study some of their basic
properties.

11.3.1 Intermediate Series

Recall that, for a, b ∈ C, the Vir-module

Va,b :=
⊕

n∈Z

Cvn

is defined by

Ls.vn := (as+ b− n)vn+s,

C.vn := 0.

(See, e.g., (1.11).) Depending on the irreducibility of Va,b, we defined the
intermediate series V ′

a,b as follows (cf. Definition 1.20):

V ′
a,b :=

⎧
⎪⎨

⎪⎩

Va,b a �= 0,−1 ∨ b �∈ Z,

Va,b/Cvb a = 0 ∧ b ∈ Z,
⊕

n �=b Cvn a = −1 ∧ b ∈ Z.

In this subsection, we study the case when V ′
a,b admits a Hermitian form and

construct it explicitly.
Suppose that there exists a non-trivial Hermitian form on V ′

a,b

(·|·) : V ′
a,b × V ′

a,b −→ C

which is contravariant with respect to ω. By the contravariance, we have
(Lm−n.vn|vm) = (vn|Ln−m.vm), i.e.,

(am− (a+ 1)n+ b)(vm|vm) = (−(a+ 1)m+ an+ b)(vn|vn) (11.5)

for any m,n.

The case a �= 0,−1 ∨ b �∈ Z Setting m = 0 in (11.5), we obtain
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(an+ b)(vn|vn) = (−(a+ 1)n+ b)(v0|v0). (11.6)

By assumption, an + b can be zero at most for one n ∈ Z. Hence, there
are two possibilities:

1. an+ b �∈ Z for any n ∈ Z, i.e., b �∈ aZ.
2. ∃1 k ∈ Z such that ak + b = 0, i.e., b ∈ aZ.

The case b �∈ aZ. In this case, we have (v0|v0) �= 0 by the non-
triviality of (·|·). Hence, setting n = 0 in (11.6), we obtain b ∈ R. By (11.5)
and (11.6), we obtain

(a+ a+ 1)a(a+ 1)mn(m− n) + {(a+ a+ 1) + (a2 − (a+ 1)2)}bmn

− {a(a+ 1)− a(a+ 1)}bm2 = 0

for any m,n ∈ Z, which is equivalent to the system of equations:
⎧
⎪⎨

⎪⎩

(a+ a+ 1)a(a+ 1) = 0,
(a+ a+ 1) + (a2 − (a+ 1)2) = 0,
a(a+ 1)− a(a+ 1) = 0.

The solutions of this system are given by

a ∈ −1
2

+
√
−1R ∨ a = 0 ∨ a = −1.

In the case a ∈ −1
2 +
√
−1R, the equation (11.5) is valid for all m,n ∈ Z. By

(11.6), we obtain
(vn|vn) = (v0|v0) ∀n ∈ Z.

In the case a = 0, the equation (11.5) is consistent for all m,n ∈ Z, and we
obtain

(vn|vn) =
b− n

b
(v0|v0) ∀n ∈ Z.

In the case a = −1, the equation (11.5) is consistent for all m,n ∈ Z, and we
obtain

(vn|vn) =
b

b− n
(v0|v0) ∀n ∈ Z.

The case b ∈ aZ. In this case, by assumption, we have a �= 0,−1. In
the case b = 0, (11.5) and (11.6) imply

a ∈ −1
2

+
√
−1R,

and in this case, we have

(vn|vn) = (v0|v0) ∀n ∈ Z.
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In the case b = −ak for some k ∈ Z \ {0}, setting n = k in (11.6), we obtain
(v0|v0) = 0, which implies (vn|vn) = 0 for any n ∈ Z \ {k}. Setting n = k in
(11.5), we see that this implies (vn|vn) = 0 for any n ∈ Z which contradicts
to the non-triviality of (·|·).
The case a = 0 ∧ b ∈ Z Similarly to the above argument, we ob-

tain a consistent Hermitian form satisfying

(vn|vn) =
b− n

b
(v0|v0) ∀n ∈ Z \ {b}.

The case a = −1 ∧ b ∈ Z Similarly to the above argument, we
obtain a consistent Hermitian form satisfying

(vn|vn) =
b

b− n
(v0|v0) ∀n ∈ Z \ {b}.

Summarising the above discussion, we obtain the following proposition:

Proposition 11.3 For a, b ∈ C, let V ′
a,b be the intermediate series. V ′

a,b ad-
mits a Hermitian form if and only if b ∈ R and one of the following conditions
are satisfied:

1. a ∈ −1
2

+
√
−1R, 2. a = 0, and 3. a = −1.

In each case, a Hermitian form on V ′
a,b satisfies

1. (vn|vn) = (v0|v0) ∀ n ∈ Z,

2. (vn|vn) =
b− n

b
(v0|v0) ∀ n ∈ Z \ {b},

3. (vn|vn) =
b

b− n
(v0|v0) ∀ n ∈ Z \ {b}.

Notice that the above description is consistent with Lemma 11.2.

11.3.2 Verma Modules

In this subsection, we construct a Hermitian form which is contravariant with
respect to ω on Verma modules.

Recall that the Poincaré−Birkhoff−Witt theorem implies the decomposi-
tion

U(Vir) = S(Vir0)⊕ {Vir−U(Vir) + U(Vir)Vir+},

and we denote the canonical projection U(Vir) � S(Vir0) ∼= C[(Vir0)∗] with
respect to the above decomposition by π. For (c, h) ∈ C

2 ∼= (Vir0)∗, we
denote the canonical projection C[(Vir0)∗] � C[(Vir0)∗]/(C − c, L0− h) ∼= C
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by evc,h, where (C − c, L0 − h) ⊂ C[(Vir0)∗] is the maximal ideal generated
by C − c and L0 − h.

Now, on a Verma module M(c, h), we define the Hermitian form (·|·)c,h

by
(x.vc,h|y.vc,h)c,h := evc,h ◦ π(ω(x)y) x, y ∈ U(Vir), (11.7)

where vc,h := 1⊗ 1c,h ∈M(c, h) is a highest weight vector.
As in § 3.1.2, one can show that this sesqui-linear form is well-defined if

and only if the ideal (C − c, L0 − h) ⊂ S(Vir0) is ω-stable, i.e., (c, h) ∈ R
2.

Thus, in the rest of this chapter, we may assume that (c, h) ∈ R2. Finally, we
state some properties of this form whose proof can be given as in § 3.1.2.

Proposition 11.4 For (c, h) ∈ R
2, let M(c, h) be the Verma module with

highest weight (c, h) and (·|·)c,h be the Hermitian form on M(c, h) defined by
(11.7). This Hermitian form enjoys the following properties:

1. Normalisation: (vc,h|vc,h)c,h = 1.
2. Contravariance: (x.u|v)c,h = (u|ω(x).v)c,h for any x ∈ U(Vir) and

u, v ∈M(c, h).
3. Anti-symmetry: (v|u)c,h = (u|v)c,h for any u, v ∈M(c, h).

As a corollary, we have

Corollary 11.1 For (c, h) ∈ R
2, the radical rad(·|·)c,h is the maximal proper

submodule of M(c, h), i.e., we have

L(c, h) ∼= M(c, h)/rad(·|·)c,h.

11.4 Main Results

In Chapter 2, we have shown that the simple Harish-Chandra Vir-modules
are classified into three classes: the irreducible highest weight modules, the
irreducible lowest weight modules and the intermediate series. In this section,
we state the main result of this chapter, that is, the classification of the
unitarisable Vir-modules among them.

The first main theorem is the classification of the unitarisable irreducible
highest weight modules:

Theorem 11.1 The highest weight representation L(c, h) is a unitarisable
representation if and only if one of the following conditions holds:

(i) c ≥ 1 and h ≥ 0,
(ii) there exists m ∈ Z≥2 and r, s ∈ Z, 1 ≤ s ≤ r < m such that

c = cm,m+1 = 1− 6
m(m+ 1)

, h = hm,m+1:r,s:0 =
((m+ 1)r −ms)2 − 1

4m(m+ 1)
.
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Remark 11.1 The second case in Theorem 11.1 for m ≥ 3 exhausts all
of the discrete series (cf. § 5.1.5). Indeed, for such an (r, s), either (r, s)
or (m − r,m + 1 − s) belongs to (K+

m,m+1)
◦, which is a consequence of the

symmetry

hr,s

(
m+ 1
m

)

= hm−r,m+1−s

(
m+ 1
m

)

.

For the definition of hα,β(t), see (5.4).

For (c, h) ∈ C2 ∼= (Vir0)∗, let L−(c, h) be the irreducible lowest weight Vir-
module with lowest weight (c, h). Notice that L−(c, h) is the irreducible quo-
tient of M−(c, h) := IndVir

Vir−⊕Vir0C
−
c,h where C

−
c,h := C1−

c,h is the Vir−⊕Vir0-
module defined by

Vir−.1−
c,h := {0}, L0.1−

c,h := h1−
c,h, C.1−

c,h := c1−
c,h.

The second main theorem is the classification of the unitarisable irreducible
lowest weight modules:

Theorem 11.2 The lowest weight representation L−(c, h) is a unitarisable
representation if and only if one of the following conditions holds:

(i) c ≤ −1 and h ≤ 0,
(ii) there exists m ∈ Z≥2 and r, s ∈ Z, 1 ≤ s ≤ r < m such that

c = −1 +
6

m(m+ 1)
, h = − ((m+ 1)r −ms)2 − 1

4m(m+ 1)
.

The third main theorem is the classification of the unitarisable intermediate
series:

Theorem 11.3 The intermediate series V ′
a,b is a unitarisable representation

if and only if

a ∈ −1
2

+
√
−1R and b ∈ R.

11.5 Proof of Main Results

In this section, we prove three main results stated in the previous section.
Theorem 11.3 is a direct consequence of Proposition 11.3, and Lemma 11.2
implies that Theorem 11.1 and Theorem 11.2 are equivalent since we have
L(c, h)�a ∼= L−(−c,−h) for any (c, h) ∈ C

2. Hence, it is sufficient to prove
Theorem 11.1 and this section is devoted to its proof.
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11.5.1 Determinant Formulae

In this subsection, we compute the determinant of the form (·|·)c,h restricted
to each weight subspace M(c, h)h+n (n ∈ Z>0) of the Verma module M(c, h).
We also compute the determinant of the form induced on a quotient of
M(c, h).

Fix a positive integer n ∈ Z>0. For I = (1r12r2 · · ·nrn) ∈ Pn, we set

eI := Lrn
−n · · ·Lr2

−2L
r1
−1.

The elements {eI.vc,h|I ∈ Pn} form a basis of M(c, h)h+n. Let us compute
the determinant of the matrix

H(c, h)n := ((eI.vc,h|eJ.vc,h)c,h)I,J∈Pn . (11.8)

We have

Theorem 11.4 For n ∈ Z>0, there exists An ∈ R>0 such that

detH(c, h)n = An

∏

r,s∈Z>0
s≤r

1≤rs≤n

Φr,s(c, h)p(n−rs).

Except for the proof of positivity of An, this theorem has already been es-
tablished by Theorem 4.2, since, for (c, h) ∈ R

2, det(c, h)n is proportional to
det(H(c, h)n). The following lemma guarantees the positivity.

Lemma 11.4. For I, J ∈ Pn,

1. h-deg(eI.vc,h|eJ.vc,h)c,h ≤ min{|I|, |J|},
2. h-deg(eI.vc,h|eJ.vc,h)c,h ≤ |I| − 1, if |I| = |J| and I �= J,
3. (eI.vc,h|eI.vc,h)c,h = AIh

|I|+fI(c, h), for some AI > 0 and fI(c, h) ∈ R[z, h]
such that h-degfI(z, h) < |I|.

Proof. The proof is similar to that of Lemma 4.9. �

We fix α0, β0 ∈ Z>0 and ξ0 ∈ R \ {0}, and set n0 := α0β0,

(c, h) := (c(ξ0), hα0,β0(ξ0)),

where c(ξ) and hα,β(ξ) is defined by (5.4).
Let us compute the determinant of the form induced on the quotient

M(c, h) := M(c, h)/M(c, h+ n0),

which we again denote by the same symbol (·|·)c,h.
By Lemma 5.24, setting v̄c,h := vc,h +M(c, h+ n0) ∈M(c, h) and

P̄m := {I = (1r12r2 · · · ) ∈ Pm|r1 < n0},
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{eI.v̄c,h|I ∈ P̄m} forms a basis of M(c, h)h+m for m ∈ Z≥0. Set

H(c, h)m := ((eI.v̄c,h|eJ.v̄c,h)c,h)I,J∈P̄m
.

Then by using Lemma 11.4, one can show the following proposition similarly
to (5.67) in the proof of Proposition 5.11.

Proposition 11.5 Suppose that n ≥ n0. Then, we have

detH(c, h)n × detH(c, h+ n0)n−n0 = An,α0,β0

∏

r,s∈Z>0
s≤r

1≤rs≤n
(r,s) �=(α0,β0)

Φr,s(c, h)p(n−rs)

for some positive constant An,α0,β0 .

11.5.2 Proof of Theorem 11.1

We divide the proof of Theorem 11.1 into several steps.

11.5.2.1 Step I

Lemma 11.5. If (·|·)c,h is positive semi-definite, then c ≥ 0 and h ≥ 0.

Proof. For any n ∈ Z>0,

(L−nvc,h|L−nvc,h)c,h = 2nh+
1
12
n(n2 − 1)c.

If (·|·)c,h is positive semi-definite, then these are non-negative for any n.
Putting n := 1 we have h ≥ 0, and taking n large enough we have c ≥ 0. �

11.5.2.2 Step II

Lemma 11.6. If c ≥ 1 and h ≥ 0, then (·|·)c,h is positive semi-definite.

Proof. Let {ei(c, h)|i = 1, · · · , p(n)} be the set of eigenvalues of H(c, h)n.
Since H(c, h)n is symmetric for c, h ∈ R, we see that ei(c, h) ∈ R. Here we
show that ei(c, h) ≥ 0 (i = 1, · · · , p(n)) for c ≥ 1 and h ≥ 0.

It follows from Lemma 11.4 that, for each c > 1, if h ' 0 (very large),
then ei(c, h) > 0 (i = 1, · · · , p(n)). One the other hand, one can easily show
that detH(c, h)n �= 0 for any c > 1 and h > 0. Combining these facts, we
see that ei(c, h) > 0 for c > 1 and h > 0, and thus ei(c, h) ≥ 0 for c ≥ 1 and
h ≥ 0. �
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As a consequence of Lemmas 11.5 and 11.6, it suffices to analyze the case
0 ≤ c < 1 and h ≥ 0. By Theorem 10.4, we have only to prove that if (·|·)c,h

is positive semi-definite for 0 ≤ c < 1 and h ≥ 0, then (c, h) satisfies (ii) of
Theorem 11.1. Hence, in the following, we suppose that 0 ≤ c < 1 and h ≥ 0,
and exclude the set of weights (c, h) such that L(c, h) cannot be unitarisable.

11.5.2.3 Step III

If detH(c, h)n < 0 for some n ∈ Z>0, then (·|·)c,h is not positive semi-
definite. By assumption, there uniquely exist m ∈ R≥2 and M ∈ R≥1 such
that c = cm,m+1 and h = hm,m+1:M . With such correspondence, we set

E(c, h) :=

⎧
⎨

⎩
(α, β) ∈ R

2

∣
∣
∣
∣
∣
∣

−M ≤ mα− (m+ 1)β ≤M,
(m+ 1)α−mβ ≥M,

α ≥ β > 0

⎫
⎬

⎭
(11.9)

and look at the integral points of E(c, h). By the factorisation (5.6), we see
that for (α, β) ∈ (Z>0)2 such that α > β, (α, β) ∈ E(c, h) if and only if
Φα,β(c, h) ≤ 0. Similarly, for α ∈ Z>0, Φα,α(c, h) ≤ 0 if and only if α ≥ M .
E(c, h) is given as the domain indicated in Figure 11.1:

�

��

�

�

(M, M)

E(c, h)

M
m+1

M
m

β

α

Fig. 11.1 E(c, h)
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Let us show that for any highest weight (c, h) (0 ≤ c ≤ 1 and h ≥ 0), the
region E(c, h) contains at least one integral point.

Lemma 11.7. E(c, h) ∩ Z
2 �= ∅.

Proof. Let m and M be positive real numbers such that c = cm,m+1 and
h = hm,m+1:M where cP,Q and hP,Q:M is defined as (5.5). Notice that m ≥ 2
and M ≥ 1, since 0 ≤ c ≤ 1 and h ≥ 0.

For α ∈ Z such that α > M ,

(α, β) ∈ E(c, h) ⇔ a− ≤ β ≤ a+,

where we set a± := mα±M
m+1 . In particular, for k ∈ Z≥0, we have

(α+ k, β) ∈ E(c, h) ⇔ a− +
km

m+ 1
≤ β ≤ a+ +

km

m+ 1
.

Hence, it is enough to see that
[

a− +
km

m+ 1
, a+ +

km

m+ 1

]

∩ Z �= ∅,

for some k ∈ Z≥0.
By taking α ∈ Z appropriately, we may assume that

a− − [a−] <
1

m+ 1
,

where [x] denotes the greatest integer not exceeding x. Further, since M ≥ 1,
we have

[a−] + 1 ≤ a− + 1 < a+ +
m

m+ 1
,

and hence, we see that

[a−]+1 ∈
[

a− +
m

m+ 1
, a+ +

m

m+ 1

]

. �

We set

α(c, h) := min{α|(α, β) ∈ E(c, h) ∩ Z
2},

β(c, h) := min{β|(α, β) ∈ E(c, h) ∩ Z
2},

P (z, h) := (α(c, h), β(c, h)).

It is obvious that P (c, h) ∈ E(c, h). In the sequel, we call P (c, h) the minimal
integral point of E(c, h).
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11.5.2.4 Step IV

Here we show that if (·|·)c,h is positive semi-definite, then P (c, h) is a point
on ∂E(c, h) (the boundary of E(c, h)).

Lemma 11.8. If P (c, h) ∈
◦
E(c, h) (the interior of E(c, h)), then (·|·)c,h is

not positive semi-definite.

Proof. We show that the assumption of the lemma implies detH(c, h)n < 0

for some n. Set (α0, β0) := P (c, h) and n0 := α0β0. Since (α0, β0) ∈
◦
E(c, h),

we have
Φα0,β0(c, h) < 0. (11.10)

Moreover, for (α, β) ∈ (Z>0)2 such that αβ ≤ n0, β < α and (α, β) �=
(α0, β0), we see that (α, β) �∈ E(c, h) since (α0, β0) is the minimal integral
point of E(c, h). Hence, we have

Φα,β(c, h) > 0. (11.11)

Now, in order to determine the signature of detH(c, h)n, we study the
signature of Φα,α(c, h). Set

E1 := {α ∈ Z>0|α2 ≤ n0 ∧ Φα,α(c, h) < 0}.

If E1 = ∅, then by (11.10) and (11.11), we have detH(c, h)n0 < 0.
We suppose that E1 �= ∅. Let us put α1 := minE1, n1 := α2

1, and show
that detH(c, h)n1 < 0. By the assumption on α1, we have Φα,α(c, h) ≥ 0 for
any α < α1. But, if Φα,α(c, h) = 0, then (α, α) = (M,M) ∈ E(c, h) which
contradicts the hypothesis on (α0, β0) := P (c, h). Hence, we have Φα,α(c, h) >
0 for any α < α1, and thus detH(c, h)n1 < 0 by (11.11). �

By Lemma 11.8, it suffices to consider the case where P (c, h) ∈ ∂E(c, h).

11.5.2.5 Step V

Here we introduce three subcases of the case where P (c, h) ∈ ∂E(c, h).
We denote the half lines or segment of ∂E(c, h) in Figure 11.2 by �A(m),

�B(m) and �C(m):
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�

��

�

�

(M, M)

�B(m)

�C(m)

�A(m)

β

α

Fig. 11.2 ∂E(c, h)

We consider (M,M) ∈ �B(m) and (M,M) �∈ �C(m), namely,

�A(m) : mα− (m+ 1)β = M α > M
m ,

�B(m) : (m+ 1)α−mβ = M M
m+1 < α ≤M ,

�C(m) : mα− (m+ 1)β = −M α > M.

We sometimes abbreviate �X(m) (X = A,B,C) to �X for simplicity.
In the sequel, in each case where P (c, h) ∈ �X(m) (X = A,B,C), we

describe the highest weight (c, h). First, we prove

Lemma 11.9. P (c, h) �∈ �C(m).

Proof. Set (α0, β0) := P (c, h). Here, we assume that (α0, β0) ∈ �C(m), and
lead to a contradiction. By assumption, we have M < β0 < α0.

Since M ≥ 1, we see that β0 > 1. But then, (α0 − 1, β0 − 1) ∈ E(c, h)
holds. Indeed, combining M = −mα0 + (m + 1)β0, α0 > β0 and m ≥ 2 , we
have

M > −m(α0 − 1) + (m+ 1)(β0 − 1) > −M,

(m+ 1)(α0 − 1)−m(β0 − 1) > M.

This contradicts the definition of (α0, β0). �

Hence, it is enough to consider the following cases
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Case A : P (c, h) ∈ �A(m), or
Case B : P (c, h) ∈ �B(m).

11.5.2.6 Step V I

In this subsubsection, we obtain the condition for m that P (c, h) ∈ �A(m) or
P (c, h) ∈ �B(m).

In the sequel, we fix (α0, β0) ∈ (Z>0)2 such that β0 ≤ α0, and suppose
that the weight (c, h) satisfies

(α0, β0) = P (c, h).

We notice that if (c, h) = (cm,m+1, hm,m+1:M ) (m ≥ 2, M ≥ 1) belongs to
Case A or Case B, then

Case A : h = hm,m+1:β0,α0:0,
Case B : h = hm,m+1:α0,β0:0.

For simplicity, we sometimes use the following notation:

c[m] := cm,m+1, hα,β [m] := hm,m+1:α,β:0. (11.12)

Then, in the sequel, we assume that

(c, h) =

{
(c[m], hβ0,α0 [m]) Case A

(c[m], hα0,β0 [m]) Case B

and (α0, β0) = P (c, h).

Lemma 11.10. 1. Case A: Suppose that (c, h) = (c[m], hβ0,α0 [m]). Then

(α0, β0) ∈ �A(m) ⇔ m > α0 + β0 − 1.

2. Case B: Suppose that (c, h) = (c[m], hα0,β0 [m]). Then

(α0, β0) ∈ �B(m) ⇔
{
m > α0 + β0 − 1 if (α0, β0) �= (1, 1)
m ≥ 2 if (α0, β0) = (1, 1)

.

Proof. First, we prove the lemma for Case A.
Since (c, h) = (c[m], hβ0,α0 [m]) satisfies (α0, β0) = P (c, h) and (α0, β0) ∈
�A(m), the lines �A(m) and �B(m) are given as in Figure 11.3:



388 11 Unitarisable Harish-Chandra Modules

�

��

�

�

��

�1

�2

�A�B

(α0, β0)(α0 − 1, β0)

(M, M)

M
m+1

M
m

β

α

Here, �1 and �2 are the lines whose slopes are equal to 1, and they pass through the
points (α0 − 1, β0) and (α0, β0) respectively.

Fig. 11.3 Case A

We show that

P (c[m], hβ0,α0 [m]) ∈ �A(m)
=⇒P (c[m′], hβ0,α0 [m

′]) = P (c[m], hβ0,α0 [m]) ∈ �A(m′) ∀ m′ ≥ m.

To show this fact, we notice the following:

1. For any m′ > m,

(α0, β0) ∈ ∂E(c[m′], hβ0,α0 [m
′]),

since we have Φα0,β0(c[m
′], hβ0,α0 [m

′]) = 0.
2. The slopes of the lines �A(m) and �B(m) tend to 1 as m tends to ∞.
3. The interior of the domain bounded by the lines �1 and �2 has no integral

point.

Therefore, from the above figure, we see that this fact follows from

M,
M

m
,

M

m+ 1
are increasing functions of m. (11.13)
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Indeed, these follow from M = m(α0 − β0) − β0, M
m = α0 − β0 − β0

m and
M

m+1 = α0 − β0 − α0
m+1 .

Furthermore, from Figure 11.3 and (11.13), we obtain

(α0, β0) = P (c[m], hβ0,α0 [m]) ∧ (α0, β0) ∈ �A(m)
⇔ (α0 − 1, β0) �∈ E(c[m], hβ0,α0 [m])
⇔ (m+ 1)(α0 − 1)−mβ0 < M

⇔ m > α0 + β0 − 1.

Here, we remark that, in this case,

M = m(α0 − β0)− β0

> (α0 + β0 − 1)(α0 − β0)− β0

= (α0 − 1)2 − β2
0 + α0 − 1 ≥ 1.

Thus, we have proved the first statement.
Second, we prove the lemma for Case B. If (c, h) = (c[m], hα0,β0 [m])

satisfies (α0, β0) = P (c, h) and (α0, β0) ∈ �B(m), then the lines �A(m) and
�B(m) are as in Figure 11.4.

Similarly to the previous case, we prove that

P (c[m], hα0,β0 [m]) ∈ �B(m)
=⇒P (c[m′], hα0,β0 [m

′]) = P (c[m], hα0,β0 [m]) ∈ �B(m′) ∀ m′ ≥ m.

Indeed, since (α0, β0) ∈ ∂E(c[m′], hα0,β0 [m
′]), this fact follows from

M is increasing, and
M

m
,

M

m+ 1
are decreasing functions of m. (11.14)

Furthermore, by Figure 11.4 and (11.14), we have

(α0, β0) = P (c[m], hα0,β0 [m]) ∧ (α0, β0) ∈ �B(m)
⇔ (α0, β0 − 1) �∈ E(c[m], hα0,β0 [m])
⇔ mα0 − (m+ 1)(β0 − 1) > M ⇔ m > α0 + β0 − 1.

Since m ≥ 2, we obtain the conclusion. �

Hence, until the end of this section, we assume that
{
m > α0 + β0 − 1 Case A ∨ (Case B ∧ (α0, β0) �= (1, 1))
m ≥ 2 Case B ∧ (α0, β0) = (1, 1)

unless otherwise specified, and determine which m may correspond to a uni-
tary representation.
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�1

�2

�A

�B

(α0, β0 − 1)

(α0, β0)

(M, M)

M
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m

β
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Here, �1 and �2 are the lines whose slopes are equal to 1, and they pass through the
points (α0, β0) and (α0, β0 − 1) respectively.

Fig. 11.4 Case B

11.5.2.7 Step V II

In this subsubsection, we see that if m is an integer, which satisfies the
previous lemma, then the corresponding weight is given in Theorem 11.1 (ii).

For each m, we introduce points (r(m), s(m)) and (α′
0, β

′
0) as follows:

Case A. Let (r(m), s(m)) be the solution of

(m+ 1)α−mβ = M,

α− β = α0 − β0 − 1,

i.e., the intersection of �B(m) and �1 in Figure 11.3. Let (α′
0, β

′
0) be positive

integers such that

α′
0 − 1 < r(m) ≤ α′

0,

α′
0 − β′

0 = α0 − β0 − 1.

Case B. Let (r(m), s(m)) be the solution of
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mα− (m+ 1)β = M,

α− β = α0 − β0 + 1,

i.e., the intersection of �A(m) and �2 in Figure 11.4. Let (α′
0, β

′
0) be positive

integers such that

α′
0 − 1 < r(m) ≤ α′

0,

α′
0 − β′

0 = α0 − β0 + 1.

Further, we set
n0 := α0β0, n′

0 := α′
0β

′
0.

For simplicity, we sometimes use the following notation.

h[m] :=

{
hβ0,α0 [m] Case A

hα0,β0 [m] Case B
.

We check that if r(m) is an integer, then the corresponding weight is one
of the highest weights in Theorem 11.1 (ii).

Lemma 11.11. If r(m) ∈ Z, i.e., r(m) = α′
0, then (c, h) is one of the highest

weights given in Theorem 11.1 (ii).

Proof. In Case A, if r(m) = α′
0, then s(m) = α′

0 − α0 + β0 + 1. On the
other hand, since (r(m), s(m)) ∈ �B(m) and M = mα0− (m+ 1)β0, we have
m = α′

0 + β0, and thus m ∈ Z≥2. Since (α′
0, β

′
0) = (r(m), s(m)), we have

hβ0,α0 [m] = hα′
0,β′

0
[m]. Hence (c, h) = (c[m], hα′

0,β′
0
[m]) for some m ∈ Z≥2

and α′
0, β

′
0 ∈ Z>0 such that β′

0 ≤ α′
0 < m.

In Case B, if r(m) = α′
0, then s(m) = α′

0−α0 + β0− 1 and m = α0 + β′
0.

Hence m ∈ Z≥2, and (c, h) = (c[m], hα0,β0 [m]) for some m ∈ Z≥2 and α0, β0 ∈
Z>0 such that β0 ≤ α0 < m. �

11.5.2.8 Step V III

Consequently, to complete the proof of Theorem 11.1 it is enough to show

Proposition 11.6 If r(m) �∈ Z, then (·|·)c,h is not positive semi-definite.

Here and after, we assume that m ∈ R satisfies α′
0 − 1 < r(m) < α′

0.

Lemma 11.12. If (α, β) ∈ ∂E(c, h) ∩ (Z>0)2 and αβ ≤ n′
0, then

(α, β) = (α0, β0).

Proof. We first consider Case A. In this case, the lines �A(m) and �B(m) in
the (α, β)-plane are as in Figure 11.5. By Figure 11.5, it is enough to show
that
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s− t < 2 and t′ − r < 2. (11.15)

In fact, if (11.15) hold, then in the region β0 < β ≤ β′
0 − 1, �A(m) lies in

between �2 and �3, and �B(m) lies in between �1 and �2, since the interiors
of the regions bounded by �2 and �3 or �1 and �2 do not contain integral
points, and (α0, β0) is the minimal integral point of E(c, h). Hence, we see
that (11.15) implies the first statement of the lemma in Case A.

Since (r, t) ∈ �A(m) and (r, s) ∈ �B(m), we have s − t = r+t
m . By the

definitions of (r, s) and (α0, β0), we also have m = r + β0. Hence, we have

s− t = 1 +
t− β0

r + β0
= 1 +

r − α0

r + β0

t− β0

r − α0
< 2,

�

�

�

�

�

�

�

�

�

�

�

�

(r, s)

(α′
0 − 1, β′

0 − 1)

(α′
0, β′

0)

(α0 − 1, β0)
(α0, β0) (α0 + 1, β0)

(r, t)

(t′, s)

αβ = α′
0β′

0

�1

�2

�3

�B

�A

β = β′
0 − 1

β = β0

Here, �i (i = 1, 2, 3) are the lines defined by �i : α − β = α0 − β0 − (2 − i). We set
(r, s) := (r(m), s(m)). (r, t) (resp. (t′, s)) is the intersection point of �A(m) and α = r
(resp. β = s).

Fig. 11.5 Case A
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since t−β0
r−α0

< 1 is the slope of �A(m). Similarly, r = s+ α0 − β0 − 1 implies

t′ − r =
r + s

m
= 1 +

s− β0

s+ α0 − 1
< 2.

Next, we show the lemma in Case B. Here, we have the next figure:

�

�

� � �

�

���

� �

�

(α0, β0 − 1)

(α0, β0)

(α′
0 − 1, β′

0 − 1)

(r, s)

(α′
0, β′

0)

(r, t′)

(t, s)

(α′
0 − 2, β′

0)

�1 �2

�3

�B

�A

β = β′
0 − 1

β = β0

αβ = α′
0β′

0

Here, �i (i = 1, 2, 3) are the lines defined by �i : α − β = α0 − β0 − (2 − i). We
set (r, s) := (r(m), s(m)). (r, t′) (resp. (t, s)) is the intersection point of �B(m) and
α = r (resp. β = s).

Fig. 11.6 Case B
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Similarly to Case A, it suffices to see that

r − t < 2 and t′ − s < 2. (11.16)

Since (t, s) ∈ �B(m), (r, s) ∈ �A(m) and m = s+ α0, we have

r − t =
s+ t

m
= 1 +

t− α0

s+ α0
= 1 +

s− β0

s+ α0

t− α0

s− β0
.

Since s−β0
t−α0

is equal to the slope of the line �B(m), we have r−t < 2. Similarly,

t′ − s =
r + s

m
= 1 +

s− β0 + 1
s+ α0

,

since r = s+ α0 − β0 + 1. Hence, we also have t′ − s < 2. �

By Lemma 11.12, it follows that detH(c[m], h[m])n′
0
�= 0. Hence, to prove

Proposition 11.6, it is enough to compare the signature of detH(c[m], h[m]+
n0)n′

0−n0 with
∏

r,s∈Z>0
s≤r

1≤rs≤n′
0

(r,s) �=(α0,β0)

Φr,s(c[m], h[m])p(n′
0−rs)

by Proposition 11.5.

Lemma 11.13. 1. The set
◦
E(c[m], h[m]) ∩ {(α, β) ∈ (Z>0)2|αβ ≤ n′

0} can
be described as follows:

{

(α0, β0) + k(1, 1)
∣
∣
∣
∣
0 < k ≤ α′

0 − α0 for Case A,
0 < k ≤ β′

0 − β0 for Case B

}

∪ {(α′
0, β

′
0)}.

2. The set
◦
E(c[m], h[m] + n0) ∩ {(α, β) ∈ (Z>0)2|αβ ≤ n′

0 − n0} can be
described as follows:

{

(α0 + β0, 0) + k(1, 1)
∣
∣
∣
∣
0 < k ≤ α′

0 − α0 for Case A,
0 < k ≤ β′

0 − β0 for Case B

}

.

Proof. The first statement of this lemma has been essentially proved in the
proof of Lemma 11.12. Hence, we will only prove the second statement.

We first consider Case A. In this case, we have Figure 11.7.
From this figure, we see that the following inclusion holds:

◦
E(c[m], hβ0,α0 [m] + α0β0) ∩ {(α, β) ∈ (Z>0)2|αβ ≤ α′

0β
′
0 − α0β0}

⊃{(α0 + β0, 0) + k(1, 1)|0 < k ≤ α′
0 − α0}.
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�

�

�

�

�

�

�

� ���

α

β

�B

�A

�C

C����
(α′

0+β0,α′
0−α0)

(α′
0+β0+1,α′

0−α0)(α′
0+β0−1,α′

0−α0)

(α′
0+β0,α′

0−α0−1)

(α′
0+β0,α′

0−α0+1)

Q P

(α0+β0,0)

(α0,−β0)

where M := mα0 + (m + 1)β0,

�A : mα − (m + 1)β = M, �B : (m + 1)α − mβ = M,

�C : mα − (m + 1)β = −M,

C : αβ = α′
0β′

0 − α0β0 = (α′
0 + β0)(α′

0 − α0) + α′
0,

P (α′
0 + β0 +

β′
0−1
m

, α′
0 − α0) and Q(α′

0 + β0 − α′
0

m+1 , α′
0 − α0).

Fig. 11.7 Case A

By the assumption α′
0−1 < r(m) = m−β0, it follows that the above inclusion

is, in fact, the equality.
Similarly, for Case B, Figure 11.8 and the assumption α′

0 − 1 < r(m) =
m+ 1− β0 imply the equality:
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◦
E(c[m], hα0,β0 [m] + α0β0) ∩ {(α, β) ∈ (Z>0)2|αβ ≤ α′

0β
′
0 − α0β0}

={(α0 + β0, 0) + k(1, 1)|0 < k ≤ β′
0 − β0}. �

Lemma 11.13 together with Proposition 11.5 implies Proposition 11.6.
Therefore, the proof of Theorem 11.1 has been completed.
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(α0,−β0)

(α0+β0,0)

(β′
0+α0+1,β′

0−β0)(β′
0+α0−1,β′

0−β0)

(β′
0+α0,β′

0−β0−1)

(β′
0+α0,β′

0−β0+1)

PQ

	
		�

(β′
0+α0,β′

0−β0)

C

where M := (m + 1)α0 + mβ0,

�A : mα − (m + 1)β = M, �B : (m + 1)α − mβ = M,

�C : mα − (m + 1)β = −M,

C : αβ = α′
0β′

0 − α0β0 = (α0 + β′
0)(β′

0 − β0) + β′
0,

P (β′
0 + α0 +

α′
0−1
m

, β′
0 − β0) and Q(β′

0 + α0 − β′
0

m+1 , β′
0 − β0).

Fig. 11.8 Case B
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11.6 Bibliographical Notes and Comments

In 1984, D. Friedan, Z. Qiu and S. Shenker [FQS1] has announced a necessary
condition of the irreducible highest weight modules to be unitarisable, and
their detailed proof appeared in [FQS2] in 1986. A different proof was given
by R. Langlands [La] in 1988; the proof given in this chapter basically follows
his arguments except for the proof of Proposition 11.6 in Step VIII which is
our original. R. Langlands’ proof relies on the analysis of the contravariant
form as m→∞, whose limit is a Vir-module with central charge 1, with the
aid of its structure of the Jantzen filtration we have discussed in Chapter 6.

As we have explained in Chapter 10, the sufficiency of the above-mentioned
condition was proved by P. Goddard, A. Kent and D. Olive [GKO1], [GKO2]
in 1985.

One of the important applications of Theorem 11.1, which was proved by
R. Goodman and N. R. Wallach [GW1], [GW2] (see also [To]), says that some
completeions of descrete series representations of the Virasoro algebra can
be lifted to projective representations of the group Diff+(S1) of orientation
preserving diffeomorphisms of the circle S1.



Appendix A

Homological Algebras

In this appendix, for the reader’s convenience we briefly recall basic facts
about homological algebras used in this book. In particular, some statements
concerning Lie algebras are explained with proofs.

In Section A.1, we will recall the definition and some fundamental proper-
ties of categories and functors. In Section A.2, we will recall derived functors.
In Section A.3, we will explain Lie algebra homology and cohomology.

A.1 Categories and Functors

In this section, we recall some basic notions such as categories, functors etc..
In particular, we will explain some subtleness when one treats additive cate-
gories. For detail, the reader may consult [HiSt], [Wei].

A.1.1 Categories

Here, we recall the definition of the category.

Definition A.1 A category C is a collection of three pieces of data:

1. a family Ob(C), whose members are called objects,
2. for all pairs (X,Y ) of Ob(C), a set HomC(X,Y ), whose elements are called

morphisms from X to Y ,
3. for any triple (X,Y, Z) of Ob(C), a map

HomC(X,Y )×HomC(Y,Z) −→ HomC(X,Z); (f, g) �−→ f ◦ g

called the composition map.

These data satisfy

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8,
© Springer-Verlag London Limited 2011
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1. the composition of morphisms is associative,
2. for any X ∈ Ob(C), there exists idX ∈ HomC(X,X) such that f ◦ idX = f

and idX ◦ g = g for any f ∈ HomC(X,Y ) and any g ∈ HomC(Z,X).

Notice that the morphism idX is uniquely determined.
A morphism f ∈ HomC(X,Y ) is called a monomorphism (resp. an epi-

morphism) if the equality f ◦ g1 = f ◦ g2 ∈ HomC(W,Y ) ( g1 ◦ f = g2 ◦ f ∈
HomC(X,Z)) implies g1 = g2 ∈ HomC(W,X) (resp. g1 = g2 ∈ HomC(Y,Z)),
and is called an isomorphism if there exists g ∈ HomC(Y,X) such that
f ◦ g = idY and g ◦ f = idX .

A subcategory C′ of C is a category C′ such that Ob(C′) ⊂ Ob(C) and
for any pair (X,Y ) of Ob(C′), HomC′(X,Y ) ⊂ HomC(X,Y ) with the induced
composition law, and idX ∈ HomC′(X,X).

If in addition HomC′(X,Y ) = HomC(X,Y ) always holds, then C′ is called
a full subcategory of C.

For any category C, the opposite category Copp is the category defined
by Ob(Copp) = Ob(C) and HomCopp(X,Y ) := HomC(Y,X) with obvious com-
position laws.

A.1.2 Functors

Here, we recall the definition of functors.

Definition A.2 Let C and C′ be two categories. A functor F from C to C′
consists of the following data and rules:

1. a map F : Ob(C) −→ Ob(C′);
2. for any pair (X,Y ) of Ob(C), a map F : HomC(X,Y ) −→ HomC′(F (X),

F (Y )),

satisfying

F (idX) = idF (X),

F (f ◦ g) = F (f) ◦ F (g).

In particular, one says that F is a covariant functor, and a functor from
Copp to C′ is called a contravariant functor from C to C′.

For any two categories C and C′, the family of functors from C to C′ forms
a category if one defines the morphisms of functors in an appropriate way.
This is done as follows:

Definition A.3 Let F and G be two functors from C to C′. A morphism
of functors (or a natural transformation) t from F to G consists of
following data:

For any X ∈ Ob(C), an element t(X) ∈ HomC′(F (X), G(X)),
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such that the following diagram commutes for any f ∈ HomC(X,Y ):

F (X)

F (f)

t(X)
G(X)

G(f)

F (Y )
t(Y )

G(Y ).

A functor F from C to C′ is said to be a categorical equivalence iff there
exists a functor G from C′ to C such that F ◦ G ∼= idC′ and G ◦ F ∼= idC . In
this case, G is called a quasi-inverse of F .

In such case, it quite often happens that (F,G) is an adjoint pair, namely,
there exists an isomorphism of bifunctors Copp × C′ to the category of sets
HomC′(F (X), Y )) ∼→ HomC(X,G(Y )). We say that G is a right adjoint to
F and that F is a left adjoint to G. However, this is equivalent only to the
following: there exist natural transformations

α : F ◦G −→ idC′ , β : idC −→ G ◦ F,

such that the composition G(Y )
β(G(Y ))−→ G ◦ F ◦G(Y )

G(α(Y ))−→ G(Y ) is equal
to idG(Y ) for any Y ∈ Ob(C′)
and the composition F (X)

F (β(X))−→ F ◦ G ◦ F (X)
α(F (X))−→ F (X) is equal to

idF (X) for any X ∈ Ob(C).

A.1.3 Additive Categories

Here, we briefly recall the definition of the additive category and the additive
functor.

Definition A.4 A category C is called an additive category if it satisfies
the following:

1. for any pair (X,Y ) of Ob(C), HomC(X,Y ) has a structure of abelian group,
and the composition law is bilinear,

2. there exists an object 0 such that HomC(0, 0) = 0,
3. for any pair (X,Y ) of Ob(C), their product, called the direct sum of X

and Y and denoted by X ⊕ Y , exists.

Here, for a family {Xi}i∈I of the objects of the category C indexed by I, a
product (X;πi) of the objects Xi is an object X, together with morphisms
πi : X −→ Xi called projections, with the universal property: for any
Y ∈ Ob(C) and morphisms fi : Y −→ Xi, there exists a unique morphism
f : Y −→ X with fi = πi ◦ f .
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Definition A.5 Let f ∈ HomC(X,Y ).

1. A pair (K, i) is called the kernel of f if it satisfies

i. f ◦ i = 0 and
ii. for any morphism such that f ◦ j = 0 there exists a unique morphism k

such that j = i ◦ k.

In such case, the object K is often denoted by Kerf .
2. A pair (C, p) is called the cokernel of f if it satisfies

i. p ◦ f = 0 and
ii. for any morphism such that q ◦ f = 0 there exists a unique morphism r

such that q = r ◦ p.

In such case, the object C is often denoted by Cokerf .

Notice that the kernel and the cokernel of a morphism may not exist, but
if they exist they are unique up to isomorphism. We also remark that in an
additive category, a monomorphism (resp. an epimorphism) is a morphism
having zero kernel (resp. zero cokernel).

The cokernel of the kernel of a morphism f , if it exists, is called the
coimage of f and is denoted by Coimf . Similarly, the kernel of the cokernel
of f , if it exists, is called the image of f and is denoted by Imf .

Let C and C′ be additive categories. A functor between C and C′ often
satisfies an additional property:

Definition A.6 A functor F from C to C′ is called additive if for any pair
(X,Y ) of Ob(C), the map F : HomC(X,Y ) −→ HomC′(F (X), F (Y )) is a
homomorphism of groups.

Notice that this condition is equivalent to the condition that F preserves the
direct sum.

A.1.4 Abelian Categories

Here, we briefly recall the definition of the abelian category and the exactness
of functors.

Definition A.7 An additive category C is called an abelian category if it
satisfies the following conditions.

1. For any morphism f : X −→ Y , Kerf and Cokerf exist.
2. The canonical morphism Coimf −→ Imf is an isomorphism.

An abelian category is a generalisation of the category of abelian groups. In
fact,
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Remark A.1 It has been proved by B. Mitchell [Mit] that every small abelian
category is equivalent to a full subcategory of the category of A-modules for
some ring A. Here, a category is said to be small if its class of objects forms
a set.

We also remark that a morphism in an abelian category is an isomorphism
if and only if it is a monomorphism and an epimorphism.

Definition A.8 A sequence of morphisms

X
f−→ Y

g−→ Z

in C is called an exact sequence if it satisfies

1. g ◦ f = 0 and
2. the natural morphism Imf → Kerg is an isomorphism.

More generally, a sequence of morphisms is called exact if any successive
pair of arrows is exact.

We remark that a sequence 0 → X
f→ Y (resp. X

f→ Y → 0) is exact if
and only if f is a monomorphism (resp. an epimorphism).

Let C and C′ be abelian categories.

Definition A.9 Let F be an additive functor from C to C′. F is said to be
left exact (resp. right exact) if

0→ F (X)→ F (X ′)→ F (X”),
(resp. F (X)→ F (X ′)→ F (X”)→ 0)

is exact in C′ for any exact sequence 0 → X → X ′ → X” (resp. X → X ′ →
X”→ 0) in C. In particular, F is said to be exact if it is both left exact and
right exact.

If an additive functor between two abelian categories is one-sided exact, i.e.,
either left exact or right exact, then one may measure how far it is from the
functor being exact. This will be the subject of the next section.

A.2 Derived Functors

In this section, we briefly recall the definition of derived functors and their
properties. Throughout this section, we assume that all the categories we
consider are abelian unless otherwise stated.



404 A Homological Algebras

A.2.1 Definition

After recalling some basic notion such as projective objects and injective
objects, we define the derived functors of either a left exact or a right exact
additive functor between abelian categories.

Let C be an abelian category.

Definition A.10 1. Let X ∈Ob(C). X is called projective (resp. injective),
if the functor HomC(X, ·) (resp. HomC(·, X)) is exact.

2. We say that C has enough projectives, if, for any object X ∈ Ob(C),
there is a projective object P ∈ Ob(C) and an epimorphism P � X. Du-
ally, we say that C has enough injectives, if Copp has enough projectives.

Remark A.2 Let X ∈ Ob(C). In general, the functor HomC(X, ·) is only
left exact. Hence, the condition that P ∈ Ob(C) is projective is equivalent to
the following: if for any X, Y ∈ Ob(C), f ∈ HomC(P, Y ) and an epimor-
phism g ∈ HomC(X,Y ), there exists h ∈ HomC(P,X) such that the following
diagram commutes:

P

f
h

X g Y 0.

The dual statement to the above also holds.

Definition A.11 Let X ∈ Ob(C).

1. An exact sequence

→ Pn
∂n→ Pn−1 → · · · → P2

∂2→ P1
∂1→ P0

ε→ X → 0 (A.1)

consisting of projective objects Pn, is called a projective resolution of
X.

2. An exact sequence

0→ X
ε→ I0 d0

→ I1 d1

→ I2 → · · · → In dn

→ In+1 → · · · , (A.2)

consisting of injective objects In, is called an injective resolution of X.

By definition, we have

Lemma A.1. Suppose that C has enough projectives (resp. injectives). Then,
any X ∈ Ob(C) admits a projective (resp. an injective) resolution of M .

Let C and C′ be abelian categories and F : C → C′ be a covariant additive
functor. We define functors RnF and LnF as follows:
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1. Suppose that F is left exact and C has enough injectives.
For X ∈ Ob(C), take an injective resolution of X:

0→ X
ε→ I0 d0

→ I1 d1

→ I2 → · · · → In dn

→ In+1 → · · · .

Consider the cocomplex

0→ F (I0)→F (I1)→F (I2)→ · · · → F (In)
F (dn)−→ F (In+1)→ · · · ,

and define RnF (X) := KerF (dn)/ImF (dn−1).
2. Suppose that F is right exact and C has enough projectives.

For X ∈ Ob(C), take a projective resolution of X:

→ Pn
∂n→ Pn−1 → · · · → P2

∂2→ P1
∂1→ P0

ε→ X → 0.

Consider the complex

→ F (Pn)
F (∂n)−→ F (Pn−1)→ · · · → F (P2)→F (P1)→F (P0)→ 0,

and define LnF (X) := KerF (∂n)/ImF (∂n+1).

For a contravariant additive functor F : C → C′, one may similarly define
functors RnF and LnF . (Regard F as a covariant functor from Copp to C′
and apply the above definition.)

Notice that since any two projective (resp. injective) resolutions of an
object are homotopic, the above definition does not depend on the choice of
a projective (resp. an injective) resolution.

A particular case of the derived functor is given by the following lemma:

Lemma A.2. 1. If F is left exact, then R0F (X) � F (X) for any X ∈
Ob(C).

2. If F is right exact, then L0F (X) � F (X) for any X ∈ Ob(C).

Definition A.12 1. For a left exact additive functor F , the functors RnF
are called the nth right derived functors of F .

2. For a right exact additive functor F , the functors LnF is called the nth
left derived functors of F .

Let us summarise the definition of the derived functors as follows:

derived functor functor resolution
RnF covariant left exact injective
LnF covariant right exact projective
RnF contravariant left exact projective
LnF contravariant right exact injective

The following propositions is a practical tool to calculate the nth derived
functors.
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Proposition A.1 Let F be a covariant one-side exact functor from C to C′.
Suppose that 0 → X → Y → Z → 0 is an exact sequence in C. Then, we
have the following long exact sequence in C′:

1. F : left exact,

0→F (X)→ F (Y )→ F (Z)→
→R1F (X)→ R1F (Y )→ R1F (Z)→ · · ·

· · · →RiF (X)→ RiF (Y )→ RiF (Z)→ · · · .

2. F : right exact,

· · · →LiF (X)→ LiF (Y )→ LiF (Z)→ · · ·
· · · →L1F (X)→ L1F (Y )→ L1F (Z)→
→L0F (X)→ F (Y )→ F (Z)→ 0.

Here is a simple corollary of the Grothendieck spectral sequence [Gro]:

Proposition A.2 1. Let G : C → C′ be a covariant one-side exact functor,
and let F : C′ → C′′ be an exact functor.

(i) Suppose that F is covariant. If G is left exact, then Rn(F ◦ G) = F ◦
RnG.

(ii) Suppose that F is contravariant. If G is right exact, then Rn(F ◦G) =
F ◦ LnG.

2. Let G : C′ → C′′ be a covariant one-side exact functor, and let F : C → C′
be an exact functor.

(i) Suppose that F is a covariant functor, which maps injectives to injec-
tives. If G is left exact, then G◦F is left exact and Rn(G◦F ) = RnG◦F .

(ii) Suppose that F is a contravariant functor, which maps projectives to
injectives. If G is right exact, then G ◦F is left exact and Rn(G ◦F ) =
LnG ◦ F .

A.2.2 Extension of Modules

One of the most typical examples relevant to this book is the extension of
modules we are going to review here.

Let C be an abelian category. For A,B ∈ Ob(C), an exact sequence

0→ B → En−1 → · · · → E0 → A→ 0

is called an nth extension of A by B.
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We first introduce an equivalence relation on the set of nth extensions of
A by B. It should be noticed that, at this moment, C does not necessarily
have enough projectives and injectives.

For a pair (A,B) of Ob(C), let

E : 0→ B → En−1 → · · · → E0 → A→ 0,
E′ : 0→ B → E′

n−1 → · · · → E′
0 → A→ 0

be nth extensions of A by B. Let us denote E � E′, if there exists a com-
mutative diagram

E : 0 B En−1 · · · E0 A 0

E′ : 0 B E′
n−1 · · · E′

0 A 0

.

Note that for n ≥ 2 the relation E � E′ is not symmetric. Let ∼ be an
equivalence relation on the set of n-extensions of A by B generated by the
relation �, i.e.,

E ∼ E′ if and only if there exists a sequence E(0), · · · , E(m) such that
E = E(0), E′ = E(m) and E(i) � E(i + 1) or E(i + 1) � E(i) hold for
any i = 1, · · · ,m− 1.

We denote the equivalence classes of E by [E], and set

Ext
n

C(A,B) := {nth extensions of A by B}/ ∼ .

It is known that for any [E], [E′] ∈ Ext
n

C(A,B), one can define [E] + [E′] in
terms of extensions, and Ext

n

C(A,B) becomes an abelian group. Moreover,
Ext

n

C(·, ·) is an additive bi-functor from C to the category of abelian groups.
For two exact sequences

E : 0→ B
d−→ E1 → · · ·Er → A→ 0,

F : 0→ C → F1 → · · · → Fs
d′
−→ B → 0,

in C, we obtain a new exact sequence E ◦ F , called the Yoneda product of
E and F :

0→ C → F1 → · · · → Fs
d′◦d−→ E1 → · · · → Er → A→ 0.

Note that Yoneda product defines

Ext
r

C(A,B)× Ext
s

C(B,C) −→ Ext
r+s

C (A,C).

For the details, see, e.g., [HiSt].
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Using Ext
n

C(·, ·), we see the splitting of modules whose composition factors
do not have any non-trivial first extensions.
Lemma A.3 ([RW1]). Let M = M0 ⊃ M1 ⊃ · · · ⊃ Md ⊃ Md+1 = (0) be a
filtration in C. Put Wi := Mi/Mi+1 for i = 0, · · · , d. Suppose that

Ext
1

C(Wi,Wj) = 0

for any 1 ≤ i < j ≤ d. Then M is isomorphic to the direct sum of {Wi}, i.e.,

M �
d⊕

i=0

Wi.

Proof. In the case where d = 1, we have M = M0 ⊃ M1 ⊃ M2 = (0) and
Ext

1

C(W0,W1) = 0. Hence the short exact sequence

0→W1 →M →W0 → 0

splits, and thus M �W0 ⊕W1. By induction on d, the lemma is proved. �

In the case when C has enough injectives and projectives, Ext
n

C(A,B) can
be interpreted as the Ext bi-functor defined as derived functors. Noting that
FA
C := HomC(A, ·) (resp. F ′B

C := HomC(·, B)) is a covariant (resp. a con-
travariant) left exact functor, we define the Ext bi-functor Extn

C(·, ·) as
follows:

Definition A.13 1. Extn
C(A,B) := (RnFA

C )(B) if C has enough injectives,
and

2. Extn
C(A,B) := (RnF ′B

C )(A) if C has enough projectives.

By definition, the next lemma follows:
Lemma A.4. Let X ∈ Ob(C).
1. If P ∈ Ob(C) is projective, then Extn

C(P,X) = 0 for any n > 0.
2. If I ∈ Ob(C) is injective, then Extn

C(X, I) = 0 for any n > 0.
In the case where C has enough injectives and projectives, these definitions
coincide:

Proposition A.3 Suppose that C has enough injectives and projectives.
Then for any A,B ∈ Ob(C), we have

Ext
n

C(A,B) � (RnFA
C )(B) � (RnF ′B

C )(A).

A.3 Lie Algebra Homology and Cohomology

In § 1.3.3, we introduced Lie algebra (co)homology groups as derived functors.
On the other hand, they can be defined by means of the Chevalley−Eilenberg
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(co)complex. Here, we recall the definition and see that two different defini-
tions lead to the same result.

Through this section, let a be a (not necessarily Q-graded) Lie algebra
over a field K of characteristic 0.

A.3.1 Chevalley−Eilenberg (Co)complex and Lie
Algebra (Co)homology

First, we recall the Chevalley−Eilenberg complex of a. (See, [CE] and [Kosz1]
for details.)

Let V be an a-module. For n ∈ Z>0, we let Λna be the pth exterior
product of a. In particular, we set Λ0a := K and Λ−1a := {0}. The natural
left a-module structure on Λ•a⊗ V is denoted by θ, i.e., for x ∈ a, we set

θ(x) :Λn
a⊗ V −→ Λn

a⊗ V ;

x1 ∧ · · · ∧ xn ⊗ v �→
n∑

i=1

x1 ∧ · · · ∧ [x, xi] ∧ · · · ∧ xn ⊗ v

+ x1 ∧ · · · ∧ xn ⊗ x.v.

Indeed, it satisfies

θ(x)θ(y)− θ(y)θ(x) = θ([x, y]) x, y ∈ a.

The exterior product ε(x) of x ∈ a is defined as follows:

ε(x) :Λn
a⊗ V −→ Λn+1

a⊗ V ;
x1 ∧ · · · ∧ xn ⊗ v �→ x ∧ x1 ∧ · · · ∧ xn ⊗ v.

One can check

θ(x)ε(y)− ε(y)θ(x) = ε([x, y]) x, y ∈ a.

Now, for n ∈ Z≥0, we define

∂n : Λn
a⊗ V −→ Λn−1

a⊗ V,

inductively by

∂n ◦ ε(x) + ε(x) ◦ ∂n−1 = −θ(x) x ∈ a.

By direct calculation, one can verify

Lemma A.5. {∂n}n∈Z≥0 satisfy the following:

1. ∂n ◦ θ(x) = θ(x) ◦ ∂n holds for any n ∈ Z≥0 and x ∈ a.
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2. ∂n−1 ◦ ∂n = 0 holds for any n ∈ Z>0.

Notice that the second formula can be proved only by using the relations
given above. Hence, we define

Definition A.14 Let V be an a-module. The complex of a-modules

· · · → Λn
a⊗ V

∂n→ Λn−1
a⊗ V → · · · → Λ0

a⊗ V → 0, (A.3)

is called the Chevalley−Eilenberg complex of V . The boundary operator
∂n is explicitly described as follows:

∂n(x1 ∧ · · · ∧ xn ⊗ v)

=
n∑

i=1

(−1)ix1 ∧ · · · x̂i · · · ∧ xn ⊗ xi.v

+
∑

1≤i<j≤n

(−1)i+j [xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xn ⊗ v,

where x1∧· · ·∧xn ∈ Λna, v ∈ V , and the symbol x̂i indicates xi to be omitted.
The Lie algebra homology of V is defined by

Hn(a, V ) := Ker∂n/Im∂n+1 n ∈ Z≥0.

Next, we introduce the dual version of the above construction.
The natural left a-module structure on Hom(Λ•a, V ) is denoted by L, i.e.,

for x ∈ a, we set

Lx :Hom(Λn
a, V ) −→ Hom(Λn

a, V );

(Lx.f)(x1, · · · , xn) := x.(f(x1, · · · , xn))−
n∑

i=1

f(x1, · · · , [x, xi], · · · , xn)).

Indeed, it satisfies

LxLy − LyLx = L[x,y] x, y ∈ a.

The interior product ι(x) of x ∈ a is defined by

ι(x) :Hom(Λn
a, V ) −→ Hom(Λn−1

a, V );
(ι(x)f)(x1, · · · , xn−1) := f(x, x1, · · · , xn−1).

One can check

Lxι(y)− ι(y)Lx = ι([x, y]) x, y ∈ a.

Now, for n ∈ Z≥0, we define
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∂n : Hom(Λn
a, V ) −→ Hom(Λn+1

a, V ),

inductively by
ι(x) ◦ ∂n + ∂n−1 ◦ ι(x) = Lx x ∈ a.

By direct calculation, one can verify

Lemma A.6. {∂n}n∈Z≥0 satisfy the following:

1. ∂n ◦ Lx = Lx ◦ ∂n holds for any n ∈ Z≥0 and x ∈ a.
2. ∂n+1 ◦ ∂n = 0 holds for any n ∈ Z≥0.

Notice that the second formula can be proved only by using the relations
given above. Hence, we define

Definition A.15 Let V an a-module. The cocomplex of a-modules

· · · ← HomK(Λn+1
a, V ) ∂n

← HomK(Λn
a, V )← · · · ← HomK(Λ0

a, V )← 0
(A.4)

is called the Chevalley−Eilenberg cocomplex of V . The coboundary oper-
ator ∂n is explicitly described as follows:

(∂nf)(x1 ∧ · · · ∧ xn+1)

=
n+1∑

i=1

(−1)i+1xi.f(x1 ∧ · · · x̂i · · · ∧ xn+1)

+
∑

1≤i<j≤n+1

(−1)i+jf([xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xn+1),

where x1 ∧ · · · ∧ xn ∈ Λna and the symbol x̂i indicates xi to be omitted. The
Lie algebra cohomology of V is defined by

Hn(a, V ) := Ker∂n/Im∂n−1.

A.3.2 Koszul Complex

Here we recall the Koszul complex, intorduced in [Kosz2] for an abelian case,
and show that the two definitions of Lie algebra (co)homology coincide.

First, we recall the Koszul complex of a Lie algebra. We denote the natural
right module structure on U(a)⊗K Λ•a by θr, i.e., for x ∈ a, we set

θr(x) :U(a)⊗K Λn
a −→ U(a)⊗K Λn

a;
p⊗ x1 ∧ · · · ∧ xn �→ px⊗ x1 ∧ · · · ∧ xn

−
n∑

i=1

p⊗ x1 ∧ · · · ∧ [x, xi] ∧ · · · ∧ xn.
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Indeed, it satisfies

θr(x)θr(y)− θr(y)θr(x) = −θr([x, y]) x, y ∈ a.

Notice that the module U(a) ⊗K Λ•a has a compatible left a-module struc-
ture which is described as follows: Regard U(a) as a left module via the left
multiplication and Λ•a as trivial modules.

The exterior product ε(x) of x ∈ a is defined as follows:

ε(x) :U(a)⊗K Λn
a −→ U(a)⊗K Λn+1

a;
p⊗ x1 ∧ · · · ∧ xn �→ p⊗ x ∧ x1 ∧ · · · ∧ xn.

One can check

θr(x)ε(y)− ε(y)θr(x) = −ε([x, y]) x, y ∈ a.

Now, for n ∈ Z>0, we define

dn : U(a)⊗K Λn
a −→ U(a)⊗K Λn−1

a,

inductively by

dn ◦ ε(x) + ε(x) ◦ dn−1 = θr(x) x ∈ a.

By direct calculation, one can verify

Lemma A.7. {dn}n∈Z>0 satisfy the following:

1. dn ◦ θr(x) = θr(x) ◦ dn holds for any n ∈ Z>0 and x ∈ a.
2. dn ◦ dn+1 = 0 holds for any n ∈ Z>0.

Hence, we define

Definition A.16 For n ∈ Z≥0, we set

Dn := U(a)⊗K Λn
a.

The complex of right a-modules

D : · · · → Dn
dn→ Dn−1 → · · · → D1 → D0 → K→ 0, (A.5)

is called the Koszul complex of a. Here, the boundary operator dn is explic-
itly described as follows:

dn(p⊗ x1 ∧ · · · ∧ xn)

=
n∑

i=1

(−1)i+1pxi ⊗ x1 ∧ · · · x̂i · · · ∧ xn

+
∑

1≤i<j≤n

(−1)i+jp⊗ [xi, xj ] ∧ x1 ∧ · · · x̂i · · · x̂j · · · ∧ xn,
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where n ∈ Z>0, p ∈ U(a) and xi ∈ a. For n = 0,

d0 : D0 −→ K

is defined as the augmentation of U(a), i.e., the algebra homomorphism
defined by d0(1) := 1 and d0(a) = {0}.

From the explicit formula of {dn}, it follows that this complex is also a
complex of left a-module with the module structure explained above. Hence,
D can be regarded as a complex of (a, a)-bimodules.

Proposition A.4 1. Dn are projectives of Moda.
2. The sequence (A.5) is exact.

Hence, the sequence D gives a projective resolution of the trivial a-module
K.

The proof of this proposition can be reduced to the case when a is abelian
because of the standard filtration on U(a) defined as follows.

For N ∈ Z≥0, we set

TN (a) :=

{
K N = 0,
K⊕

⊕N
n=1 a⊗N N > 0.

{TN (a)}N∈Z≥0 defines an increasing filtration on the tensor algebra T (a) of
a and it induces a filtration on U(a), called the standard filtration,

FNU(a) := π(TN (a)), (A.6)

where π : T (a) � U(a) is the canonical projection. For detail, see, e.g., [HiSt].
Next, we discuss the relation between the two definitions of Lie algebra

homology. Below, we regard D as a complex of left a-modules unless otherwise
stated. Using the Koszul complex, we can construct a projective resolution
of V ∈ Ob(Moda) as follows:

→ Dn ⊗K V
dn⊗idV−→ Dn−1 ⊗K V → · · · → D0 ⊗K V → V → 0. (A.7)

Since each Dn is a free U(a)-module, the tensor identity in Corollary A.1
implies that Dn ⊗ V is also U(a)-free. Hence, the complex (A.7) gives a
projective resolution of V .

Applying the coinvariant functor to the above complex, we obtain

→ K⊗U(a) (Dn ⊗K V ) d̃n−→ K⊗U(a) (Dn−1 ⊗K V )→ · · ·
· · · → K⊗U(a) (D0 ⊗K V )→ 0,

where d̃n := idK ⊗ dn ⊗ idV , and we regard K as a trivial right a-module. By
definition, we have isomorphisms of vector spaces
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Φn :K⊗U(a) (Dn ⊗ V ) −→ Λn
a⊗K V ;

1⊗ {[p⊗ (x1 ∧ · · · ∧ xn)]⊗ v} �−→ x1 ∧ · · · ∧ xn ⊗ a(p)v,

where a : U(a) −→ U(a) is the antipode of the standard Hopf algebra struc-
ture on U(a). Moreover, by direct computation, we have

Lemma A.8.
∂n ◦ Φn = Φn−1 ◦ d̃n (n ∈ Z>0).

Therefore, the two definitions of Lie algebra homology coincide.
Next, we consider the case of Lie algebra cohomology. Applying the functor

HomK(·, V ) to the Koszul complex, we have

← HomK(Dn+1, V ) d̃n

← HomK(Dn, V )← · · · ← HomK(D0, V )← V ← 0,
(A.8)

where we define d̃n : HomK(Dn, V )→ HomK(Dn+1, V ) by

(d̃nf)(p⊗ x1 ∧ · · · ∧ xn+1) := f(dn+1(p⊗ x1 ∧ · · · ∧ xn+1))

for n ∈ Z≥0 and define d̃−1 : V → HomK(D0, V ) by d̃−1(v)(p) := p.v.
Since the functor HomK(·, V ) is contravariant and exact, the sequence

(A.8) gives an injective resolution of V . It can be checked that this complex
restricts to its a-invariant. Hence, we obtain

· · · ← Homa(Dn+1, V ) dn

← Homa(Dn, V )← · · · ← Homa(D0, V )← 0, (A.9)

where dn is the restriction of d̃n to the invariants. One can easily show that

Lemma A.9. The isomorphisms of K-vector spaces

Ψn : Homa(Dn, V ) −→ HomK(Λn
a, V )

defined by Ψn(f)(x1∧· · ·∧xn) := f(1⊗x1∧· · ·∧xn) satisfy Ψn+1◦dn = ∂n◦Ψn.

Hence, the two definitions of Lie algebra cohomology also coincide.

A.3.3 Tensor Identity

Here, we explain a general isomorphism which is valid for any Hopf algebra,
called the tensor identity.

To state the tensor identity, we use the following notation of Hopf algebras.
Let A be a Hopf algebra over the field K with the coproduct Δ : A → A⊗A,
the antipode a : A → A, the counit ε : A → K and the unit u : K → A. For
simplicity we use the convention

Δ(x) =
∑

i

xi ⊗ x′i = x(1) ⊗ x(2).
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By the co-associativity of Δ, we can write

(Δ⊗ 1)Δ(x) = (1⊗Δ)Δ(x) = x(1) ⊗ x(2) ⊗ x(3).

Proposition A.5 Let A be a Hopf algebra over K and let B be a Hopf sub-
algebra of A over K. Let M be a B-module and N be an A-module. Then we
have

(A⊗B M)⊗K N � A⊗B (M ⊗K N)

as an A-module, where the module M in the right-hand side is regarded as a
B-module via the restriction.

Proof. Define linear maps φ and ψ as follows:

φ :A⊗B (M ⊗K N) −→ (A⊗B M)⊗K N,

x⊗ (m⊗ n) �−→ (x(1) ⊗m)⊗ x(2)n,

ψ :(A⊗B M)⊗K N −→ A⊗B (M ⊗K N),
(x⊗m)⊗ n �−→ x(1) ⊗ (m⊗ a(x(2))n),

where x ∈ A, m ∈ M and n ∈ N . First, one can check that these maps are
well-defined, i.e., for y ∈ B,

1. φ(x⊗ y(m⊗ n)) = φ(xy ⊗ (m⊗ n)),
2. ψ((xy ⊗m)⊗ n) = ψ((x⊗ ym)⊗ n).

Hence, it is enough to show that

1. φ and ψ are A-homomorphisms,
2. ψ ◦ φ = idA⊗B(M⊗KN) and φ ◦ ψ = id(A⊗BM)⊗KN .

This follows by direct verification. �

Corollary A.1 Let M and N be A-modules. If M is A-free, then M ⊗k N
becomes an A-free module.

Proof. Since M is A-free, there exists a K-vector space V such that M �
A⊗K V as an A-module. By Proposition A.5, we have

M ⊗K N � (A⊗K V )⊗K N � A⊗K (V ⊗K N).

Since A⊗K (V ⊗K N) is A-free, we obtain the conclusion. �



Appendix B

Lie p-algebras

In this appendix, we will collect some definitions and some basic concepts
in the representation theory of the Lie p-algebra. Further, we will state a
few properties of irreducible representations over a completely solvable Lie
p-algebra, which have used in Chapter 2.

B.1 Basic Objects

In this section, we first define the Lie p-algebra, and introduce its restricted
enveloping algebra. Further, we introduce the notion of the central charac-
ter and the induced representation twisted by a central character. For these
basics in the representation theory of Lie p-algebras, see e.g. [Jac] and [SF].
Throughout this section, let K be a field whose characteristic is p > 0.

B.1.1 Definition of a Lie p-algebra

A Lie p-algebra g is defined as a Lie algebra over the field K with a mapping
(·)[p] : g → g called a pth power operation. This operation has properties
similar to the Frobenius map x �→ xp. Here, we first recall some properties of
the map defined by x �→ xp on an associative algebra over K.

Lemma B.1. Let R be an associative algebra. For n ∈ Z>0 and x, y ∈ R,
we have

(adx)n(y) =
n∑

i=0

(−1)n−i

(
n
i

)

xiyxn−i, (B.1)

where we set (
n
i

)

:=
n!

i!(n− i)!
.
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Proof. Let Lx (resp. Rx) be the left (resp. right) multiplication by x. Then,
adx = Lx −Rx. Since Lx and Rx commute, we have

(Lx −Rx)n =
n∑

i=0

(−1)n−i

(
n
i

)

Li
xR

n−i
x .

Hence, this lemma follows. �

From now on, let R be an associative algebra over K. We have

Lemma B.2. For x, y ∈ R, the following hold:

1. (adx)p(y) = (adxp)(y),
2. (adx)p−1(y) =

∑p−1
i=0 x

iyxp−1−i.

Proof. Since
(
p
i

)

= 0 (0 < i < p), by setting n := p in (B.1), we obtain the

first assertion. The second assertion also follows from (B.1), since
(
p− 1
i

)

=

(−1)i and (−1)p−1 = 1 in K. �

To define the Lie p-algebra, we introduce the following notation: Let λ be
an indeterminate. For i = 1, 2, · · · , p− 1 and x, y ∈ R, we define si(x, y) ∈ R
by

(xλ+ y)p = xpλp + yp +
p−1∑

i=1

si(x, y)λi. (B.2)

Remark B.1 By Lemma B.3, we see that si(x, y) can be expressed by using
commutators of x and y.

Indeed, for p = 2 and p = 3, si(x, y) are written as follows:

1. For p = 2;
s1(x, y) = xy + yx = yx− xy = [y, x],

2. For p = 3;

s1(x, y) = xy2 + yxy + y2x = xy2 − 2yxy + y2x = [y, [y, x]],

2s2(x, y) = 2(x2y + xyx+ yx2) = −x2y + 2xyx− yx2 = [x, [y, x]].

In general, we have

Lemma B.3.

{ad(xλ+ y)}p−1(x) =
p−1∑

i=1

isi(x, y)λi−1.
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Proof. By differentiating (B.2) with respect to λ, we have

p−1∑

i=0

(xλ+ y)ix(xλ+ y)p−1−i =
p−1∑

i=1

isi(x, y)λi−1.

On the other hand, by (B.1),

{ad(xλ+ y)}p−1(x) =
p−1∑

i=1

(−1)p−1−i

(
p− 1
i

)

isi(x, y)λi−1.

Since (−1)p−1−i

(
p− 1
i

)

= 1 in K, we obtain the lemma. �

Remark that, by setting λ := 1 in (B.2), we obtain

(x+ y)p = xp + yp +
p−1∑

i=1

si(x, y).

On the other hand, for c ∈ K we have

(cx)p = cpxp.

Now, these formulae and (adx)p(y) = (adxp)(y) in Lemma B.2 lead us to the
following definition of the Lie p-algebra.

Definition B.1 A Lie algebra g over K is called a Lie p-algebra if it equips
with a map (·)[p] : g→ g which satisfies

(adx[p])(y) = (adx)p(y), (B.3)

(cx)[p] = cpx[p], (B.4)

(x+ y)[p] = x[p] + y[p] +
p−1∑

i=1

si(x, y). (B.5)

The map (·)[p] : g→ g is called a pth power operation of g.
We give some examples of Lie p-algebras.

Example B.1 We set g := gln(K) and regard it as a Lie algebra via the usual
commutator [x, y] := xy− yx. Let Eij be a matrix unit of gln(K). Notice that
(adEii)p = adEii and (adEij)p = 0 for i �= j. Hence, by Proposition B.2,

E
[p]
ij :=

{
Eii i = j

0 i �= j
,

gives a Lie p-algebra structure of g.
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Example B.2 Let R be an associative algebra over K. We regard it as a Lie
algebra via the commutator [x, y] := xy−yx. R admits a pth power operation
given by

x[p] := xp (x ∈ R), (B.6)

which defines a Lie p-algebra structure on g.

In the following, we regard an associative K-algebra as a Lie p-algebra via
(B.6).

Next, we recall the definitions of a homomorphism, a subalgebra and an
ideal of Lie p-algebras. Let g and g′ be Lie p-algebras. A linear map f : g→ g′

is called a homomorphism of Lie p-algebras if it satisfies

1. f is a homomorphism of Lie algebras, and
2. f(x[p]) = f(x)[p] for any x ∈ g.

Let g be a Lie p-algebra and let a be a subalgebra (resp. an ideal) of a Lie
algebra g. We call a a p-subalgebra (resp. a p-ideal) of g if x[p] ∈ a for any
x ∈ a.

B.1.2 Restricted Enveloping Algebra

Let g be a Lie p-algebra over K with pth power operation (·)[p]. A restricted
enveloping algebra of g is defined as follows:

Definition B.2 Let Ū be a unital associative algebra over K, and let i :
g → Ū be a homomorphism of Lie p-algebras. We call (Ū , i) a restricted
enveloping algebra of g if

for any unital associative algebra R over K and any homomorphism f :
g → R of Lie p-algebras, there exists a homomorphism f̃ : Ū → R of
associative K-algebras such that the following diagram commutes:

g
f

i

R

Ū
f̃

.

Let g and g′ be Lie p-algebras and φ : g → g′ be a homomorphism of
Lie algebras, which is not necessarily a homomorphism of Lie p-algebras. For
x ∈ g, we set

ξφ(x) := φ(x)[p] − φ(x[p]). (B.7)

In order to construct a restricted enveloping algebra of a Lie p-algebra g,
here, we show the following lemma.

Lemma B.4. 1. ξφ is semi-linear, i.e., for any x, y ∈ g and c ∈ K,
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ξφ(x+ y) = ξφ(x) + ξφ(y), ξφ(cx) = cpξφ(x).

2. For any x, y ∈ g,
[ξφ(x), φ(y)] = 0.

Proof. By definition, one can check this lemma. �

In the case where g′ is the universal enveloping algebra of g and i is the
canonical inclusion map g→ U(g), we denote

ξi : g −→ U(g)

by ξ for simplicity. By the second statement in Lemma B.4, we see that

Imξ ⊂ Z(g)

where Z(g) denotes the centre of U(g). We set

J(g) := U(g).Imξ. (B.8)

It is a two-sided ideal of U(g). We define (Ū(g), ī) by

Ū(g) := U(g)/J(g),

ī : g
i
↪→ U(g)

π� Ū(g),
(B.9)

where π denotes the canonical projection. Then, the following proposition
holds.

Proposition B.1 (Ū(g), ī) is a restricted enveloping algebra of g.

Proof. Let R be a unital associative algebra and let f : g → R be a ho-
momorphism of Lie p-algebras. By the universality of U(g), there exists a
homomorphism f̃ : U(g) → R such that f = f̃ ◦ i. Since the pth power
operation on U(g) is the pth power operation as an associative algebra, f̃
is a homomorphism of associative algebras and f is a homomorphism of Lie
p-algebras,

f̃(ξ(x)) = f̃(i(x)[p])− f̃(i(x[p])) = f̃(i(x)p)− f(x[p])

= f̃(i(x))p − f(x[p]) = f(x)p − f(x[p])

= f(x)[p] − f(x[p]) = 0.

Hence, f̃(Imξ) = {0}, and thus there exists f̄ : Ū(g) → R such that the
following diagram commutes:

g
i

f

U(g)
f̃

π
Ū(g)

f̄
R

. �
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Remark that, by the universal property, if a restricted enveloping algebra
of g exists, then it is unique up to an isomorphism of associative K-algebras.

Next, we describe PBW type basis of Ū(g). Let {xi|i ∈ I} be a basis of g,
where I is a totally ordered set. By the PBW theorem, the following holds:

Lemma B.5. The following set gives basis of U(g):
⎧
⎨

⎩
xm1

i1
· · ·xmr

ir
ξ(xj1)

n1 · · · ξ(xjs)
ns

∣
∣
∣
∣
∣
∣

i1 < i2 < · · · < ir (r ≥ 0)
j1 < j2 < · · · < js (s ≥ 0)
1 ≤ mk < p, nl ≥ 1

⎫
⎬

⎭
.

Since Ū(g) := U(g)/U(g).Imξ, this lemma implies the following theorem:

Theorem B.1 The following set gives a basis of Ū(g):
{

π(xi1)
m1 · · ·π(xir )

mr

∣
∣
∣
∣
i1 < i2 < · · · < ir
1 ≤ mk < p

}

.

Hence, we obtain the following:

Corollary B.1 The map ī : g→ Ū(g) is injective.

From the following proposition, we see when a Lie algebra becomes a Lie
p-algebra.

Proposition B.2 Let g be a Lie algebra over the field K. For a given basis
{xi|i ∈ I} of g indexed by a totally ordered set I, there exist {yi|i ∈ I} such
that

(adxi)p = adyi (∀i ∈ I).

Then, g has a unique Lie p-algebra structure such that x[p]
i = yi.

Proof. We first notice that xp
i − yi ∈ Z(g), by Lemma B.2. Let J ′ be the

two-sided ideal of U(g) generated by {xp
i − yi|i ∈ I}. We set Ū ′ := U(g)/J ′,

ī′ := π′ ◦ i : g → Ū ′, where π′ : U(g) → Ū ′ is the canonical projection.
Similarly to the above corollary, we see that ī′ is injective. Hence, there exists
a homomorphism g→ Imī′ of Lie algebras. Here, we notice that Imī′ is a Lie
p-subalgebra of Ū ′, since

ī′(xi)[p] = ī′(xi)p = (xi + J ′)p = xp
i + J ′ = yi + J ′ = ī′(yi).

Hence, if we define a Lie p-algebra structure on g by the induced one from
the isomorphism g → Imī′, then it satisfies x

[p]
i = yi for any i ∈ I. The

uniqueness follows from (B.4) and (B.5). �

B.1.3 Central Character

From now on, we assume that the field K is algebraically closed.
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Let M be an irreducible g-module. Since xp − x[p] ∈ Z(g) for any x ∈ g,
Schur’s lemma implies that for each x ∈ g, there exists λx ∈ K such that

(xp − x[p]).v = λxv (∀v ∈M).

Here, we recall that for a ∈ K, a pth root of a is unique. We set χ(x) := λ
1
p
x .

The following lemma follows from Lemma B.4.

Lemma B.6. χ ∈ g∗.

Motivated by this lemma, we define

Definition B.3 Let M be a (not necessarily irreducible) g-module. We say
that M has central character χ ∈ g∗ if

(xp − x[p]).v = χ(x)pv (∀x ∈ g, ∀v ∈M).

B.1.4 Induced Representations

To introduce induced representations, we first define a χ-reduced enveloping
algebra of g.

Definition B.4 Let Ūχ be a unital associative algebra over K, and let īχ :
g→ Ūχ be a homomorphism of Lie algebras such that

īχ(x)p − īχ(x[p]) = χ(x)p.1 (∀x ∈ g).

(Ūχ, īχ) is called a χ-reduced enveloping algebra of g if

for any unital associative algebra R over K and any homomorphism f :
g→ R of Lie algebras such that

f(x)p − f(x[p]) = χ(x)p.1 (∀x ∈ g),

there exists a homomorphism f̃ : Ūχ → R of associative K-algebras such
that f = f̃ ◦ īχ.

Let Jχ(g) be the two-sided ideal of U(g) generated by {ξ(x)−χ(x)p|x ∈ g},
where ξ(x) := xp − x[p]. We set

Ūχ(g) := U(g)/Jχ(g),

and define īχ by the composition

īχ : g
i
↪→ U(g)

πχ� Ūχ(g),
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where i is the canonical inclusion and πχ is the canonical projection.
One can show the following proposition similarly to the proof of Proposi-

tion B.1.

Proposition B.3 (Ūχ(g), īχ) is a χ-reduced enveloping algebra of g.

A χ-reduced enveloping algebra is unique up to isomorphisms of associative
algebras. Remark that (Ū0(g), ī0) is just the restricted enveloping algebra of
g.

Moreover, the following theorem holds:

Theorem B.2 The following set gives a basis of Ūχ(g):
{

πχ(xi1)
m1 · · ·πχ(xir )

mr

∣
∣
∣
∣
i1 < i2 < · · · < ir (r ≥ 0)
1 ≤ mk < p

}

,

where {xi|i ∈ I} is a basis of g indexed by a totally ordered set I.

Corollary B.2 The map īχ : g→ Ūχ(g) is injective.

Next, we define induced representations twisted by a central character.
Let a be a p-subalgebra of a Lie p-algebra g. In the sequel, for χ ∈ g∗, we
denote the restriction of χ to a by χ|a. Let M be an a-module with central
character χ|a.
Definition B.5 We set

Indg
a(M ;χ) := Ūχ(g)⊗Uχ|a

M (Uχ|a := Ūχ|a(a)),

and regard it as a left g-module via

x.(u⊗m) := (̄iχ(x)u)⊗m (x ∈ g, u ∈ Ūχ(g), m ∈M).

The following lemma follows from the PBW theorem.

Lemma B.7. Let {yi|j ∈ I} � {y′i|i ∈ I ′} be a basis of g such that {yi|i ∈ I}
form a basis of a, where I and I ′ are totally ordered sets. Then, Ūχ(g) is a
free Ūχ|a(a)-module with a basis
{

πχ(y′i1)
m1πχ(y′i2)

m2 · · ·πχ(y′ir
)mr

∣
∣
∣
∣
il ∈ I ′, i1 < i2 < · · · < ir (r ≥ 0),
0 ≤ mk < p

}

.

By the above lemma and the definition, one can directly show the following
proposition.

Proposition B.4 Let g be a Lie p-algebra, and let a be a p-subalgebra of g.
Let M be an a-module with central character χ|a ∈ a∗, where χ ∈ g.

1. Assume that dim g <∞ and dimM <∞. Then,

dim Indg
a(M ;χ) = pdim g−dim a dimM.



B.2 Completely Solvable Lie Algebras 425

2. Let b be a p-subalgebra of g such that b ⊂ a, and let N be a b-module.
Then,

Indg
a(Inda

b(N ;χ|a);χ) � Indg

b
(N ;χ).

3. Let V be a g-module with central character χ ∈ g∗, and let ψ : M → V be
a non-trivial homomorphism of a-modules. Then, the following map is a
g-homomorphism:

Ψ : Indg
a(M ;χ) −→ V, Ψ(u⊗m) := u.ψ(m),

where u ∈ Ūχ(g) and m ∈ M . Hence, if V is irreducible and ψ is non-
trivial, then V is a quotient of Indg

a(M ;χ).

B.2 Completely Solvable Lie Algebras

In this section, we define completely solvable Lie algebras and prove some
general facts about them. For these topics, the reader may consult [BGR]
and [Di]. In the first two subsections, the base field K does not necessarily
have positive characteristic unless otherwise stated.

B.2.1 Definition

Let g be a finite dimensional Lie algebra over K.

Definition B.6 A finite dimensional Lie algebra g is said to be completely
solvable if there exists a chain

{0} = g0 ⊂ g1 ⊂ · · · ⊂ gd = g (d := dim g), (B.10)

of ideals of g such that dim gi = i for any 1 ≤ i ≤ d.

By definition, we have

Proposition B.5 Suppose that K is an algebraically closed field of charac-
teristic 0. Then,

g : solvable ⇔ g : completely solvable.

B.2.2 Polarisation

First, we recall the definition of a polarisation of a Lie algebra g. For f ∈ g∗,
we define df : g× g→ K by df(x, y) := f([x, y]), and set
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cg(f) := Kerdf = {x ∈ g|df(x, y) = 0 (∀y ∈ g)}.

Definition B.7 A subalgebra p of g is called a polarisation of g at f if p

is a maximal totally isotropic subspace for df , i.e.,

df(p, p) = {0}, dim p =
1
2
(dim g + dim cg(f)).

We denote the set of polarisations of g at f by Pg(f).
Next, we introduce a special polarisation of a completely solvable Lie al-

gebra, called a Vergne polarisation. For the definition, we first recall the
following lemma.

Lemma B.8. Let g be a Lie algebra and f ∈ g∗. Let g1 be a Lie subalgebra
of g such that dim g1 = dim g− 1. We denote the restriction of f to g1 by f1.
Then, we have

1. If Kerdf ⊂ g1, then for any p1 ∈ Pg1(f1), p1 ∈ Pg(f).
2. If Kerdf �⊂ g1, then for any p1 ∈ Pg1(f1), p1 + Kerdf ∈ Pg(f).

Proof. Case: Kerdf ⊂ g1. For any p1 ∈ Pg1(f1), p1 is a totally isotropic
subspace of g for f . In this case, Kerdf ⊂ Kerdf1, and thus dim cg(f) ≤
dim cg1(f1). Hence, we have

dim p1 ≥
1
2

(dim g− 1 + dim cg(f)) = dim p− 1
2
,

which implies
dim p1 ≥ dim p.

By the maximality of p1, we have p1 ∈ Pg(f).
Case: Kerdf �⊂ g1. We show that

Kerdf1 = Kerdf ∩ g1. (B.11)

The inclusion (⊃) is clear. Hence, we prove (⊂). Since the codimension of g1

is one and Kerdf �⊂ g1, there exists x ∈ Kerdf such that g = Kx + g1. Since
for any y ∈ Kerdf1 ⊂ g1,

df(y, g) = f([y,Kx]) + f([y, g1]) = f1([y, g1]) = {0}.

Hence, we have y ∈ Kerdf , and thus (⊂).
(B.11) implies that dimKerdf1 = dim Kerdf − 1. On the other hand, for

p1 ∈ Pg1(f1), p1 + Kerdf is a totally isotropic subspace of g for f . Since
dim(p1 + Kerdf) = dim p1 + 1, p1 + Kerdf is a maximal totally isotropic
subspace. We have completed the proof. �

Let g be a completely solvable Lie algebra with a chain
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{0} = g0 ⊂ g1 ⊂ · · · ⊂ gd = g (B.12)

of ideals of g such that dim gi = i. For f ∈ g∗, we set

fi := f |gi : the restriction of f to gi.

Then, we have

Proposition B.6 For each integer m such that 1 ≤ m ≤ d, we define a
subspace pm of gm by

pm :=
m∑

i=1

cgi(fi).

Then, we have
pm ∈ Pgm(fm). (B.13)

In particular, for m = d, we have pd ∈ Pg(f).

Proof. Here, we show (B.13) by induction on m. For m = 1, (B.13) obviously
holds: Hence, we assume that m > 1.

Case: Kerdfm ⊂ gm−1. By definition, we have

cgm(fm) ⊂ cgm−1(fm−1).

Thus, we see that

pm =
m−1∑

i=1

cgi(fi) = pm−1.

By the induction hypothesis, pm−1 ∈ Pgm−1(fm−1). Hence, from Lemma B.8.
1, we obtain (B.13).

Case: Kerdfm �⊂ gm−1. By definition,

pm =
m∑

i=1

cgi(fi)

=
m−1∑

i=1

cgi(fi) + cgm(fm)

= pm−1 + Kerdfm.

By the induction hypothesis, we have pm−1 ∈ pgm−1(fm−1). Hence, (B.13)
follows from Lemma B.8. 2. �

Definition B.8
d∑

i=1

cgi(fi) is called a Vergne polarisation of g at f .

Remark that a Vergne polarisation depends on the choice of a chain of ideals
as in (B.12).
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When we show the irreducibility of induced representations of completely
solvable Lie algebras, the following lemma is helpful.

Lemma B.9. Let g be a completely solvable Lie algebra. For f ∈ g∗, let p

be the Vergne polarisation of g at f defined by the chain (B.12). Let a be a
subalgebra of g such that

codima = 1 and p ⊂ a.

Then, there uniquely exists i (1 ≤ i ≤ d− 1) such that

gi ∩ a = gi+1 ∩ a,

and a is a completely solvable Lie algebra with the chain of ideals of a:

{gk ∩ a|1 ≤ k ≤ d, k �= i}. (B.14)

Moreover, p is a Vergne polarisation of a at f |a.

Proof. We fix x ∈ g\{0} such that g = Kx⊕a. By considering the composition
of linear maps

g � g/Kx � a→ a/(gk ∩ a),

we see that
dim(gk ∩ a) + 1 = dim(gk + Kx).

Hence, a is a completely solvable Lie algebra with a chain (B.14).
Next, we show that p gives a Vergne polarisation of a. For 1 ≤ k ≤ d, we

set
ck := {x ∈ g|f([x, y]) = 0 (∀y ∈ gk)} ⊂ g.

By definition, cgk
(fk) = ck ∩ gk. Hence, for any k, we have

ck ∩ gk ⊂ p ⊂ a,

and thus,
(gk ∩ a) ∩ ck = (gk ∩ ck) ∩ a = gk ∩ ck.

On the other hand, by setting

dk := {x ∈ g|f([x, y]) = {0} (∀y ∈ gk ∩ a)},

we have ck ⊂ dk. Hence, we obtain

cgk∩a(f |gk∩a) = gk ∩ a ∩ dk ⊃ gk ∩ a ∩ ck = gk ∩ ck = cgk
(f).

This implies that
d∑

k=1

cgk∩a(f |gk∩a) ⊃ p.
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On the other hand, since Kerdf ⊂ p ⊂ a, by Lemma B.8. 1, the dimension
of a polarisation of g at f coincides with that of a polarisation of a at f |a.
Hence, we have

d∑

k=1

cgk∩a(f |gk∩a) = p

and thus, p is a Vergne polarisation of a. �

B.2.3 Completely Solvable Lie p-algebras

In the sequel, we suppose that K is an algebraically closed field of character-
istic p > 0.

Let g be a completely solvable Lie p-algebra over K. In this subsection, we
show the following proposition:

Proposition B.7 Let g be a completely solvable Lie p-algebra. Then, there
exists a chain as in (B.10) such that all gi are p-ideals of g.

To show this lemma, we recall a lemma on a property of abelian Lie p-
algebras.

Lemma B.10. Let a be a finite dimensional abelian Lie p-algebra. Then,
there exists x ∈ a \ {0} such that x[p] ∈ Kx.

Proof. We fix an element y ∈ a \ {0}. Let m be the maximal integer such
that

{y, y[p], y[p2], · · · , y[pm]}

are linearly independent over K. If m = 0, then we may choose y as x. Hence,
we assume m > 0.

By the assumption, y[pm+1] is expressed as

y[pm+1] = α0y + α1y
[p] + · · ·+ αmy

[pm].

If α0 = 0, then by replacing y with y[p], we have

y[pm] = α1y + α2y
[p] + · · ·+ αmy

[pm−1].

Hence, we may assume that α0 �= 0. We set

F (t) :=
m∑

k=0

αpk

m−kt
pk+1

− t.

Let t0 be a zero of the equation F (t) = 0 such that t0 �= 0. We introduce a
sequence {c0, c1, · · · , cm} by



430 B Lie p-algebras

c0 := tp0α0, ci := cpi−1 + tp0αi (1 ≤ i < m), cm := t0,

and set

x :=
m∑

i=0

ciy
[pi].

Notice that x �= 0, since α0, t0 �= 0.
Since a is abelian, by using (B.4), (B.5) and Remark B.1, we have

x[p] =
m∑

i=0

cpi y
[pi+1] = tp0α0y +

m∑

i=1

(cpi−1 + tp0αi)y[pi].

Hence,

cpm−1 + tp0αm = (cm−2 + tp0αm−1)p + tp0αm

= cpm−2 + tp
2

0 αp
m−1 + tp0αm

=
m∑

k=0

αpk

m−kt
pk+1

0

= t0 = cm,

and thus, x[p] = x. Now, we have completed the proof. �

Proposition B.7 is an immediate consequence of the following lemma.

Lemma B.11. For a completely solvable Lie p-algebra g, there exists a one-
dimensional p-ideal of g.

Proof. First, we suppose that Z(g) �= {0}. By the above lemma, there exists
x ∈ Z(g) \ {0} such that Kx is a p-ideal of g.

Next, we suppose that Z(g) = {0}. Since g is completely solvable, there
exists x ∈ g such that Kx is an ideal of g. Since adx(g) ⊂ Kx, we have

(adx)2(g) = {0}.

In particular,
adx[p](g) = (adx)p(g) = {0},

and hence, x[p] ∈ Z(g) = {0} by the assumption. Thus, Kx is a p-ideal of g.
�

Proof of Proposition B.7. We show this proposition by induction on
d := dim g. The above lemma ensures that there exists a one-dimensional
p-ideal k of g. By the induction hypothesis, there exists a chain

{0} ⊂ ḡ1 ⊂ · · · ⊂ ḡd−1 = g/k

of p-ideals of ḡ such that and dim ḡi = i. For i ≥ 2, let gi be the pre-image
of ḡi−1 under the projection g � g/k. Then, gi is a p-ideal of g and
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{0} ⊂ k ⊂ g2 ⊂ · · · ⊂ gd = g

such that dim gi = i. �

We state a lemma on a polarisation of a Lie p-algebra for later use.

Lemma B.12. Let g be a Lie p-algebra, and let f ∈ g∗. If p is a polarisation
of g at f , then p is a p-subalgebra of g.

Proof. For x ∈ p, we set px := p + Kx[p]. We show that px ⊂ p for any x ∈ p.
Since for any y1, y2 ∈ p and c1, c2 ∈ K,

f([c1x[p] + y1, c2x
[p] + y2]) = 0,

px is a totally isotropic subspace for f . By the maximality of p, we have
p = px. �

B.3 Irreducible Representations of a Completely
Solvable Lie p-algebra

In this section, we recall a theorem on the dimension of irreducible represen-
tations over a completely solvable Lie p-algebra. Throughout this section, let
g be a completely solvable Lie p-algebra with a chain

{0} = g0 ⊂ g1 ⊂ · · · ⊂ gd = g, (B.15)

of p-ideals of g such that dim gi = i.

B.3.1 Simplicity of Induced Representations

First, we discuss the irreducibility of induced representations of g. We intro-
duce some notation. We fix f ∈ g∗. Let p be the Vergne polarisation of g

at f defined from the chain (B.15). Let Kf := Kvf be the one-dimensional
p-module defined by

x.vf = f(x)vf (∀x ∈ p). (B.16)

Since f([p, p]) = {0} by definition, the above action of P is well-defined.
Note that there exists χ ∈ g∗ such that the restriction of χ to p is the central
character of Kf , i.e.,

f(x)p − f(x[p]) = χ(x)p (∀x ∈ p).

The main result of this subsection is the following:

Theorem B.3 The induced representation
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Indg
p(Kf ;χ)

is an irreducible g-module.

For the proof, a preliminary lemma is necessary. For a p-ideal a of g, we
set

cg,a(f) := {x ∈ g|df(x, a) = {0}}.

Remark that cg,a(f) is a p-subalgebra of g. We have

Lemma B.13. Suppose that a satisfies

1. a ⊂ cg,a(f),
2. the codimension of c := cg,a(f) in g is one.

Moreover, let N be a c-module whose a-action satisfies

x.v = f(x)v (x ∈ a, v ∈ N).

We set
M := Indg

c (N ;χ).

Then, for any non-trivial a-submodule M ′ of M ,

M ′ ∩ (1⊗N) �= {0}.

Proof. We fix x ∈ g\ c. Then, g = Kx+ c. Since x �∈ c, there exists y ∈ a such
that f([x, y]) = 1. Let us fix such y.

By definition, we see that

M =
p−1⊕

i=0

Kxi ⊗N.

For j = 0, 1, · · · , p− 1, we set

M≤j :=
j⊕

i=0

Kxi ⊗N.

It is enough to show that

M ′ ∩M≤j �= {0} ⇒ M ′ ∩M≤j−1 �= {0} (B.17)

for any j ≥ 1. Recall that

yxj =
j∑

k=0

(
j
k

)

xj−k[· · · [y, x], x], · · · , x]
︸ ︷︷ ︸

k times

.

Since [· · · [y, x], x], · · · , x] ∈ a, we have
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yxj ⊗ v =
j∑

k=0

(
j
k

)

xj−k[· · · [y, x], x], · · · , x]⊗ v

=
j∑

k=0

(
j
k

)

xj−k ⊗ f([· · · [y, x], x], · · · , x])v

≡ xj ⊗ f(y)v − jxj−1 ⊗ f([x, y])v (modM≤j−2).

Hence, for any w ∈M ′ ∩M≤j \ {0},

(y − f(y))w ∈M ′ ∩M≤j−1 \ {0}.

Hence, (B.17) holds and thus the lemma holds. �

Proof of Theorem B.3. Let us fix a chain of ideals (B.15) and set

p :=
d∑

i=0

Kerdfi ∈ Pg(f),

where we set d := dim g and fi := f |gi . We show this theorem by induction
on dim g− dim p.

Notice that
Kerdf = cd ⊂ cd−1 ⊂ · · · ⊂ c0 = g,

where we set
ci := cg,gi(fi).

In the case g = p, there is nothing to prove. Hence, in the sequel, we suppose
that g �= p, i.e., g �= Kerdf .

Let j be the minimal integer such that cj �= g. The following lemma holds.

Lemma B.14. 1. gj ⊂ p ⊂ cj.
2. cj is a subspace of g of codimension one.

Proof. Let us fix xj ∈ gj \ gj−1. Note that gj = Kxj + gj−1. Since cj−1 = g,
we have gj−1 ⊂ Kerdf and

cj = {x ∈ g|f([x, xj ]) = 0}.

Hence, the second statement of the lemma holds.
Moreover, we have

f([gj , gj ]) = {0},

since gj−1 ⊂ ker df and

[gj , gj ] = [Kx+ gj−1,Kx+ gj−1] ⊂ [Kx+ gj−1, gj−1].

This means that gj ⊂ cj . Hence,
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p =
d∑

i=1

Kerdfi =
d∑

i=1

gi ∩ ci ⊃ gj ∩ cj = gj .

Further, we have f([gj , p]) = {0}, since f([p, p]) = {0}. Thus, p ⊂ cj . Hence,
the first statement has been proved. �

Combining this lemma with Lemma B.9, we see that p is a Vergne polari-
sation of cj at f |cj .

Let Kf = Kvf be the one-dimensional representation of p defined as in
(B.16). By the induction hypothesis,

Indcj

p (Kf ;χ′)

is an irreducible cj-module, where χ′ := χ|cj .
We set r := dim cj − dim p. Let us fix {x1, · · · , xr} ⊂ cj such that

cj = p⊕Kx1 ⊕ · · · ⊕Kxr.

By definition,
Indcj

p (Kf ;χ′) =
⊕

n∈I

KXn ⊗ vf ,

where I := {(n1, · · · , nr) ∈ (Z≥0)r|ni < p} and for n = (n1, · · · , nr) ∈ I, we
set

Xn := xn1
1 · · ·xnr

r .

For m = (m1, · · · ,mr) ∈ I, m ≤ n means 0 ≤ mi ≤ ni for any i. For
m,n ∈ I such that m ≤ n, we set

n−m := (n1 −m1, · · · , nr −mr)

for simplicity.
By induction on r, one can easily show that for y ∈ g,

yXn =
∑

m≤n

(
n
m

)

Xn−mYm,

where we set (
n
m

)

=
r∏

i=1

(
ni

mi

)

,

and
Ym := [· · · [y, x1], · · · , x1],

︸ ︷︷ ︸
m1 times

· · ·xr], · · · , xr]
︸ ︷︷ ︸

mr times

].

Hence, for y ∈ gj , we have
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y.Xn ⊗ vf =
∑

m

(
n
m

)

Xn−mYm ⊗ vf

=
∑

m

(
n
m

)

Xn−m ⊗ Ym.vf

=
∑

m

(
n
m

)

Xn−m ⊗ f(Ym)vf

= Xn ⊗ f(y)vf ,

since Ym ∈ [gj , cj ] for m �= (0, · · · , 0) and f([gj , cj ]) = {0}.
Now, we take gj , Indcj

p (Kf ;χ′) and

Indg
p(Kf ;χ)

(
� Indg

cj
(Indcj

p (Kf ;χ′);χ)
)

as a, N and M and apply Lemma B.13. If there exists a non-trivial g-
submodule M ′ of Indg

p(Kf ;χ), then

M ′ ∩
{
1⊗ Indcj

p (Kf ;χ′)
}
�= {0}.

Since by the induction hypothesis Indcj

p (Kf ;χ′) is irreducible, we have

M ′ ⊃ 1⊗ Indcj

p (Kf ;χ′),

and thus M ′ = Indg
p(Kf ;χ). This means that Indg

p(Kf ;χ) is irreducible. �

B.3.2 Dimension of Irreducible Representations over a
Completely Solvable Lie Algebra

The following is a key of the proof of the main theorem (Theorem B.4).

Lemma B.15. Let M be an irreducible g-module. Then, there exists f ∈ g∗

and v ∈ M \ {0} such that Kv is isomorphic to Kf as p-module, where p is
the Vergne polarisation of g at f defined from the chain (B.15), and Kf is
the one-dimensional p-module (B.16).

Proof. We prove this lemma by induction on d := dim g. In the case d = 1,
any irreducible g-module is one-dimensional, since g is abelian.

Suppose that d > 1. Let M ′ be an irreducible gd−1-submodule of M . By
the induction hypothesis, there exists f ′ ∈ g∗d−1 and v′ ∈M ′ \ {0} such that
Kv′ � Kf ′ as p′-module, where p′ is the Vergne polarisation of gd−1 at f ′

defined from {gi|1 ≤ i ≤ d− 1}.
Notice that [g, g] ⊂ gd−1. We consider the following cases:

Case I: For any x ∈ g \ gd−1, f ′([x, g]) �= {0}.
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Case II: For some x ∈ g \ gd−1, f ′([x, g]) = {0}.

Case I We take a linear map f ∈ g∗ such that f |gd−1 = f ′. In this case,

Kerdf ⊂ gd−1.

Hence, by definition, p′ is a Vergne polarisation of g at f . If we take the
vector v′ as v, then the proposition holds.

Case II Notice that for any f ∈ g∗ such that f |gd−1 = f ′, we have
x ∈ Kerdf . Since Kerdf �⊂ gd−1, by definition p′ + Kerdf = p′ + Kx is a
Vergne polarisation of g at f . We set p := p′ + Kx. Here, let us fix χ ∈ g∗

such that
f(u)p − f(u[p]) = χ(u)p (∀u ∈ p)

and set
V := Indp

p′(Kv′;χ).

Then, {xi ⊗ v′|i = 0, 1, · · · , p − 1} forms a basis of V . Notice that p′ is an
ideal of p, since

[p′,Kx] ⊂ [g, g] ∩ p ⊂ gd−1 ∩ p = p
′.

Hence, any y ∈ p′ acts on V as f ′(y)idV , since

yxi ⊗ v′ =

⎧
⎪⎨

⎪⎩
xiy +

i∑

j=1

(
i
j

)

xi−j [· · · [y, x] · · ·x
︸ ︷︷ ︸
j times

]

⎫
⎪⎬

⎪⎭
⊗ v′

= xi ⊗ yv′ +
i∑

j=1

(
i
j

)

xi−j ⊗ [· · · [y, x] · · ·x
︸ ︷︷ ︸
j times

]v′

= xi ⊗ yv′ +
i∑

j=1

(
i
j

)

xi−j ⊗ f ′([· · · [y, x] · · ·x
︸ ︷︷ ︸
j times

])v′

= f ′(y)xi ⊗ v′.

On the other hand, there exist v ∈ V \ {0} and c ∈ K such that x.v = cv,
since V is finite dimensional and K is algebraically closed. Therefore, by
taking f ∈ g∗ such that f(x) = c and f |gd−1 = f ′, we have Kv � Kf as
p-module. �

Combining Theorem B.3 with the above key lemma, we obtain the follow-
ing theorem due to B. J. Veisfeiler and V. G. Kac [VK]:

Theorem B.4 Let M be an irreducible g-module and let f be an element of
g∗ given by Lemma B.15. Then, we have

dimM = ps,
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where 2s := rankdf .

Proof. By Lemma B.15, there exists v ∈M such that Kv � Kf as p-module,
where p is a Vergne polarisation of g at f . On the other hand, by Theorem
B.3, the induced representation Indg

p(Kf , χ) is irreducible, where χ ∈ g is the
central character of M . By Proposition B.4, we see that M � Indg

p(Kf , χ).
Hence,

dimM = pdim g−dim p.

We have completed the proof. �

Remark B.2 For the above f ∈ g∗ and central character χ of M ,

f(x)− f(x[p])
1
p = χ(x) (∀x ∈ p).



Appendix C

Vertex Operator Algebras

In this appendix, we briefly recall the definition of vertex (operator) algebras
and their basic properties. In particular, the operator product expansion
(OPE, for short) and the rationality are reviewed.

C.1 Basic Objects

Here, we recall the definition of a vertex (operator) algebra and summarise
some useful theorems for practical computation.

C.1.1 Notation

Let R be a C-vector space and z1, z2, · · · , zn be formal variables. We denote
the vector space of R-valued formal series

∑

i1∈Z

· · ·
∑

in∈Z

Ai1,··· ,inz
i1
1 · · · zin

n Ai1,··· ,in ∈ R,

by R[[z±1
1 , · · · , z±1

n ]] and the vector space of R-valued formal Taylor series
∑

i1∈Z≥0

· · ·
∑

in∈Z≥0

Ai1,··· ,inz
i1
1 · · · zin

n Ai1,··· ,in ∈ R,

by R[[z1, · · · , zn]]. For a formal variable z, the space of R-valued formal Lau-
rent series ∑

i∈Z

Aiz
i,
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Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8,
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where Ai ∈ R and there exists N ∈ Z such that Ai = 0 for all i < N , is
denoted by R((z)). We also set R((z))((w)) := S((w)) where S := R((z)).

For a Z-graded vector space V =
⊕

n∈Z
Vn, we say that a vector v ∈ V is of

degree n and is denoted by deg v = n if v ∈ Vn. A linear operator φ ∈ EndV
is called homogeneous of degree m and is denoted by deg φ = m if it
satisfies φ(Vn) ⊂ Vn+m for all n ∈ Z.

C.1.2 Definition of a Vertex Operator Algebra

Recall that a formal series A(z) ∈ EndV [[z±1]] is called a field if, for any
v ∈ V , it satisfies A(z).v ∈ V ((z)).

Definition C.1 A vertex algebra is a pair of data consisting of

1. (Space of states) a vector space V,
2. (Vacuum vector) a vector |0〉 ∈ V ,
3. (Translation Operator) a linear operator T : V −→ V ,
4. (Vertex Operators) a linear operation

Y (·, z) : V −→ EndV [[z, z−1]],

taking each A ∈ V to a field acting on V ,

Y (A, z) =
∑

n∈Z

A(n)z
−n−1,

called the vertex operator associated with A.

These data are subject to the following axioms:

1. (Vacuum Axiom) Y (|0〉, z) = IdV and for each A ∈ V , one has Y (A, z)|0〉 ∈
V [[z]]. In particular, the specialisation |z=0 is well-defined and

Y (A, z)|0〉|z=0 = A.

2. (Translation Axiom) T |0〉 = 0. For each A ∈ V , one has

[T, Y (A, z)] = ∂zY (A, z).

Here and after, we set ∂z =
∂

∂z
for simplicity.

3. (Locality Axiom) For any A,B ∈ V , the fields Y (A, z) and Y (B,w) are
local, i.e., there exists N ∈ Z≥0 (depending on A,B) such that

(z − w)N [Y (A, z), Y (B,w)] = 0.
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A vertex algebra V is called Z-graded if V is a Z-graded vector space
V =

⊕
n∈Z

Vn, |0〉 ∈ V0, deg T = 1, and for A ∈ Vm, the field Y (A, z) =∑
n∈Z

A(n)z
−n−1 satisfies degA(n) = −n+m− 1 for all n ∈ Z. (Such a field

is said to have conformal dimension m.)

We remark that some authors also consider a Q-graded vertex algebra (see,
e.g., [DLM1]).

Now, a homomorphism of vertex algebras, a subalgebra and an ideal is
defined as follows:

Definition C.2 1. A homomorphism of vertex algebras

ρ : (V, |0〉, T, Y ) −→ (V ′, |0〉′, T ′, Y ′)

is a linear map V −→ V ′ mapping |0〉 to |0〉′, intertwining the translation
operators, and satisfying

ρ(Y (A, z)B) = Y ′(ρ(A), z)ρ(B) A,B ∈ V.

2. A T -invariant subspace V ′ ⊂ V is called a vertex subalgebra if it satisfies
Y (A, z)B ∈ V ′((z)) for any A,B ∈ V ′.

3. A T -invariant subspace I ⊂ V is called a vertex ideal if it satisfies
Y (A, z)B ∈ I((z)) for any A ∈ I and B ∈ V .

Remark C.1 It can be shown that a vertex ideal is in fact a two-sided ideal
and V/I naturally possesses a structure of vertex algebra.

A special class of vertex algebras, which is of our interest, is defined as follows:

Definition C.3 A Z-graded vertex algebra V =
⊕

n∈Z
Vn is called a con-

formal vertex algebra, if it possesses a non-zero element ω ∈ V2 such that

1. the Fourier modes of

Y (ω, z) =
∑

n∈Z

LV
n z

−n−2

satisfy the commutation relations of the Virasoro algebra with central
charge cV , i.e.,

[LV
m, L

V
n ] = (m− n)LV

m+n +
1
12

(m3 −m)δm+n,0cV IdV m,n ∈ Z,

2. LV
−1 = T and L0|Vn = nIdVn for n ∈ Z.

ω is called a conformal vector and cV ∈ C is called the central charge
of V . In addition, if a conformal vertex algebra V satisfies dimVn < ∞ for
any n ∈ Z and there exists N ∈ Z such that Vn = {0} for all n < N , then V
is called a vertex operator algebra.
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C.1.3 Strong Reconstruction Theorem

In this subsection, we recall a PBW type theorem for a vertex algebra. For
detail, the reader may consult, e.g., [FB].

Let V be a vertex algebra. ForA,B ∈ V , the näıve product Y (A, z)Y (B,w)
may not be well-defined. In order to obtain a ‘well-defined product’, one con-
siders a kind of renormalisation defined as follows:

Definition C.4 1. For two fields

A(z) =
∑

m∈Z

A(m)z
−m−1, B(w) =

∑

n∈Z

B(n)z
−n−1,

we define the normally ordered product ◦
◦A(z)B(w)◦◦ by

◦
◦A(z)B(w)◦◦

:=
∑

n∈Z

⎧
⎨

⎩

∑

m<0

A(m)B(n)z
−m−1 +

∑

m≥0

A(m)B(n)z
−m−1

⎫
⎬

⎭
w−n−1

=A(z)+B(w) +B(w)A(z)−.

Here and after, for each formal series f(z) =
∑

n∈Z
fnz

n, we set

f(z)+ :=
∑

n≥0

fnz
n, f(z)− :=

∑

n<0

fnz
n.

2. For fields Ai(zi) (i = 1, · · · , n), we define the normally ordered product
inductively by

◦
◦A1(z1) · · ·An(zn)◦◦

:=◦
◦A1(z1)(◦◦ · · · (◦◦An−1(zn−1)An(zn)◦◦) · · · ◦◦)◦◦.

Now, we are in a place to explain a PBW type theorem.
Suppose that we are given a vector space V , a non-zero vector |0〉 and a linear
operator T ∈ EndV . Let S be a countable ordered set and {aα}α∈S ⊂ V be
a set of vectors in V . Assume, in addition, that we are given a field

aα(z) =
∑

n∈Z

aα
(n)z

−n−1

for each α ∈ S satisfying the following conditions:

(1) For any α ∈ S, one has aα(z)|0〉 = aα +O(z).
(Here, the symbol O(z) is the Landau symbol.)

(2) T |0〉 = 0, and [T, aα(z)] = ∂za
α(z) for any α ∈ S.

(3) All fields aα(z) are mutually local.
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(4) V is spanned by the vectors of the form

aα1
(j1)
· · · aαk

(jk)|0〉 ji < 0.

A proof of the following theorem, called the strong reconstruction theo-
rem, can be found in [FB]:

Theorem C.1 Under the above assumption,

1. by setting

Y (aα1
(j1)
· · · aαk

(jk)|0〉, z) := ◦
◦∂

(−j1−1)
z aα1(z) · · · ∂(−jk−1)

z aαk(z)◦◦,

one defines a vertex algebra structure on V .

Here, for n ∈ Z≥0, ∂
(n)
z :=

1
n!
∂n

z is the nth divided power of ∂z.

2. This is a unique vertex algebra structure satisfying (1) − (4) and that
Y (aα, z) = aα(z).

3. Moreover, if V is a Z-graded vector space, deg |0〉 = 0, deg T = 1, the vec-
tors aα are homogeneous, and the fields aα(z) have conformal dimension
deg aα, then V is a Z-graded vertex algebra.

C.1.4 Operator Product Expansion

In this subsection, we briefly recall several useful formulae for practical com-
putation. Here, V always stands for a vertex algebra unless otherwise stated.

The first theorem we should recall is a uniqueness theorem due to P. God-
dard:

Theorem C.2 (Field-State Correspondence) Let A(z) be a field on V .
Suppose that A(z)|0〉 ∈ V [[z]] and

∂zA(z)|0〉 = TA(z)|0〉, A(z)|0〉|z=0 = a

for some a ∈ V . If, in addition, A(z) is mutually local with Y (b, w) for any
b ∈ V , then one has A(z) = Y (a, z).

Let us recall two formulae related to the translation operator:

Lemma C.1. For a ∈ V , one has

i) Y (a, z)|0〉 = ezT .a,

ii) Y (Ta, z) = ∂zY (a, z).

Notice that the second formula is a corollary of Theorem C.2. The following
technical proposition is a corollary of this lemma and the locality:
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Proposition C.1 (Skew-Symmetry) For any A,B ∈ V , one has the fol-
lowing formula in V ((z)):

Y (A, z).B = ezTY (B,−z).A.

As an application of this proposition, one can prove the following important
theorem:

Theorem C.3 (Associativity) For any A,B,C ∈ V , the three elements

Y (A, z)Y (B,w).C ∈ V ((z))((w)),
Y (B,w)Y (A, z).C ∈ V ((w))((z)), and

Y (Y (A, z − w)B,w).C ∈ V ((w))((z − w))

are the expansions of the same element of

V [[z, w]][z−1, w−1, (z − w)−1].

The so-called Jacobi identity, which was originally used in the definition of
vertex algebras, is a corollary of this theorem stated as follows.

Let f(z, w) be a rational function with only possible poles at z = w = 0
and z = w. Denote the Laurent series expansion of f(z, w) in the domain
|z| > |w| by ιz,wf(z, w). The following identity follows from the Cauchy
theorem:

Resz−w(ιw,z−wf(z, w)) = Resz(ιz,wf(z, w))− Resz(ιw,zf(z, w)),

where one sets Reszf(z) := a−1 for a formal Laurent series f(z) =
∑

n∈Z
anz

n.
Hence, Theorem C.3 implies the following theorem:

Theorem C.4 (Jacobi identity) For A,B ∈ V and m,n, l ∈ Z, one has

Resz−w(Y (Y (A, z − w)B,w)ιw,z−wF (z, w))
=Resz(Y (A, z)Y (B,w)ιz,wF (z, w))− Resz(Y (B,w)Y (A, z)ιw,zF (z, w)),

where F (z, w) = zmwn(z − w)l.

An important corollary of the associativity (Theorem C.3) is the operator
product expansion which is explained below.

First, we recall a useful proposition which follows from the definition of
the normally ordered product:

Proposition C.2 Let A(z), B(w) be fields. The following statements are
equivalent:

1. There exist fields Cj(w) (j = 0, 1, · · · , N − 1) such that

[A(z), B(w)] =
N−1∑

j=0

Cj(w)∂(j)
w δ(z − w).
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2. A(z)B(w) (resp. B(w)A(z) ) has an expression

N−1∑

j=0

Cj(w)
(z − w)j+1

+ ◦
◦A(z)B(w)◦◦.

Here, 1
z−w is expanded in the positive power of w

z (resp. z
w ).

3. A(z)B(w) converges to the formula in 2. on the domain |z| > |w| and
B(w)A(z) does on the domain |w| > |z|.

Here, δ(z − w) is the delta function defined by

δ(z − w) := ιz,w
1

z − w
− ιw,z

1
z − w

=
∑

n∈Z

z−n−1wn.

Taking just the singular part, the second statement in this proposition is
often expressed as

A(z)B(w) ∼
N−1∑

j=0

Cj(w)
(z − w)j+1

,

which is called the operator product expansion (or OPE for short).
This proposition together with Theorem C.3 implies the following theorem:

Theorem C.5 For A,B ∈ V , one has the following equivalent identities:

Y (A, z)Y (B,w) =
∑

n≥0

Y (A(n).B,w)
(z − w)n+1

+ ◦
◦Y (A, z)Y (B,w)◦◦,

[Y (A, z), Y (B,w)] =
∑

n≥0

Y (A(n).B,w)∂(n)
w δ(z − w).

C.2 Rationality

In this section, we recall the definition of a module over a vertex operator
algebra and the rationality of a vertex operator algebra. We also briefly recall
some facts about rational vertex operator algebras.

C.2.1 Modules

Here, we recall several versions of the definition of a module over a vertex
operator algebra (V, ω) and denote the central charge of V by cV .

Definition C.5 A weak V -module is a pair (W,YW ), where W is a vector
space and YW is a linear map from V to EndW [[z, z−1]] satisfying
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1. YW (|0〉, z) = IdW and the Fourier modes of YW (ω, z) =
∑

n∈Z
LW

n z−n−2

satisfies the commutation relations of the Virasoro algebra with the central
charge cV .

2. For A ∈ V , one has YW (TA, z) =
d

dz
YW (A, z).

3. For A,B ∈ V , there exists N ∈ Z≥0 such that

(z − w)N [YW (A, z), YW (B,w)] = 0.

One may impose some conditions on the above definition which are stated as
follows:

Definition C.6 1. A weak V -module (W,YW ) is called a Z≥0-graded weak
V -module if

i) W admits a Z≥0-gradation W =
⊕

n∈Z≥0
Wn.

ii) For any a ∈ V and m,n ∈ Z, one has

a(m).Wn ⊂Wdeg a+n−m−1.

2. A Z≥0-graded weak V -module (W =
⊕

n∈Z≥0
Wn, YW ) is called a V -

module if

i) L0 acts semi-simply on Wn.
ii) For any n ∈ Z≥0, one has dimWn <∞.

Remark C.2 We remark that, in some literature such as [DLM2], a Z≥0-
graded weak V -module here is called an admissible V -module.

C.2.2 The Zhu Algebra

In this subsection, we recall the Zhu algebra associated to a vertex operator
algebra. Some fundamental results of Y. Zhu [Zh] are also reviewed.

Let (V =
⊕

n∈Z
Vn, ω) be a vertex operator algebra.

Definition C.7 1. For a homogeneous a ∈ V and b ∈ V , set

a ∗ b := Resz

(

Y (a, z)
(1 + z)deg a

z
b

)

.

2. Let O(V ) ⊂ V be the vector subspace spanned by

Resz

(

Y (a, z)
(1 + z)deg a

z2
b

)

a ∈ V : homogeneous, b ∈ V,

and set A(V ) := V/O(V ).
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We denote the element of A(V ) represented by a ∈ V by [a].
The basic structure of A(V ) is described in the following theorem:

Theorem C.6 (Y. Zhu) O(V ) ⊂ V is a two-sided ideal with respect to the
multiplication ∗, hence it defines a multiplication on A(V ). Moreover, one
has

1. ∗ is associative on A(V ).
2. [|0〉] ∈ A(V ) is the unit element, where |0〉 ∈ V is the vacuum vector.
3. [ω] ∈ A(V ) belongs to the centre.

The associative algebra A(V ) is called the Zhu algebra of V . By definition,
one has

Proposition C.3 ([FZ]) Let I ⊂ V be a vertex ideal such that ω �∈ I. The
image A(I) of I in A(V ) is a two-sided ideal and A(V/I) is isomorphic to
A(V )/A(I).

Definition C.8 For a homogeneous a ∈ V , we set

o(a) := a(deg a−1),

and extend this symbol linearly to any a ∈ V .

The importance of the Zhu algebra is explained by the following theorem:

Theorem C.7 (Y. Zhu) 1. Let M =
⊕

n∈Z≥0
Mn be a Z≥0-graded weak V -

module. One can introduce an A(V )-module structure on M0 as follows:

[a]|M0 := o(a) a ∈ V.

2. Conversely, for an A(V )-module W , there exists a Z≥0-graded weak V -
module M =

⊕
n∈Z≥0

Mn such that M0
∼= W and that one has N = {0}

for any Z≥0-graded weak V -submodule N =
⊕

n∈Z≥0
Nn ⊂ M satisfying

N0 = {0}.

Therefore, in particular, the isomorphism classes of V -modules and those
of A(V )-modules are in one-to-one correspondence.

C.2.3 A Theorem of Y. Zhu

Here, we first recall the definition of the rationality of a vertex operator
algebra V . We also recall an important theorem of Y. Zhu [Zh] in a refined
form.

Definition C.9 A vertex operator algebra V is said to be rational if

1. every Z≥0-graded weak V -module is completely reducible,
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2. V has only finitely many isomorphism classes of Z≥0-graded weak simple
modules, and

3. every Z≥0-graded weak simple module is a V -module.

Here and after, we assume that V is a rational vertex operator algebra with
the central charge cV . It follows from Theorem C.7 that the Zhu algebra A(V )
is a semi-simple associative algebra; in particular, it is of finite dimension.

Remark C.3 In [DLM2], it is shown that if a vertex operator algebra satis-
fies the condition 1. in the above definition, then the conditions 2. and 3. are
automatically satisfied.

Let {Mi =
⊕

n∈Z≥0
(Mi)n| 1 ≤ i ≤ m} be the complete list of simple V -

modules, and let hi ∈ C be the L0-eigenvalue on (Mi)0, i.e., L0|(Mi)0 = hiid.
For each 1 ≤ i ≤ m, set

χi(τ) := trMiq
L0− 1

24 C :=
∑

n≥0

dim(Mi)nq
hi+n− 1

24 cV ,

where we set q := e2π
√
−1τ ∈ C

∗. Under this setting, one has the following
theorem:

Theorem C.8 (Y. Zhu) If a rational vertex operator algebra V satisfies the
C2-cofiniteness, i.e., the space C2(V ) := the linear span of {A(−2)B|A,B ∈
V } is finite co-dimensional in V , then

1. χi(τ) (1 ≤ i ≤ m) is holomorphic on H := {τ ∈ C|Imτ > 0}, and
2. the space

⊕m
i=1 Cχi(τ) is SL(2,Z)-invariant, where the SL(2,Z)-action

on H is given by the Möbius transformation.

Notice that if V satisfies the C2-cofiniteness, then it is shown in [DLM3] that
V satisfies the condition C of Y. Zhu in [Zh].

Remark C.4 M. Miyamoto has shown (Theorem 5.5 in [Miy]) that if a ver-
tex operator algebra, not necessarily rational, satisfies the C2-cofiniteness,
then the space spanned by ‘generalised characters’ is SL(2,Z)-invariant.

C.3 Fusion Rule

In this section, we recall the definition of a fusion algebra and some of their
basic properties. In particular, we assume that V is a rational vertex operator
algebra.

C.3.1 Intertwining Operators

Here, we recall the definition and a basic property of intertwining operators.
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Definition C.10 Let M i (i = 1, 2, 3) be Z≥0-graded weak V -modules.

1. An intertwining operator of type

(
M3

M1 M2

)

is a linear map

I(·, z) : v ∈M1 �−→
∑

k∈K

vkz
k,

(where vk ∈ HomC(M2,M3) and K =
⋃n

i=1{αi + Z} for some αi ∈ C)
satisfying (intertwining property):

Resz−w (I(Y (a, z − w)v, w)(z − w)mιw,z−w((z − w) + w)n)
= Resz (Y (a, z)I(v, w)ιz,w(z − w)mzn)
− Resz (I(v, w)Y (a, z)ιw,z(z − w)mzn) ,

for any a ∈ V , v ∈M1 and m,n ∈ Z, and

I(L−1.v, w) =
d

dw
I(v, w).

2. Denote

I

(
M1

M2 M3

)

:=
{

intertwining operators of type
(

M1

M2 M3

)}

,

and the dimension of this vector space is called the fusion rule of the
corresponding type.

By definition, one has

Proposition C.4 Let M i =
⊕

n∈Z≥0
M i

n (i = 1, 2, 3) be Z≥0-graded weak
V -modules such that L0|Mi

n
= (hi + n)id for some hi ∈ C. An intertwining

operator I(·, z) of type
(

M3

M1 M2

)

has the following Fourier expansion:

I(v, z) =
∑

n∈Z

v[n]z
−n−1 · z−h1−h2+h3 .

In particular, if v ∈ M1 is homogeneous, then the following inclusion holds
for m ∈ Z≥0:

v[n]M
2
m ⊂M3

m+deg v−n−1.

C.3.2 A(V )-Bimodule associated to a V -Module

In this subsection, we recall an A(V )-bimodule associated to a V -module.

Definition C.11 Let M be a Z≥0-graded weak V -module, and a ∈ V be a
homogeneous element.
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1. For v ∈M , set

a ∗ v := Resz

(

Y (a, z)
(1 + z)deg a

z
v

)

.

2. For v ∈M , set

v ∗ a := Resz

(

Y (a, z)
(1 + z)deg a−1

z
v

)

.

3. Set

O(M) :=
{

Resz

(

Y (a, z)
(1 + z)deg a

z2
v

)∣
∣
∣
∣ a ∈ V : homogeneous, v ∈M

}

.

We extend the operations ∗ linearly to any a ∈ V and v ∈M .

The next structure theorem is proved by I. Frenkel and Y. Zhu [FZ]:

Theorem C.9 Let M be a Z≥0-graded weak V -module and set A(M) :=
M/O(M).

1. A(M) has a left A(V )-module structure by the operation ∗.
2. A(M) has a right A(V )-module structure by the operation ∗.
3. The left action and the right action of A(V ) on A(M) commute.

A(M) is called the A(V )-bimodule associated to a Z≥0-graded weak
V -module M .

C.3.3 Fusion Rule

In this subsection, we describe the space of intertwining operators of a type
corresponding to simple modules in terms of A(V )-bimodule recalled in the
previous subsection. Here, we assume that V is a rational vertex operator
algebra.

Let M i =
⊕

n∈Z≥0
M i

n (i = 1, 2, 3) be Z≥0-graded weak V -modules such
that L0|Mi

n
= (hi+n)id for some hi ∈ C and consider an intertwining operator

of type
(

M3

M1 M2

)

. By Proposition C.4, one has v[deg v−1].M
2
0 ⊂M3

0 for

a homogeneous v ∈M1.

Definition C.12 For a homogeneous v ∈M1, set

o′(v) := v[deg v−1]

and extend this symbol linearly.

By direct calculation, one can show the following lemma:
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Lemma C.2. For a ∈ V , v ∈ M1 and v′ ∈ O(M1), the following identities
hold:

o(a)o′(v) = o′(a ∗ v),
o′(v)o(a) = o′(v ∗ a),
o′(v′) = 0.

Let 〈·, ·〉 be the dual pairing between (M3
0 )∗ and M3

0 . We regard (M3
0 )∗

as a right A(V )-module via the adjoint of the left A(V )-module structure on
M3

0 defined in Theorem C.7. Looking at the zero-mode of an intertwining
operator, one obtains the next proposition (see [FZ]):

Proposition C.5 Under the above setting, the pairing 〈v3, o
′(v1)v2〉 (v1 ∈

A(M1), v2 ∈ M2
0 , v3 ∈ (M3

0 )∗) defines a functional fI on (M3
0 )∗ ⊗A(V )

A(M1)⊗A(V ) M
2
0 .

We remark that the pairing in this proposition is well-defined by Lemma C.2.
Hence, by this proposition, one obtains a linear map,

π : I
(

M3

M1 M2

)

−→ (M3
0 )∗ ⊗A(V ) A(M1)⊗A(V ) M

2
0 . (C.1)

As a special case, one has the next theorem due to I. Frenkel and Y. Zhu
[FZ]:

Theorem C.10 Suppose that M i (i = 1, 2, 3) are simple V -modules. Then,
the linear map (C.1) is an isomorphism.

For a more general case, see [Li].

C.4 Vertex Superalgebras

Here, we briefly recall the definition of a vertex superalgebra and some prop-
erties of them analogous to those recalled in § C.1. For details, see, e.g.,
[Kac5].

C.4.1 Notations

A vector space V is called a superspace if it is Z/2Z-graded

V = V 0̄ ⊕ V 1̄,

where 0̄ and 1̄ stand for the coset in Z/2Z of 0 and 1. If V is a superspace,
then EndV naturally inherits the superspace structure
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φ ∈ (EndV )j̄ ⇐⇒ φ(V ī) ⊂ V ī+j̄ ∀ ī ∈ Z/2Z.

We say that an element a ∈ V has parity |a| ∈ Z/2Z if a ∈ V |a|. An element
of V 0̄ \ {0} is called even and that of V 1̄ \ {0} is called odd.

Let R be an associative superalgebra, i.e., R = R0̄⊕R1̄ satisfying Rī ·Rj̄ ⊂
Rī+j̄ for ī, j̄ ∈ Z/2Z. One defines a bracket operation [·, ·] on R by letting

[a, b] := ab− (−1)|a||b|ba,

for homogeneous a, b ∈ R. Via this bracket, R becomes a Lie superalgebra. We
recall that a Lie superalgebra g is a vector superspace g = g0̄⊕g1̄ equipped
with a bilinear operation [·, ·] : g × g −→ g, called a Lie superbracket,
satisfying

1. [gī, gj̄ ] ⊂ gī+j̄ for ī, j̄ ∈ Z/2Z,
2. for homogeneous x, y ∈ g,

[x, y] = −(−1)|x||y|[y, x],

3. for homogeneous x, y, z ∈ g,

[x, [y, z]] = [[x, y], z] + (−1)|x||y|[y, [x, z]].

The second property is called the skew-symmetry and the third property
is called the super Jacobi identity.

C.4.2 Definition of a Vertex Superalgebra

A field A(z) =
∑

j Ajz
−j ∈ EndV [[z±1]] is said to have parity |A| ∈ Z/2Z

if Aj ∈ (EndV )|A| for all j ∈ Z.

Definition C.13 A vertex superalgebra is a pair of data consisting of

1. (Space of states) a vector superspace V = V 0̄ ⊕ V 1̄,
2. (Vacuum vector) a vector |0〉 ∈ V 0̄,
3. (Translation Operator) an even linear operator T : V −→ V ,
4. (Vertex Operators) a linear operation

Y (·, z) : V −→ EndV [[z, z−1]],

preserving the parity, and taking each A ∈ V to a field acting on V , which
is called the vertex operator associated with A.

These data are subject to the following axioms:

1. (Vacuum Axiom) Y (|0〉, z) = IdV and for each A ∈ V , one has Y (A, z)|0〉 ∈
V [[z]]. In particular, the specialisation |z=0 is well-defined and
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Y (A, z)|0〉|z=0 = A.

2. (Translation Axiom) T |0〉 = 0. For each A ∈ V , one has

[T, Y (A, z)] = ∂zY (A, z).

3. (Locality Axiom) For any A,B ∈ V , the fields Y (A, z) and Y (B,w) are
local, i.e., there exists N ∈ Z≥0 (depending on A,B) such that

(z − w)N [Y (A, z), Y (B,w)] = 0.

Here, the bracket is defined as in the previous subsection.

C.4.3 Operator Product Expansion

As one can imagine, most of the statements recalled in § C.1.4 are still valu-
able for a vertex superalgebra without any change. Here, we recall the only
statements that have to be modified in the supersetting and we assume that
V is a vertex superalgebra.

Proposition C.1 should be read as follows:

Proposition C.6 (Skew-Symmetry) For any homogeneous A,B ∈ V
with respect to the Z/2Z-gradation, one has the following formula in V ((z)):

Y (A, z).B = (−1)|A||B|ezTY (B,−z).A.

For homogeneous fields A(z), B(w) acting on V , the normally ordered
product ◦

◦A(z)B(w)◦◦ is defined by

◦
◦A(z)B(w)◦◦ := A(z)+B(w) + (−1)|A||B|B(w)A(z)−.

Proposition C.2 should be read as follows:

Proposition C.7 Let A(z), B(w) be homogeneous fields with respect to the
Z/2Z-gradation. The following statements are equivalent:

1. There exist fields Cj(w) (j = 0, 1, · · · , N − 1) such that

[A(z), B(w)] =
N−1∑

j=0

Cj(w)∂(j)
w δ(z − w).

2. A(z)B(w) (resp. (−1)|A||B|B(w)A(z) ) has an expression
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N−1∑

j=0

Cj(w)
(z − w)j+1

+ ◦
◦A(z)B(w)◦◦.

Here, 1
z−w is expanded in the positive power of w

z (resp. z
w ).

3. A(z)B(w) converges to the formula in 2. on the domain |z| > |w| and
(−1)|A||B|B(w)A(z) does so on the domain |w| > |z|.

Hence, Theorem C.5 also holds for a vertex superalgebra by interpreting the
bracket in the theorem as a Lie superbracket.



Further Topics

Here, we provide a quick guide for further reading on some topics that are
not treated in this book.
Combinatorics The famous Rogers−Ramanujan identities is related to
the so-called Lee−Yang model (cf. § 5.1.5), i.e., (2, 5)-series, and its gener-
alisation due to G. E. Andrews (see, e.g., [And] for several related topics)
is related to the (2, 2k + 1)-series which was discovered by B. Feigin and E.
Frenkel [FeFr4]. These identites can be regarded as equalities relating bosonic
expressions and fermionic expressions. The former, namely, the factorisation
problem was systematically treated by A. G. Bytsko and A. Fring [BF] and
an interesting generalisation was obtained by E. Mukhin [Mu]. The latter
was first considered by R. Kedem et al. [KKMM] in the context of the regime
II of the RSOS model (or Andrews−Baxter−Forrester model) of statistical
mechanics. This approach was generalised by T. A. Welsh [Wel] for all of the
BPZ series representations.
Group of diffeomorphisms of the circle The group Diff+(S1) of
orientation preserving diffeomorphisms of the circle, whose commutator sub-
group was proved to be simple by D. B. A. Epstein [E], is known to be a
Fréchet Lie group (see, e.g., [Ham], [Miln]) which appears in several con-
texts such as dynamical systems (see, e.g., [Gh]) and Teichmüller spaces
(see [Kon]). A non-trivial 2-cocycle of the Witt algebra, which defines the
universal central extention, can be extend to a 2-cocycle of its smooth com-
pletion and the corresponding 2-cocycle of Diff+(S1) is explicitly given by R.
Bott [Bott]. A. Kirillov [Kir1] showed that the infinite dimensional manifold
M := Diff+(S1)/Rot(S1), where Rot(S1) signifies the group of rotations of
the circle, admits a Kähler structure and L. Lempert [Lem] showed that the
central extension of Diff+(S1) by R is a C

∗-bundle over M , in particular, it
admits the Kähler structure inherited form on M . Some discrete series rep-
resentations are shown to be realisable [Kir2] in terms of M . See, e.g., [GR]
for more information in this direction.
Logarithmic conformal field theory An interesting example of con-
formal field theories, which can be regarded as a non-semisimple theory, called
the logarithmic theories has been studied recently. For example, B. Feigin

K. Iohara, Y. Koga, Representation Theory of the Virasoro Algebra,
Springer Monographs in Mathematics, DOI 10.1007/978-0-85729-160-8,
© Springer-Verlag London Limited 2011
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et al. have studied the logarithmic (1, p) conformal field theory [FGST1],
[FGST2] and the logarithmic extension of the (p, q) minimal models [FGST3],
[FGST4]. It was shown by D. Adamović and A. Milas [AdM2] that the triplet
vertex operator algebra W(p) associated to (1, p)-series provides an example
of a vertex operator algebra which is C2-cofinite but irrational.
Semi-infinite cohomology In 1976, C. Becci et al. [BRS] and inden-
pendently I. Tyutin introduced a new method to treat quantum field theory
with gauge invariance. In 1984, B. Feigin [Fe] introduced a new cohomology
theory, which nowadays is called a semi-infinite cohomology to explain the
critical dimension 26 of the string theory. This theory was formalised and
generalised by I. Frenkel et al. [FGZ] to a certain class of Z-graded Lie al-
gebras. In particular, they showed what is called the no-ghost theorem. B.
Kostant and S. Sternberg [KS] showed that this theory can be regarded as
a quantisation of Hamiltonian reduction (cf. [MW]). In 1993, A. Voronov
[Vor1] initiated semi-infinite homological algebra. See, e.g., [FeFr1], [FeFr3]
and [Vor2], for further topics.
Super Virasoro algebras There are several super-extensions of the Vi-
rasoro algebra, among which we briefly discuss some known facts for N = 1
and N = 2 super Virasoro algebras. The N = 1 super Virasoro algebras
have two classes, the Neveu−Schwarz and Ramond algebras. The structure
of Verma modules were studied by the authors [IK2], [IK5] and that of Fock
modules in [IK3]. The fusion algebras associated to minimal series represen-
tations were also determined by D. Adamović [Ad1] and the authors [IK1],
[IK7]. The necessary condition for a highest weight module to be unitarisable
was proved by F. Sauvageot [Sau]. The N = 2 super Virasoro algebras have
several variants among which we mention the twisted and untwisted sectors.
The untwisted sector has been extensively studied by B. Feigin and his col-
leagues [FST], [FSST], [SeF], [ST]. See also [Ad2] and [Ad3]. For the twisted
sector, the structure of Verma modules and Fock modules was determined by
the authors [IK4] and the classification of unitarisable highest weight modules
was given in [Io]. See also [BFK].
W-algebras V. Drinfeld and V. Sokolov [DS1], [DS2] showed that a
certain Hamiltonian structure, called the second Gelfand−Dickey structure,
of generalised mKdV hierarchies can be obtained from a more simple struc-
ture by a Hamiltonian reduction. A quantisation of such structure has been
studied by several authors, e.g., [FaZ], [FaLu], [Lu] and [LuFa] but the quanti-
sation in the esprit of BRST cohomology was first proposed by B. Feigin and
E. Frenkel [FeFr2] and the algebra obtained in this way is called a quantum
W-algebra, which contains the Virasoro algebra as the simplest example. A
conjectural character formula of it was proposed by E. Frenkel, V. Kac and
M. Wakimoto [FKW] which was proved by T. Arakawa [Ara].

Now, the reader might be impressed by the artistic achievements of B.
Feigin, one of the most important founders of the representation theory of
the Virasoro algebra.
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sance ≤ 1, Invent. Math. 86, (1986), 371–426.
[Mat2] O. Mathieu, Classification of Harish–Chandra modules over the Virasoro

Lie algebra, Invent. Math. 107, (1992), 225–234.
[Mat3] O. Mathieu, Classification of simple graded Lie algebras of finite growth,

Invent. Math. 108, (1992), 455–519.
[Matsu] H. Matsumura, Commutative ring theory, Cambridge University Press,

(1986).
[Mill] D. V. Millionschikov, Algebra of Formal Vector Fields on the Line and

Buchstaber’s Conjecture, Funct. Anal. and Appl. 43, (2009), 264–278.
[Miln] J. Milnor, Remarks on infinite-dimensional Lie groups, Proc. Summer

School on Quantum Gravity, B. DeWitt ed., Les Houches, (1983).
[MY] K. Mimachi and Y. Yamada, Singular vectors of the Virasoro algebra in

terms of Jack symmetric polynomials, Comm. Math. Phys. 174, (1995),
447–455.

[Mit] B. Mitchell, The Full Imbedding Theorem, Amer. Jour. Math. 86, (1964),
619–637.

[Miy] M. Miyamoto, Modular Invariance of Vertex Operator Algebras Satisfying
C2-cofiniteness, Duke Math. Jour. 122, (2004), 51–92.

[MP] R. V. Moody and A. Pianzola, Lie Algebras With Triangular Decomposi-
tions, Can. Math. Soc., John Wiley and Sons, (1995).

[Mu] E. Mukhin, Factorization of alternating sums of Virasoro chracters, Jour.
Comb. Theory, Ser. A 114, (2007), 1165–1181.

[Mum] D. Mumford, Stability of projective varieties, Monograph 24, L’Enseign.
Math., Genève, 1977.
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