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Supervisor’s Foreword

The interaction of high-energetic heavy particles such as ions or molecules with
solids has many applications in a variety of different areas, including geology,
nuclear physics, nanotechnology, and medical science. Such particles occur natu-
rally as cosmic radiation or from the decay of radioactive elements such as uranium
and thorium. With the advent of large particle accelerators around 1980,
high-energy particles were accessible to laboratories and utilised for the fabrication
of new nanostructures, the study of radiation resistance of materials and treating
tumours by hadron therapy, among others. An early application of the modification
resulting from high-energy particle–solid interactions is their use in geo- and
thermochronology. Natural impurities of uranium that occur in minerals undergo
fission related to well-understood decay laws. The high-energy fission fragments
released during that process create long damage tracks, so-called fission tracks in
the mineral that are highly susceptible to chemical etching. The number and size
distribution of etched tracks can be related to the age and thermal history of the
mineral, the latter resulting from shrinkage of the track damage when exposed to
elevated temperatures. Etched fission tracks are used for determining the age and
thermal history of Earth’s crust and taken together with other techniques, to infer
rates of tectonic uplift and landscape evolution. The technique utilises empirical
models that are calibrated against standard minerals from areas with well-known
geological history. The etching, however, erases the damage structure such that
information on the actual radiation damage in the crystal is lost. Little is known
about the primary, latent damage track, and how its morphology depends on
geological parameters such as pressure, temperature, and mineral composition. It is
this missing information that is required in order to fully interpret and explain the
details of fission-track dating and interpretation of etched track distributions. The
quantitative analysis of un-etched track distributions with the required precision,
however, is very challenging due to the small size and high aspect ratio of the
damaged regions and technical challenges of monitoring tracks in high-temperature
and high-pressure environments.
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In his Ph.D. work, Daniel Schauries addressed this problem by using
synchrotron-based small-angle scattering to study the morphology of ion tracks in
minerals and how the formation and annealing depend on important geological
parameters such as temperature, pressure, and crystal orientation. This included the
implementation of innovative in situ measurements under high-pressure and
high-temperature conditions that ultimately lead to resolving open controversies in
the relevant literature. His studies are not only important for fission-track geo- and
thermochronology but significantly contribute to a better understanding of the
process of ion track formation which is extremely complex and despite its discovery
more than 50 years ago still far from being fully understood. Liaising with world
leaders in molecular dynamics simulation of radiation effects in materials, he has
made a seminal contribution to the field with his work. The implementation of the
novel analytical in situ techniques opens up new opportunities for studying mate-
rials under extreme conditions that are useful far beyond the topic of his investi-
gations. Daniel’s thesis gives a thorough introduction into the field of ion track
physics with a focus on geological applications and describes in detail the
small-angle scattering technique. I trust it will be interesting for scientists from
many areas with an interest in radiation effects and useful for researchers using the
small-angle scattering technique. I am delighted that Springer is publishing this
outstanding thesis.

Canberra, Australia
June, 2018

Patrick Kluth
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Abstract

Interaction between high-energetic particles and matter typically leads to structural
damage of the irradiated material. Swift heavy ions predominantly interact with a
solid by exciting its electrons. The energy transfer from the electrons to the atoms
can lead to the formation of so-called ion tracks. These represent damage regions of
cylindrical shape, which surround the entire length of the ion trajectory with a radial
size of several nanometres. In materials science, ion tracks are utilised for a wide
range of applications, from the detection of radiation to the fabrication of nano-pore
filters or nano-electronic devices.

In geology, similar tracks occur naturally in minerals from the spontaneous
fission of radioactive impurities. These fission tracks can partially anneal and shrink
in length when exposed to elevated temperatures. In this way, the thermal history of
a rock can be determined. Fission tracks within rocks from thousands of metres
below the Earth’s surface have inevitably experienced high pressures of several
thousand atmospheres. However, pressure is generally not taken into account when
investigating fission tracks.

The present work shows a detailed investigation of ion tracks in apatite and
quartz, specifically a characterisation of their structure, formation, and thermal
stability under ambient and high-pressure conditions. All tracks were created under
controlled conditions by irradiation with ions of energies between 100 MeV and
37.2 GeV in Canberra, Australia, and Darmstadt, Germany. The tracks were sub-
sequently characterised at the Australian Synchrotron in Melbourne through
small-angle X-ray scattering (SAXS).

Combining the ability to create tracks under well-controlled conditions with
SAXS characterisation, track formation in high-pressure and high-temperature
environments was studied. The size of the track radii showed a positive correlation
with temperature and pressure. In situ SAXS was used to monitor the size of the ion
tracks during thermal annealing. For tracks in quartz, an anisotropic annealing
behaviour was found, depending on the direction of the tracks within the crystal
lattice. To study thermal track annealing at high pressures, apatite samples were
annealed in heatable diamond anvil cells. An increase in annealing rate was
demonstrated and attributed to the high-pressure environment.
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The effects of pressure on track annealing were demonstrated to be negligible
when extrapolated to geological values. Thus, the present results confirm the
validity of current fission-track annealing models. Moreover, the present findings
contribute to the field of radiation materials under extreme conditions and the
theoretical modelling of such effects.
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Chapter 1
Introduction

In the late 1950s, Young reported the discovery of continuous damage tracks in
the insulator lithium fluoride (LiF) [1]. The origin of these tracks was correctly
attributed to damage produced by naturally occurring nuclear fission fragments from
the decay of radioactive impurities. Consequently, they are referred to as fission tracks
inmodern literature.1 They occur as a result of spontaneous fission, where radioactive
isotopes such as 238U break into two lighter nuclei, releasing a combined kinetic
energy of around a 170MeV [4]. This energy dissipates into the crystal lattice as
the fission fragments penetrate through the crystalline material, leaving the observed
trail of damage behind. The track typically resembles a cylindrical damage region a
few nanometres in diameter. It is often of amorphous character within a crystalline
host matrix. The large amount of energy results in these tracks reaching relatively
long lengths, with fission tracks typically reaching lengths of approximately 15µm.
Although initially discovered as a result of spontaneous nuclear fission, similar tracks
can be produced by exposing the material to an external radiation source [5].

Young [1], Price andWalker [2], and Fleischer [6] have pioneered the visualisation
of fission tracks through chemical etching. The damage shows a higher susceptibility
when exposed to an acid or base than the undamaged material such that the initial
damage structure is quickly removed. As a result, the track becomes hollow and
exhibits a significantly larger surface area. Along this surface the etchant greatly
increases the diameter, enlarging the track width from nanometres to micrometres.
This allows an easier and faster characterisation of their length as they can already be
imaged with optical microscopes techniques [1, 2, 4]. Figure 1.1 (shows an example
of) such optically imaged etched tracks in apatite. The drawback of the chemical
treatment is the removal of the underlying damage structure. The study of the track
structure is thus limited to empirical interpretation of the etch pits which depends
critically on the etching process. Nevertheless, for thermochronology—the investi-
gation of the thermal history of the mineral and its surrounding environment—track
etching is the current standard technique to study the number and length distributions.

1Historically ion tracks were called “charged particle tracks” [2, 3].
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2 1 Introduction

Fig. 1.1 Natural etched fission tracks in an apatite grain, imaged by optical microscopy. The tracks
appear as dark, high-contrast features and show their characteristic appearance as randomly oriented,
straight-line etch channels. [Image Courtesy: A. Gleadow [7]]

The mineral apatite commonly contains impurities of U and Th of sufficiently
high density, allowing to correlate the amount of fission tracks with the length of the
period of radioactive decays. This information can be used for the purpose of dating
the mineral, by determining the concentration of the impurity and number of the
tracks. One issue, however, is that this method requires the tracks to be stable over
long periods of time. It has been shown that the exposure to elevated temperatures
leads to shrinking of the track sizes by recrystallisation of the amorphous region until
the track damage vanishes entirely. Therefore, dating through fission tracks typically
shows ages that are underestimated [4, 8]. This reduced fission track age and the track
shrinkage, however, can be used to understand the thermal history of the rock and
its originating region [8]. To obtain this information, the distribution of etched track
lengths is investigated. It can even be used to distinguish multiple heating events, as
long as the temperature of each heating event has been below the temperature for
track recrystallisation over geological time scales (closure temperature). The thermal
history is well suited to investigate tectonic movements and climate-driven surface
interactions occurring within the top few kilometres (<5km) of the Earth’ s crust.
These are critical to understand landscape evolution, climate, and the deposition of
natural resources [8]. In particular for the exploration of petroleum deposits, fission
track thermochronology allows a direct estimate of the cooling time of a section to
understand the timing of oil generation [9].
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Temperature has been early on identified as the primary parameter for the shrink-
age of fission track lengths [4, 10]. The rate of shrinkage can be influenced bymineral
composition [11] and track orientation with respect to crystalline axis [12, 13]. The
temperature during track formation is currently not considered to have a measur-
able influence on their size, structure or annealing behaviour. The external pressure
has also been subject to a small number of investigations, historically attributing
no measurable influence on track annealing [10, 14, 15]. Recently, however, some
investigations have claimed a noticeable influence of pressure on track shrinkage,
with reports of a reduced rate of track annealing [16], and conversely, an increased
rate [17]. These findings have led to a controversial discussion about the neglect of
pressure in previous studies [18, 19].

These tracks are not just relevant for geological studies. Another early motivation
for their investigation was the degradation of materials in nuclear environments
from radiation [20]. The emergence of ion accelerators has allowed to create so-
called ion tracks by irradiating a wide range of materials with swift heavy ions with
energies in the range of MeV to GeV. This has led to a focus on other types of
target materials, with ion tracks in organic polymers showing numerous commercial
applications. Upon chemical etching, tracks in polymers leave nano-sized hollow
cylinders behind that can stretch throughout the entire thickness of the polymer.
These channels can be used for nano-sized membranes and filters or as a template
for the fabrication of nanowire networks [21]. Additional applications of un-etched
tracks use their reduced density to fabricate ion-selective membranes [22, 23]. In
dielectric materials, the changes in density and optical properties from ion tracks are
used to produce opticalwaveguides [24]. In addition to insulators, ion track formation
has also been studied in amorphous semiconductors [25, 26] and in some metals [27,
28].

Microscopy is the most common tool to study small objects. It magnifies them
in real-space, allowing a characterisation of shapes and sizes based only on a few
specimens. The current fission track analysis methodologies use chemically-etched
tracks that can be visualised with an optical microscope. This technique however, is
limited by the wavelength of visible light and only allows us to study structures down
to ∼30µm, which is more than three magnitudes above the size of unetched tracks.
Electrons, on the other hand, can resolve structures of sub-nanometre dimensions.
This makes transmission electron microscopy (TEM) a suitable technique for the
purpose of systematically studying unetched fission tracks. The downsides of trans-
mission electron microscopy are the laborious sample preparation and the electron
annealing of tracks, as well as the limited viewing area and the related difficulties in
imaging tracks along the entire length [5, 29]. An additional issue is the limitation of
the sample environment when using TEM, as in situ characterisation in the presence
of high and low temperatures and elevated pressures is very limited.

Small angle X-ray scattering (SAXS) is well suited to characterise nano-sized
objects. SAXS averages over its beam spot size with a diameter of hundreds of
micrometres, which typically contains over millions of tracks. When generated by
an ion accelerator the tracks comprise almost identical, well aligned objects. Thus
themeasurement of a large number of tracks can be interpreted as the individual track
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structure, averaging out fluctuations on an atomic scale. Since the first measurements
of SAXS on ion tracks were carried out in the mineral mica in 1970 [30] and 1977
[31], the arrival of powerful X-ray sources has allowed to measure ion tracks with
unprecedented precision. In particular, synchrotron-based SAXS has been used as
a technique to characterise the track radius with uncertainties of less than a tenth
of a nanometre [26, 32, 33]. It also allows estimating the relative density of the
tracks, even when differing less than 1% from the undamaged material [34]. SAXS
is well suited for in situ characterisation, using sample environments capable of
generating elevated temperatures during measurement. Even high pressure during
the characterisation can be achieved by using (heatable) diamond anvil cells with
X-ray transparent diamonds.

1.1 Motivation for This Work

The principal questions in the present work address the formation and stability of
tracks in high pressure and high temperature environments. It also investigates the
influence of the track orientation in a crystallinematerial on the track size and anneal-
ing behaviour. The research on the effects of temperature on tracks during formation
was fuelled by the current lack of clear experimental and theoretical evidence for
temperature-related influences. The simultaneous exposure of ion tracks in apatite to
pressure and temperature was triggered by the current discussion about the effects of
pressure on track recrystallisation in the context of fission track thermochronology
[16–19] and to expand the knowledge about the fundamental processes which occur
when pressure is applied to ion tracks during and after their formation. This is of
great interest to test the validity of current models used to describe track formation,
as well as for applications of radiation processing in extreme environments.

The ion tracks discussed within this work were of comparable structure and diam-
eter as fission tracks. To produce these tracks under controlled conditions, apatite and
quartz crystalswere subjected to ion irradiation at a rangeof different ion accelerators.
In particular, the accelerators at GSI in Darmstadt, Germany allow an investigation in
a large range of parameters such as high and low temperatures and extreme pressure
environments.

The primary characterisation technique in this work was SAXS, due to its high
precision of measuring potentially small effects and its ability to study ion tracks in
situ, monitoring the track size during thermal annealing. In particular, it allows in situ
measurements during the simultaneous exposure of ion tracks to high pressure and
elevated temperatures. As SAXS allows a non-intrusive characterisation and does
not require any prior modification of the tracks, the technique assesses the primary
track damage without chemical etching.

This thesis is structured as follows:
In the remainder of Chapter1 the basics of fission track thermochronology on

apatite and application of ion tracks in quartz are discussed.
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Chapter2 describes the physical fundamentals of ion irradiation and ion tracks
and common models to explain track formation.

Chapter3 describes X-ray diffraction and scattering techniques, in particular the
theoretical background on the characterisation of ion tracks with SAXS.

Chapter4 describes the experimental set-up, including the use of diamond anvil
cells for high pressure experiments, ion irradiation on different ion accelerators, and
the SAXS/WAXS beamline at the Australian Synchrotron.

Chapter5 discusses general relationships between ion tracks and the formation
condition, i.e. crystalline orientation, different ion types, energies, and fluences as
well as longitudinal and radial shape of ion tracks.

Chapter6 discusses results on the influence of external parameters during the
formation of ion tracks, primarily elevated temperatures and pressures. These mea-
surements are compared with theoretical simulations.

Chapter7 discusses results on the recrystallisation of ion tracks as a result of
thermal annealing. The effects of temperature are shown under ambient pressures,
as well as under high pressures to mimic geological conditions.

Finally,Chapter8 quickly summarises all results and goes an outlook onto future
research directions.

1.2 Fission Tracks in Apatite

Fission tracks are formed by the energy loss from high energetic fission fragments,
that result from the spontaneous decay of naturally occurring radioactive impurities.
For the heavy 238U nuclide for example, the nuclear decay split the isotope into two
fragments that possess a combined energy of around 170MeV, shared approximately
equally between both nuclei [4]. This energy is sufficiently high for the fission frag-
ments to penetrate through the crystalline structure of their host material, deposit
their energy to the host material’s electrons and, subsequently, form so-called fission
tracks along their trajectories. The resulting tracks are approximately 16µm long,
while their track radius is typically only around 5nm [4, 11]. Figure 1.2 shows an
TEM image of ion tracks in apatite in their latent (un-etched) state. Due to their large
aspect ratio, only a short section is visible.

Apatite has evolved into one of the most commonly used materials for the inves-
tigation of fission tracks to assess the thermal history of rocks. This is a consequence
of its common occurrence, as well as its high sensitivity to thermal annealing and
with partial annealing within a temperature range between 80 and 110 ◦C. It there-
fore provides a powerful tool to reconstruct the low temperature thermochronology
associated with depth levels relevant for continental drift and oil exploration (i.e.
<5km) [4, 8].
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Fig. 1.2 TEM image of latent ion tracks along their cross-section (a) and along a short section of
their length (b) The tracks were created by irradiation with swift heavy ions. [Image Courtesy:
W. Li [35]]

1.2.1 Apatite Minerals

The mineral apatite, stoichiometric formula Ca10(PO4)6A2, is commonly found in
a wide range of different rocks. It typically occurs with grain sizes between 75 and
170µm [36], but also exists in the form of large single crystals, several millimetres to
centimetres in size, as used in the present work. The symbol A typically represents a
combination of halide- and/or hydroxy- ions, mainly, but not limited to F−, Cl− and
OH−. Their ratio to each other differs depending on the geographic origin and type of
rock it originates from. Apatite is commonly found in igneous rocks (i.e. F-apatite),
but also in sedimentary rocks as carbonate (CO2−

3 ) apatite. Samples of apatite from
the Cerro de Mercado mine in Durango, Mexico were used for the majority of the
present work. The value of A for apatite minerals from this region is dominated
by a high F concentration with 4.7 wt% F and negligible Cl concentration, giving
the crystal a distinct yellow colour. Durango F-apatite has emerged as a reference
standard for applications of ion tracks in fission track dating due to its composition
and well-known history [37]. An additional sample investigated in this work was
from Dashkesan (Azerbaijan) with a concentration of 3.5 wt% F and 0.5 wt% Cl.

Apatite crystallises in a hexagonal dipyramidal structure (P6/m) at ambient tem-
perature [39], although apatite with significant amounts of hydroxyl or chlorine ions
can also exhibit a monoclinic structure, as a result of the disorder of OH− and Cl−
ions along the c-axis [38, 40]. The densities are nearly independent of the exact
composition, but the lattice parameters a and c change slightly with composition.
The lattice parameters for the three pure cases are shown in Table 1.1. No change in
crystallographic phase occurs [41] for the temperatures employed during the exper-
iments in this work (below 400 ◦C). Apatite also remains within the same crystallo-
graphic phase up to pressures of a least 10 GPa at ambient temperatures (compare
experiments in Sect. 7.2.3).
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Table 1.1 List of lattice constants (a and c) and other physical properties of different apatite
compositions. The lattice constants were compiled by Wu et al. [38]

Composition Crystallographic
structure

a [Å] c [Å] Colour ρ [g/cm3]

Ca5(PO4)3F Hexagonal 9.363 6.878 Yellow 3.18

Ca5(PO4)3Cl Hexagonal /
monoclinic

9.52 6.85 Grey-white 3.17

Ca5(PO4)3OH Hexagonal /
monoclinic

9.417 6.875 White 3.16

1.2.2 Fission Track Analysis

Fission Track Age Dating

The most commonly employed technique to obtain fission track ages is the external
detector method [42]. This first requires extraction of the apatite grains from the rock.
They are then polished to prepare them for chemical etching, where the fission tracks
are exposed to concentrated nitric acid (HNO3) for a short duration (approximately
20s at 20 ◦C). This dissolves their primary damage structure and enlarges the tracks
significantly, such that they canbevisualised and counted using anopticalmicroscope
to calculate the spontaneous fission track density ρS .

The fission track density then needs to be normalised to the amount of 238U
that was initially present. The most commonly employed method to determine this
value is thermal ionisation mass spectroscopy (TIMS). Instead of measuring the
amount of 238U directly, it determines the concentration of 235U, as this isotope
rarely undergoes spontaneous fission. By using the ratio between these two isotopes
[43] of η = 137.9, the initial content of 238U can be estimated. For this purpose,
the sample is irradiated with neutrons from a nuclear reactor to induce the fission
process (compare Sect. 4.5.1). In order to register the induced fission decay events,
a thin layer of mica is placed onto the polished surface of the apatite crystal. In the
same manner as for the apatite crystal, chemical etching and optical microscopy is
used to determine the density ρi of induced fission tracks. The fission track age can
then be calculated by substituting the neutron fluence F , cross-section σ as well asλα

and λ f as the decay constant of the α-decay2 and spontaneous fission, respectively:

FT age = λ−1
α ln

(
1 + λα

λ f

Fσ

η

2ρS

ρi
ζ

)
(1.1)

The procedure factor ζ is a dimensionless parameter, specific to each individual
analyst, taking a range of aspects such as etching characteristics into account. The

2This term is critical to distinguish between the amount of 238U that has disintegrated from fission-
induced decay and the — much more likely occurring — a-decay.
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factor of 2 takes the different geometries of track etching between the apatite sample
(internal surface) and mica detector (external surface) into account [4].

Alternative methods have been discussed to simplify the measurements of the
isotope concentration, i.e. laser ablation mass spectrometry [44], or more recently,
the use of secondary ion mass spectrometry (SIMS) [45, 46]. These methods do not
require access to a large-scale neutron source and are therefore more suited for a
commercial application.

In principle, the number of fission tracks, together with the amount of radioactive
impurities, can also be used for regular dating purposes. The typically low den-
sity of tracks and the resulting large uncertainties, however, make this method less
favourable to other dating techniques [4] and its key advantage is clearly in ther-
mochronology.

Fission Track Analysis for Thermochronology

As all tracks result from decay events of similar energy (170MeV), their lengths
are nearly identical upon formation. Once exposed to elevated temperatures above
approximately 80 ◦C over timescales in excess of several million years, the tracks
start to partially anneal and recrystallise, resulting in a shortening of their length.3 The
so-called closure temperatureTC is defined as theminimum temperature a geochrono-
logical system has experienced such that no measurable amount of fission tracks can
be visualised anymore [47]. For apatite, this temperature is typically between 110
and 150 ◦C, as all fission tracks would have fully annealed above TC over geological
timescales. Consequently, when a sample containing fission tracks is exposed to TC ,
this leads to a reset of the fission track clock. Therefore the obtained fission track
“age” is not identical to the actual age of the material. Rather, it represents the period
of elapsed time since the last cooling event where temperatures stayed below TC . In
thermochronology, these cooling ages are dated. Using fission tracks, the amount of
tracks within the crystal can be attributed to the most recent point in time where the
rock was exposed to temperatures above its TC value.

The thermal history of apatite can also be determined by studying the distribu-
tion of the shortened track lengths as a result of thermal annealing. The shortening
of tracks occurs when the rock has been exposed to temperatures below TC , but
sufficiently large to partially anneal them. This temperature region is called partial
annealing zone (PAZ) and ranges between 80 and 110 ◦C for F-apatite. Instead of
just obtaining a single fission track age, the length distribution gives an account of
several periods of cooling and heating. Figure 1.3 shows histograms for the five main
types of typical etched fission track length distributions [48–50]:

(a) Tracks form a narrow, symmetrical distribution around 16µm, the typical track
length for the kinetic energy of the uranium decay (e.g. freshly induced tracks).

(b) Tracks were rapidly cooled down and have not experienced any reheating since.
The brief exposure to elevated temperatures during the cooling process resulting
in limited amount of tracks to shorten (e.g. undisturbed volcanic-type).

3Thermal annealing also leads to shrinkage of the track radius, but as fission track analysis typically
focuses on the track length, this has not been widely studied for naturally occurring fission tracks.
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Fig. 1.3 A comparison of fission track length distributions in apatite for different geological events:
a freshly induced tracks,b volcanic originwithout disturbance, c basement typewithout disturbance,
d bimodal distributionwith disturbance, and emixeddistribution as a result of reheating. f Schematic
temperature-time curves for the different fission track length distributions with different histories
throughout the partial annealing zone (PAZ). [after Gleadow et al. [48]]

(c) A distribution resulting from a cooling process without reheating. As the cooling
process, however, has occurred over a significantly longer timescale, a larger shift
to shorter track lengths is observed (e.g. undisturbed basement-type)

(d) A bimodal distribution also underwent another reheating process, leading to a
shortening of all tracks predating this event (left peak) and a distinct distribution
of more recently formed tracks (right peak). This shape is only observed if the
reheating event did not exceed the materials closure temperature TC .

(e) A mixed track distribution occurs when the rock has been reheated post TC after
its cooling process. The distribution is characterised by a very broad peak.

Alternative Methods for Thermochronology

The thermal history can also be studied on etched fission tracks by using the etch pit
areal density at an artificially polished internal surface [4]. However, as the present
work focuses entirely on non-etched tracks, only track shrinkage is discussed.

Amethod that uses nuclear isotopes to estimate the thermal history without study-
ing fission tracks is called (U-Th-Sm)/He thermochronology. Instead of using the
effects of the energy release from radioactive decays, this methods uses the amount
of 4He gas atoms trapped within isolated bubbles in crack-free apatite grains. These
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gas atoms occur as the decay products of the α-decay of either 238U/235U, 232Th,
147Sm, or their α-emitting daughter isotopes. As the amount of radioactive isotopes
can be measured accurately, the amount of He trapped within the mineral should
normally relate to the age of the rock. The amounts typically discovered, however,
are lower than one would expect, resulting in ages that are too young. The reason
for this discrepancy can be found in a loss of helium gas over time, preventing this
technique to be used for accurate dating. Similar to fission track dating, the con-
centration in helium can be utilised to estimate the thermal history of the apatite
crystal and the whole rock, as the volume diffusion of helium out of the mineral is
temperature-dependent [51]. In direct comparison to fission track analysis, the (U-
Th-Sm)/He technique is more sensitive to lower temperatures with a partial retention
zone starting at 40 ◦C and a closure temperature around 70 ± 7 ◦C [8].

To-date, apatite fission track analysis and apatite (U-Th-Sm)/He analysis, are
among the most used thermochronology methods due to their high sensitivity to
low temperatures between 40 and 130 ◦C over geological timescales around 10–100
million years (Ma) [48, 52, 53]. This makes them ideal to investigate geological
events taking place within a few kilometres depth within the Earth’s crust such
as tectonic drift and uplift rates. These processes govern the formation of natural
resources and are therefore of particular interest for commercial applications, e.g.
evaluating conditions necessary for oil formation [8].

Influence of Apatite Composition and Crystallographic Direction

The influence of the exact type and composition of apatite has been extensively
studied in the context of fission track annealing. Gleadow and Duddy and Green
et al. have shown that depending on the ratio of the halide concentration (F : OH :
Cl), the annealing rate can differ significantly when exposed to similar temperature
conditions [11, 42, 54]. Their investigation of samples fromdifferent locations shows
that F-rich apatite (e.g. from Durango, Mexico) starts to anneal around 80 ◦C and the
tracks are completely annealed on geological timescales at temperatures exceeding
110 ◦C. In contrast, for chlorine-rich apatites the partial annealing zone does not
start until 110 ◦C and they do not fully anneal until exposed to a significantly higher
temperature of approximately 150 ◦C [40]. This demonstrates the importance of using
a mineral of standard composition such as Durango apatite for principal studies of
fission track annealing [37].

Another influential factor for ion track annealing in apatite is the direction of
the fission track with respect to the crystal axes. It has been widely established that
track annealing leads to a slower length reduction for tracks aligned in direction of
the c-axis, compared to those under large angles or perpendicular [11–13, 55–57].
In this work, all apatite samples used for thermal annealing were cut such that the
surface normal was either parallel or perpendicular to the c-axis. This allows a better
comparison of experiments at different temperatures and pressures with each other.

To study thermochronology for higher closure temperatures, fission tracks can also
be analysed in zircon (ZrSiO4) and sphene (CaTiSiO5). In these twominerals, fission
tracks possess closure temperatures around 230–300 ◦C and ∼300 ◦C, respectively
[4].
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1.2.3 Lab-Based Fission Track Annealing

When interpreting the thermal history from a length distribution of fission tracks in
a natural sample, an algorithm is required that models the length distribution to each
temperature event (e.g. HeFTy [58]). Such an algorithm requires an accurate database
with fission track data from areas of well-known thermal history as well as comple-
mentary results from lab-based annealing experiments extrapolated to geological
timescales [11, 52, 57, 59–61].

In order to assess the effects of the temperature T over long periods of time,
annealing experiments are performed on short timescale in the laboratory under
controlled conditions, with detailed knowledge of annealing time, temperature, and
orientation of the trackswithin the crystal [8, 53, 54, 60–62]. The annealing is carried
out at higher temperatures than Tc to accelerate the annealing and the findings are
subsequently extrapolated to geological temperatures and times. Artificial fission
tracks can be introduced by a variety of external methods, such as induced fission
of natural uranium or bombardment with swift heavy ions. It is important to use
freshly induced ion tracks without a history of pre-annealing. Only this ensures that
all tracks of similar sizes can be compared with natural tracks that have annealed for
a range of different periods of time [18].

Figure 1.4a shows annealing curves where tracks were annealed between 20 min
and 30 days, at a variety of temperatures until they fully disappeared. The tracks were
chemically etched and subsequently characterised by optical microscopy [54]. One
can observe only small track shrinkage at low temperatures, although it requires 30
days for the tracks to fully disappear at 275 ◦C. At higher temperatures track length
decreases rapidly and at 400 ◦C, an annealing duration of just 20 min is sufficient for
all observable tracks to vanish.

The physical origin for the fading of tracks is typically attributed to the diffusion
of displaced atoms back to their lattice position within the crystalline structure.
Therefore the temperature dependence of annealing is characterised by a Boltzmann
distribution of the diffusion rate D(T ):

D(T ) = D0 exp

(
− Ea

kBT

)
(1.2)

with kB as the Boltzmann constant and D0 as the pre-exponential constant as
described by Fick’s first law of diffusion. The activation energy Ea can be considered
as the energy barrier to overcome to trigger the track recrystallisation.

To model the annealing behaviour of tracks, a suitable characterisation parameter
r(t, T ) is chosen. This can be the track length, or another property such as track
radius, number density or combination thereof. A transform function g(r) is defined
as g(r) = ln (1 − r/r0) with r(t, T )/r0 as the normalised characterisation param-
eter with respect to its initial (pre-annealing) value. The simplest model to extra-
and interpolate the exponential dependence on the inverse temperature, the parallel
Arrheniusmodel, uses the exponential dependence fromEq. (1.2). The corresponding
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Fig. 1.4 a Normalised track lengths from lab-based thermal annealing experiments. The values
were obtained from chemically etched tracks (after data from Green et al. [54], fanning model fits
by Laslett et al. [59]). b Arrhenius diagram showing two models—fanning Arrhenius (dashed) and
fanning curvilinear (solid lines)—for the extrapolation of such data to geological timescales of high
temperature (open star) and ambient temperature (solid star) events (after Ketcham et al. [61])

g(r) function is [63]:

g(r) = C0 + C1

[
1

T

]
+ C2 · ln (t) (1.3)

with the constants C0 (offset), C1 (slope) and C2. The application of this model to
fission track annealing data from laboratory and geological timescales, has led to
a range of non-satisfactory results once annealing times exceed several days [63].
Hence, Laslett et al. suggested the fanning linear Arrhenius model with an additional
constant C3 for a better description of the annealing data [59]:

g(r) = C0 + C1
ln(t) − C2

1/T − C3
(1.4)

Figure 1.4b shows a range of annealing times t [in sec] required to observe a
relative reduction in the average track lengths. The values are displayed as a function
of reciprocal temperature in an Arrhenius diagram. Each point corresponds to the
duration that was required at a given temperature to reduce the relative track length to
a value of: 0 (circles),>0.41 (triangles up),>0.55 (crosses),>0.7 (triangles down),
>0.8 (squares),>0.9 (×), and >0.95 (diamonds).

The laboratory-based annealing data, where t is below 30 days, can be be inter-
polated using the fanning linear Arrhenius model (doted lines) from Eq. (1.4). Thus
for short timescales the reduction in track lengths follows Eq. (1.3).

The region marked with the open star represents actual measurements on samples
from boreholes that correspond to a total disappearance of all fission tracks. The
other region, marked with a solid star, corresponds to annealing times of tracks from
sea-floor sediments that have not been exposed to elevated temperatures. Despite the
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fits showing a good agreement within the timescales of the laboratory experiments,
when extrapolated to geological timescales, their lack of agreement is evident.

Therefore, in order to extrapolate lab-results over 9 orders of magnitude, from a
few weeks to tens of millions of years, an more appropriate model is required. The
improved fanning curvilinear model was suggested [60–62]:

g(r) = C0 + C1
ln(t) − C2

ln (1/T ) − C3
(1.5)

Figure 1.4b shows how the fanning curvilinear model (solid lines) connects the
borehole measurements significantly better with the lab-based data due to its curva-
ture on long timescales. Hence, this model is routinely used to extrapolate lab-based
annealing experiments to geological timescales.

However, for the very short annealing times in the present work (<1h), the data
can be satisfactorily fitted with the simplest of these models, the parallel Arrhenius
relation as in Eq. (1.3). For practical purposes, C1 is the activation energy Ea/kb
and C2 = n, establishing a reciprocal relationship between diffusion coefficient and
time D ∼ t−n with n > 0 as a dimensionless number, depending on the ion type and
irradiated material [64]. This leads to the formula used for all interpolations of track
annealing data in the present work as further discussed in Chap. 7:

ln (1 − r/r0) = const. + Ea

(
1

kbT

)
+ n ln(t) (1.6)

1.3 Ion Tracks in Quartz

1.3.1 Natural and Synthetic Quartz

Quartz is the ambient-pressure polymorph of crystalline silicon dioxide (c − SiO2).
It occurs naturally as single crystals of all sizes and can also easily be synthetically
grown as large crystals. As all annealing experiments in this work were carried out
with synthetic quartz, a phase diagram of this quartz type is shown in Fig. 1.5 to dis-
cuss the high temperature and pressure behaviour of quartz. For temperatures below
573 ◦C, quartz crystallises in its standard α-quartz structure, while above 573 ◦C a
reversible phase transition to β-quartz occurs. The crystalline structure of α-quartz
is trigonal with a density of 2.65 g/cm3. For β-quartz the SiO4 tetrahedra exhibit a
small twist causing the crystal to exhibit hexagonal symmetry. The phase transforma-
tion leads to a reduction in density to 2.53 g/cm3. However, it does not break up any
chemical bonds and the tetrahedra display no distortion [65]. At 1050 ◦C synthetic
quartz shows another phase transition and turns into β-Cristobalite, although these
temperatures were not reached in the present work. Additionally, above 1705 ◦C
quartz starts to melt (all temperatures are stated for 1 bar). The high-pressure modi-
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Fig. 1.5 Pressure-
temperature phase diagram
of synthetic quartz / SiO2.
The striped area within
cristobalite can transform
into tridymite between
840 ◦C and 1470 ◦C for
natural quartz, while it
remains cristobalite for
synthetic quartz [diagram
drawn with values from Ref.
[65]]

fications such as coesite (for pressures above 2–4GPa) and stishovite (for pressures
above 8–10GPa) can be obtained by exposing α-quartz to the respective pressures
for a sufficiently long amount of time. For low-temperatures as for the high pressure
experiments in the present work, this process is far too slow to play any role, but once
heated above 500 ◦C a metastable transformation4 into the high-pressure polymorph
commonly occurs within a few hours [66].

Natural quartz has a structure very comparable to that of synthetic quartz. While
the former grows naturally over large timescales, synthetic quartz is most commonly
grown under high temperature and heat in an autoclave from a smaller seed crystal.
In addition, natural quartz typically has a larger amount of impurities that can lead
to a larger range of thermodynamic phases, such a tridymite [67, 68].

1.3.2 Applications of Ion Tracks in Quartz

Crystalline and amorphous SiO2 show ion track formation when exposed to an exter-
nal source of swift heavy ions above the track formation threshold of∼2 keV/nm [69].
Consequently natural quartz itself would be an ideal candidate for fission track dating
due to its abundant presence in a large variety of rocks. However, quartz only has
limited applications as a track detector for fission track dating, as the concentration of
nuclear isotopes is typically very low (�0.1µg/g U), generating insufficiently low
track densities [4]. A notable exception is quartz with U-rich clusters near uranium
deposits that can indeed be used for dating purposes. One example are quartz crys-
tals from the Oklo uranium deposit in Gabon with 0.2% U concentration [70]. These

4A metastable mineral remains within its high-pressure or high-temperature phase after reaching
ambient conditions, creating a temporary equilibrium. Once exposed to a disturbance acting as a
catalyst, e.g. erosion, their ambient phase occurs again.
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Fig. 1.6 a Photographic image of a natural quartz single-crystal with c-axis clearly visible.
b Schematic image of a hexagonal lattice with x-cut and y-cut (⊥c-axis) and z-cut (||c-axis) shown

quartz samples posses very high track densities instead (∼108−109 cm−2) and thus
cannot be subjected to the classical approach of chemical etching to themicrometres-
scale and subsequent visualisation with optical microscopy. This workflow would
enlarge all tracks to the point that adjacent tracks overlap with each other. Conse-
quently, themajority of the frameworkmaterial would dissolve, making it impossible
to observe individual tracks. The issue is solved by imaging the tracks with a trans-
mission or scanning electron microscope (TEM / SEM) instead, which can already
detect lightly etched tracks with a minimal increase in diameter.

Apart from fission track analysis, tracks in natural and synthetic quartz have a
range of other applications. In contrast to other minerals and crystals, tracks in quartz
exhibit a high closure temperature (800 ◦C+), making it an ideal track detector for
extreme environments [71, 72]. In micro-electronics, where quartz is used for a
variety of applications, low-energy ion implantation and swift heavy ion irradiation
is used to modify structural properties. Prominent examples are nano-sized optical
waveguides, that can be fabricated by ion track technology. They trap optical modes
by using the change in refractive index between the ion track and undamaged area
[24, 73].

Quartz crystals used in microelectronics show different properties, depending on
their crystallographic cut. Commonly used directions are along the x-, y- and z-
directions of the main axes of quartz. Figure 1.6 shows a picture of a natural quartz
single-crystal (a) and a schematic representation of the hexagonal lattice of quartz
(b). The photograph clearly shows its growth-direction (c-axis) and its hexagonal
plane perpendicular to the c-axis. The schematic shows the c-axis under its technical
term (z-cut direction). The two in-plane directions⊥c-axis are commonly referred to
as x-cut (with a normal vector not along any of the six hexagonal planes) and y-cut
(with normal vector parallel to one pair of hexagonal planes).
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Finally, the simple and well-understood structure of quartz allows the conduction
of molecular dynamics simulations [74] and thermal spike calculations on the ion
track formation process [75, 76]. This can improve the general understanding of the
fundamental properties of ion track formation and stability that apply to many other
materials.
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Chapter 2
Physical Background of Ion Tracks

2.1 Interaction of Ions with Matter

When energetic ions pass through solids, they dissipate their energy into the target.
The resulting energy loss can be divided into two main regimes. The first is nuclear
energy loss, which displaces atoms by elastic collisions between the ion and the
nuclei. This process typically dominates for heavy ions with kinetic energies around
and below 1MeV. The second type of interaction, the electronic energy loss, occurs
mainly between the ions and the electrons of the target and is the primary type of
energy loss for ion energies above 10MeV (so-called swift heavy ions). Additional
energy losses can result from repulsive decay of excited states, track potential, and
exciting of vibrational states in molecular solids. Radiation emitted from the particle
and nuclear reactions can also dissipate energy, although this is only relevant at
energies higher than those within the present work.1

The characteristic parameter describing ion-solid interaction is the energy loss
dE/dx or stopping power S = −dE/dx (for ions of energy E moving along a
direction x). The total stopping power can be split into its nuclear and electronic
interaction components, Sn and Se, respectively:

S = Sn + Se = −
[
dE

dx

]
n

−
[
dE

dx

]
e

(2.1)

The path of an ion, while penetrating a solid, can be simulated with the SRIM-
2008 package [2]. It was initially developed by J. Ziegler to calculate the effects
of ion implantation in silicon. It can be used to calculate the energy loss of any ion
when interacting with the target’s electrons and nuclei. For nuclear energy losses, the
code actively simulates [dE/dx]n using binary collisions [3]. For electronic energy
losses, however, SRIM only extrapolates tabulated experimental data to calculate the

1i.e. Collision of 20 TeV Au ions at the Brookhaven National Laboratory in Uptown, New York [1].
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Fig. 2.1 Energy loss of Au ions over a wide range of energies. The combined energy loss (black
line) is divided into nuclear energy loss (left peak) and electronic energy loss (right peak), which
dominate for low and high energies, respectively [all values calculated with SRIM-2008 [2] for Au
ions in apatite]

corresponding [dE/dx]e values. Nevertheless, the SRIM software has emerged as a
standard tool to estimate energy losses in ion-matter interactions.

Figure2.1 shows an example of energy losses for Au ions of different energies in
the mineral apatite (density 3.2 g/cm3). The nuclear energy loss (left peak) with a
maximum around 1MeV and the electronic energy loss (right peak) with a maximum
around 0.4MeV. The energy corresponding to the maximum energy loss is called the
Bragg peak.2 For ions with energies higher than this point, less energy is dissipated
into the lattice, which typically leads to less damage within the target material. It is
evident that at the Bragg peak the electronic energy loss generally supersedes the
nuclear energy loss.

Figure2.2a shows SRIM-calculations of the trajectories of a large number of Au
ions (1000+), each penetrating apatite with an initial energy of 2.2GeV. The first
axis describes their path along the initial ion direction, while the second axis shows
potential vertical displacement. A mostly straight trajectory is evident with the ions
coming to a complete stop at approximately 85 µm. A single outlier with larger
negative vertical displacement can be observed, but is not of statistical relevance for
the purpose of ion range calculation.

Using the same horizontal axis, Fig. 2.2b shows the energy loss dE/dx of the ions
as they penetrate through the material. Its value is almost constant for approximately
the first 70 µm. This corresponds to ions with energies below 2.2GeV and 200MeV

2The concept of the Bragg-peak of ion irradiation should not be mistaken with the theory of diffrac-
tion, where such peaks occur for interfering waves when satisfying the Bragg reflection condition.
In the present work, such Bragg peaks are discussed in the context of X-ray diffraction in Sect. 3.2.
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Fig. 2.2 a Ion trajectories along the ion penetration depth. b Energy loss of ions to the electrons
(grey) and to the nuclei (black) of the irradiation target as a function of target depth [all values
calculated with SRIM-2008 for 2.2GeV Au ions in apatite]

or equivalently between 100 and 10% of their initial energy. Only when the ions
possess energies below this value, their electronic energy loss decreases rapidly.
In addition, nuclear interactions (black curve) come into place as well for the low
energies towards the end of the ion trajectory.

2.2 Formation of Ion Tracks

2.2.1 Ion Track Morphology in Crystals

Ion tracks result from the coupling of electronic energy into the atomic system, hence
they predominately occur for ion energies in the electronic stopping regime.3 The
ion-electron interaction results in an electron-electron cascade, sharing the deposited
energy until a fraction of it is transferred to the atomic lattice via electron-phonon
coupling. This deposition of a large amount of energy leads to a radial region sur-
rounding the ion trajectory, in which the solid starts tomelt, breaking atomic bonds as
a consequence. This localised phase transformation is only temporary, as the lattice
starts to cool down and quenches rapidly.

For energy losses above a material-specific threshold of a few keV/nm (e.g.
5keV/nm in apatite [5] or 2–4keV/nm in quartz [6, 7]) the resulting lattice dis-
placement damage is severe enough to form a continuous damage track in the host
material, termed ion track. It consists of a large number of defects as a response of the
atomic system to the energy deposited. The radial extent of ion tracks is determined

3The exact processes of the nature of electronic and nuclear stopping power and possible synergy
effects are a topic of recent discussion [4].
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by the range of the damage perpendicular to the ion trajectory and is typically only a
few nanometres wide. For example, the cylindrical ion tracks in apatite in this thesis
only have a diameter of approximately 10nm. The length of an ion track is primarily
dependent on the electronic energy loss of the ion within the target material. It can
be estimated as the distance from the target surface to the depth where the energy
loss drops below the threshold for track formation. For some materials or for ion
energies below the ion track formation threshold, the swift heavy ions create a range
of discontinuous defects along their trajectories.

A major issue with experimental characterisation of ion track radii in crystals is
the sensitivity of different measurement techniques to different aspects of the track
damage. For ion tracks in quartz it was shown that small angle X-ray scattering
(SAXS) and Rutherford backscattering (RBS) can yield track radii that differ from
each other by up to a factor of two [8]. This is a result of the latter technique also
taking into account the defective halo consisting of point defects located beyond
the track boundary [9]. While RBS measurements can detected these point defects
by dechanneling and therefore shows large damage cross-sections, SAXS is unable
to register these as they do no exhibit an major change in density. As a result this
typically leads to apparent discrepancies when comparing the radial size of tracks
between different measurement techniques, as they both probe very different aspects
of the track structure [8].

The Velocity Effect

When an ion track is formed, its damage cross section depends on the ion energy
loss dE/dx as well as the radial energy density e(r) for bond breaking. Only when
the latter exceeds its critical value e(r = R) = ec, the damage is sufficiently large
enough to form an ion track with radius R. Ions with higher energy (or equivalently,
higher velocity) exhibit a radial energy density that is spread out wider but in turn
weaker than for ions of lower energies [10, 11].

In the context of thiswork, ions of identical energy losses but different energies still
differ in their radial energy density e(r) profile. Figure2.1 shows an example where
the energy loss for two very different energies, 200MeV and 2.2GeV, is 25keV/nm
for both. However, the ions with 200MeV exhibit a more localised energy transfer.

This can have significant effects on the damage created as the ion passes through
the solid. For ion tracks, as they are only formed above a certain threshold of energy
loss, lower ion energies produce a larger volumewhere the radial dE/dx reaches this
threshold, thus generally yielding larger ion tracks. On the other hand, ions of higher
energies deposit their energy over a larger total volume, but a smaller region has a
sufficiently high dE/dx to form ion tracks. Consequently, the radial size of ion tracks
does not only purely depend on the energy loss, but also the radial energy density
distribution, which in turn depends on the ion energy. This has been observed in
different experimental studies [9, 12] as well as been investigated from a theoretical
point of view. In particular Monte Carlo simulations were used to estimate the radial
energy distribution of ions and have led to the present model description [7].
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2.2.2 Ion Tracks in Other Materials

This work only focuses on amorphous ion tracks within single-crystalline materials.
Thus the ion track consists of a secondary, amorphous phase of reduced density,
embedded within their host matrix [8, 13]. The reduction in density can lead to an
overdense shell surrounding the track that can often exceed the primary core track
in size. In the present work, no such structure was identified. This can be explained
by assuming the reduction in density of the tracks leads to an overall expansion of
the material, which is also putting large strain onto the host matrix. In addition, ion
tracks can often result in a characteristic swelling on the surface of the material and
the formation of hillocks [14, 15].

In principle, the reduction in density can also result in a reduction of the overall
number of atoms, e.g. formation of gaseous residue that leaves the material per-
manently [16]. Since the ion track damages in the present work appear to be fully
reversible (compare thermal annealing in Chap. 7), it is assumed that this process
does not occur.

Ion tracks are not limited to crystals and can also be observed in a range of other
solids, including amorphous materials, organic polymers, and even metals [17, 18].
A brief overview on tracks in amorphous and organic materials is discussed in the
remainder of this subsection:

Ion Tracks in Amorphous Materials

In non-crystalline materials ion tracks can also be observed upon exposure to swift
heavy ion radiation [6]. Similar to crystals, the tracks in amorphous materials typi-
cally consist of a small core region with significantly different density than the initial
density of the target material. This core is typically surrounded by a larger shell-
shaped region with only a small density mismatch. As a result of the swift heavy
ion irradiation, the material also undergoes a shrinkage along the direction of the ion
impact. This effect is called ion hammering and is large enough to lead to changes
on a macroscopic scale [6].

In order to image the individual tracks, microscopy techniques do not provide
the required resolution without prior etching of the tracks. For most amorphous
materials, transmission electron microscopy does not allow the imaging of tracks.
An exception is a recent investigation using high-angle annular dark field scanning
transmission electron microscopy on tracks in a-SiN [19]. It was carried out on ion
tracks that provided sufficient contrast, as a result of the high density differences
between core, shell and surrounding amorphous material.

Measurements using SAXS, however, are highly sensitive to even small changes
in density. A recent study employed synchrotron-based SAXS to characterised the
size and density difference of ion tracks in amorphous silica (a-SiO2) [20]. It shows
ion tracks with an underdense core and a slightly overdense shell. Subsequent inves-
tigations on the materials amorphous silicon (a-Si) [21] and amorphous germanium
(a-Ge) [22] also showed a core-shell track when characterised by SAXS.
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Ion Tracks in Organic Materials

The formation of ion tracks is not limited to inorganic materials. In fact, from early
on, ion tracks have been studied in organic polymers as well. One example is the
investigation by Comstock et al. in 1971, which has studied the ion tracks formed by
cosmic rays in the polycarbonate helmets worn by the astronauts of the Apollo Lunar
Missions [23]. Using similar etching techniques as established for fission tracks in
minerals, they could observe the cosmic radiation-induced ion tracks and estimate
the radiation exposure on the astronauts.

Ion tracks in polymers are typically created from the destruction of links and
bonds between the polymer chains, resulting in a lower density of the track in com-
parison to its surrounding region. During that process the structure and composition
of the irradiated polymer matrix is permanently altered and chemical reactions form
gaseous molecules [16]. A range of models have been suggested to describe the ion
track profile in several polymers. One of the most successful candidates is a core-
shell model with a highly underdense core and an only slightly underdense shell of
comparable radii [24]. In addition, polymers often display a semi-crystalline struc-
ture, alternating between crystalline and non-crystalline (disordered) zones. As the
energy loss of ions differs between these two zones, their radial size may also change
[25].

Today, the irradiation of polymers and subsequent etching is one of the largest
commercial applications of ion track technology. Available products include poly-
mer membranes with nano-sized etched ion tracks, so-called nano-pore membranes,
provided by companies such as Trackpore Technology.4 Another application are
nanowires incorporated within polymers [26]. For this application, polymer foils are
irradiated with swift heavy ions and subsequently etched to produce hollow tem-
plates. A metallic layer substrate is deposited on one side of the polymer and metal-
lic nanowires are grown in the channels via electrodeposition. Finally, the entire
polymer membrane is dissolved, leaving freestanding nanowires on the substrate.
Additional potential applications include the growth of nano-sized microelectronic
devices, diodes and sensors in ion etched track polymers [27].

2.2.3 Modelling of Ion Tracks

Thermal-Spike Model

When the formation of ion tracks was first investigated after their discovery, it was
suggested that the primary damage results from immediate atom displacements in
collision cascades [28]. This approach, however, disregards any effects of the ion-
electron interaction. Initially developed to explain andmodel the interaction between
photons from a laser source and solids, the inelastic thermal spike model (iTS) has
demonstrated great success in the field of swift heavy ion irradiation.

4www.trackpore.com.

www.trackpore.com
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The iTS model was introduced around 1960 and allows us to take the effects of
photon-electron interaction into account via the incorporation of the heat exchange
between the electron and the ionic sub-system [7, 9, 29–32]. Both sub-systems are
coupled by electron-phonon interactions allowing energy exchange via diffusion. The
model is named after the very short, 10−10 s lasting thermal spike, which thermalises
the electronic system from the ion energy transfer by electron-electron scattering.
This excites the electrons to high temperatures, allowing them to be treated as a
free electron gas. The coupling between the two systems is described by a modified
version of the classical heat equations within cylindrical geometry:

Ce(Te)
∂Te
∂t

= 1

r

∂

∂r

[
r Ke(Te)

∂Te
∂r

]
− g(Te − Ta) + A(r, t) (2.2)

Ca(Ta)
∂Ta
∂t

= 1

r

∂

∂r

[
r Ka(Ta)

∂Ta
∂r

]
+ g(Te − Ta) (2.3)

with T ,C and K representing the temperature, specific heat and thermal conductivity
of the electronic (e) and atomic (a) systems. For most materials, the values for
the lattice are available through tabulated experimental or calculated values. The
values for the electronic sub-system are taken from the electron-phonon coupling
with the coupling constant g being treated as an empirically chosen free parameter
or calculated to give the best agreement to experimental track radii. The energy
deposition of the projectile to the electronic sub-system is implemented by the term
A(r, t) as the energy density deposited at a radius r at time t [10]. The integration
of A(r, t) over time and space gives the energy loss dE/dx . The model allows
calculating the radial temperature profile in the material as a function of time. The
track radius is assumed to be the radius where the melting temperature is exceeded.

The thermal spike model was first used to explain track formation in metals by
Brinkman [17] and Seitz and Koehler [33]. Subsequently it was also used to explain
tracks in insulators by Chadderton [34]. The model still possesses some significant
downsides due to its simplifications and has lately received a range of criticisms (e.g.
Klaumünzer [30], Szenes [35]). One of the key issues is the lack of variation in space
and time that is assumed for C and K . In particular when the model is applied to
insulators, as in the present work, it does not consider any change of these parameters
in proximity to the trajectory of the swift heavy ion [30]. Despite these limitations it
has provided good agreement when the calculations were fitted to the experimental
values, as summarised by Toulemonde [7].

Coulomb Explosion Model

The Coulomb explosion model (or ion explosion model) is an alternative approach
to explain ion track formation, first suggested in 1965 by Fleischer et al. [36, 37]. It
considers the removal of electrons along the ion trajectory as the primary cause of
ion track formation. As a result of the electron stripping, a narrow cylindrical region
of positively charged ions emerges with reduced electron concentration, respectively
an increased hole concentration. These ions are electrostatically unstable and con-
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sequently forced from their initial lattice positions into interstitial sites, leading to a
reduction in density of the region along the ion path, forming the ion track.

Within the framework of this model, ion tracks are created when the repulsive
forces of the electron-stripped ions exceed the attractive bonding forces of the lattice.
The model requires the electron-depleted region to stay positively charged for long
enough for at least the timescale of the atomicmotion (∼10−13 s). Hence, the electron
mobility of the atoms from the outside region and the holes from inside the charge
region are required to be slow.Otherwise the gradient in the concentration of electrons
and holes, leads to diffusion that destroys this charge inhomogeneity. The former is
typically fulfilled for insulators and semiconductors, but not metals.

The Coulomb explosion model has successfully explained aspects of how track
formation occurs in insulators. Its assumptions, however, contradict the experimental
evidence for ion tracks in many semiconductors (e.g. amorphous silicon and germa-
nium) and metals, where the thermal spike model has succeeded [29, 36].

Molecular Dynamics

The most realistic approach to estimate ion-irradiation induced defects on an atomic
level areMolecular Dynamics (MD) calculations. This technique was initially devel-
oped to simulate atomic vibrations inmolecules—hence the name [38]—but is now
commonly applied to systems of solids due to the evolution of supercomputers and
their computational power available today. The key idea is predicting the movement
of each single atom over time by calculating the resulting forces. The time parameter
becomes a discrete value in the order of femto-seconds and is increased iteratively.

The most critical part of MD simulations is the choice of the appropriate interac-
tionpotential of the atoms in thematerial; these are typically calculatedusing ab-initio
software packages. The potential is obtained by formulating the Schrödinger equa-
tion for the interaction between each of the particles and solving it using numerical
methods. As the full Schrödinger equation for electrons and nuclei is impossible to
solve, the Born-Oppenheimer approximation is used. It separates the Schrödinger
equation in two independent equations: one for the nuclei and one for the electrons.
The equation for nuclei can be solvedwithin the classical limit,where theSchrödinger
equation is turned into Newton’s equation of motion.

To calculate the interaction of swift heavy ions and matter, and thus the formation
of ion tracks, the lattice atoms are placed in a cell with a side length of tens of
nanometreswith periodic boundary conditions. This size corresponds to a fewmillion
atoms and is limited by computational constrains. The pre-calculated expression for
the potential is then used as input in classical MD simulations.5 For all calculations
shown in the present work, the PARCAS [39] code was used to represent the ground
state and implement electronic stopping and a variable time step into the calculations.
Furthermore, boundary conditions such as temperature and pressure can be taken
into account by the calculations. Here, the MD simulations use the Berendsen model
approximation to take into account the influence of temperature and pressure [40].

5MD calculations are also possible by solving the Schrödinger equations directly while calculating
the atom trajectories as so-called ab initio MD. However, this technique is computational expensive
and, therefore, limited to small systems and short time scales.
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For all MD simulations in the present work the Two-Temperature (2T-MD)model
was used to implement the electronic energy loss through the evolution of the atomic
lattice temperature from the inelastic thermal spike model [41]. Within a time-scale
of only 100 fs, most of the energy of the excited electrons is transferred into the
lattice.

While the present work uses MD simulations of ion tracks during their formation
stage in Chaps. 5 and 6, their short timescales accessible (∼100ps) limit the calcu-
lation of effects like long-term relaxation. Thus the recrystallisation from thermal
annealing, which is demonstrated in Chap.7, is clearly beyond the scope of MD
simulations.
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Chapter 3
X-Ray Characterisation Techniques

The present chapter discusses the theory of X-rays characterisation methods in mate-
rial science, based on the interaction of X-rays with matter through absorption and
scattering. In particular, the theoretical aspects of X-ray diffraction and scattering are
introduced and the concepts of small angle X-ray scattering (SAXS) are explained.
As the main characterisation technique used in this work, focus is set on the applica-
tion of this technique on cylindrical ion tracks and the analysis of the SAXS patterns
to extract their size and density profile.

X-rayswere originally discovered and named byW.Röntgen in 1895 [1]. They are
defined as the part of the electromagnetic spectrum with energies between a several
keV and several hundred keV, with respective wavelengths between 1 and 0.001nm.
X-rays come from two different processes:

The emission of photons from the transitions of electrons between atomic states
in heavy elements can result in X-rays. An atom that is bombarded with heavy-
energy particles, can eject an electron from an inner shell, producing a temporary
electronic vacancy. This core hole is quickly filled with an electron from a higher,
more energetic state. The reduction in the energy that electron underwent results in
the emission of an X-ray photon. Its energy is well-defined by the energy difference
between the initial and final state of the electron. Thus, these X-rays are referred to
as characteristic X-rays, i.e. Cu Kα-line from the first K-shell transition [2, 3].

The second source of X-rays is the acceleration or deceleration of charge particles.
From Maxwell’s equations, an expression can be derived for the radiation that is
produced by charged particles (i.e. electrons) experiencing a change in velocity v.
In its relativistic form, the Larmor formula states the total power Pph of the emitted
radiation as [2, 3]:

Pph = 2e2γ6

3c3

[(
dv
dt

)2

−
(
v × dv

dt

)2
]

(3.1)
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with γ = (
1 − v2/c2

)−1/2
as the relativistic Lorentz factor. X-ray radiation origi-

nating from this method is typically generated by deceleration of electrons, thus it
is often referred to as Bremsstrahlung. In a synchrotron facility, a large number of
electrons (∼1018 s−1) is sent on a curved trajectory at relativistic velocities for the
sole purpose of producing X-rays. Photons of a single energy can then be extracted
from the continuous spectrum using double crystal reflection monochromators. The
obtainedX-rays still supersede any lab-based instrument in their brightness as a result
of the large number of photons generated. The technical details about the operation
of a synchrotron are explained in Sect. 4.4.

3.1 Interaction of X-Rays with Matter

When an X-ray beam penetrates and interacts with solids, it undergoes a range of
competing processes, which depend on the absorption and scattering properties of
the target material.

3.1.1 X-Ray Absorption

The most prominent aspect of X-rays is their ability to penetrate solids with different
attenuation rates, predominately depending on the target density. Absorption is a
result of the reduction of the initial X-ray intensity I0 to the transmitted intensity
I (x) by the Lambert-Beer law [4, 5]:

I (x) = I0 exp (−μ x) (3.2)

for X-rays travelling along a distance x within a material with the energy-specific X-
ray absorption coefficient μ = μ(E). For X-rays, absorption can be easily estimated
by measuring the intensity of transmitted photons and comparing it with the initial
intensity, as long as other processes (i.e. reflection) are negligible. An example of
characterising matter with inhomogeneous X-ray absorption properties is that of
medical X-ray imaging. Here, the attenuated X-ray intensities are visualised by the
transmitted X-ray photons. A detector screen is used to register these after they have
penetrated the entire thickness of the sample.

Figure3.1 shows such a two-dimensional image for the density profile of a human
hand.The attenuation is proportional to thedensity of each typeofmatter it penetrates,
hence a projection of the density and thickness of the imaged object onto a 2Ddetector
is created.1 In this case, the image clearly distinguishes between low-attenuating

1Absorption imaging can be extended from 2D to 3D by means of X-ray computer tomography
(CT). This technique utilises a controlled movement of the imaged specimen or, alternatively, of
the X-ray source and detector (i.e. medical CT), to vary the X-ray trajectory through the sample.



3.1 Interaction of X-Rays with Matter 35

Fig. 3.1 Transmission image from X-rays penetrating through a human hand after surgery. The
density is represented by the greyscale value: White regions represent high absorption (metallic
screws), grey regions intermediate absorption (bones), and dark regions low absorption (tissue)

tissue (dark grey), partially absorbing bone (grey), and high-attenuating metallic
screws (white).

3.1.2 X-Ray Scattering Processes

ForX-rays, the process of absorption competeswith scattering effects. X-ray photons
scatter predominately with the electrons of their target atoms and any scattering
between photons and atomic nuclei is negligible. Depending on the type of collision,
the scattering is classified either as elastic or inelastic.

Elastic Scattering

Elastic scattering events (without change in photon energy) preserve structural infor-
mation of the scatterer. For the scattering of photons with frequency ω in a particular
angle 2θ, the scattering intensity I (ω) can be written as [2]:

I (ω) ∝ 1

2
[1 + cos(2θ)] · ω4

(ω2
0 − ω2)2

(3.3)

The large stack of 2D-projections is then used to calculate a full 3D model of the specimen that
contains the attenuation value for each feature within the sample.
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Here, the electron oscillator frequency ω0, corresponds to the bonding strength of
the electrons and is within the ultraviolet part of the spectrum.

X-rays predominantly undergo Thomson scattering, which is the high-energy
limit of Eq. (3.3). It can be calculated by assuming ω � ω0 and simplifies the scat-
tering intensity to a frequency-independent quantity, I = 1

2 [1 + cos(2θ)]. Rayleigh
scattering, on the other hand, is defined for scattering of photons with wavelengths
significantly above the sizes of the scattered particles. Thus Rayleigh scattering has
no relevance for X-rays due to their sub-nanometre wavelength and is only of impor-
tance for photons of lower energy (i.e. visible light), hence, the conditions ω � ω0

applies. The scattering intensity consequently shows a frequency dependence of
I (ω) ∝ ω4.

Inelastic Scattering

X-rays of sufficiently high energy also undergo inelastic Compton scattering (with
a change in photonic energy). When an incident photon is absorbed by the electrons
from the outer atomic shell, the wavelength of the re-emitted photon has changed,
which leads to a disappearance of coherence. This eliminates any potential for inter-
ference and retrieval of structural information. In scattering experiments, Compton
scattering contributes to the background radiation, although it is virtually non-existent
for small angles as used in the present work [6].

3.2 X-Ray Diffraction (XRD)

The word diffraction usually refers to interaction of X-rays with ordered structures,
while scattering refers to any transfer of momentum. X-ray diffraction (XRD) is an
experimental technique that uses Thomson scattering to characterise Angstrom-sized
dimensions in ordered systems, such as spacings of atomic planes in (semi)crystalline
materials. Although the concept is explained for crystalline samples, the principle can
also be applied to crushed powder (X-ray powder diffraction) as applied in Chap. 7
of this thesis.

Diffraction in Real Space

Figure3.2a shows a schematic illustration of the diffraction of X-rays on a periodic,
non-cubic lattice with lattice constants a and c. Typical values for lattice constants
are between 0.2 and 1.0nm. The incident X-rays with wavevector ki, wavelength λ
and wavenumber |ki| = 2π/λ are diffracted by interacting with the electrons of each
lattice atom. This results in a change in momentum by the scattering angle 2θ to the
scatteredwavevector k0. The difference in the optical path length is 2 × d sin θ. Here,
the lattice spacing distance d is the separation between each diffraction plane. For
values ofmultiplewavelengths (nλwith a positive integern) constructive interference
is observed after Bragg’s law (after W. L. Bragg and W. C. Bragg [7]):

nλ = 2d sin θ (3.4)
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For X-ray energies typically used for XRD in the range of tens of keV, the scat-
tering angle 2θ varies between 10 and 90◦. The lower angles correspond to the first
order reflection (n = 1), while higher angles denote higher order peaks of the same
lattice planes (n > 1).

Diffraction in Reciprocal Space

The theory of X-ray diffraction on periodic lattices is commonly explained using
the reciprocal space representation of the crystal lattice. The reciprocal space is
mathematically connected with the real space through a Fourier transform. While
points in real space are defined by their three position vectors ra , rb, rc with the unit[
length

]
, the reciprocal space is defined by three momentum vectors ka , kb, and kc

with unit
[
length−1

]
. Therefore reciprocal space is often referred to as k-space or

momentum space.
Figure3.2b demonstrates X-ray scattering on a crystal lattice in reciprocal space.

Each Bragg condition results from Eq. (3.4) and is marked with a point in the recipro-
cal lattice space (green circles). For an incidentX-raywaveki of constantwavelength,
its momentum can be shown by the surface of the so-called “Ewald sphere” with
a radius of the magnitude of |ki | = 2π/λ. For elastic scattering, the magnitudes of
the incident and scattered waves have to be identical, thus |ki | = |k0|. The range of
possible scattering planes can be represented by the intersections of the Ewald sphere
with the reciprocal lattice. A detector measuring the scattered X-rays shows a peak at
the angle 2θ satisfying Eq. (3.4) for each atom of the reciprocal lattice that intersects
with the Ewald sphere. The change in the X-ray momentum can be described by the
scattering vector q :

q = ki − k0 with |q| = 4π sin θ/λ (3.5)

The present work primarily characterises structures in the nanometre regime,
which is 1-2 orders of magnitude above typical lattice constants. Bragg’s law from
Eq. (3.4) implies that for larger values of d, the X-rays scatter under small angles of
2θ. These structures can be investigated by using small angle X-ray scattering. The
upcoming section discusses this technique in detail and shows the relevant calcula-
tions for a scattering amplitude with cylindrical geometry that represent ion tracks.

3.3 Small Angle X-Ray Scattering (SAXS)

Small angle X-ray scattering (SAXS) is an experimental technique using similar
physical principles as diffraction. The main difference is in the investigated target:
while XRD experiments are generally conducted on Angstrom-sized features with
periodically order and large repetitions (e.g. crystal lattices), SAXS investigates nano-
sized objects, that differ in their electronic density from their surrounding medium.
The primary application of SAXS is to characterise the sizes, shapes and spatial
arrangement of objects in awide range of fields including biology, chemistry,material
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Fig. 3.2 a Schematic illustration of XRD in real space on a periodic lattice with lattice constants a
and c. The incident wave ki (green) and scattered wave k0 (blue) differ in direction by the scattering
angle 2θ. b Schematic illustration of XRD in reciprocal space with the intersection of the Ewald
sphere with the reciprocal lattice. The visible peaks shown on the detector screen are the intersection
points between the Ewald sphere and the reciprocal lattice with lattice constants 2π/a and 2π/c
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Fig. 3.3 Schematic showing a typical set-up for transmission SAXS. The incident X-ray beam
with wavevector ki hits the sample under an angle γ. For an arbitrary scattered photon, the scattering
angle 2θ and new wavevector k0 are shown. All photons scattered under small angles are collected
by the SAXS detector. The unscattered part of the beam at the centre of the detector is blocked
out (white circle). An optional WAXS detector can be used to register photons scattered at higher
angles

science and physics. Small angle scattering can also be performed using neutrons,
which is referred to as small angle neutron scattering (SANS). As the scattering
experiments presented in this work are mainly carried out using X-rays, this section
focuses on explaining small angle scattering in the context of X-rays, although most
concepts can be easily transferred to SANS as well [8]. The theory of SAXS is
discussed in textbooks byGlatter andKratky [6], Feigin and Svergun [9], andGuinier
and Fournet [10] or —more recently — Brumberger [11]. The application of SAXS
to cylindrical objects has been discussed by Engel et al. [12] and specifically to ion
tracks by Eyal et al. [13] and Kluth et al. [14].

Figure3.3 shows a schematic of aSAXSmeasurements as performed in the present
work on a thin sample in transmission geometry. The incident X-ray beam with
wavevector ki hits the sample under an angle γ and the majority of the transmitted
X-ray photons experience no change in the direction of their wavevector. However,
some photons undergo scattering and show a change in momentum to k0 by an angle
2θ, comparable to XRD as discussed in Sect. 3.2.

The fluctuations in electronic density within the target lead to differences in
the number of photons scattered from different regions within the sample. A two-
dimensional detector plane (SAXS detector) collects the X-rays deflected under
angles below ∼10◦, hence the name small angle X-ray scattering. A beam-stop is
used to protect the detector from the high intensity beam of the transmitted X-rays.
It also introduces an experimental lower limit for angles measured by SAXS. Typi-
cally angles between 0.1 and 10◦ are resolved, which correspond to structures sizes
between 1 and 100nm. To probe dimensions smaller than 1nm, such as the sizes of
typical lattice constants, measurement under larger angles are required. This tech-
nique is referred to as wide angle X-ray scattering (WAXS). A WAXS detector can
also be positioned behind the sample to capture those photons which are scattered
under larger angles than detectable by the SAXS detector. The WAXS can then give
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information about the crystal structure of the sample and is essentially the same
technique as XRD.

The total scattering amplitude F(q) for an ensemble of n scattererswith individual
scattering amplitudes f1 (θ) , f2 (θ) , . . . , fn (θ) and real spacevectors r1, r2, . . . , rn
(each to the location of each scatterer j relative to an arbitrary origin r = 0) is defined
as [11]:

F(q) =
n∑
j=1

f j (θ) exp
(
ıq · rj

)
(3.6)

In general, f j is dependent on 2θ, although it can be assumed to be constant for small
angles, i.e. cos(θ → 0) = 1. For a large number n of scatterers and an infinitesimal
dr, the scattering amplitudes can be represented by the scattering length density
(SLD) function, such that β(r) dr = f (θ). This replaces the sum with a volume
integral:

F(q) =
∫

β(r) exp (ıq · r) dr (3.7)

If Eq. (3.7) is applied on an ensemble of scatterers with β(r) embedded within a
homogeneous matrix with β0 = const., only the difference in SLD is observed, thus
�β(r) = β(r) − β0. The scattering amplitude F(q) then assumes the form:

F(q) =
∫

�β(r) exp (ıq · r) dr (3.8)

The total SLD β is correlated with the SLD of each individual scatterer β j via [11]:

β(r) =
n∑
j=1

β j
(
r − rj

)

This allows to derive the proportional correlation between SLD and the electronic
charge distribution, ρe(r) ∝ β(r), and finally the scattering amplitude of the ensem-
ble is:

F(q) =
∫

ρe(r) exp (ıq · r) dr (3.9)

The total scattering intensity I (q) of an ensemble of objects can be calculated by
taking the sum of the interaction between all scatterers and separated into two factors:

1. The scattering amplitude F(q), describing the scattering from the objects.
2. The structure factor S(q), describing the inter-particle scattering.

For an ensemble of n identical scatterers the scattering intensity is2:

2In general, the expression for the scattering intensity from a system of n scatterers is defined
as I (q) = n

[
< F(q) >2 S(q)+ < F2(q) > − < F(q) >2

]
. The difference, the so-called Laue

scattering term, cancels out for scattering systems independent of time as in the present work.



3.3 Small Angle X-Ray Scattering (SAXS) 41

I (q) = n · F(q)2S(q) (3.10)

For sufficiently diluted particles with negligible neighbour-neighbour-interaction,
such as the ion tracks in the present work, the structure factor S(q) → 1, which
simplifies:

I (q) = n · F(q)2 (3.11)

For complex scatterers, F(q) may not possess an analytical solution and calcula-
tions with numerical methods are necessary. However, for many scattering objects,
such as spheres or cylinders with simple radial densities, an analytical form can often
be derived.

3.3.1 Scattering Patterns of Cylindrical Objects

Ion Track Models

For most ion tracks of cylindrical geometry, the measured SAXS patterns can be
approximated using analytical models. Such models make the assumption that the
ion track consists of a cylinder that is embedded into a hostmatrix and differs from the
matrix with its electronic density. Figure3.4 shows radial electronic density profiles
ρe(r) for two different cylindrical models which can be used for the fitting of ion
track SAXS patterns:

(a) The hard cylinder model assumes a simple cylinder with radius R and length
L . The parameter�ρe = ρe − ρe0 represents the difference in electronic density
between the scatterer with electronic density ρe and its surrounding host matrix
with electronic density ρe0. For amorphous tracks within a crystalline matrix, as
for the ion tracks in the present work,�ρe is only a few percent (or less) different
from the electronic density ρe0 of the host matrix it is embedded in. This model
is used for the description of all ion tracks in the present work [15, 16].

(b) The core-shell cylindermodel uses two concentric cylinderswith inner radius R1,
outer radius R2, and length L . The volume of the two regions show both different
electronic densities (ρe1 and ρe2, respectively) compared to ρe0 of the undamaged
material. This model allows us to describe ion tracks with an underdense core
and overdense shell. It was not used in the present work, but was successfully
used to describe ion tracks in amorphous materials [14, 17].

Scattering Amplitudes

The scattering amplitude3 F(q) can be derived by computing the volume integral
over ρe(r) · exp (ıq · r) in Eq. (3.9) [12]. To resemble the geometry of the ion tracks,
cylindrical coordinates are used for r and q.

3All equations in this section can also be defined with the scattering amplitude replaced by the form
factor. However, as the form factor is dimensionless this requires additional constants.
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Fig. 3.4 Radial electron density profiles ρe(r) modelling the ion track as a hard cylinder and b
core-shell cylinder

r =
⎛
⎝ r · cosϕ

r · sinϕ
z

⎞
⎠ and q =

⎛
⎝qr · cosφ

qr · sin φ
qz

⎞
⎠ (3.12)

This simplifies the argument of the exponential function to q · r = qrr cosϕ cosφ +
qrr sinϕ sin φ + qzz = qrr cos (ϕ − φ) + qzz. The cylindrical symmetry allows us
to assume a radial electronic density distribution, thus ρe(r,ϕ, z) = ρe(r, z). Using
dr = r · dr dϕ dz, the integral from Eq. (3.9) is then rewritten as:

F(q) =
∫ ∞

−∞

∫ π

−π

∫ ∞

0
ρe(r, z) exp

(
ı
[
qrr cos (ϕ − φ) + qzz

])
rdrdϕdz (3.13)

The argument of the cosine can be substituted as ψ = ϕ − φ. The cylindrical sym-
metry allows similar limits for the polar integration, such that:

F(q) =
∫ ∞

−∞

∫ π

−π

∫ ∞

0
ρe(r, z) exp (ıqrr cosψ) · exp (ıqzz) rdrdψdz (3.14)
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The polar integral can be analytically solved with a zero-order Bessel-function,

J0(qrr) = 1

2π

∫ π

−π

exp (ıqrr cosψ) dψ

simplifying F(q) to:

F(q) = 2π
∫ ∞

−∞
exp (ıqzz) dz

∫ ∞

0
ρe(r, z)J0(qrr)rdr (3.15)

This work uses exclusively the hard cylinder model shown in Fig. 3.4a with radius
R, length L , and a constant difference in its electronic density Δρe. The electronic
density distribution ρe(r, z) of the hard cylinder model is:

ρe(r, z) =
{

�ρe for : r ≤ R and |z| ≤ L/2

0 otherwise
, (3.16)

The longitudinal integral can then be analytically computed to:

∫ ∞

−∞
ρe(r, z) exp (ıqzz) dz =

∫ L/2

−L/2
ρe(r) exp (ıqzz) dz = �ρe

sin (qzL/2)

qz/2
(3.17)

When Eq. (3.17) is substituted into Eq. (3.15), the following expression is obtained:

F(q) = L
sin (qzL/2)

qzL/2
2π

∫ R

0
�ρe · J0(qrr)rdr (3.18)

To evaluate the remaining radial integral, the following identity is used, with J1(x)
as the first-order Bessel function:

R · J1(qr R)/qr =
∫ R

0
J0(qrr)rdr (3.19)

This results in:

F(q) = 2πR2L Δρe
sin (qzL)

qzL

J1 (qr R)

qr R
(3.20)

At small angles, qz is small, hence the approximation

lim
qz→0

sin (qzL/2) / (qzL/2) = 1

is justified. The scattering amplitude then finally has the form [12, 15]:

F(qr ) = 2πR2L Δρe
J1 (qr R)

qr R
(3.21)
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For the purpose of simplification,qr is simply referred to asq-vector for the remainder
of this work with:

q := qr =
√
q2
x + q2

y (3.22)

Scattering Intensities

The SAXS measurements in the present work typically average over more than 1
million tracks. Although these tracks all possess nearly identical radii, a polydisper-
sity parameter was introduced to take small variations between the individual tracks
as well as radial changes along the length of individual tracks into account. For this
purpose, the intensity was convoluted with a Gaussian distribution with standard
deviation σR . Furthermore, it is assumed that not all tracks are perfectly aligned
under an angle α to the incident X-ray beam. Hence, a small angular distribution is
also used through a Gaussian distribution with σα. The total scattering intensity I (q)
can be expressed with the following formula:

I (q) = I0
1√

2πσ2R

1√
2πσ2α

∫ ∫
|F(q, R, L)|2 exp

[
− α2

2σ2α

]
exp

[
− R − r̃2

2σ2R

]
dαd̃r + Ib

(3.23)

This formula can be used for non-linear least squares fitting to the experimental
patterns in thiswork. Thefitting parameters resulting from this expression are listed in
Table3.1. It is noted that the intensity I0 = I (q → 0) superposeswith the transmitted
primary (non-scattered) beam and thus is not accessible by the measurement of the
SAXS detector. In fact, for low values of q, the scattered photons are blocked out by
a beam-stop to prevent damage of the detector from the very intense primary beam.

To increase the speed of the fitting algorithm, the polydispersity integrals for
radius and angle are typically only computed for ±3σR and ±3σα, respectively. The
track length is not fitted but derived from the sample thickness or ion track length
estimate using SRIM [18], whatever is shorter. From the parameters that can be
directly obtained from the fit of the SAXS patterns, the difference in relative density
�ρ between track and host matrix can be calculated. Most ion tracks in this work
consist of amorphous zones that only differ from the crystalline host structure they
are embedded in by a small difference in density. To calculate the relative density

Table 3.1 Fitting parameters
of the hard cylinder model
used in the present work

Symbol Description:

I0 Scattering intensity at q → 0

R Ion track radius

σR Radius polydispersity

σα Tilt angle polydispersity

Ib Background adjustment

L Track length (fixed value)
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difference, an accurate calibration of the scattering intensity is required (compare
Sect. 4.4.2 for details on the calibration). From Eq. (3.20) the scattering amplitude
F(q) at q → 0 can be derived4 as:

F(q → 0) = πR2L�ρe (3.24)

Combining this expression with the definition of intensity for a track density N from
Eq. (3.23) leads to:

I0 = I (q → 0) = N |F(q → 0)|2 = N |Δρe|2 (πR2L)2 = N |Δρe|2 V 2(3.25)

with the individual track volume V = πR2L known from the parameters the fit
provides. As the intensity depends on the square of the electronic density difference,
no conclusion can be made from SAXS whether the particle is over- or under-dense
compared to its host matrix. The equation assumes a formation efficiency of 100%,
thus every single ion results into the formation of an ion track, which is reasonable
for the present work.

To get a reliable value for the track length parameter L , ideally samples with
a thickness below the estimated ion range are used. For swift heavy ions in the
GeV-regime, this corresponds to L � 100μm. Otherwise the distance between the
sample surface and the point of the stopping power falling below the track formation
threshold is used instead. Although this value can be calculated by SRIM [18], this
method leads to larger uncertainties in L as the error of the SRIM values are often
around 10%. Therefore, the majority of samples used in the present work were
sufficiently thin and only when irradiation was carried out using 100–200MeV ions,
the estimated ion range had to be used to estimate L .

To relate the change in the electronic scattering length density�ρe [cm−2]with the
mass density ρ [g·cm−3], �ρe requires normalisation to the total electronic density
ρe0. This can be calculated, provided the exact stoichiometric composition is known.
Assuming the density is reduced by the same amount of anions and cations escaping
from the structure and the stoichiometry remains unchanged, the relativemass density
�ρ [no units] is calculated via:

Δρ = Δρe/ρe0 = I0 · N−1(ρe0πR
2L)−2 (3.26)

3.3.2 Intersection Between the Ewald Sphere and Ion Tracks

The scattering pattern seen on a 2D-detector screen resembles the intersection of the
Ewald sphere with the reciprocal representation of the scattering objects, similar as
discussed for the description of XRD in Sect. 3.2.

4using lim
x→0

J1(x)/x = 0.5 and lim
x→0

sin(x)/x = 1.
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Figure3.5a shows a schematic for the scattering of the incident X-ray ki and
the elastic scattered beam k0. The small angles and short wavelengths of SAXS
experiments result in an Ewald sphere (blue) with a radius that is large compared to
the size of the reciprocal object. As the cylinders in reciprocal space only span across
a small region of the surface of the Ewald sphere, its curvature can be approximated
by a straight wavefront for most nano-sized angles (small angle approximation).
The ion tracks resemble long, narrow cylinders in real space, hence, in reciprocal
space they assume the shape of a thin disk with a radial oscillating pattern. The
oscillations between maxima follow the shape of a Bessel function as in Eq. (3.20)
with spacings�q = 2π/R and a decrease in intensity. If themain axis of the cylinders
is in alignmentwith the direction of theX-ray beamki (γ = 0), the reciprocal cylinder
disk intersects with the Ewald sphere tangential. The Ewald sphere does not overlap
with the entire width of the disk, due to its small thickness.

For a cylinder tilted by an angle γ away from the direction of the X-ray beam, the
reciprocal cylinder disk responds with a rotation in q-space as well. For an angleα on
the detector plane betweenqx andqy andwithout using the small angle approximation
for the scattering angle 2θ, the q-vector transforms to [12]:

qx = |q| · (cosα cos γ cos γ + sin γ sin θ) (3.27)

qy = |q| · (− sinα cos θ) (3.28)

qz = |q| · (cosα sin γ cos θ − cos γ sin θ) (3.29)

Figure3.5b shows the upper section of the reciprocal cylinder to tilt into the Ewald
sphere and the lower section further away from the sphere surface. Due to the finite
thickness of the reciprocal cylinder disk, its middle section still intersects with the
surface of the Ewald sphere. These areas are indicated by the red dashed line and
are of curved character due to the curvature of the Ewald sphere. The curvature is
reduced for higher increased tilt angles γ or X-rays with larger ki (higher energies).
The intersection points that make up a typical detector image resemble a highly
anisotropic pattern of the shape of a streak.

3.3.3 Experimental SAXS Detector Images

Figure3.6a1 shows an experimental detector image of aligned ion tracks that rep-
resents the interaction between the cylindrical geometry and the Ewald sphere for
11keV X-rays.

The experimental detector images in Fig. 3.6a2, a3 are showing such streaks for
angles γ = 5◦ and γ = 10◦, respectively. Since the geometry remains unchanged,
the patterns all show similarly spaced oscillations. For small values of γ, the streaks
are slightly bent and their intensity is covering a larger area. For larger angles,
the streaks become straight and their intensity is narrow and more distinctive. This
can be understood from Fig. 3.5b, as the higher angle decreases the area of inter-
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Fig. 3.6 a1–a3 Experimental detector images of ion tracks in quartz and b1–b3 analytically calcu-
lated ion tracks. Patterns are shown for angles γ between incident X-ray beam and track direction
of 0◦ (top row), 5◦ (centre row), and 10◦ (bottom row). Darker shades correspond to high scattering
intensities and vice versa
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Fig. 3.7 Experimental SAXS patterns for angles γ between incident X-rays and ion track direction
of 0◦ (top circles), 5◦ (centre circles), and 10◦ (bottom circles). The SAXS patterns were obtained
by isolating the “streak” in the 2D-SAXS images from Fig. 3.6a1–a3. Patterns are offset to enhance
visibility

section between the reciprocal cylinder disk and the surface of the Ewald sphere.
Figure3.7 shows experimental the SAXS intensities along the streaks as a function of
q = |q| for the three different values of γ shown in Figure3.6a1–a3. Only two oscil-
lations are visible as the patterns level out to a background intensity of approximately
0.1 cm−1.

Using the analytical Bessel-function formula fromEq. (3.23), an ab-initio calcula-
tion of the SAXS images can be performed. Figure3.6b1–b3 show calculated SAXS
detector images for ion tracks in alignment with X-ray beam γ = 0◦ as well as with a
tilt of 5 and 10◦ at an X-ray energy of 11keV. The calculations assumed a cylindrical
geometry with a radius of 5nm and a length of 1µm. The experimental patterns show
a very comparable bending angle and oscillations as reproduced by the calculations.
The shorter length was chosen to reduce the computational requirements. For longer
track lengths, the oscillations would show similar spacings and angles, but would
appear much thinner.

The general shape of the SAXS pattern is governed by an oscillating function
that is decreasing in intensity, following Eq. (3.23). The SAXS images under tilted
geometry show a streak with more visible oscillations than its aligned counterpart.
With an increase of the angle γ between the main axis of the ion track and the
X-ray beam direction, the streaks also become more straight. The strong intensity
oscillations indicate a sharp density transition between the track and the surrounding
matrix.

It is further noted that SAXSaverages over>107 tracks for a typicalmeasurements
in this work, carried out with a beam-size diameter ∅ ≈ 200µmon samples irradiated
with ion fluences of 1 × 1011 cm−2. However, the mono-energetic ion irradiation
normal to the surface produces almost identical, well-separated, and parallel ion
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Fig. 3.8 SAXS detector images for a non-irradiated quartz sample, b ion irradiated quartz sam-
ple with a mask around the streak, c ion irradiated quartz sample with two different masks for
background subtraction; Darker colours correspond to high scattering intensities. d The 1D SAXS
patterns corresponding to the masked areas in the images a–c

tracks. Hence, the information from the SAXS analysis can be related to the of
“individual” track structure.

To subtract the background the pattern of a non-irradiated sample can be used.
Alternatively a region on the tilted irradiated sample can be used, as the radial compo-
nent of the track scattering is contracted in the thin oscillating streaks. Typically, the
latter technique was employed in this work as it provides better results due to identi-
cal sample thickness and composition as well as subtracting out potential shadowing
effects that would otherwise remain in the difference image.

Figure3.8 shows different SAXS detector images for quartz. The SAXS image
of a quartz sample without ion tracks (a) mainly consists of an isotropic scattering
around the origin. The thin straight lines through the centre are a result of parasitic
scattering within the sample and can also be observed in some quartz samples with
ion tracks. For the image of a tilted ion track in quartz (b) a characteristic anisotropic
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streak is visible. Only the streak is isolated (shaded area), allowing to transform the
2DSAXS image into a 1D-pattern. To subtract the background two different methods
are discussed (c). Method #1 follows the area of the streak closely and provides the
most accurate background in case of large variations of the background scattering.
Method #2 is chosen perpendicular to the streak.

Figure3.8d displays 1D-patterns for each background together with the isolated
scattering pattern for the ion tracks (open circles). The pattern from the non-irradiated
sample (solid stars) provides an acceptablemethod for background subtraction.How-
ever, at higher q, where the intensity falls rapidly, the pattern is significantly lower
than the ion track data. This is a result of the lower background scattering in this
particular non-irradiated sample and leads to less pronounced peaks after this back-
ground is subtracted. The other two backgrounds were taken from the irradiated
sample and give a significant better agreement at high q. Additionally, they also
remove potential isotropic components within the sample. Such effects can result
from isotropic features, i.e. nano-sized voids that display ring-shaped oscillations at
a distinct q-value.

In summary, a direct comparison of the different methods for background sub-
traction does not show different results for the track parameters, but mainly increase
the agreement with the fitting function. For a small number of samples, anisotropic
shadowing effects required a scaling of the background between 0.8 and 1.1 to match
the intensity at high q-values.
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Chapter 4
Experimental Methods

This chapter describes the experimental techniques used for the present work. These
range from the handling of the samples in the lab to the application of large-scale
facilities for ion acceleration and X-ray and neutron characterisation.

Section4.1 discusses the preparation of the samples, including the separation of
the natural specimen from the rock and their thickness reduction through polishing.

Section4.2 discusses the set-up and handling of diamond anvil cells (DAC) to
expose the samples to an environment of high pressure. The section also describes
the capability of heating of the DACs used in this thesis as well as the used pressure
calibration method.

Section4.3 discusses the experimental aspects of the sample irradiation with swift
heavy ions. The three different ion accelerators used are compared: Irradiation up
to 185MeV Au was carried out at the Australian National University in Canberra;
ions of higher energies were created at either The Universal Linear Accelerator or
the Heavy Ion Synchrotron, both located in Darmstadt, Germany.

Section4.4 discusses the set-up of the Australian Synchrotron in Melbourne,
Australia. The focus are small angle X-ray scattering (SAXS) experiments, the
primary characterisation technique for ion tracks in this work. This includes the
calibration of q-range and scattering intensity as well as the handling of annealing
stage and DAC holder.

Section4.5 briefly shows the generation of neutrons on two different types of
neutron sources that were used for the small angle neutron scattering (SANS) exper-
iments in the presentwork, at theAustralianNuclear Science andTechnologyOrgani-
sation (ANSTO) inSydney,Australia and atOakRidgeNationalLaboratory (ORNL),
Tennessee.
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Fig. 4.1 a Apatite crystal from Dashkesan (Azerbaijan) embedded in a Co-Fe rock before cutting
with its hexagonal structure and c-axis clearly visible. bApatite fromDurango (Mexico) after it was
sliced perpendicular to the c-axis to approximately 1mm in and thickness and 15mm in diameter
using the diamond saw. c A variety of apatite samples, polished down to ∼50µm thickness, after
ion irradiation

4.1 Sample Preparation Techniques

Natural Mineralogical Samples

The sample preparation progress starts with separating the apatite crystal from the
rock. For example, the Dashkesan-apatite sample shown in Fig. 4.1a, was surrounded
with Co-Fe ore. The hexagonal shape of the apatite single-crystal and its c-axis can
easily be identified. By using a diamond saw the apatite crystal was cut out of the
other minerals within the rock. This required the specimen to be mounted on a glass
slide using crystal bond at a temperature of approximately 100 ◦C. Once the apatite
crystal was isolated, small layers of approximately 1mm thickness and 15mm in
diameter were cut from the mineral in two orientations, parallel and perpendicular to
the c-axis as shown in Fig. 4.1b. The layers were further cut into smaller, individual
samples of ∼0.2cm2 to prevent breaking or crack formation of the fragile material
during the polishing process. For polishing, the thin samples were mounted on a
polishing tripod using epoxy glue. A rotating disk polishing machine with diamond
polishing paper of 15 and 5µm grain size was used under constant water flow to
reduce the sample thickness to between 30 and 200µm. Upon reaching its final
thickness, the surface was polished again by using 1µm diamond paper, removing
the larger scratches that occurred during the rough polishing process. Following this,
the epoxy glue was removed using acetone for a duration of ∼2–5h. Finally, the
thinned samples were mounted on an aluminium plate for ion radiation, as shown in
Fig. 4.1c.

In this work, only two different natural samples from Durango, Mexico and
Dashkesan, Azerbaijan were investigated. The different compositions of the two
single crystals was determined with microprobe analysis [1, 2]. They show the fol-
lowing halogen composition:

Durango apatite 3.4 wt% F and 0.4 wt% Cl
Dashkesan apatite 3.5 wt% F and 0.5 wt% Cl
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Synthetic Wafers

The synthetic quartz for this work was purchased as crystalline wafers with thick-
nesses of 0.5mm as x-, y- and z-cuts, as well as 0.050mm for z-cuts only. The
cut direction is a technical term for the surface normals along the [112̄0]-direction
(x-cut), [101̄0]-direction (y-cut) or [0001]-direction (z-cut). The thin wafers did not
require any polishing and were directly characterised using SAXS after ion irradi-
ation. The thick quartz wafers were polished to reduce their thicknesses after ion
irradiation from the backside to a final thickness of approximately 70–90µm. This
reduces parasitic scattering from the non-irradiated section of the samples, reducing
noise levels in the resulting SAXS patterns. The same rotating disk polishing method
as described in the previous section was used. Typically a diamond paper of 30µm
grain size was used for polishing the sample down to 0.15mm, followed by the use
of 15µm grain size. Scratches were removed by using 1µm grain size paper.

4.2 High-Pressure Diamond Anvil Cells

To expose the samples to high pressures, of similar or higher magnitude as deep
within the earth’s crust, Diamond Anvil Cells (DAC) were used. For fission tracks,
depth levels up to 5000 m are relevant, where typically pressures up to 0.2 GPa
are encountered. However, DACs are even capable of reaching far higher pressures,
∼1–100GPa, comparable with much deeper levels within the earth or those present
during shock waves. With pressure P defined as force F per area A, i.e.

P = F

A
, (4.1)

pressures in excess of several GPa can only be achieved for reasonable forces when
the area is limited to a small region.

Figure4.2 (bottom) illustrates the device with pictures of an opened and closed
DAC. These cells consist of a metallic frame with the key features visible being
the diamond anvils, the heater wires, and the screws on the outside. The diamond
anvils and their seats are shown schematically in Fig. 4.2 (top). Themain components
are the two diamonds of a few millimetre in size, fixed onto their tungsten carbide
seats. Unlike in the traditional diamond cut, their top end is cut in the shape of
a flat anvil with a hexadecagonal surface, called cutlet, of 400µm diameter. The
diamonds are fixed on the seats using Zircar Al-CEM cement that was let dried
at 110 ◦C for 1h. The cement is used instead of glue for this set-up as the DAC
is capable of heating up to 400 ◦C, which would melt the glue. The non-metallic
seats are also manufactured to be resistant to creep when heated up. To ensure both
diamond surfaces are perfectly parallel to each other, a high level of cleanness and
precision is required. The seats also contain a circular opening to allow X-rays to
penetrate the cell for in situ measurements.
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Fig. 4.2 (Top) Schematic of themain components surrounding the diamond seats. (Bottom) Picture
of an opened and closed DAC with resistance heating capability
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A metal gasket is placed between the two diamonds. A small hole in its centre is
used as the pressure volume and can hold samples of dimensions less than ∼200µm
in diameter and 50µm in thickness. The pressure volume is filled with a pressure
medium to maintain a true hydrostatic environment and to prevent the closure of the
hole upon the application of pressure. Such medium can either be a liquid, solid,
or gas. Gaseous media which turn into liquid under pressure have the advantage
of maintaining the best hydrostatic pressure-environment, but liquids are easier to
handle. In the present work, a mixture of 80% methanol and 20% ethanol was used.
Such liquids have the downside of only being applicable for a certain pressure range,
as they start to solidify at pressures that are too high (10GPa for the ethanol/methanol
mixture used in the present work [3]). Thus for extremely high pressures, solids are
the more appropriate choice. When the gasket is fully filled with a powder instead
of a (crystalline) sample, no pressure medium is required to prevent the closure of
the gasket hole, although this does not provide hydrostatic pressure conditions. The
pressure is applied through force by slowly tightening the four screws and reducing
the distance between the two diamond tips. To ensure a parallel alignment of the
diamonds, pairs of screws on opposite sides are tightened simultaneously.

TheDAC is heatedwith ametallic coil embeddedwithin a cement disk. It is placed
around each diamond to allow temperatures up to approximately 500 ◦C. An S-type
thermocouple from Omega Engineering, was attached to one of the diamonds using
Zircar cement. Its temperature reading might be below the real temperature of the
sample, although this error is expected to be small, due to the good heat conductivity
of the diamond and steel gasket [4].

Gasket Indentation

For every DAC set-up, it is crucial to create a new metal gasket capable of holding
the sample. This is achieved by putting a suitable gasket in between the two dia-
monds. Typically steel or rhenium gaskets of approximately 250µm in thickness are
used. Once the screws of the DAC are tightened, the diamonds indent the gasket by
approximately 100µm from each side, so that they are only separated by approxi-
mately 50µmof gasket material. The deformation of the gasket leads to an increased
thickness in the gasket around the indent, which can be used as a reference for the
remaining thickness of the indentation. The diameter of the indentation is equal with
the cutlet size of 400µm.

Figure4.3 shows optical microscopy images of gaskets before indentation (a) and
after less than 70µm separation between the two diamonds (b) Figure4.3c shows
the gasket with the diamonds removed after a circular-shaped hole was drilled in the
remaining layer of the gasket with an easyLab Boehler microDriller using a tungsten
carbon drilling tip of 200µm in diameter. Finally, the gasket is put back in place on
the same position as the indenting took place.

It is noted that the indentation process is crucial to achieve the best performance
of the cells. Therefore, for best results the hole should be drilled around the centre
of the indentation. Non-uniform or unclean indentation results in lower achievable
pressure values. It can also make the pressure medium leak outside, resulting in
self-closing of the hole.
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Fig. 4.3 Schematic illustration for the indentation of the gasket in a DAC and corresponding
microscope images. a Initially the gasket has a thickness of 250µm. b After less than 70µm
thickness the indentation results in dark and circular-shaped region in the microscope view (top,
centre). c Gasket after indenting with removed diamond anvils

Pressure Calibration

The pressure within the cell can be measured using a range of different techniques.
They either rely on a known pressure-dependence of the studied material, for exam-
ple lattice constants, or the addition of a calibrant with a pressure-dependent prop-
erty. The former method typically requires the use of X-ray diffraction as explained
in detail in Sect. 7.2.3. For most of the experiments in this work, however, the
widely used ruby fluorescence technique [5] was used.1 This utilises the pressure-
dependence of the fluorescence signal from a ruby crystal (Cr:Al2O3).

For this purpose a small ruby crystal is inserted into the pressure chamber and
exposed to light of a laser with 532nmwavelength. This leads to a fluorescence spec-
trum2 that is filtered from thebright green laser light and analysedwith a spectrometer.
It shows two peaks corresponding to the R-line with the main peak at 694.3nm in

1Other gems that can be added for calibration of very high pressures or temperatures are Sm:YAG
[6] or Sm:SrB4O7 [7].
2For the generation of fluorescence light, the incident laser first levels the electrons into higher,
excited states. Afterwards the electrons drop to the lower R-state via non-radiative relaxations.
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Fig. 4.4 Fluorescence spectrum of a ruby within a DAC without application of pressure (dashed
line) and under 6.0 GPa hydrostatic pressure (solid line)

the absence of pressure. Once the sample volume is exposed to elevated pressures,
both lines show a shift towards higher wavelengths. The relationship between ruby
fluorescence and pressure was initially described by Mao et al. [5] and subsequently
improved by Dewaele et al. [8]. Figure4.4 shows typical fluorescence spectra at
ambient pressure (dashed line) and at a pressure of 6.0 GPa (solid line). For tempera-
tures below 100 ◦C, the pressure P can be calculated from the initial peakwavelength
λ0 and that under pressure λp by:

P = A/B
((

λp/λ0
)B − 1

)
(4.2)

with the experimental fitting constants A = 1920 GPa and B = 9.61. For the pres-
sures in this work that are typically below 10 GPa, the formula can be linearised
to:

P[GPa] = A/λ0 · (λp − λ0) ≈ 2.76 nm−1 · (λp − λ0) (4.3)

Ruby fluorescence on a well resolved peak can measure the pressure with an
accuracy to approximately 0.1–0.3GPa for DACs at room temperature. Main factors
that influence the uncertainty are the peak width and the level of hydrostatic pressure.
When the cell is heated up, however, the pressure is commonly known to decrease.
This is due to the thermal expansion of the tungsten carbide seats [4] and results in
uncertainties of pressure up to 50%.

However this state is not stable and the electrons fall back to their initial states under emission of
photons of particular wavelengths, resulting in the observed spectrum.
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4.3 Swift Heavy Ion Irradiation

The ion tracks in this work were all generated by using swift heavy ion (SHI) irradi-
ation in high energy ion accelerators. They allow us the creation of tracks with full
control over ion species and energy, environmental parameters (temperature, pres-
sure) and fluence. The tracks are thus created under nearly identical conditions with
almost no variation between them, i.e. mono-disperse and parallel to each other.

Ions of similar energies allow the creation of tracks with a very distinct distribu-
tion of their radii and lengths. This approach is superior to natural induced tracks
from spontaneous fission, where the tracks are oriented in random directions. When
accessing the properties of track annealing, freshly induced tracks possess the advan-
tage of not having experienced a partial recrystallisation and size reduction.

For the SHI-irradiation in this work, three different ion accelerators were used.
Ions with an energy range of up to 185MeV were produced at the Heavy Ion Accel-
erator Facility (HIAF) at the Australian National University (ANU) in Canberra.
Ions of higher energies up to 2.3GeV were obtained by using the Universal Linear
Accelerator (UNIversal Linear ACcelerator) at the Helmholtz Centre for Heavy Ion
Research (GSI) in Darmstadt, Germany. While the ANU facility only creates tracks
in apatite and quartz of approximately 10µm in length, the GSI accelerators are
capable of producing tracks of approximately 100µm in length. Finally, to irradiate
samples while under pressure within a Diamond Anvil Cell, ions with energies capa-
ble of penetrating throughmore than 2mmof diamond before hitting the sample with
sufficient energy are required. This was achieved by using the SIS (Schwerionen-
synchrotron, German for “heavy ion synchrotron”) at GSI with Au ions of 37.2GeV
energy.

4.3.1 ANU Heavy Ion Accelerator Facility

The largest accelerator within the ANUHeavy Ion Accelerator Facility (HIAF) is the
14UD (14 unit double) pelletron accelerator [9], which is essentially a tandemversion
of a Van de Graaff generator [10]. It was built during the early 1970s and produced
its first beam in 1974. Figure4.5 shows a schematics of the main components of the
machine.

Negative ions are initially generated by a Multi Cathode Source of Negative
Ions by Caesium Sputtering (MC-SNICS), developed by NEC Corp. These feed a
high resolution injector system and a comprehensive pulsing system. The pulser
boasts a programmable chopper which produces intervals of beam as short as 50ps
with repetition rates from sub-microseconds to multi-milliseconds. The ions are
pre-accelerated to 150keV. An injection magnet acts as a mass discriminator and a
magnetic triplet quadrupole lens focuses the emerging beam. Additional slits can be
used to further define the shape of the beam before they enter the accelerator tank.
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Fig. 4.5 Schematic overviewof theANUHeavy IonAccelerator (modified screenshot of the control
screen, an elaborative description can be found in the text)
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The ion beam pulses are then compressed to less than 1ns in width and injected
into the 14UD terminal. Within the terminal a large voltage of up to V = 13.2MV is
used to accelerate these negatively-charged ions of charge q to energies E = q · V .
The charge is acquired through three inductive charging chains of nylon and stainless
steel pellets. Each of the chains is 20m long andmoves at speeds in excess of 50km/h.
To prevent unwanted electric discharges, the tank is filled with pressurised sulphur
hexafluoride gas (SF6).

Within the middle of the voltage terminal, the negatively charged ions pass a
carbon foil (or alternatively a gas stripper), stripping a significant amount of electrons
off, resulting in a spectrum of positively charged ions. After this flip in polarity, the
ions are accelerated even further along the second half of the tank until they pass
the analysing magnet. The magnet selects the desired charge states (i.e. 13+ for
Au ions with 185MeV) from the spectrum of differently positively charged ions,
although the current component from the other charge state gets lost. From here,
the ion beam passes another set of slits and hits the irradiation target at beamline 0.
To ensure a homogenous irradiation of the entire sample size, an x-y raster scanner
moves the beam over an area of 3mm × 6mm with a sine-pattern. The integrated
ion current, respectively the accumulated charge is measured on the sample holder.
Its total integrated charge is used to estimate the irradiation fluence. The beam can
be directed further into a wide range of other beamlines for a variety of experiments
[11]. A range of Faraday cups (compare Fig. 4.5) can be inserted into the pathway of
the beam to measure the current at certain points. To maximise the length of the ion
tracks, Au ions with an energy of 185MeV or 0.9MeV/u were typically used. Their
velocity corresponds to ∼4% of the speed of light. The ion irradiation was carried
out to a fluence of 5 × 1010 cm−2 with an ion flux of ∼108 cm−2 s−1.

4.3.2 GSI UNILAC

To accelerate ions to energies up to a several GeV, theGSIUNILAC shown in Fig. 4.6
was used. Its 120 m long tube allows the irradiation with a wide range of ions, which
can be produced by different ion sources. In contrast to the inductive charging chains
used in HIAF, the UNILAC uses a series of multi-staged radio frequency power
amplifiers, leading to a higher, non-linear ion acceleration. Consequently, the ions
can reach final energies around 11.4MeV/u. After passing through three degrading
Al-foils, each 1µm in thickness, it is reduced to 11.1MeV/u or 15% the speed
of light. These Al-foils are used as a secondary-electron transmission monitor to
measure and calibrate the ion flux. Additional Al-foils of thicknesses between 16
and 64µm can be used to reduce the energy on the samples. In contrast to the ANU
HIAF, the irradiation is carried out with a defocused beam, capable of simultaneously
irradiating an area of approximately 5 cm × 5 cm.

In this work, irradiations were carried out at the M-branch with 8.4MeV/u
(1.7GeV for 197Au) and 11.1MeV/u (2.2GeV for 197Au, 2.3GeV for 209Bi)
with an ion flux of approximately 2 × 108 cm−2 s−1. The irradiation fluences
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Fig. 4.6 Schematic overview of the UNILAC and SIS18 accelerator facilities at GSI in Darmstadt,
Germany [Image courtesy: GSI Darmstadt]

F = flux × time were typically chosen to obtain a high track density, but still main-
tain individual tracks without significant track overlap (compare Sect. 5.2.1). This
was typically achieved at approximately 1 × 1011 cm−2 within a time t of several
minutes. We assume that each ion leads to the formation of an ion track, therefore
the fluence is equal to the number of ion tracks per area N .

The tracks created by this accelerator were used for most experiments in this work
as to their length of nearly 10 times above those generated inHIAF. The resulting high
scattering volume leads to a better signal to noise radio during track characterisation
[12]. In addition, tracks generated with these high energies show a greater uniformity
along their length resulting in more pronounced SAXS patterns and a well-defined
track radius.

4.3.3 GSI SIS 18

The ions from the UNILAC can be further accelerated by injected them into the
SIS-18 ring as shown in Fig. 4.6. With its circumference of 216 m, this synchrotron
device accelerates the charged ions in a near-circular path. This is achieved through
the use of combined electric and magnetic fields, similar to an electron synchrotron
(compare Sect. 4.4). This allows us to increase the ion energy from initially several
MeV/u to relativistic energies of up to 2GeV/u or 90% the speed of light.
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Fig. 4.7 Schematic overview of the irradiation of a diamond anvil cell (DAC) at the SIS18 accel-
erator with 37.2GeV Au ions

Irradiation of Diamond Anvil Cells

The ions produced by the SIS can be used to irradiate samples within a diamond
anvil cell (DAC) as they posses sufficient energy to penetrate several millimetres of
diamond and still retain enough energy to create ion tracks over the entire sample
length. The energy loss of the ion along its penetration through the diamond can be
calculated by SRIM-2008 [13]. Figure4.7 shows a schematic of the DAC-irradiation
after M. Lang. A more detailed overview is given in his PhD thesis [14].

The irradiation was carried out with 197Au ions of 189MeV/u, which corresponds
to a initial energy of 37.2GeV. An ion fluence of 1 × 1011 cm−2 was used with a
flux of 2 × 108 cm−2 s−1. The ion beam first passes through a beam current monitor
consisting of three titanium foils (total thickness 0.03mm) and loses approximately
0.3GeV. It then penetrates through an aluminiumwindow (thickness 0.10mm)where
an additional 0.6GeV gets lost. Subsequently, the ion beam still has to pass an air gap
of 100 cm until it reaches the entrance of the DAC, which reduces the ion energy fur-
ther by 2.8GeV. Finally, the ions penetrate the diamond of approximately 2.145mm
thickness, which leaves an ion energy of ∼6.8GeV when the beam reaches the sam-
ple. The energy lost within the 20µm of the methanol/ethanol pressure medium is
less than 0.1GeV and is therefore negligible.

The remaining energy is more than sufficient to form an ion track of several
hundred micrometres length. In fact, it is above what is typically used for ion track
formation at the UNILAC in the absence of pressure and further away from the
Bragg peak in quartz. Because 6.8GeV Au ions have energies above the Bragg peak,
they only possess an energy loss between 16 and 17nm/keV within 50µm of quartz.
Thus, ions of such energies still allows the formation of ion tracks of slightly smaller
but still comparable sizes as for ∼2GeV Au. The high ion energy upon reaching the
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sample also allows room for experimental errors during the irradiation such as a tilt
between direction of the beam and diamond length and an underestimation of the
diamond thickness that can lead to increased absorption.

The high energy ions typically excite the electrons of any presentmetallicmaterial,
such as the steel component of the DAC, resulting in a radioactivity of the irradiation
target. This requires the sample to be kept onsite for a period of several weeks until
they can be safely handled outside of the facility.

4.4 Synchrotron-Based Small Angle X-Ray Scattering

For all SAXS measurements in this work, synchrotron radiation was employed due
to their high brilliance and high photon flux. This is required to obtain a sufficiently
strong SAXS signal that can be used to calculate the track size with sub-nanometre
precision.

This section explains the fundamentals of the Australian Synchrotron, where all
SAXS experiments were performed. In particular the SAXS/WAXS beamline is
introduced and how the set-up at this beamline was tailored to the specific needs of
the different experimental questions in this work.

4.4.1 The Australian Synchrotron

An electron synchrotron is a circular-shaped particle accelerator that uses synchro-
nised magnetic and electric fields to bring electrons on a circular motion with rel-
ativistic velocities (>99.99% speed of light). Since all synchrotron-related X-ray
radiation measurements for this work were carried out at the Australian Synchrotron
in Melbourne, the functionality of a synchrotron shall be explained on the basis of
this accelerator (Fig. 4.8).

The electrons originate from a tungsten cathode by thermal emission, the so-called
electron gun (label 1) and enter a Linear Accelerator (LINAC). The LINAC (label 2)
utilises a 3GHz radio frequency (RF) cavity to accelerate the electrons to an energy
of 100MeV.

The electrons then enter the booster synchrotron (label 3) with its 130 m circum-
ference for pre-acceleration. A linear accelerator powerful enough to bring electrons
to the final energy of 3GeV would be substantially longer (e.g. Stanford Linear
Accelerator Center [15]). Inside the booster synchrotron, another RF cavity with
500MHz brings the electrons to their final energy. The electrons are kept on a circu-
lar path through dipole magnets, which slightly bend the electron beam, hence they
are called bending magnets (BM). Afterward they are injected into the storage ring
(label 4). It has a circumference of 216 m and uses a total of 28 BMs. Each of them
changes the direction of the velocity of the relativistic electrons by a few degrees.
This acceleration by the BM results in the generation of X-rays, the so-called syn-
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Fig. 4.8 aAerial view of the Australian Synchrotron in Clayton, Victoria. b Illustration of the main
components of a synchrotron: (1) electron gun, (2) LINAC, (3) booster ring, (4) storage ring, (5)
insertion device, (6) end-station [Image courtesy: Australian Synchrotron]
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chrotron radiation or Bremsstrahlung, consisting of high intensity X-ray radiation
(the physical explanation for these emissions were discussed in Chap.3). The ring
current of the electron beam is typically kept at 200mA (i.e. 1018 electronspers),
with losses in the storage ring compensated continuously by new electron injections
every few minutes (the so-called top-up mode). The entire synchrotron building
is temperature-controlled within 1 ◦C precision (the accelerator tunnel even within
±0.5 ◦C) to minimise thermal drifting effects and preventing beam instabilities.

The key performance of the synchrotron X-ray beam is measured by its brilliance
(or brightness) and is defined as

B = photons
/
(seconds × mrad2 × mm2 × 0.1%BW), (4.4)

which is the amount of photons per time, angular divergence, beam cross-section area
and within a bandwidth of 0.1% of the central wavelength [17]. Figure4.9a shows
a comparison for the brilliance and photon energy by a variety of different X-ray
sources. It is evident that X-ray produced by BM are several orders of magnitudes
above that over conventional, lab-based X-ray sources. They also provide a larger
flexibility, as they covers a range of photon energies between 300eV and �20keV.

Figure4.9b1 shows an illustration of aBMand the resultingX-rays (cone). In addi-
tion, quadrupole magnets of different gradients are used to compensate the mutual

Fig. 4.9 a Overview for the brilliance and photon energy of lab-based and synchrotron-powered
X-rays sources. Higher brilliances can also be achieved by free electron lasers [16]. b Schematic
illustration showing the change of the electron trajectory (orange arrow) andX-ray generation (cone)
for a bending magnet (top) and undulator (bottom) [Image courtesy: Australian Synchrotron]
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repulsion of the electrons, which is induced by the Coulomb force. As this keeps the
electron beam-size focused, they are also called magnetic lenses. In addition to these
linear corrections, additional sextupole and octupole magnets are used for higher
order corrections.

At the Australian Synchrotron, as a third-generation synchrotron, the BMs are
not the only source of X-rays. To generate X-rays of even higher brilliance, several
insertion devices (ID) are incorporated into straight sections of the storage ring
(label 5). For the measurements in this work only X-rays from undulators were used.
Figure4.9b2 shows an illustration of such an undulator ID with two planar arrays of
magnets of alternating polarity. These magnets cause a Lorentz force acting on the
electrons that leads to a periodic oscillation of their momentum and consequently
the generation of synchrotron radiation. For the periodic alignment of the permanent
magnets, these X-rays experience constructive interference and form beam of very
high brilliance, superseding X-rays from BM by a couple of additional orders of
magnitudes. After leaving the insertion device, the beam follows a straight path
towards the end-station or beamline (label 6).

A third types of devices to generateX-rays at theAustralianSynchrotron iswiggler
(not shown). In this insertion device, a comparable set-up to the undulator (just
without constructive interference) is used to produce X-rays of higher energies, but
less brilliance.

Together with the BMs, the two types of IDs cover a large spectrum between
low-energetic photons (terahertz and infrared radiation) up to X-ray photons with a
maximum of 31 keV (hard X-rays).

4.4.2 The SAXS/WAXS Beamline

At the Australian Synchrotron, the small and wide angle X-ray scattering
(SAXS/WAXS) beamline can resolve shapes and sizes of structures as large as
∼400nm and down to sizes of 1nm. With SAXS as the primary experimental tech-
nique in this work, this section will mainly focus on this technique and only briefly
discuss the WAXS capabilities of this beamline.

A schematic overview is shown in Fig. 4.10. The SAXS/WAXS beamline is
located at insertion device IVU 22 of the storage ring. This undulator produces
X-rays with energies between 5 and 21keV at a flux of 1012–1013 photons/s. After
entering the beamline, the photons pass through a range of different X-ray optics,
before they finally reach the sample and photon detector. A radiation shutter allows
sealing off the remainder of the beamline from X-ray exposure, so it can safely be
accessed for work. From there, the X-rays pass into the first hutch (“optics hutch”).
A beamline hutch is a lead-covered enclosures that prevent radiation to escape. After
passing a set of white beam slits the X-ray spectrum hits a flat double-crystal Si(111)
monochromator. Here only photons of a certain wavelength are selected with a peak
width resolution of 0.1eV. For SAXSexperiments on thin samples typically an energy
of 11–12keV is selected as the insertion device shows its highest brilliance in this
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Fig. 4.10 Setup of the SAXS/WAXS beamline at the Australian Synchrotron for transmission
geometry measurements under ambient conditions [Image courtesy: N. Kirby [18]]

Fig. 4.11 Photograph of the experimental hutch of the SAXS/WAXS beamline. The detector is
positioned on the far left end. The sample holder is within the centre (partially covered). The X-ray
is coming through the tube from the right hand side

energy range (∼2 × 1013 photons/s), but any energy between 5 and 21keV can be
selected. Subsequently, the X-rays reach the second hutch (“experimental hutch”),
the photograph in Fig. 4.11 is showing its main components.

In this hutch the now monochromatic X-rays pass a pair of Kirkpatrick–Baez
(KB) mirrors with ultra-high quality elliptically curved surfaces for achromatic and
versatile focusing (right-hand-side in Fig. 4.11). Finally, the X-ray beam leaves the
vacuum of themirrors and storage ring by passing through a 100µm-thick Beryllium
window. The last components that the X-ray beam passes before hitting the sample,
are an intensity-calibration foil and a series of slits. Those are typically open enough
so that the unaltered beam of 220µm × 100µm (FWHM) can pass through. For
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applicationswhere smaller beam-sizes are required, these slits allow narrowing down
the beam to a minimum of approximately 50µm × 50µm.

The sample is positioned on a goniometer allowing lateral and angular adjustment
of the sample with respect to the X-ray beam.3 Other set-ups for thermal annealing
or high pressure as discussed at the end of this subsection.

SAXS Camera and Detector

After theX-rays pass through the sample, they enter the camera through a 200nm thin
silicon nitride window. To prevent the sample holder from accidentally touching this
window, the samples are positioned approximately 3 cm away. The air scattering on
the additional path length is generally of negligible size compared with the scattering
intensities of the samples. The camera consists of an evacuated tube with a pressure
below 0.005 mbar, in order to minimise interaction between the scattered photons
and the air. For transmission SAXS, most of the X-ray beam penetrates the thin
sample without scattering and only experiences a reduction in intensity, as described
by the Lambert–Beer equation (3.2). This component carries no useful information
about the sample structure and to prevent damage on the detector, it is fully blocked
out by a beam-stop.

The scattered components of the beam, however, are collected by a photon count-
ing detector, positioned at the end of the camera. The vacuum tube allows us to
position the detector at a range of different positions between 600 and 7200mm
away from the sample, which results in a maximal angular range between 8◦ and
0.6◦, respectively. For the SAXSmeasurements, the imageswere takenwith a Pilatus-
1M photon counting detector from Dectris (Switzerland). This detector consists of a
two-dimensional array of pn-diodes and has more than 1 millions pixels over an area
of 170mm × 180mm. As the maximum amount of pixels for such a photon detector
are limited, the Pilatus 1M consists of 10 single modules, arranged in a 2 × 5 array.
The vertical and horizontal gaps in-between single modules lead to dark areas, where
no photons can be detected. However, this can be corrected for by taking a series of
three images at different lateral detector positions and combining them to eliminate
the gaps in the resulting image. As a result, the exposure time also triples in addition
to the time required to move the detector, preventing this method to be used for the
characterisation of fast changing objects.

Calibration of q-Range

Figure4.12 shows the general SAXS set-up with the primary beam hitting the centre
of the detector and the scattered beam showing a deflection by 2θ. The scattering
angle is measured by the detector as pixels away from the primary beam. Thus, a
calibration of each pixel with its corresponding q-value is required for the analysis
of the measured scattering images. The detector-sample distance L (camera length)
and lateral detector coordinates d are correlated via the trigonometric relation:

3To prevent accidental collision between sample and beamline components the movements of all
parameters are limited by the software. Also no adjustment of the sample in the direction of the
beam is possible as this would change its distance to the detector.
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Fig. 4.12 Set-up of the SAXS measurements and detector screen image of a silver behenate
(AgBeh) reference film. The well-defined rings with known q-values are used to calculate L and
thus calibrate the q-range of detector screen

d

L
= tan(2θ) ≈ sin(2θ) (4.5)

Using q = 4π sin(2θ)/λ this gives the following relation between scattering vector
q and d:

q = 4π

λ
× d

L
(4.6)

This shows that a precise measurement of L is required for the calibration. In par-
ticular, when comparing values from different set-ups the uncertainty has to be as
small as possible, rendering a direct measurement of the detector-sample distance
unpractical. Instead, a silver behenate (AgC22H43O2, short AgBeh) standard is used
that possesses a large number of well-defined isotropic peaks in the low angle range
at multiples of q001 = 0.1076Å−1, q002 = 0.2152Å−1, etc. These tabulated peaks
can be correlated with each measured d to obtain L via Eq. (4.6) for a given q-range.
Higher X-ray energies can be used to obtain more peaks.

Calibration of Scattering Intensity

The intensity of the scattering is typically expressed through the scattering coefficient
μs which is measured in cm−1. The scattering coefficient is defined as the cross-
sectional area per unit volume. To calibrate the scattering intensity of the detector,
a reference sample of known scattering strength is required. A material suitable for
this purpose requires a very constant scattering over a wide q-range.

A commonly used material for calibration is water, as a large number of SAXS
experiments are conducted in aqueous solution. However, its weak X-ray scattering
cross-section requires long exposure times. During the last decade, glassy carbon has
been established as one of the most suitable materials [19]. A collaboration between
the group of I. Ilavsky at the USAXS beamline at the APS (Advanced Photon Source)
and the NIST (National Institute of Standards) has developed an officially certified
glassy carbonate standard. It is available for purchase as NIST Standard Reference
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Fig. 4.13 SAXS intensity of a glassy carbon reference with the a detector image showing a radial
symmetrically scattering image and b scattering intensity as a function of q. The SAXS pattern on
glassy carbon possesses constant scattering behaviour (dashed line) over a wide q-range with an
intensity of 35 cm−1

Material 3600 [20]. Glassy carbon can be used for the q-range 0.008–0.25 Å−1

which is sufficient for the present work. A thorough description of requirements
on scattering reference materials and the workings of glassy carbon is available in
Ref. [20].

Figure4.13 shows an example of the scattering image and scattering pattern from
glassy carbon on a calibrated set-up. The calibration is performed by taking images
with different exposure durations (1, 2, 5, and 10s). As the amount of photons is
linearly dependent on the expose time, this can decrease the amount of uncertainty
in the measurements. The scattering intensity is also proportional to the interaction
volume, requiring a precise knowledge of the thickness of the glassy carbon sample
needs. In the present work, typically samples with a thickness of 1mmwere used. For
the measurements on the mineral samples, the scattering pattern of each individual
samples is then normalised to their respective thickness.

Finally, the absolute calibration of intensity is only necessary when the density
of the objects is of interest. For a sole characterisation of the radial particle size, an
accurate calibration of the q-range is sufficient. In this work, SAXS patterns used
only for the size determination are sometimes shown with its scattering intensity in
arbitrary units (a.u.).

In situ Annealing Furnace

The Linkam TS-1500 annealing stage allows samples of around 1cm2 in size to
be heated to temperatures up to 1500 ◦C, while being simultaneously penetrated by
the X-ray beam during in situ transmission geometry SAXS. The set-up is shown
in Fig. 4.14. The furnace is controlled by an external PID temperature controlling
unit working together with a thermocouple placed close to the sample.4 The PID

4The temperature was calibrated using an external temperature sensor with a precision of ∼5 ◦C.
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Fig. 4.14 The Linkam TS-1500 stage mounted for in situ measurements at the SAXS/WAXS
beamline. The inset shows the opened heating element and sample holder

control can be programmed to execute a series of different temperatures. In this
work, changes in temperature were typically preformed with a rate of 130 ◦C/min.

In general, the TS-1500 also supports annealing under different atmospheres by
sealing the annealing volume with a glass window and floating it with a range of
gases.However, the glasswindowwas removed due to its low transparency forX-rays
and all annealing was carried out under ambient air atmosphere.

Diamond Anvil Cell (DAC) Set-Up

To perform in situ annealing experiments of ion tracks under pressure a set of heatable
DACs was used. Details about the handing and components of DACs were discussed
in Sect. 4.2. For these measurements, the DAC was placed in a specifically designed
holder that allows the sample to be exposed to the X-ray beam, as shown in Fig. 4.15.
The scattered component of the X-rays in transmission geometry can still be imaged
by the detector up to an exit angle of 30◦, being more than sufficient for all SAXS
set-ups. The heating coils were controlled by a Lambda ZUP20-10 DC power supply
capable of up to 10A at 12V that was positioned outside of the beamline hutch. The
thermocouple was read out by an E6C PID controller from RS company. To protect
the diamonds from the effects of temperature, the sample holder was purged with
Argon gas during heating.
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Fig. 4.15 Setup of the heatable DAC at the SAXS/WAXS beamline at the Australian Synchrotron.
The inset shows a microscopy image of the gasket hole (200µmØ) with a small apatite sample and
ruby inside

4.5 Neutron Sources

The SAXSmeasurements in this work are accompanied by small angle neutron scat-
tering (SANS) experiments on a few samples, carried out at two different facilities.
SANS underlies the same principles as SAXS and allows a precise characterisation
of the ion track radii by using a neutron instead of X-ray beam. Neutrons differ in
element sensitivity to X-rays and allow us to gain some information on the stoichio-
metric composition of the ion tracks. In the context of this work, complementary
SAXS and SANS allows a more complete structure characterisation of ion tracks.
The relatively low flux of neutrons (∼107–108cm−2s−1) over a larger beam-spot size
(∼1cm2) in comparison to those of photons at synchrotron facilities, requires signif-
icantly longer exposure times. For the samples in the present work, with only∼1cm2

cross-section and a relevant thickness of <100µm, the SANS data acquisition took
around 8h per sample.

4.5.1 Open Pool Australian Lightwater (OPAL) at ANSTO

The Open Pool Australian Lightwater nuclear reactor at the Bragg Institute at the
Australian Nuclear Science and Technology Organisation (ANSTO) in Sydney is a
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typical purpose-built 20 MW research reactor that produces neutrons for scientific
and commercial applications [21]. It uses the same principle of induced fission as a
nuclear power plant. By irradiating a 235U nucleus with a neutron, it splits into two
lighter fission fragments and per fission event produces 2–3 free neutrons and releases
a kinetic energy of about 200MeV. Figure4.16a shows a schematic illustration of the
main components of OPAL. While the focus in a nuclear power plant is to harvest
this energy, a neutron source creates far less power, as its sole purpose is the creation
of a steady flux of neutrons.5

For the scattering experiments requiring neutrons of large wavelength (i.e. lower
energies, so-called cold neutrons) the neutron beam is extracted from the reactor
and moderated (slowed down) by passing through liquid deuterium. They are then
directed towards the end-user instruments along the beamline. The SANS experi-
ments were carried out at the so-called QUOKKA instrument. It allows a variety
of different camera-sample positions to cover a q-range between 0.004 and 0.7Å−1

with a flux of ∼4 × 107cm−2s−1.

4.5.2 Spallation Neutron Source (SNS) at ORNL

In contrast to a nuclear reactor, a spallation source uses accelerator-based technology
to accelerate negatively charged hydrogen atoms (H−). They are then brought to an
energy of 2.5MeV when leaving the ion source. Subsequently, the H− ions are
injected into a LINAC, accelerating them up to 1000MeV using rf-cavities. Finally,
the ion beam is injected in a nearly-circular accelerator, the Proton Accumulator
Ring. By passing into the ring through a stripper foil, the H− ions lose both of
their electrons, resulting in the formation of protons. By accumulating protons over
approximately 1200 turns, they are simultaneously released within∼1µs in order to
hit a liquidmercury target. This process triggers a spallation, creating 20–30 neutrons
for each Hg atom, with a frequency of 60Hz. Finally, this pulsed neutron beam is
delivered to different neutron instruments within the target hall such as the EQ-SANS
facility used in this work.

While the high energy of such pulses allows a range of short-time experiments, for
the SANS experiments only the amount of neutrons over the entire exposure duration
of several hours is important. With an integrated flux around ∼108 cm−2 s−1, the
signal quality and exposure times at the EQ-SANS are comparable to the SANS
beamline at a neutron reactor such as OPAL. Further details on the operation of the
SNS can be found in Refs. [23, 24].

5Neutrons can be utilised for scattering experiments as in the present work, but are also used to
irradiate materials to amend their properties (e.g. silicon neutron transmutation doping to change
single silicon atoms into phosphorous [22]) or creating new isotopes (e.g. Molybdenum-99 or
Iodine-99 with applications for nuclear medicine [21]).
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Fig. 4.16 Schematic representation of a the Open Pool Australian Lightwater reactor at ANSTO
[Image courtesy: ANSTO, official media release image] and b the Spallation Neutron Source at
ORNL [Image courtesy: ORNL, public domain image]
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Chapter 5
Ion Track Formation Under Ambient
Conditions

This chapter presents the experimental results on the influence of the parameters of
the ion irradiation on the resulting ion tracks as well as the physical parameters of
the irradiated materials. The results contribute towards the further understanding of
the fundamental processes of ion track formation. With the primary focus of this
work on ion tracks in minerals and an increased understanding of fission tracks, the
materials investigated were natural apatite and quartz. Apatite is among the most
common materials used for fission track dating [1], while quartz has a simple and
well-understood structure, allowing to run a series of simulations on track formation
under different conditions [2].

First, results from a characterisation of ion tracks in apatite and quartz bymeans of
SAXSandSANSare shown. Secondly, the influence of ion fluence,mass, energy, and
energy loss is investigated using SAXS. These results are also necessary to choose
the ideal irradiation parameters to analyse the effects of temperature and pressure on
tracks in the remaining chapters. Finally, the effects of material parameters on the
resulting track size are discussed. This includes an anisotropy for the track radius
along different crystallographic orientations in non-cubic materials. The results are
compared with the quantitative simulations of track formation.

5.1 Track Characterisation with SAXS and SANS

Natural apatite fromDashkesan,AZwas irradiatedwith 2.3GeVBi ions and synthetic
quartz was irradiated with 2.2GeV Au ions, both at a fluence of 1 × 1011 cm−2 at
the UNILAC at GSI in Darmstadt, Germany. Figure5.1 shows images of the tracks
in apatite measured with SAXS (a) and SANS (b) and similar images of the tracks in
quartz measured with SAXS (c) and SANS (d). The ion tracks were tilted by 5◦ with
respect to the X-ray or neutron beam. This results in the anisotropic “streak” features
in the detector images. To measure the background, an non-irradiated sample was
imaged (compare Sect. 3.3.3). The oscillating intensities extracted from the streaks
are shown as a function of q in Fig. 5.2 for SAXS (a) and SANS (b).

© Springer International Publishing AG, part of Springer Nature 2018
D. Schauries, Ion Tracks in Apatite and Quartz, Springer Theses,
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Fig. 5.1 [upper row] Detector images for ion tracks in apatite, characterised by a SAXS and b
SANS. [bottom row]Detector images for ion tracks in quartz, characterised by c SAXS and d SANS

The SAXS patterns were obtained at the Australian Synchrotron with 11keV X-
ray with exposure times of approximately 5 s.1 After background subtraction, the
patterns were fitted by using a hard cylinder, resulting in an excellent agreement
with the data. Only at very low q the intensities are slightly below the fitted values.
This deviation is mostly attributed to the difficulty in isolating the streak from the
background in close proximity to the beam-stop.

The fits reveal cylinder radii of 5.19± 0.05nm (0.5nm polydispersity) for apatite
and 3.8 ± 0.1nm (0.4nm polydispersity) for quartz. The scattering intensity I0 at
q → 0 from the fits were 18 and 10cm−1 for apatite and quartz, respectively. This

1Each image has been created from three separate images to eliminate the detector gaps, therefore
the total exposure time was around 15s.
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Fig. 5.2 Comparison of
q-patterns for a SAXS and b
SANS from ion tracks in
apatite (black circles) and
quartz (grey circles). A hard
cylinder model was used to
fit the results (solid lines)

value can be directly correlated with the track number density N , radius R, length
L and the change in electronic density �ρe between track and undamaged material
via:

I0(SAXS) = I (q → 0) = N
∣
∣�ρe R

2L
∣
∣
2

(5.1)

As shown in Sect. 3.3.1, when all parameters, but �ρe are known, the elec-
tronic density difference can be estimated. Here, a value of �ρe = 2.3 × 109 and
�ρe = 3.0 × 109 cm−2 and a relative (mass) density change of 0.8± 0.3% and 1.0±
0.3% was found for apatite and quartz, respectively. The relative density change was
calculated by dividing the electronic density change by the total electronic density
change of 2.7 × 1011 cm−2 for apatite and 2.3 × 1011 cm−2 for quartz. These values
were estimated by linear combination of the single-element coefficients by using the
IRENA software [3].

The same samples were measured with small angle neutron scattering (SANS).
Tracks in quartz were measured at the QUOKKA beamline at the Bragg Institute in
Sydney, Australia. Tracks in apatite were measured at the EQ-SANS beamline at the
SNS at Oak Ridge National Laboratory in the USA. The resulting SANS patterns
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Table 5.1 Track properties measured by SAXS/SANS for ion tracks in apatite and quartz

Apatite SAXS SANS

Radius 5.19 ± 0.05nm 5.0 ± 0.5nm

Radius polydispersity 0.5 ± 0.1nm 0.7 ± 0.2nm

Density change 0.8 ± 0.3% 0.7 ± 0.3%

Quartz SAXS SANS

Radius 3.8 ± 0.1nm 4.0 ± 0.7nm

Radius polydispersity 0.4 ± 0.1nm 0.4 ± 0.1nm

Density change 1.0 ± 0.3% 0.9 ± 0.5%

were obtained with exposure times of ∼8h each to ensure a sufficient high neutron
count at higher q-ranges. At QUOKKA, neutrons with a wavelength of 4.9Å were
used. Two measurements were carried out at different sample-detector distances of 2
and 8m in order to cover a q-range between 0.01 and 0.3Å−1. At EQ-SANS (BL-6)
neutrons of wavelength 2Å were used. A single camera length of 2.5m was used to
cover the entire q-range between 0.02 and 0.7Å−1.

In direct comparisonwith SAXS, the background of SANSmeasurements ismuch
larger; this allows only the first oscillation to be visible and usable for analysis and
modelling. The same hard cylinder model used to fit the SAXS patterns was applied
to the SANS patterns. This has allowed to derive the track radius and scattering
intensity. A track radius of 5.0± 0.5nm (0.7nmpolydispersity) and 4.0± 0.7 (0.4nm
polydispersity) was found for apatite and quartz, respectively. The intensities I0 after
normalisation to their respective track lengths were 42 and 35cm−1. This allows the
nuclear density change �ρn to be calculated with a very similar formula:

I0(SANS) = N
∣
∣�ρn R

2L
∣
∣
2

(5.2)

The SANS-measured values for the change in nuclear density�ρn were 2.7 × 108

and 3.8 × 108 cm−2 and the relative density change �ρ were 0.9 ± 0.5% for quartz
and 0.7 ± 0.3% for apatite. These values were obtained by normalising the density
change with respect to the total nuclear density of 4.3 × 1010 and 4.2 × 1011 cm−2

for the known compositions of apatite and quartz, respectively.
All results from the fits for SAXS and SANS are summarised in Table5.1. For

apatite and quartz they show fairly similar track radii measured by SAXS and SANS
within their respective uncertainties. For both techniques, a track radius of 5nm
for apatite and radius of 4nm for quartz was measured, with approximately 10%
polydispersity each. This is of particular interest, as both techniques have different
element sensitivity: X-ray scattering scales with the electron density of the target
atoms such that scattering from heavy elements such as Si, Ca and P dominates;
neutron scattering is element-dependent and more sensitive to lighter elements such
as O [4]. The combinedmeasurements indicate that the ion track damage is of similar
extent for the cation (heavy-element) and for the anion (oxygen) sub-lattices. Also the
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relative reduction in density is approximately 1% for tracks in eachmaterial, whether
its determinedwith SAXS or SANS.As the relative density change has to be identical
and the total electronic/nuclear density was obtained by using the composition of the
unchanged material, it is assumed that no major change in stoichiometry from the
composition of the undamaged material has occurred.

For the relative change in density observed for apatite (0.8± 0.3%) and quartz (1.0
± 0.5%), it cannot be derived solely from SAXS-measurements whether the change
correlates to an increase or decrease in the track density. This is related to the fact
that SAXS and SANS onlymeasure the scattering intensity I ∝ |F(�ρ)|2, instead of
the scattering amplitude F(�ρ), directly. However, the mechanisms typically used
to explain the track formation, suggest that an underdense and amorphous track
is the most likely explanation for the change in density. In particular for quartz,
the densities of crystalline α-quartz and amorphous SiO2 have been investigated
thoroughly. While crystalline α-quartz has a density of 2.65 g/cm3, amorphous SiO2

typically has 2.20 g/cm3, which is 17% lower. This shows that the reduction in track
density by 1% for the ion tracks is still far away from the low density of genuine
amorphous quartz and, rather, an amorphous phase under extremely high pressure
within the crystalline matrix [5].

5.2 Effects of Ion Irradiation Parameters on Tracks

5.2.1 Ion Fluence Effects

The ion irradiation fluence is defined as the product of the ion flux (ions per time
per area) multiplied with the irradiation time (compare Sect. 4.3). For low fluences
each ion creates an individual track, such that the fluence is equivalent to the number
of tracks per area. For higher fluences tracks cannot be treated as individual, well-
separated objects anymore and the effect of track overlap becomes important.

Here, ion tracks created as a function of ion fluence were investigated. The irra-
diation was carried out on apatite at the GSI UNILAC with 2.2 GeV Au ions at a
flux of 2 × 108 cm−2 s−1. These parameters were kept constant for the whole irradi-
ation series and only the irradiation time was varied. Samples with fluences between
5 × 1010 and 1 × 1012 cm−2 were prepared, covering between 3 and 52% of the
sample surface with ion tracks.

Figure5.3a shows SAXS patterns of samples irradiated with different fluences.
The oscillating SAXS patterns show a very similar shape for all fluences, yet a clear
shift of the first minima towards lower q-values with increasing fluence is apparent.
Each pattern was fitted with the hard cylinder model and the obtained radii are
displayed in Fig. 5.3b. One can see the radius for ion tracks at the employed range of
fluences to be either around 4.8nm (lower fluences, i.e. �1 × 1011 cm−2) or around
5.1nm (higher fluences, �5 × 1011 cm−2). This shows an increase in track radius
with irradiation fluences of approximately 6% for an increase in fluence between the
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Fig. 5.3 a SAXS patterns for ion tracks in apatite created by different ion fluences. A hard cylinder
model was used to fit the results (solid lines). Patterns are offset for clarity. b Track radii (left axis)
and polydispersities (right axis) for each fit from a as function of irradiation fluence

regime of lower and higher fluences. The errors from the SAXS measurements were
typically around 0.05nm for tracks in apatite. This demonstrates an increase of the
irradiation fluence results in larger track radii R, clearly above the uncertainty of
SAXS. A hike in the polydispersity of the tracks for higher fluences was observed
as well. While low fluence tracks only showed 0.25nm radius polydispersity (5%),
the high fluence tracks showed 0.40nm (8%). The density difference between host
material and ion track is of comparable values (�1%) for irradiation with all four
fluences.

To allow a comparison between the effects of different fluences on the irradiated
surface, the relative area Acov, covered by tracks with radius R and areal track density
N , can be calculated via [6]:

Acov = 1 − exp
[−πR2N

]

(5.3)

Figure5.4 shows statistical distributions of tracks for the four different fluences. The
schematic was created by randomly distributing circular-shaped tracks with a radius
of 5nm, similar to the experimental findings. For the low fluences in this work, the
coverage is below 10% and all tracks appear well-separated. For the high fluence
regime, however, track overlap becomes very common when more than a quarter
of the total area is covered by tracks. The statistical track overlap can be calculated
by summarising the total area of all tracks, Atracks = N × πR2 and subtracting Acov,
showing a negligible statistical overlap area for low fluences 5−10 × 1010 cm−2 (0.1
and 0.3% respectively) and a more significant one for the higher fluences 5−10 ×
1011 cm−2 (7 and 24% respectively). It is noted that all scattering patterns were
fitted by using the hard cylinder model assuming a circular shape of each track.
From Fig. 5.4 it becomes evident that this assumption is reaching its limits for higher
fluences due to the significant overlap ratio and non-circular character. Therefore,
the increase in track radius of less than 10% is attributed to the larger track area
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Fig. 5.4 Statistical track coverage for fluences between 5 × 1010 cm−2 to 1 × 1012 cm−2. Each
square represents an area of 100 × 100 nm2 with a track radius of 5nm

of overlapping tracks. The increased track radius polydispersity results from non-
circular shaped track geometry at higher fluences. Despite this change in cross-
section, the large amount of tracks measured by SAXS still allows an excellent
agreement between cylinder model and experimental data.

These results show that all irradiation for apatite around or below 1 × 1011 cm−2

can be considered to result in well-separated tracks. Ion irradiation at higher flu-
ences, on the other hand, leads to track overlap and consequently a less well-defined
radius. Therefore for themajority of experiments in this work, the low fluence regime
(5−10 × 1010 cm−2) was used.

5.2.2 Ion Energy and Energy Loss

At theGSIUNILAC, the samples were typically irradiatedwith ions of 11.1MeV per
nucleon (MeV/u). By changing the type of ion and, consequently, its mass, a range of
different irradiation energies can be achieved. Afra et al. [7] have reported on SAXS-
measured average track radii as a function of average energy loss for irradiation with
58Ni, 101Ru, 129Xe, and 197Au ions, as shown in Fig. 5.5. Similar irradiations using
207Bi ions are also shown, representing an energy range between 0.6 and 2.3GeV
(high-E). These were complemented by low-E irradiations at the ANU HIAF with
0.8–0.9MeV/u. The ions 127I and 197Au were used [8], resulting in absolute energies
of 100 and 185 MeV (low-E), respectively.

Using SRIM calculations for the different ions and energies, the average energy
loss dE/dx values for each ion type can be estimated. As SAXS provides a measure
of the average volume-weighted track radius over the sample depth, the energy loss
was also averaged with respect to the change in energy loss along the ion trajectory.
This was straight-forward for all 11.1MeV/u irradiated samples, as they were kept
much thinner (30–40µm) than the total track length of 72–90µm such that the
variation of the electronic energy loss did not exceed 5%. As this variation is small,
the track volume weighted average energy loss corresponding to the radius measured
by SAXS can be approximated by the average of the electronic dE/dx over the entire
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Fig. 5.5 The dependence of
track radius on average
energy loss dE/dx for ion
tracks in apatite created by
irradiation with low-E
(0.8–0.9MeV/u, squares)
and high-E (11.1MeV/u,
circles, after Afra et al. [7])
ions

sample thickness. In contrast, tracks produced by low energy ions are much shorter
(10–14µm) and deviate significantly from cylindrical tracks, as demonstrated by
TEMmeasurements [9]. For ions with energies below the Bragg peak (i.e. 185MeV
Au), the energy loss strongly varies along the ion path before the projectile comes to
rest. Here, the average energy loss is taken from the depth where the track has equal
volume parts, when approximated as cone-shape.

The track radii shown in Fig. 5.5 display a linear correlation with the average
energy loss. For a given energy loss, the radii of tracks produced by low energy ions
are nearly 2 nm larger than those by high energy ions. This difference is attributed
to the velocity effect (compare Sect. 2.2) which is based on the effect that higher
ion velocities result in larger electron cascades. The deposited energy is then spread
out into a larger volume resulting in a lower deposited radial energy density. Hence,
the radial distance away from the trajectory where the energy loss exceeds the track
formation threshold is higher for low-E ions. This effect explains the smaller track
radii at higher beam velocities with comparable energy loss [10, 11].

5.3 Effects of the Crystallographic Direction on Tracks

In addition to the parameters controlling the ion beam, the properties of the target
material (i.e. quartz, apatite) also have an influence on the ion tracks. This section
discusses ion tracks along different axes within the single-crystalline lattice of quartz
and apatite.

For quartz, the different crystallographic directions possess different properties
when used for electronic applications.

For apatite, it is well established that the annealing rate for fission tracks dif-
fers with the angle to the c-axis. Those tracks oriented parallel to the c-axis show
the slowest annealing rate compared to those with an angle to the c-axis [19]. For
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Fig. 5.6 a Ion track radii of tracks quartz along different orientations.Values aremeasured bySAXS
(solid symbols) and calculated with MD simulations (open symbols). b Schematic illustration of
ion tracks perpendicular (left) and parallel (right) to the c-axis. The thermal conductivity is shown
in radial orientation to the ion trajectory (arrows)

comparison between different studies, it is therefore common practice to limit fission
track analysis to tracks parallel to the c-axis.

5.3.1 Quartz

Synthetic quartz of different crystallographic cuts was irradiated with 2.2GeV Au
ions of fluences between 0.5 and 1 × 1011 cm−2. The radius of the ion tracks was
measured by SAXS on at least four different samples for each crystallographic ori-
entation.2

Figure5.6a shows the measured track radii for tracks along all three differ-
ent quartz cuts. For the batch irradiated at 1 × 1011 cm−2 average track radii of
3.69 ± 0.07nm (x-cut), 3.54 ± 0.04nm (y-cut) and 3.76 ± 0.04nm (z-cut) were
measured. For the second set of samples, irradiated at 1 × 1011 cm−2, nearly iden-
tical values were obtained: 3.74 ± 0.07nm (x-cut), 3.55 ± 0.04nm (y-cut) and
3.78 ± 0.04nm (z-cut). This demonstrates a good reproducibility of the irradiation
process and the SAXS-measured radii. The radii of the ion tracks in y-direction were
typically 6 % smaller than in the z-direction. Accompanying MD simulations were
provided by the group of Kai Nordlund at the University of Helsinki in Finland [2].
They show ion track radii in quartz of 3.48± 0.03nm (x-cut), 3.49± 0.02nm (y-cut)
and 3.71± 0.03nm (z-cut) as displayed by the open symbols in Fig. 5.6a. For the ion
tracks in y-cut and z-cut quartz, the simulated radii correlate well with the absolute
experimental values. Track radii from both, MD and SAXS, show a difference of 6%
between those in y- and z-cut quartz.

2The characterisation of several parts of the irradiated samples in independent SAXS acquisitions
provides a better reproducibility and lower uncertainties.
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The difference in the track radii between the track directions in the MD simula-
tions is attributed to the anisotropy in the crystal structure, as indicated by Fig. 5.6b.
Due to the hexagonal structure of quartz, the lattice constants a and c are not iden-
tical (c > a) and consequently also the thermal conductivity calculated by MD dif-
fers with ∼1.8W/mK along the x- as well as the y-direction and ∼2.5W/mK in
z-direction. As the thermal conductivity is critical for the size of the ion tracks (com-
pare Sect. 2.2), these crystallographic differences are the origin of the discrepancy
in the MD simulations. In the present case, a track along the z-direction experiences
a thermal conductivity of only 1.8W/mK along its radial component. In contrast, an
ion track perpendicular to the z-direction experiences a thermal conductivity of 1.8
and 2.5W/mK in along its radial component. As a lower thermal conductivity allows
a larger extend of the damage this can be partially explain the difference in track sizes.
Furthermore, a track along the y-direction should show an anisotropic cross-section,
rather than a circular one, which is confirmed experimentally in Sect. 5.5.

When accessing the results of the MD simulations, the radius for the x-cut is
identical to that of y-cut quartz. In fact, the x-cut is closer to the y-cut from a
crystallographic aspect, which is explaining these results. However, when comparing
these simulations with the experimental values, the radius of tracks along the x-cut is
much closer to that of the z-cut. Indeed, the x-cut has previously reported to be unique
as the only cut in which etched ion tracks display different shapes in twinned crystal
planes [12]. This suggests that other non-crystallographic effects may be responsible
for the larger tracks in x-cut than y-cut quartz.

5.3.2 Apatite

Inmost natural apatite single-crystals of larger size, the c-axis can be easily identified
due to their hexagonal structure (compare Fig. 4.1a in Sect. 4.1). This allows us to
cut thin samples of apatite that are oriented either parallel or perpendicular to the
c-axis. As a result, tracks aligned in these two directions can be produced to compare
the effect of the lattice anisotropy on the track radius. The irradiation was performed
with 2.3 GeV Bi ions at 1 × 1011 cm−2.

Figure5.7a shows the SAXS patterns for ion tracks in apatite from two different
geographic locations, apatite from Durango, Mexico (circles) and Dashkesan, Azer-
baijan (triangles). The corresponding track radii are shown in Fig. 5.7b. The radius
is clearly larger for tracks oriented || c-axis, in a similar manner, as it was demon-
strated for quartz. Depending on the geographic origin of the mineral specimen, the
difference was between 7% (Durango) and 2% (Dashkesan). The former apatite has
an F/Cl ratio of 8:1, while Dashkesan apatite only has an F/Cl ratio of 6.8:1.

This can be comparedwithMDsimulations byRabone et al. that shown a dramatic
effect of the mineral composition on the size anisotropy [13]. Their calculations
show track radii approximately 4% larger along the || c-direction in pure F-apatite
(comparable to Durango apatite) and even 10% larger in F-OH apatite. This track
radius anisotropy reduces with increasing Cl-composition (as in Dashkesan apatite)
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Fig. 5.7 a SAXS patterns for ion tracks parallel (|| c) and perpendicular to the c-axis (⊥ c) in apatite
from Durango, Mexico (circles) and Dashkesan, Azerbaijan (triangles). A hard cylinder model was
used to fit the results (solid lines). Patterns are offset for clarity. b The corresponding track radii
from the fits for all 4 samples show an anisotropy for track sizes in both types of apatite

and even reverses for pure Cl-apatite. The slightly higher Cl-concentration is most
likely responsible for the less pronounced effect of anisotropy. Our measurements
verify these simulation results.

With the thermal conductivity as the most important parameter for the radial size
of ion tracks, the present results suggest a higher thermal conductivity along the
c-axis than perpendicular, similar to quartz. The present results also agrees with
TEM measurements on 2.2GeV Au ion-irradiated apatite from Durango [14]. The
present results are of smaller magnitude, but display a similar trend as a previous
TEM investigation on Durango apatite irradiated with fission products of induced
238U fission [15].

5.4 The Shape of Ion Tracks in Apatite

The shape of chemically etched tracks has been studied extensively as summarised
byWagner and Van denHaute [16]. They have characterised the appearance of tracks
after etching with respect to applications in fission track dating. In this section, the
combination of SRIM-2008 calculations and SAXSmeasurements is used to estimate
the shape of an ion track [17].

It was previously shown (compare Sect. 5.2.2) how the track radius depends on the
energy loss of the ion, which is gradually changing as the energy decreases with the
ion penetrating through the crystal. This has already led to the conclusion, that ion
irradiation with energies above the Bragg-peak should demonstrate its larger cross-
section in their middle, where dE/dx is at its maximum [18]. However, the absolute
track radius is not solely determined by the dE/dx , but also by the ion velocity. In
fact, lower velocities yielded larger radii, as a result of the velocity effect.
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Fig. 5.8 a Illustration of the
longitudinal profile of ion
tracks in apatite based on
calculations of the energy
loss for low and high
energies (small squares) and
interpolation of the track
shape (large black squares).
The double-arrows show
different sample thicknesses
used for characterisation
with SAXS. b SAXS patterns
of ion tracks in apatite of
different thicknesses. A hard
cylinder model was used to
fit the results (solid lines).
Patterns are offset for clarity

To reconstruct the full shape of the an ion track, the track radius in the high-
energy (above the Bragg-peak, energy > 800 MeV) and low-energy sections (below
the Bragg peak, energy <800MeV) of the ion trajectory were deduced from the
two data sets in Sect. 5.2.2 (Fig. 5.5). This was achieved by separately interpolating
the respective radius-versus-dE/dx curves, as they show a linear relationship in the
energy ranges studied. The energy of the Bragg-peak (800MeV) was chosen to allow
anunbiased transition between the energy rangewhere the velocity effect is negligible
and where is it clearly visible. Using SRIM, the energy loss of an 2.2GeVAu ion was
calculated as it penetrates through the apatite crystal. The energy loss remains above
the track formation threshold until passing a distance of ∼80µm. The energy of the
ion at any position can be correlated with the experimentally observed track radii
from Fig. 5.5. These track radii were measured on very thin samples (∼30−40µm),
hence they relate directly to the ion energies of the incident swift heavy ions as their
energy losses are nearly constant over such lengths.

The shape of the ion track in Fig. 5.8a (circles) within the high-velocity regime
(section 0–52µm) displays almost cylindrical geometry, while in the low-velocity
regime (section 52–85µm) the radius is initially 30% larger than on the surface and
thendecreases rapidly towards the track end to approximately half the size.To connect
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Table 5.2 Radius R for ion tracks in apatite of different thicknesses, calculated using the simulated
shape of an ion track and measured experimentally by SAXS. The maximum length of an ion track
from 2.2GeV Au ions in apatite is ∼80µm

Thickness [µm] Calculated R [nm] SAXS track R [nm] R polydispersity [nm]

20 4.7 4.81 0.26

30 4.8 4.87 0.31

57 5.2 5.03 0.38

80 5.3 5.01 0.48

200 5.2 5.04 0.37

the two velocity regimes, the radius curve was smoothed by linear interpolation
(squares) illustrating the cigar-like track shape.

As previously demonstrated, SAXS provides a measure of the average track radii
in apatite with very high precision. Figure5.8b shows the SAXS intensity for ion
tracks in apatite samples of different thicknesses irradiated with 2.2GeV Au ions at
5 × 1010 cm−2. The sample thicknesses are marked by vertical lines in Fig. 5.8a and
indicate the parts of the track that are contained in the sample. For the thin samples
(20, 30µm) average track radii of 4.81 and 4.87 ± 0.05nm were measured. The
thicker samples (57, 80 and 200µm) show a radius between 5.01 and 5.04 ± 0.05
nm, an increase of 3–4% over the thin samples. The polydispersity for the average
radii increases from 0.25 ± 0.05nm for thin to 0.48 ± 0.05nm for thick samples,
reflecting the larger variations in the track cross-sections in the thicker samples as
they contain longer sections of the tracks.

The fitting parameters are listed in Table5.2 together with the estimates of the
calculated average track radii Rave from Fig. 5.5. These values were calculated by
integrating the radius Rave over the respective sample thickness L via:

πR2
aveL = Vave = π

∫ L

0
R2(z)dz (5.4)

The calculated results show comparable radii for the thin samples, although their
absolute value is slightly underestimated. They correctly predict an increase towards
thicker samples due to the largest cross-section being present around a depth of 55
±5µm.

It is noted, that the samples originate from three different ion irradiation exper-
iments over the course of several years. This demonstrates the reproducibility and
consistency of the observed track formation as well as the reliability of the SAXS
measurements.
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Fig. 5.9 Experimental set-up to study the non-circularity of the track cross-section by tilting the
sample around the track axis (black dashed line)

5.5 The Cross-Section of Ion Tracks in Quartz

For all results discussed in this work, it is assumed that the ion track cross-section
displays a perfect circular shape. The use of SAXS also allows us to verify this
hypothesis by characterising a tilted sample under different in-plane angles. For
this experiment, the sample was aligned so that the ion tracks pointed in the same
direction as the beam. Afterwards the sample was tilted by 10◦ as shown in Fig. 5.9.
In this geometry, SAXS measures the track radius parallel to the tilt axis. A series
of SAXS measurements was then taken by rotating the sample around the track axis
between 0 and 180◦ in steps of 10◦. This is equivalent to measuring the track radius
around a 180◦ segment of the track cross-section and allows its reconstruction. Each
SAXS images showed the well-known anisotropic scattering pattern and the signal
from each streak was independently isolated and fitted with a hard cylinder. The
radii, averaged from both streaks, are shown in Fig. 5.10 for tracks in quartz together
with the normalised radius for each pattern with respect to the average radius (right
axis). The position of 0◦ was arbitrarily chosen.

Ion tracks in y-cut quartz show a distinct minimum (at around 60◦) over the
half-period, that is stretching from 0 to 180◦. Furthermore, the data shows two addi-
tional, much less pronounced, minima around 60◦ before and after the main one.
However, as their values are extremely close to the average track radius, they only
have negligible effects on the overall shape of the tracks. Figure5.10b shows the
estimated cross-section of a track along y-cut quartz. The elliptical-shaped cross-
section is drawn by discretely plotting the experimental SAXS track radii obtained
in 10◦ steps. Intermediate values were obtained by linear interpolation and values
for angles between 180 to 360◦ assuming periodicity. For comparison, the average
track radius was computed by drawing a circle with the average track radii. The track
shows an elliptical shape with a numerical eccentricity of 0.4.

This elliptical cross-section can be explained in the framework of track formation
through the anisotropy of the thermal conductivity of quartz. As the track is pointing
along the crystal’s y-direction, its cross-section consists of the x-direction, as the
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Fig. 5.10 a SAXS-measured
radius (left axis) for ion
tracks under different angles
in quartz [tracks created
along y-axis]. The
normalised track radii (right
axis) are computed with
respect to the average track
radius. b Estimated shape of
the track cross-section (filled
shape) and a circular pattern,
based on the average track
radius (dashed line)

other in-plane direction, and the z-direction. Those components of the heat transfer
pointing in the z-direction are known to have a higher thermal conductivity (compare
Sect. 5.3) and are therefore expected to show less spread of damage than along the
x-direction.

In conclusion, these results show the cross-section of ion tracks in y-cut quartz.
Tracks in this material show a deviation from a perfect circle with tendency to a
more elliptical shape. Based on these results, further investigations would be of
great benefit: If the same experiment would be performed on z-cut quartz, a more
circular shape would be expected, due to the higher symmetry of the radial thermal
conductivity.
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5.6 Summary

In this chapter, the correlation between the ion irradiation parameters and the structure
of the resulting ion trackswas shown.Depending on the energy, two different regimes
were identified, low-E (below the Bragg peak) and high-E (above the Bragg peak).
Within each regime the track radius showed a linear dependence with the energy
loss in a certain range. However, comparing similar energy losses between low and
high ion energies, the track radii were nearly 2nm larger for lower energies. This is
explainedwith the higher radial energy density distribution for low-E as a result of the
velocity effect. The crystallographic direction was also shown to influence the size
of the ion tracks with the track radii in quartz and apatite differing between axes by
around 2−7%. As a primary factor of this size anisotropy, the different radial thermal
conductivities were identified. Finally, deviations of ion track shapes from cylinders
were investigated. A slightly elliptical cross-section was found for ion tracks in y-cut
quartz and a variation of the cross-section along the track length was estimated for
tracks in apatite.

Comparing the results of SAXS and SANS measurements on ion tracks in quartz
and apatite, similar values were found for the track radii and density differences
between track and host matrix. This indicates a uniform damage profile among the
cation and anion sub-lattice. All ion tracks measured by SAXS and SANS were
modelled with the same hard cylinder model.3 The use of this model can only give
an average value for the radius, unless additional parameters are introduced to take
a non-circular shape or length-dependent change in radius into account. However,
the deviations from cylindrical shapes are small such that the investigations in the
upcoming chapters will use this simplified model. This is further justified by the
primarily focus of this work on the understanding on the influences of external
parameters (e.g. temperature, pressure) on the relative change of the tracks size. For
this purpose, the average track sizes yields acceptable results.
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Chapter 6
Track Formation Under Temperature
and Pressure

This chapter discusses the influence of two external ion irradiation parameters on
ion track formation: temperature and pressure. In natural environments where fission
tracks are generated, both parameters can be significantly elevated compared with
ambient conditions. This particularly applies to fission tracks formed several thou-
sand metres below the earth’s surface, which are relevant for oil and gas exploration
[1]. The majority of irradiation experiments that simulate fission tracks, however, are
conducted under ambient conditions for practical reasons. Lang et al. have investi-
gated track formation under high temperature (250 ◦C) and in the presence of elevated
pressure (0.75 GPa), by irradiating zircon within a heatable high-pressure cell [2].
The track sizes were measured with TEM and indicate a small, positive correlation
between track cross-section and a simultaneous increase in temperature and pressure
during track formation. The present work systematically investigates the influences
of temperature and pressure independently in quartz and apatite. The results are
explained by using existing models for track formation.

6.1 Temperature-Dependence of Ion Track Formation

Natural fission tracks in apatite and zircon can typically be observed up to a max-
imum temperature of 120−150 ◦C and 250 ◦C, respectively, their so-called closure
temperature [3–5]. These temperatures correspond to depth levels down to 5−8
km. When fission tracks are formed at these depths, the track creation process also
occurs in the presence of elevated temperatures. However, when artificial fission
tracks are created for lab-based experiments, the tracks are generally formed at room-
temperature, thus making the assumption that the effects of temperature during the
track formation on the resulting tracks are negligible. This could potentially affect
geo-thermochronological data derived from the fission tracks. If tracks were longer
if created under elevated temperatures, this would underestimate the track shrinkage
effects and consequently underestimate fission track ages.
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In the field of materials science, only a few investigations regarding the effects of
the irradiation temperature on ion track formation have been carried out. In 1991, the
effect of different irradiation temperatures on latent ion tracks was studied in mag-
netic insulators such as (Ba, Sr)Fe12O19 and Y3Fe5O12 [6]. The results did not show
a clear dependence of the irradiation temperature on the ion track dimensions. This
may be a result of the experimental technique used, asMössbauer spectroscopy could
not measure the track cross-sections with an uncertainty below 20%. However, for
ion irradiation with lower energies (dE/dx < 10 keV/nm), where only discontinu-
ous damage fragments are formed, an increase of their cross-section was observed
for elevated substrate temperatures. The same issue was addressed again in 2001,
using lab-based SAXS for different irradiation temperatures on LiF [7]. Although an
increase of the track size for high temperatures was observed again, it could not be
confirmed within the uncertainty of the size-measurement.

The present work shows track formation under elevated temperatures in apatite
and quartz. The use of synchrotron-based SAXS leads to reduced uncertainties and
a larger amount of samples has increased the statistical significance. This has clearly
confirmed the positive correlation between irradiation temperature and track size [8].
The effect of the formation temperature on track sizes in apatite was investigated in
the context of fission track dating.

For quartz, the simple and well-understood structure has allowed simulations of
track formation using theoretical models. From these simulations, performed using
the thermal spike model and molecular dynamics simulations, quantitative parame-
ters such as the track radius can be investigated for different formation temperatures.
This enables us to gain an understanding of the mechanisms responsible for the
effects of temperature on track formation.

6.1.1 Apatite

Durango apatite was chosen for irradiation at a range of different temperatures at the
UNILAC at GSI in Darmstadt, Germany. The irradiation was carried out with 2.2
GeV Au ions at a fluence of 5 × 1010 cm−2 (compare Sect. 4.3). The temperature
of the samples was controlled to values between RT and 360 ◦C by a furnace. For
comparison, a set of reference samples was also irradiated at RT and, subsequently,
placed in the furnace. These samples were covered to prevent an additional exposure
to the ion beam. During the irradiation, these samples underwent an identical heating
cycle as those irradiated at the elevated temperature. The purpose of these reference
samples was to assess the influence of the heating cycle on existing tracks, to isolate
the sole effects of the substrate temperature during irradiation on the size of the tracks.
An additional set of apatite samples was irradiated with 1.7 GeV Xe ions at liquid
helium (24 K) and RT to also study track formation in the cryogenic temperature
regime.

Figure 6.1a shows SAXS detector images of tracks formed at RT (a1) and 360 ◦C
(a2). The similarity of the oscillating patterns in both images indicates no structural
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Fig. 6.1 a1, a2 SAXS detector images of ion tracks in apatite irradiated at RT and 360 ◦C. Darker
colours correspond to high scattering intensities. b SAXS intensities as a function of q for apatite
irradiated with 2.2 GeV (open circles) and 1.7 GeV (solid triangles) Au ions. A hard cylinder model
was used to fit the results (solid lines). Patterns are offset for clarity. c Corresponding ion track radii
as a function of irradiation temperature for high temperature (solid squares) and −250 ◦C (solid
diamonds). For reference purposes, a set of RT-irradiated samples underwent the same annealing
cycle as the high-T irradiated samples (open circles). A linear regression fit was applied between
radius and temperature (lines)
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difference between the two different irradiation temperatures. Figure 6.1b shows
the SAXS intensities as a function of q for all irradiation temperatures. The SAXS
patterns display a small shift of the intensity minima towards lower q values with
increasing irradiation temperature. For SAXS measurements on cylindrical objects,
the spacingsΔq = qn − qn−1 between theminima can be derived from the scattering
amplitude (or form factor). As it can be derived from Eq. (3.21) in Sect. 3.3.1, these
minimaΔq correspond to the zeros of the Bessel function J1(R · q) = 0. Hence,Δq
is inversely proportional to the size of the scattering objects, and its shortening is a
clear indication of an increase in track radius.

The best results in fitting the SAXS patterns were obtained by using a cylinder
model as discussed in Sect. 3.3.3. A variation in track radius was modelled by convo-
luting R with a normal distribution with standard deviation σR . This polydispersity in
the track radius was typically found to be within the range of 0.4–0.6nm (8–11% of
R) and corresponds approximately to the variation in track radius over the length of
the track. The fits for each SAXS curve are shown as solid lines in Fig. 6.1b. The track
radii deduced from the fitting procedure are shown in Fig. 6.1c. For tracks in apatite
irradiated at RT a radius of 5.1 nm was observed, which is in good agreement with
TEM measurements [9, 10]. Tracks produced at elevated irradiation temperatures
increase approximately linearly in radius with a rate of 0.06 ± 0.01 nm per 100 ◦C.
The apatite samples irradiated at −250 ◦C and RT show the effects of irradiation at
cryogenic temperature. They also show a positive correlation between track size and
temperature, with an increase at a rate of 0.03 nm per 100 ◦C. The absolute radii of
these two samples cannot be compared directly with the high-T series, as they were
irradiated with slightly lower ion energy.

Figure 6.1c also shows the track radii of the reference samples (open circles).
They underwent the same heating cycle as the primary samples. The total time for
the temperature ramping and heated up stage, the irradiation, and subsequently, the
cooling process accumulates to less than 15 min. Together with the relatively moder-
ate temperatures in comparison to their recrystallisation temperature, it is reasonable
to expect no significant reduction in the overall track size of recrystallisation. In fact,
the radii of the tracks in all reference samples have actually increased slightly dur-
ing the thermal annealing. However, their size has only increased with a rate that is
three to four times less than the samples irradiated under elevated temperatures. The
physical origin of this effect is likely related to a shortening in track length from the
defect annealing and recrystallization processes at the track boundaries. As shown
in Sect. 5.4, tracks in apatite have a smaller radii towards their end, where the ion
projectile has stopped as a result of lower energy losses. Upon thermal annealing,
this end typically recrystallises first [10]. As SAXSmeasures averages over the entire
track length, an initial damage recovery at the track end, i.e. where the track radius
is small, leads to an increase in the average track radius measured by SAXS.
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6.1.2 Quartz

Natural quartz samples were irradiated in a similar setup as apatite with 2.2 GeV Au
ions at a fluence of 5 × 1010 cm−2. Tracks in quartz possess a higher recrystallisa-
tion temperature than apatite, therefore higher temperatures up to 640 ◦C could be
employed without the danger of annealing the tracks during creation. Prior to irra-
diation, the quartz samples were polished and cut with the surface normal || c-axis
(z-cut) or⊥ c-axis (x- or y-cut). The corresponding SAXS patterns for the tracks are
shown in Fig. 6.2a and b, respectively. The SAXS patterns were again fitted using
the hard cylinder model and the resulting track radii are shown in Fig. 6.2c and d.
The radius polydispersity obtained from the fits was typically around 0.2−0.4 nm
(5−10% of R). Tracks in quartz show typical radii of 3.5−3.7 nm when created at
RT, which is of similar magnitude to TEM measurements at comparable stopping
powers [11]. Additionally, the tracks || c in quartz show a 5% larger radius than those
⊥ c. The origin of this difference is attributed to the anisotropy of the thermal con-
ductivities of quartz along different crystallographic directions as has been discussed
in Sect. 5.3.

With increasing temperature, the ion tracks show a linear increase in radius of
0.08 ± 0.02 nm per 100 ◦C for tracks ⊥ c-axis and 0.06 ± 0.02 nm per 100 ◦C for
tracks || c-axis. These values are of comparable magnitude to tracks in apatite. The
annealing of RT irradiated quartz reference samples also leads to an increase in the
track radius at a rate of 0.02 ± 0.01 nm per 100 ◦C. This is a factor of three to four
below the growth rate observed for high-T irradiations. The effect may be attributed
to a heat-induced irreversible expansion of the ion tracks [12]. The increase of the
track radius is linear over the entire temperature range tested, although above 573 ◦C,
α-quartz undergoes a reversible phase transition into β-quartz with a change of the
crystal structure from trigonal into hexagonal. The temperature effect on the track
size appears to be unaltered by the phase transition. Regardless of the irradiation
temperature, a density change of Δρ = 1.0 ± 0.4% was found using the procedure
described in Sect. 3.3.3.

6.1.3 Simulations and Discussion

The physical origin for the increase in track radius can be understood within the
limits of the inelastic thermal spike model (iTS) [13]. The model explains track for-
mation through amelting-process of atoms along the ion trajectory.Hence, the energy
required to form a track mainly depends on the difference between melting energy
Em and the internal energy Ei of the atoms. The internal energy changes with irradi-
ation temperature T0, consequently irradiation at elevated temperatures reduces the
amount of energy required for themelting process as shown schematically in Fig. 6.3.
If the energy difference is reduced, this increases the volume where the deposited
ion energy exceeds the melting temperature of the host material. As a consequence,
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Fig. 6.2 SAXS scattering
intensities for a ion tracks || c
a and b ⊥ c in quartz for
different irradiation
temperatures (open circles).
A hard cylinder model was
used to fit the results (solid
lines). SAXS patterns are
offset for clarity. Radius
obtained from the SAXS
patterns for c tracks || c and d
⊥ c for high-T (filled
squares). The corresponding
reference samples underwent
the same heat cycle (open
circles). A linear regression
fit was applied between
radius and temperature
(lines)
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Fig. 6.3 Schematic explanation for the larger track radii at ion irradiation high temperatures (high-
T) in comparison to room-temperature (RT)

Fig. 6.4 MD simulations (open diamonds) for ion tracks in quartz at different temperatures. A
linear regression fit was applied between radius and temperature (line)

an increase occurs for the radial distance around the ion trajectory where the energy
loss is high enough for ion track formation to occur, yielding larger track radii. For
irradiation at sub-zero degree temperatures, the same physical explanation can be
applied to the observed reduction in track size. The magnitude of the effect is lower
due to the reduced heat capacity of solids at cryogenic temperatures. Calculations
using the iTS model by Marcel Toulemonde from the CIMAP Laboratory in Caen,
show an increase of 0.07 nm/100 ◦C for the radius of tracks in quartz [8]. This pro-
vides an excellent match to the experimental values of 0.06 ± 0.02 nm/100 ◦C for
tracks || c and 0.08 ± 0.02 nm/100 ◦C for tracks ⊥ c.

Figure 6.4 shows the results of theMD simulations for tracks in quartz, performed
by the group of Kai Nordlund at the University of Helsinki in Finland [8]. The values
display a linear trend of the track radius with a relative increase of 0.10 nm/100 ◦C,
which is also consistent with the experimental results. Despite the good agreement
between MD and SAXS on the relative effects of temperature during irradiation,
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the absolute track radii differ by 0.7 nm. Such an offset is commonly observed
in results from the atomic potential used for SiO2, which may not fully describe
this complex phenomenon. It is potentially affected by the melting point, thermal
expansion and elastic properties of the potential, at least. Also the uncertainties in
the energy deposition might affect the track size as a function of temperature.

Overall, the MD simulations as well as iTS calculations for ion track formation in
quartz confirm the experimental observations by showing a larger track cross-section
when they are formed at elevated temperatures. In fact, the calculated increase in
radius is of comparable magnitude between the experimental results and those from
iTS-calculations and MD simulations.

In other materials, such as crystals exhibiting a strong ionic binding character
like LiF [7], a linear increase in damage cross-section was also observed (0.04
nm/100 ◦C). This is of particular interest, as ion tracks in LiF are not amorphous, but
rather consist of discontinuous arrays of point-defect clusters [14]. This shows that
the increase in damage radius with elevated temperature during formation is not only
limited to amorphisable materials such as apatite and quartz, but of a more general
character for damage created by swift heavy-ion irradiation. In contrast to the present
observation of a constant density change, the density range in LiF decreases with
increasing temperature, indicating that while the damage cross-section increases, the
damagemorphology (possibly point-defect density) decreases. This might be a result
of competing processes of dynamic annealing and defect production. For quartz, no
measurements of the radius as a function of irradiation temperature are available for
comparison [15].

For ion irradiation with low-energy ions in the keV to low MeV range (nuclear
range of stopping power), elevated temperatures generally lead to lower defect con-
centrations, displaying the exact opposite of the findings of this work for high MeV
to GeV [16, 17]. This is attributed to the thermally induced dynamic defect recovery,
so-called dynamic annealing. The present case shows that for the regime of elec-
tronic stopping power this negative correlation between temperature and damage
sizes is not visible. However, it is possible that if the irradiation was to be conducted
at higher temperatures, the effects of dynamic annealing would be visible and the
obtained tracks would again be smaller in size.

In Sect. 7.2.2 the thermal stability of these tracks upon expose to high temperatures
is compared with tracks created under ambient conditions.

6.2 Ion Irradiation Under Pressure

In this section, the effects of irradiation of quartz under pressure are systematically
investigated up to pressures of 4.4 GPa by combining ion irradiation in diamond
anvil cells (DAC) and subsequent SAXS characterisation. The experimental results
are compared with simulations using the iTS model and MD.

To date, the influence of pressure on the formation of ion tracks has only been
studied to a limited extent. Lang et al. have demonstrated a small increase in size
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for tracks in zircon when irradiation is carried out at elevated temperature and pres-
sure (250 ◦C and 0.75 GPa) using TEM [2]. Additional results by Lang show that
quartz, when irradiated at a pressure of 5.1 GPa, shows ion tracks with an unusually
large radius of 7.5 nm as measured by TEM [18]. Despite the larger uncertainty of
ion tracks measured by TEM, this radius is significantly larger than expected under
ambient conditions. For comparison, typical track radii observed by TEM for com-
parable energy losses are just around 5 nm [11, 19]. However, the lack of a reference
sample, irradiated at ambient pressure with similar energy has prevented definitive
conclusions about the effects of pressure on tracks in quartz from this single data
point. Nevertheless, these results indicate a positive correlation between pressure
and the track radii in quartz.

At this stage, no theoretical work has been published on the effects of elevated
pressure on the formation of ion tracks in insulators.

6.2.1 Track Formation in Quartz Within Diamond Anvil Cells

To address this question experimentally, quartz was irradiated under pressure and
subsequently characterised using SAXS while still under pressure and again after
the release of the pressure. For this purpose a set of four DACs was used. Each cell
was loaded with a small piece of synthetic quartz of 50 µm thickness and about
0.02 mm2 in size. The two diamonds used had a thickness of about 2.15 mm each.
Details about the set-up of DACs can be found in Sect. 4.2. The DACs were set
to pressures of 2.0, 3.9, 4.4 and 9.6 GPa with uncertainties of about ± 0.3 GPa. As
reference, an additional quartz piece of similar size was placed on the anvil of a single
diamond to obtain tracks formed under ambient conditions (1 bar) with similar ion
energies. Table6.1 shows a summary of the conditions of each DAC.

The DACs were irradiated with 37.2 GeV Au ions at the GSI Heavy Ion Syn-
chrotron (SIS) as outlined in Sect. 4.3.3. While penetrating the diamond, the elec-
tronic energy loss of the ions was calculated to be ∼10 keV/nm using SRIM-2008
[20]. When reaching the quartz sample, the initial ion energy has dropped to approx-
imately 6.8 GeV. With only 50 µm thickness of the quartz sample within the DAC,
this energy is more than sufficient to penetration the entire sample while the energy
loss was estimated to be∼16 keV/nm at the surface and rising to 17 keV/nm towards
the end. An irradiation fluence of 5 × 1010 cm−2 was used to prevent potential over-
lap effects in case the track radius increases significantly from their size at ambient
conditions.

After irradiation, the ion tracks were characterised with SAXS while the quartz
samples were still within the DACs and remained under the same pressure as during
irradiation. The DACs were aligned with approximately 5◦ tilt to the incident X-ray
beam. Figure 6.5 shows the SAXS detector images for the 1 bar reference sample
(a) and those irradiated at 2.0 (b), 3.9 GPa (c), and 4.4 GPa (d). After the pressure
of the 2.0 GPa cell (b) was released, the SAXS image shown in (e) was measured.
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Fig. 6.5 SAXS detector images for ion tracks in quartz, imaged while still under pressure and tilted
by 5◦ to the incident X-ray beam. The samples were irradiated at a 1 bar, b 2.0 GPa, c 3.9 GPa,
and d 4.4 GPa. e The 2.0 GPa cell after the release of pressure. The arrows indicate the streaks
resulting from the ion tracks. The parasitic streaks in b–d are a result of scattering on the diamond
of the DAC. The absence of curved streaks for the 3.9 GPa sample in c indicates no ion tracks were
found. Darker colours correspond to high scattering intensities
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Table 6.1 Data sheet for the DACs used for irradiation under pressure. The pressure P was mea-
sured using ruby fluorescence

Cell id P [GPa] Diamond thickness [mm]

Ref. 0.0001 2.240 ± 0.001

DAC3 2.0 ± 0.3 2.144 ± 0.001

DAC2 3.9 ± 0.3 2.145 ± 0.001

DAC4 4.4 ± 0.3 2.147 ± 0.001

DAC1 9.6 ± 0.3 2.147 ± 0.001

No SAXS signals resulting from ion tracks were found for the cells pressurised at
3.9 GPa (c) and at 9.6 GPa (SAXS image not shown, but similar to c). This is despite
the X-ray beam having a comparable spot size to the entire sample chamber within
theDAC. The onlyX-ray scattering that was observed originates from the diamond. It
remains unclear why only two of the four quartz samples have displayed ion tracks in
the present SAXS measurements. Their pressure values were in-between those cells
showing clear evidence of ion tracks, meaning that enhanced pressure itself to inhibit
track formation is very unlikely to cause this behaviour. Similarly, the SAXS set-up
allows a very precise alignment of the X-ray beam and the obtained images clearly
show that the quartz sample was hit correctly. This leaves the process of irradiation at
the SIS accelerator as themost likely source of error for the failure in track formation.
Critical for the formation of tracks are the proper alignment of the beam as well as
sufficient ion energy to penetrate through the first diamond to reach the sample. The
thickness of the diamonds was measured with approximately 4 µm precision and
even a small angle leading to a longer path throughout the diamond cannot fully
explain a total absorption of the initial ion energy. This leaves a misalignment of the
sample with the ion beam as the most likely reason for not observing ion tracks with
SAXS in these two cells.

The SAXS measurements show no indication that ion tracks have been formed in
diamonds as a result of the irradiation. This is in agreement with previous experimen-
tal investigations on the formation of tracks in diamonds, which have not observed
continuous ion tracks [21]. Simulations using MD, however, have suggested that for
energy losses above 10.5 keV/nm amorphous tracks could at least temporary form
in diamond. The lack of experimental observations is attributed to the inefficient
electron-phonon coupling [22].

Figure 6.6a shows the isolated SAXS patterns for the streaks of quartz irradiated
under 1 bar, 2.0 and 4.4 GPa and of the 2.0 GPa sample after the release of pressure.
All samples were imaged in different DACs and show a different extend of overlap
with the parasitic scattering with the diamond. Thus the patterns appear to differ in
shape at higher q-values. However, this might not necessary be an indication of a
different track structure. All SAXS patterns show a clearly visible first oscillation and
could be fitted by using the same hard cylinder model, as previously used for quartz
irradiated under ambient conditions. The resulting track radii are shown in Fig. 6.6b.
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Fig. 6.6 a SAXS patterns for ion tracks in quartz in DACs, tilted by 5◦, irradiated under pressures
at 1 bar (top circles), 2.0 GPa (centre circles), and 4.4 GPa (bottom circles) and after release of the
2.0 GPa cell (crosses). A hard cylinder model was used to fit the results (solid lines). Patterns are
offset for clarity. b Track radii derived from the SAXS patterns in a as a function of pressure during
ion irradiation. A linear regression was applied between radius and irradiation pressure (line)

They clearly indicate a positive correlation between pressure and the average track
radius. The increase of the radius, as a consequence of the increased pressure, is
of the order of 0.15 nm/GPa or approximately an increase in size by 22% between
irradiation at 1 bar and 4.4 GPa (Table6.1).

To test whether the effect of the pressure on the tracks was permanent, the pressure
in the DACwas released and the samples measured again. The corresponding SAXS
pattern for the 2.0 GPa cell is shown in Figs. 6.5e and 6.6b (solid diamond). The
tracks irradiated at 2.0 GPa have shown the same radius within the uncertainty after
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pressure release. It is noted that the 4.4 GPa sample did not show any streaks or
signs of ion tracks after the pressure release. The X-ray spot was observed to clearly
hit the sample, as some scattering originating from non-track related defects in the
crystalline quartz structure was observed. A possible explanation could be that the
sudden unloading of the DAC and rapid reduction of pressure from 4.4 GPa down to
ambient conditions led to a recrystallisation of the tracks. For the 2.0 GPa sample,
this quenching process might have been less strong, thus the track fully survived
the pressure release. In fact, the SAXS signal for the 2.0 GPa sample appears to be
weaker in comparison with the measurement under pressure. This might indicate a
partial recrystallisation mechanism could take place her as well. However, the low
amount of samples does not allow a further investigation within this work. It is noted
that if the experiment was repeated, a slow release of pressure might therefore be
advisable for the DACs to determine whether this causes the disappearance of the
ion tracks.

It is noted that the SAXS patterns not only differ by the measured average track
radius, but also in polydispersity, background and intensity. This is more attributed
to the use of DAC, leading to a range of discrepancies between each sample. This
includes different sample sizes, measurements under different angles, and differ-
ent X-ray attenuation due to the use of different diamonds and X-ray angles. Thus
parameters beyond the track radius, requiring the absolute scattering intensity (i. e.
density difference), cannot be derived from these SAXS patterns. The success of the
hard cylinder model on fitting the SAXS patterns, however, suggests a rather similar
structure for tracks created under pressure in comparison with ambient conditions.

6.2.2 Thermal Spike Calculations for Elevated Pressure

The experimental SAXS results have clearly demonstrated an increase in the track
radius when quartz was irradiated under elevated pressure. The similarity of the track
radii before and after the release of the pressure shows that the radial increase is a
permanent effect, which is resulting directly from the higher pressure conditions
during the formation of the ion tracks. These results can be compared with inelastic
thermal spike (iTS) calculations, whichwere carried out byMarcel Toulemonde [23].

In Sect. 6.1, the same model was used to simulate the size of tracks as a function
of temperature. The model uses the difference between the initial energy Ei and the
melting energy Em , which is the energy required to reach the melting temperature
plus the energy for the phase transition from solid to liquid. When elevated pressure
levels are taken into account, Ei increases due to an additional term −PdV with
dV < 0. This increase amounts to 0.08 eV/at per GPa, based on calculations taking
into account the volume change, as shown by Yamanaka et al. [24]. At the same time
elevated pressure is known to increase the melting temperature of SiO2, as evident
from the phase diagram of quartz at its equilibrium state shown in Sect. 1.3.1. This
leads to an increase of Em by ∼0.03 eV/at per GPa for pressures less than 7 GPa
[25]. The overall change in the total energy now required for ion track formation
under pressure is:
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Fig. 6.7 Ion track radii for
high-pressure irradiated
quartz from the experimental
SAXS patterns in Fig. 6.6
(full squares) together with
theoretical results (open
circles) from a iTS
calculations and b MD
simulations. A linear
regression fit was applied
between experimental radii
and irradiation pressure
(solid lines)

d(Em − Ei )/dP = −0.05eV/at per GPa (6.1)

Using d(Em − Ei )/dP < 0, the increase in track radius can be explained in a
similar way as for elevated temperatures in Sect. 6.1. The reduced energy required
for track formation at elevated pressures leads to more available energy as compared
with ambient conditions. This excess in energy is deposited in radial direction and
consequently leads to an increase in radius for the (cylindrical) region in which the
deposited energy is above the track formation threshold.

Figure 6.7a shows the experimentally obtained SAXS results (solid squares)
together with the iTS calculations for comparable conditions to the irradiation (36
MeV/u and 13 keV/nm) [26]. Both, the iTS model and the experimental results show
an increase as a function of pressure although they strongly differ in the rate of
increase. The experimental rate of 0.15 nm/GPa is significantly lower than the cal-
culated rate of ∼0.8 nm/GPa. Given the simplifications of the iTS, the discrepancy
is most likely a result of an overestimation of the pressure-related effects from the
model. This overestimation is likely a result of the assumptions about the melting
phase transition from solid to liquid made by the iTS model. While the iTS model
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takes the parameters at the equilibrium into account, the effects of swift heavy ions in
solids are, in fact, far away from equilibrium. Hence, the calculated values may not
necessarily fully reproduce the effects of pressure on the track radius in a quantitative
way.

6.2.3 Molecular Dynamics Simulations

MD simulations have also been used to study track formation under pressure by
the group of Kai Nordlund [8, 27]. Figure 6.7b shows the experimental track radii
together with MD simulations for track formation at a range of different pressure
values up to 6 GPa using the TT-MD code. The parameters are similar to Ref. [11,
28]. The initial pressure in the simulation cells is createdwith a Berendsen thermostat
[29] in a 50 ps relaxation run. During the simulation, no pressure control is applied.
The overall agreement between the increase in radius, as reported by the TT-MD
model and the SAXS measurements, is remarkably good.

6.3 Summary

In this chapter, it was demonstrated how the radii of amorphous tracks formed in
crystalline apatite and natural quartz, shows a positive correlation with the temper-
ature during formation (1–2% per 100 ◦C). The effect has appeared in a range of
insulators, and is not only limited to phosphate minerals and simple oxides, but has
also been observed in ferrite andmetallic garnets [6], as well as ionic-bonded crystals
[7].

In a similarmanner, a positive correlation between track radius andpressure during
track formationwas shown. For synthetic quartz, pressure has shown a relatively large
influence on the ion track radius ( �5% per 1 GPa). As only one material system
was investigated at only a small range of pressures, it would be interesting to carry
out similar experiments using a wider range of materials and pressures.

The results on temperature- and pressure-dependence were both compared to
molecular dynamics (MD) simulations, showing a good agreement in both cases. The
results were also explained by thermodynamical considerations showing a reduc-
tion in the energy required to reach the melting point. Calculations with the iTS
model for swift heavy ion irradiation under pressure have identified two competing
pressure-dependent terms: Firstly, the amount of energy required to reach themelting
temperature, which decreases with pressure. Secondly, the energy required for the
melting process of the material, which increases with pressure. As the first term is
dominating over the second, increased pressure leads to an overall decrease of the
energy required for track formation and consequently an increase in track size. The
iTS calculations have overestimated the magnitude of this effect. This is likely a
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result of these calculations at the equilibrium state not taking all aspects of the phase
transition into account, as these processes occur far from the equilibrium state.

Simulations using MD, however, have provided a good quantitative agreement
with the experimental results. This can be attributed to the farmore accurate approach
MDuses, as it calculates the atomistic response to the swift heavy ions under pressure
and does not assume equilibrium conditions.
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Chapter 7
Thermal Annealing of Ion Tracks

At ambient temperatures, ion tracks in minerals are known to be stable and fairly
constant in size. Even over geological timescales, in the range of hundreds of million
years, only small reductions in length occur [1]. This changes dramatically when
the tracks are exposed to elevated temperatures, leading to a recrystallisation of the
damaged structure and a shrinkage in track size (i.e. length and radius). This process
is extremely temperature-dependent, with a full recovery and disappearance of all
tracks at 170–200 ◦C over geological timescales of 106 years [2]. When annealed at
350–400 ◦C, however, a duration of less than 1h is sufficient to fully erase all tracks
[3]. This is a result of the rate of recrystallization being typically associated with an
exponential dependence of the diffusion rate of the displaced atoms incorporated in
the ion tracks on temperature.

Fission track thermochronology correlates the length distributionwith the temper-
ature to reveal the thermal history (assuming the values are not affected by pressure).
For this purpose, a detailed understanding of the effects of temperature on the shrink-
age of the tracks is necessary. This not only requires a collection of natural samples
with well-known history, but also a range of lab-based annealing experiments over
short timescales. The latter experiments typically involve freshly induced tracks from
an external source (e.g. from a nuclear isotope or an ion accelerator) that have never
been subjected to thermal annealing before [1]. The annealing of these tracks under
controlled conditions, typically between several days up to a few months, yields
the distribution in tracks lengths and consequently the shrinkage rates. These values
can then be extrapolated to geological timescales (see Sect. 1.2.3 for a comparison
of different models). Less understood than temperature, are the effects of pressure
on the annealing rate of ion tracks. In fact, a range of contradicting claims report
annealing rates for fission tracks in apatite that are either increased [4], or rates that
are reduced [5, 6], as well as annealing rates that display no measurable influences
at elevated pressures [2, 7, 8].

This chapter starts with an investigation of thermal annealing of apatite and quartz
in a series of experiments under ambient pressure conducted over timescales below 1
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hr.All characterisation of the ion tracks in this chapter is carried out usingSAXS.This
allows high-precision measurement of the track directly, while the relative change in
length can be estimated indirectly through the scattering intensity and the volume of
the tracks. For quartz, annealing of ion tracks along the three main axes is compared.
For apatite, only ion tracks parallel to the c-axis were investigated, as this direction is
the preferential orientation used for fission track analysis. To investigate the effects
of simultaneous exposure of temperature and pressure on tracks under controlled
conditions, thermal annealing was conducted for ion tracks in apatite by using heat-
able diamond anvil cells (DACs). Continuous measurements of the track sizes with
in situ SAXS were used to investigate whether elevated pressures influence the track
annealing process. In order to translate these findings to fission track annealing, the
effects of pressure gained from these results were subsequently extrapolated down
to geologically relevant pressures.

The key goal of these experiments is to investigate the annealing mechanism
of latent ion tracks in quartz and apatite. Using SAXS, the reduction in radius and
length can bemonitored on the latent tracks during the annealing process using in situ
measurements. This is fundamentally different to previous track annealing studies,
altering the structure of the tracks via chemical etching and subsequently imaging
them with optical microscopy. The advantage of characterising latent tracks is a
direct access to the annealing kinetics without the influence of the etching kinetics.
The aim of these experiments is to complement the wealth of previous investigations
on etched tracks and verify their results. This includes the reduction of radius and
length at a range of different annealing temperatures and for tracks along different
crystallographic orientations. Another major aspect the present experiments address
is the effect of elevated pressure during track annealing.

The annealing was carried out in two different ways: isochronal and isothermal
annealing. For isochronal annealing, the samples were heated for a series of steps
at different temperatures, all for a constant period time. The track size was either
monitored ex situ when the sample was cooled down to RT, or in situ at the respec-
tive annealing temperature. For isothermal annealing, the samples were heated to a
specific temperature, which was often determined by previous isochronal annealing
over a larger range of temperatures and the track size was characterised continuously
in situ [9].

In all annealing experiments within this work, freshly induced ion tracks were
used. Those tracks were created under well-controlled conditions with detailed
knowledge of all relevant parameters. Even more importantly, unlike spontaneous
fission tracks, those tracks have not been exposed to higher temperatures prior to
annealing, ensuring no annealing history has rendered those tracks more resistant
[8].
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7.1 Ion Tracks in Quartz

Ion tracks were created in synthetic quartz of well-defined cuts along the x , y and
z-direction by irradiation with 2.2GeV Au ions at fluences of 5−10 × 1010 cm−2 at
theUNILACatGSI inDarmstadt,Germany. Irradiationwas carried out perpendicular
to the surface of each respective cut. The samples were polished down to thicknesses
between 60 and 80µm, which is below the estimated track length of 95µm. Hence,
all track length correspond to the sample thicknesses.

During the annealing process, an in situ SAXS imagewas taken everyminute,with
the patterns shown in Fig. 7.5 corresponding to the end of each annealing step. The
samples were heated using the Linkam TS-1500 annealing stage, which is described
in detail in Sect. 4.4.2.

7.1.1 Isochronal Annealing

For isochronal annealing, the samples were exposed to a range of temperatures to
study the recrystallisation mechanism of the amorphous tracks that form under the
given irradiation conditions back to the initial crystalline structure, similar to their
surrounding host matrix. Due to the high thermal stability of ion tracks in quartz, the
first annealing temperatures were chosen at 400 and 600 ◦C and then increased in
steps of typically 20 ◦C for durations of 20min until the track signature in the SAXS
images disappeared.

Figures7.5 and 7.1 show the in situ SAXS patterns in two- and one-dimensional
q-space, respectively, at different stages of the ion track annealing. The oscillations
can be seen to stretch to higher q with increasing temperatures, indicating a gradual
decrease in the track radius. For x-cut, the streaks in the SAXS patterns vanished
almost instantly upon reaching 640 ◦C. In the case of y- and z-cut, on the other hand,
the ion tracks remained present up to a temperature of 1040 ◦C. The 1D patterns in
Fig. 7.1 were obtained by extracting the scattering of the “streak” from each image
in Fig. 7.5.

Reduction of the Ion Track Radius

The track radii obtained at the end of each temperature step from the respective fits
are shown in Fig. 7.2a. For ion tracks in y- and z-cut quartz, no significant reduction
of the ion track size was observed until a temperature of around 800 ◦C was reached.
When compared with annealing studies on quartz utilising chemical etching, these
results show a very similar behaviour. For a range of different ion track orientations,
Sandhu et al. has demonstrated a reduction in length for etched ion tracks starting at
700 ◦C and showing a significant reduction at 950 ◦C [10]. The ion track retention, the
ratio between the registration efficiency of annealed and un-annealed etched samples,
were studied by Sawamura et al. in x-, y- and z-cuts, using similar techniques [11]. In
agreement with the findings of this work, they reported x-cuts showing an ion track
retention of less than half of that for y/z-cuts at 550 ◦C. Ion tracks in x-cut quartz have
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Fig. 7.1 Detector images for in situ SAXS showing ion tracks in quartz at different temperatures
after successive annealing for 20min at each temperature. Darker colours correspond to high scat-
tering intensities. [top row: tracks along x-cut direction, centre row: tracks along y-cut direction,
bottom row: tracks along z-cut direction]

previously demonstrated unique behaviour compared to other orientations showing
different etching rates in twinned areas [12].

The recrystallization process is typically explained by thermally induced diffusion
of the displaced atoms, i.e. a recombination of interstitial atomswith lattice vacancies
[13, 14]. Particularly when studied in a geological context, the cylindrical nature
of the ion tracks normally leads to the assumption that ion track recrystallization
depends mainly on the diffusion perpendicular to the ion track direction [13, 15,
16]. For O-atoms in c-SiO2, the diffusion constant D is indeed higher for parallel
than for perpendicular orientation to the quartz c-axis [17]. In addition, the activation
energy for diffusion is lower in the parallel direction to the c-axis, compared to
perpendicular (1.5 vs. 2.1 eV). The anisotropy of the diffusion rates of displaced
oxygen atoms in ion tracks within z-cut quartz suggests recrystallization would take
longer and require higher temperatures than in x-cut, in accordance with what is
observed in the present study. However, radioactive tracing studies for Si atoms in c-
SiO2, show very similar diffusion constants in all directions, suggesting the diffusion
of the Si cations cannot explain a difference in the annealing behaviour for different
orientations [18]. Yet as the diffusion of Si-atoms in c-SiO2 is significantly lower
than that of O-atoms, the diffusion of silicon represents a bottleneck for ion diffusion
[19]. Furthermore, the anisotropy of the diffusion cannot explain the similarity of the
ion track recrystallization in y- and z-cut, opposed to the x-cut. This indicates that
diffusion is not the sole contributor responsible for ion track recrystallization and
yet unknown effects might play a similarly important role. The present work shows
agreement with previous experiments on etched ion track recrystallization, however,
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the underlying cause for the difference in directional recrystallization, particularly
between ion tracks in x- and y-direction, remains elusive.

Figure 7.2b shows the evolution of the scattering intensity at different anneal-
ing temperatures from an extrapolation of the fitting curves to q → 0, where the
intensity is saturating to I0. Up to 400 ◦C the scattering intensity remains almost
constant, but between 400 and 600 ◦C all three cuts show a significant drop in inten-
sity. The scattering intensity for the ion track density N can be expressed as (compare
Sect. 3.3.3):

I0(R, L ,Δρ) = I (q → 0) = N (Δρ · ρe)
2
(
πR2L

)2
(7.1)

As the ion track radius R was shown to remain mostly unchanged within this temper-
ature range, and similar results have been reported for the ion track length L [10], the
rapid drop in intensity is mainly attributed to a change in the relative density differ-
ence Δρ between ion track and host material with electronic density ρe. The origin
of the decrease can be attributed to the phase transition of α-quartz into β-quartz
at 573 ◦C that is accompanied with a reduction in the density of the host material.
While the density of the amorphous ion track should remain constant, the density of
the surrounding matrix material decreases by 5%, from 2.65 to 2.53 g/cm3 (Refs. [3,
20]).

Using the absolute scattering intensity, the reduction in density of the ion
tracks compared to the matrix can be estimated to be approximately 1.0 ± 0.3%
(Sect. 3.3.1). Assuming the amorphous ion track is not affected by the phase transi-
tion of the crystalline material, its absolute density would remain unchanged while
the surrounding host matrix material shows a reduction in density exceeding the ini-
tialΔρ. Consequently, this suggests a change of the ion track density difference from
underdense to overdense. From Eq. (7.1) it can be derived that the SAXS intensity
only depends on the absolute square of the density change. Therefore, the change
from under- to overdense has no substantial effect on the scattering pattern.

However, the present findings show a reduction of the intensity by about a factor of
2–3 as a result of the phase transition. Using Eq. (7.1), this implies a newΔρ around
0.6–0.7%. With the reduction of the host matrix by 5%, this opens the question on
the accuracy of the present Δρ. A more suitable value for Δρ would be ∼3%. In
that case, the density misfit would be ∼2%, fully explaining the reduction of the
density of the matrix by 5%. An error in the calculation of Δρ by a factor of 3,
however, would yield a scattering intensity 9 times as large as evident from Eq. (7.1)
(the values for R and L are well-known with an uncertainty below a few percent).
This seems not realistic, even when the typically large uncertainties in determining
I0 are considered. To verify the present approach, it would be advisable to carry out
further testing and to measureΔρ on a number of ion tracks with well-known density
difference and geometry (e.g. etched tracks of cylindrical shape).

For temperatures beyond the α to β-quartz phase transition, a much slower
decrease of the intensity is observed, mainly due to the reduction in ion track volume
with the decrease in ion track radius and length. For the remainder of the anneal-
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Fig. 7.2 In situ SAXS q-patterns for ion tracks in quartz of a x-cut, b y-cut, and c z-cut at RT and
after annealing at different temperatures (open circles). A hard cylinder model was used to fit the
results (solid lines). Patterns are offset for clarity
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Fig. 7.3 a Ion track radii and b SAXS intensity I0 as a function of temperature for isochronal in situ
annealing. Ion tracks in quartz along x-direction (diamonds), y-direction (circles), and z-direction
(squares) as shown. The track radii remain approximately constant for low temperatures and show
a rapid reduction at higher temperatures. The SAXS intensity shows a strong drop around 550 ◦C
as result of the quartz α → β transition

ing process β-quartz remains the dominating structure, as the 870 ◦C transition into
α-tridymite only occurs in natural quartz possessing certain impurities and is not
present in synthetic quartz [21].

Reduction of the Ion Track Length

The SAXS patterns contain more information than just the track radius. It is also
possible to use Eq. (7.1) to calculate the (relative) track length during annealing [22].
This requires knowledge of the time-dependent SAXS intensity I0(t), the radius R(t)
and the density difference Δρ.

The former twoquantities canbedirectly accessed from thedata on track annealing
during in situ SAXS. Figure 7.3 shows results for the (a) y-cut (⊥ c) and (b) z-cut (‖ c)
from Fig. 7.2, with the normalised ion track cross-section A = R2π, and normalised
intensity I0. The track radii were normalised with respect to the intensity at 650 ◦C,
allowing a comparison of both cuts despite different absolute values in scattering
intensity. This temperature point was chosen as the track cross-section was still close
to its initial size, but the host matrix had undergone the phase transition from α to
the β-quartz at 573 ◦C. This is critical for the calibration of the density difference
Δρ between the amorphous (under-dense) ion track and its host material. During
the annealing process the track cross-section remains fairly constant for moderate
temperatures and only starts to show a reduction for tracks along both orientations
in the temperature range 800–1000 ◦C.

The density differenceΔρ, the third and final parameter that connects track length
with SAXS intensity, is assumed to be constant over time. This assumption is nec-
essary as the present SAXS measurements do not allow us to probe L(t) and Δρ(t)
independently, but only their product L(t) · Δρ(t), as evident from Eq. (7.1). How-
ever, Δρ(t) = const. is supported by findings that underdense amorphous tracks (as
in the present work) recrystallise by a recombination of their defects along the track
surface [23]. Hence, for radial reductions in track size, the average density difference
only changes along the interface between its cylinder surface and the surrounding
matrix material.
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Fig. 7.4 Ion track cross-section area for in situ thermal annealing for ion tracks in quartz of a y-cut
and b z-cut. The area of the track cross-section A (full circles), its square A2 (open circles), and the
SAXS intensity I0 (solid squares) are shown

Figure 7.4 shows a comparison of the normalised track radius R(t) and relative
track length L(t) calculated based on the assumption that the density change is
constant over time.Up to temperatures of 940 ◦C, no significant change in track length
was observed. Above 940 ◦C, however, track lengths start to decrease rapidly. Upon
reaching 1010 ◦C they dropped down to approximately 30%of their initial value. This
is significantly faster than the shrinkage of the respective track radii within the same
temperature range, which are only showing a reduction to approximately 80%of their
initial values. Finally, at temperatures of approximately 1020–1040 ◦C, the intensities
are approaching zero for both orientations, indicating complete recrystallization of
the ion tracks is imminent (compare Fig. 7.5). Similar to the track radius discussed
earlier in this section, for tracks along y- and z-direction, the orientation of the tracks
within the crystal structure does not show any significant influence on the reduction of
the track length. In fact, tracks in z-cut quartz show a similar curve as in y-cut quartz,
but shifted to lower temperatures by approximately 20 ◦C. Although this deviation is
above the uncertainty of the furnace temperature, it is potentially possible that other
experimental conditions (e.g. slightly different thickness, non-identical annealing
cycle) are responsible for this difference.

These results agree with previous results of track annealing by Aframian, who did
not detect any annealing anisotropy when studying track shrinkage up to 950 ◦C by
using chemical etching [24]. In contrast, Sandhu et al. reported a slower track length
reduction in track parallel to the c-axis than in tracks oriented perpendicular to the c-
axis. At 950 ◦C they have reported a typical track reduction to 50% for the former, but
a length contraction down to only 20% for the latter [10]. Both experiments, however,
differ from the present results not only through their use of chemical etching, but
were also conducted with lower ion irradiation energy and in natural quartz.

In conclusion, these results indicate that the reduction of the track radii and lengths
during thermal annealing in synthetic, crystalline quartz is comparable for tracks in
y- and z-cut quartz. This leads to the assumption that different alignments of the
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track with respect to the c-axis of quartz, can yield similar annealing rates, as shown
on tracks parallel (z-cut) and perpendicular (y-cut) to the c-axis (assuming a constant
density difference). However, this stands in direct contrast to the total disappearance
of the tracks in x-cut quartz (also perpendicular to the c-axis) between620 and660 ◦C.
It is suggested that the phase transition from α to the β-quartz (573 ◦C) might have
an impact on track annealing for x-cut tracks, while y-cut tracks remain unaffected.
This could be the reason why these two quartz cuts, although in both cases tracks
are oriented perpendicular to the c-axis, show a very different annealing behaviour
and recrystallise at different annealing temperatures.

7.1.2 Isothermal Annealing

The previous subsection has demonstrated a strong resilience of ion tracks in quartz
when annealed at moderate temperatures. Only when a sufficiently high tempera-
ture is reached, an appreciable reduction of the ion track size was observed. The
temperatures for isothermal annealing were chosen based on the values obtained
in the previous subsection, such that the ion tracks displayed a significant amount
of recrystallization within a duration of approximately 30min. For the quartz x-cut
samples, this range is 600–640 ◦C, while a range between 940–980 ◦C was used for
the y- and z-cut samples. Figure 7.6 shows the ion track recrystallization in quartz
of x- (a), y- (b) and z-cuts (c) as a function of annealing time for different tempera-
tures. The respective annealing temperatures after ramping are reached at the point of
t = 0 of the time axis (vertical black line). Ion tracks in all orientations show a rather
fast reduction in ion track size for the highest temperature (triangles), while slightly
lower temperatures exhibit much slower ion track recovery (circles, squares). These
annealing experiments were conducted by using fresh, un-annealed samples for each
temperature. This differs from the previously used methodology as it avoids poten-
tial cumulative annealing effects, which could result from the successive increases
in temperatures. Nevertheless, previous results on track annealing in apatite indicate
that such cumulative annealing effects can be neglected [25, 26].

By applying the laws of diffusion to the recrystallisation of the amorphous tracks,
an activation energy Ea of the process can be extracted. The diffusion constant
according to Fick’s law typically shows a Boltzmann distribution:

D(T ) = D0 exp

(
− Ea

kBT

)
(7.2)

It is further assumed that the change in radius is linear on a logarithmic scale,
which is typically not true for extrapolations from laboratory timescales to geological
timescales of millions of years (compare Sect. 1.2.3). For the interpolations in this
work, however, such an approximation is generally sufficient [27–31]. Using Eq. 1.6
for the Arrhenius model, the activation energy can be found by varying one of two
parameters that dictate the change of defect concentration: the annealing temperature

http://dx.doi.org/10.1007/978-3-319-96283-2_1
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T or the annealing duration t . For isochronal annealing of tracks in apatite with
t = const, the activation energy Ea of the recrystallization process is calculated by:

ln

[
1 − r

r0

]
= C − Ea

kBT
+ n · ln (t) (7.3)

Here r/r0 is a suitable normalised parameter to describe the track fading via its
change in defect concentration [13, 32]. Since the number of defects is proportional
to the volume of the ion track and therefore the square of the track radius R2, the
track normalised radius R/R0 can be used as a parameter describing the track size
reduction. For constant annealing temperature T , Eq. (7.3) allows a calculation of
the activation energy by either keeping the radius R(t) constant (horizontal lines in
Fig. 7.6) or the annealing time t constant (vertical lines in Fig. 7.6).

ln

[
1 − R

R0

]
= C1 − Ea

kBT
=⇒ Ea = −

∂ ln
[
1 − R

R0

]

∂ [1/(kBT )]
t = const. (7.4)

n · ln(t) = C2 + Ea

kBT
=⇒ Ea = n

∂ [ln(t)]

∂ [1/(kBT )]
R = const. (7.5)

Figure 7.6d–f show the corresponding Arrhenius plots, with the slope of the
linear fits resembling the respective Ea values for t = const. (open symbols) and
R = const. (full symbols).

For the vertical cross-cut method from Eq. (7.4), a range of annealing times
was chosen and the corresponding annealing radii were determined for the different
temperatures. For tracks in x-cut quartz sample, the tracks did disappear relatively
quickly, despite the lower temperatures. This prevents an analysis with the vertical
cross-cut method due to the low amount of data points along the time axis. For tracks
in y- and z-cut quartz samples, g(R) = | ln [1 − R/R0] | is shown as a function of
reciprocal temperature in Fig. 7.6e–f, using linear regression to calculate the slope.
The activation energy can directly be derived from the slope to Ea of 5.5 ± 0.3eV
(y-cut) and 5.2 ± 0.5eV (z-cut).

For the horizontal cross-cut method from Eq 7.5, a range of reduced track radii
was chosen and the corresponding annealing times were determined for the different
temperature. For tracks in all three quartz cuts, ln [ti ] is shown as a function of
reciprocal temperature in Fig. 7.6d–f, using linear regression to calculate the slope.
To derive Ea for the track recrystallisation, a knowledge of the value of n in Eq.7.5
is required. Here, n = 1 is estimated, as the short annealing times in this experiment
should allow the use of a simpler track annealing model [28]. The calculations for
the Ea of recrystallisation of tracks in quartz show: 3.6 ± 0.7 eV for the x-cut, 6.3
± 0.5eV for the y-cut and 5.6 ± 0.7eV for the z-cut. These values are just within
the uncertainty of the horizontal cross-cut method, thus justifying the assumption
n = 1.

The Ea of the recrystallisation from both methods only shows small differences
between tracks in y- and z-cut quartz. For tracks in x-cut quartz, however, signif-
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Fig. 7.5 Normalised track
radius (squares) and track
length (circles) measured by
in situ SAXS with isochronal
annealing for ion tracks in
quartz of y-cut (solid
symbols) and z-cut (open
symbols)

icantly lower values for Ea were found. This reduced activation energy for recrys-
tallisation in x-cut direction is in agreement with the present results on isochronal
annealing shown in Sect. 7.1.1. Although the direct mechanism for this behaviour
is not identified in the present work, it can be speculated that effects by the phase
transition from α to β-quartz might contribute to the faster recrystallisation of tracks
in a particular crystalline direction.

The present results can be compared to recrystallization experiments of thin amor-
phous films (solid-phase epitaxy). Their significantly larger amorphous area allows
an easier characterisation in comparison to nano-sized ion tracks. The activation
energies might differ slightly, as their geometry differs from ion tracks by possessing
a flat recrystallization front, instead of cylindrically shaped one. Using Rutherford
backscattering (RBS), Gasiorek et al. have found an activation energy of 3.6eV
in z-cut silica under ambient atmosphere, that was previously amorphised via low
energy (175 keV) Rb ions [33]. For amorphous SiO2,Wagstaff and Richards reported
3.3eV in H2O-vapour atmosphere, but 5.8eV when crystallisation occurred in vac-
uum [34]. The latter suggests a strong dependence of the (re)crystallisation process
on impurities and defects within the host crystal. For example water molecules can
be trapped within natural quartz [35] and can consequently lead to a similar decrease
in the activation energies of the crystallisation as they occur under water-vapour
atmosphere.

The synthetic quartz used in the present study is largely free of such impuri-
ties, showing no hydroxyl inclusions within the detection limit of Fourier transform
infrared spectroscopymeasurements. This suggests the source of the higher activation
energies in the present work might be the high purity and lower defect concentration
of synthetic quartz in comparison with natural quartz and their very different recys-
tallisation rates [19]. This is supported by further investigation on natural quartz,
which have reported activation energies that were consistently lower, e.g. 3.5 eV
[36] (no specific cut mentioned), 3.8 eV [24] (no specific cut mentioned), and 2.1eV
[10] (random cut).
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Fig. 7.6 Ion track radius over time for different annealing temperatures for tracks in a x-cut, b
y-cut, and c z-cut quartz (full symbols). Negative times denote the annealing during the temperature
ramping period. d–f Arrhenius plots from horizontal (solid symbols, left axis) and vertical (open
symbols, right axis) cross-cuts with constant annealing time. Linear fits were used to calculate Ea
(lines)
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Fig. 7.7 Mean length of
etched apatite tracks as a
function of annealing
temperature at 1 atm, 2 and
4GPa (solid symbols). The
curve at 150MPa (open
triangles) was extrapolated
from the higher pressure
data. [Image courtesy:
Schmidt et al. [4]]

7.2 Ion Tracks in Apatite and the Effects of Pressure

The minerals apatite, zircon and olivine are routinely used for fission track ther-
mochronology due to their high abundance of radioactive uranium impurities [1].
These minerals differ from each other by their closure temperature TC , which is the
geological term for the temperature where all fission tracks are fully erased when
annealed for geological timescales of ∼1 million years (compare Sect. 1.2.3). The
value of TC for fission tracks in apatite is among the lowest and ranges between 90
and 150 ◦C, depending on the apatite composition [37–40]. This makes apatite the
ideal system for applications in low-temperature thermochronology, whichmeasures
the timing and the rate at which rocks cool.

When apatite samples with fission tracks from deeper depths within the earth
are investigated, the tracks will have been exposed to elevated temperatures in the
presence of elevated pressures. The geothermal gradients are typically in the range
of 30 ◦C/km and 30MPa/km [41]. The low closure temperature of fission tracks in
apatite, thus only makes pressures up to 150MPa (0.15GPa) of interest for fission
track analysis in this material. For apatite grains from depths of >5km, the natural
thermal annealing processes will have erased all tracks [1, 39]. It is noted that these
depths are still accessible via fission track analysis with minerals of higher closure
temperature, such as zircon.

The current literature shows only a limited amount of thermal annealing studies
of ion tracks where pressure was taken into account. In the context of fission track
dating, those are mainly focused on the change in etched track lengths, rather than
the latent track radius. Early work by Fleischer et al. has shown no effect of pressure
up to 8GPa on annealing rates of fission tracks in zircon and olivine [42], which
was independently confirmed for zircon by more recent work [43]. For apatite in
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particular, Naeser and Faul have demonstrated no effects of pressure on the fission
track annealing behaviour around typical geological pressures for fission tracks in
apatite of ∼0.2GPa [2]. However, more recent investigations by Wendt and Vidal
have indicated that pressures between 0.1 and 0.3GPa may indeed have a stabilising
effect on track annealing [5, 6], although the authors received criticism for their
methodology and its contradiction to that of previous investigations [8].

The most recent study by Schmidt et al. reported enhanced annealing rates at
higher pressures [4] as shown in Fig. 7.7. These tracks were annealed at 1 atm
(0.0001GPa) and 2–4GPa over the duration of 10hrs. Subsequently, the tracks were
enlarged through chemical etching with 5 M HNO3 for 20 s. The mean track length
wasmeasured using optical microscopy on up to 400 individual tracks. Their findings
demonstrate that tracks annealed under pressures of 2 and 4GPa display a reduction
in length by approximately one third at ∼210 and 190 ◦C respectively (solid circles
& triangles), while 310 ◦C was required for similar effects in the absence of pressure
(squares). Despite the clear accelerating effect of pressure on track annealing, their
results were consistent with earlier findings.When extrapolated down to geologically
relevant values ≤0.15GPa, the effect of pressure became significantly smaller and
insignificant for apatite fission track analysis [4, 8] (open symbols).

The use of DACs in the present work, represents a novel approach by allowing
in situ characterisation of latent track annealing under pressure. DACs also allow
us to expose minerals to higher pressures than those occurring for natural fission
tracks. This may further accelerate the pressure effects for annealing at laboratory
time scales and allow a more accurate measurement. Subsequently the effects can be
extrapolated to lower pressure to assess their relevance for geological applications.
The approach is similar to the investigation of temperature-related effects during
track formation in this work (compare Sect. 6.1) and has been used for previous
investigations of pressure on ion track annealing by Schmidt et al. [4].

The aim of this section is to investigate ion track annealing under similar higher
pressure conditions (∼1–2GPa) by using heatable DACs, while simultaneouslymea-
suring the ion tracks with in situ SAXS. This is fundamentally different to conven-
tional optical imaging, as SAXS does not require the prior chemically etching of
the tracks. Thus, once a sample at a fixed annealing time was characterised with the
optical microscope, the tracks have been dissolved and cannot be annealed further.
SAXS, on the other hand, is capable of delivering a precise measurement of the track
radius (and length) during the entire duration of the annealing process on a single
sample.

7.2.1 Isothermal Annealing Under Ambient Pressure

First, a range of control measurements are carried out to study the annealing kinetics
of ion tracks in apatite under ambient pressure. For this purpose, small samples were
cut from an apatite single-crystal along a random orientation. Hence, the direction
of the tracks with respect to the apatite c-axis is unknown, but is consistent between
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samples. The samples were mechanically polished to thicknesses around 50 μm.
Irradiationwas performedwith 2.2GeVAu ions at theUNILAC at GSI inDarmstadt,
Germany. The apatite mineral was extracted from a rock fromDurango, Mexico, and
consequently had a dominating F-concentration as discussed in detail in Sects. 1.2.3
and 4.1. The sample preparation and in situ SAXS measurements were performed
by Afra et al. [44].

The characterisation of the tracks during isothermal annealing was performed in a
similar manner as for quartz (see Sect. 7.1.2). This allows us to probe the recrystalli-
sation of the ion tracks as a function of annealing time t at constant temperature T .

Reduction of the Ion Track Radius

Figure 7.8a shows the track radii from the in situ SAXS measurements as a function
of time for four different annealing temperatures (320, 345, 365 and 390 ◦C) as a
function of time.Negative times denote the annealing during the temperature ramping
period. Only a small, but measurable reduction in track radius was observed for
annealing at 320 ◦C. For the higher two temperatures, 365 and 390 ◦C, the tracks
showed a rapid reduction in radii. After 10 min of annealing at each respective
temperature, a measurable reduction in track radius is observed for all temperatures.
For 365 and 390 ◦C, the radius is reduced by 14 and 24%, respectively. After a total
of 15min the tracks have vanished beyond the resolution of SAXS.

Similar as in Sect. 7.1.2, the track radii and annealing times are displayed in an
Arrhenius plot to assess the activation energy Ea of the track recrystallisation. It
is noted that for the annealing curves at high temperatures, only a limited number
of data points is available, as those tracks have disappeared within 10–20min after
reaching temperatures ≥365 ◦C.

Figure 7.8b shows the method of vertical cross-cuts with ti = const. (compare
Eq. (7.4)), displaying g(R) = | ln [1 − R/R0] | for different values of ti as a function
of inverse temperature 1/ (kBT ). A fit with linear regression was used to interpolate
the data. Its slope gives direct access to the activation energy with a value of 0.42 ±
0.04 eV. This value does appear significantly too low, as it is not in agreement with
Ea typically observed for annealing of ion tracks in Durango apatite when measured
with SAXS. Depending on the orientation between track and crystal lattice, values
between 0.72 ± 0.04eV [45] and 0.90 ± 0.17eV [46] were found in previous work
using ex situ SAXS.

Figure 7.8c shows themethod of horizontal cross-cuts with Ri = const. (compare
Eq. (7.5)) displaying annealing times ln [ti ] for different values of R as a function
of inverse temperature 1/ (kBT ). A fit with linear regression was used to interpolate
the data.. The lack of knowledge for the constant n prevents the direct derivation
of Ea through the slope of the fit. However, for isothermal annealing with short
timescales, a simpler model with n = 1 has been used successfully to interpolate
track annealing rates in apatite [31, 47]. With this assumption, values for Ea of
approximately 0.9 ± 0.3 eV were found.

The different values for Ea resulting from vertical and horizontal cross-cuts come
from same annealing experiment. Thus, this discrepancy raises questions about the
use of the vertical cross-cut method to calculate activation energies for ion tracks
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Fig. 7.8 Results from in situ
SAXS on isothermal
annealing of ion tracks in
apatite at different
temperatures. a Track radius
as a function of time for
temperatures between 320 ◦C
and 390 ◦C. b Arrhenius
plots from vertical cross-cuts
with constant annealing
time. c Arrhenius plots from
horizontal cross-cuts with
constant track radius. Linear
fits were used to calculate Ea
(lines)
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in apatite. A potential source of error for this approach is the rapid shrinkage and
disappearance of the tracks annealed at 365 – 390 ◦C. Thus the activation energy
is predominantly calculated from a single isothermal annealing curve at only two
temperatures, 320 – 345 ◦C.

Track annealing in the literature is typically conductedbyusingopticalmicroscopy
on chemically etched tracks after ex situ annealing. Virk has reported an Ea between
0.71 and 0.74eV for ion tracks in apatite created under comparable conditions as in
the present work [47]. Sandhu et al. have reported values between 0.57 and 0.71eV,
depending on the crystalline orientation of the track [48]. These activation energies
match the values of ex situ SAXS (0.72 ± 0.04eV [45] and 0.90 ± 0.17eV [46]) as
well as the present findings from in situ SAXS from the horizontal cross-cut method
(R = const.). The increased uncertainty of the present findings is potentially a result
of the low number of samples that were annealed. However, the values derived from
in situ SAXS domatch the previouslymeasured values, thus demonstrating the valid-
ity of this technique to study activation energies for track annealing. The differences
in Ea can be reduced further, by using a more complex annealing model with n 
= 1.
Since the present work has only measured n · Ea = 0.9 ± 0.3 eV, an accurate value
of n is then required. Under the assumption that the activation energy derived from
the ex situ SAXS experiments by Afra et al. is the same as in the current experiment
[45] , a value of n = 1.25 was derived, which is not uncommon to be measured for
ion tracks in minerals of similar mass density as apatite, i.e. n = 1.2 in Bronzite [49].

It is noted that all previous studies rely on the use of optical microscopy on etched
tracks to derive the activation energy from the reduction in the track length [16,
39, 50–52]. Thus no information on Ea from in situ measurements of track radii in
apatite other than our previous work is available [45, 46]. Other than SAXS, only
transmission electron microscopy (TEM) offers an alternative to measure the radius
on latent tracks in situ during annealing [23, 53].

Reduction of the Ion Track Length

By using the absolute SAXS intensity at q → 0 and the track radius, it is also possible
to estimate the relative change in track length in a similar fashion as in Sect. 7.1.2.
The normalised SAXS intensities I0 are shown in Fig. 7.9a. The results show a larger
difference for the effects between those temperatures. While at 320 ◦C only a small
change of I0 is observed, tracks annealing at the higher temperatures disappearwithin
the duration of ∼20min. The resulting relative lengths were calculated using the
relation:

I0 = I0(R, L ,Δρ) = N (Δρ · ρe)
2
(
πR2L

)2
(7.6)

with the known values for I0(t) and R(t), and by assuming Δρ ∼= 1% = const.,
as previously discussed for ion tracks in synthetic quartz. Figure 7.9b shows the
relative lengths for track annealing at 320, 365 and 390 ◦C. For the lowest annealing
temperature the present findings show no measurable decrease in track length (solid
triangles).

For annealing at 365 and 390 ◦C, a small reduction in the track length is observed,
with 10min annealing leading to a relative decrease in track length of 10 and 25%,
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Fig. 7.9 a The relative
SAXS intensity I0 and b the
relative track length from in
situ SAXS on isothermal
annealing of ion tracks in
apatite under ambient
pressure as a function of
annealing time. Annealing at
temperatures of 320 ◦C
(triangles), 365 ◦C (circles),
and 390 ◦C (bi-triangles) is
shown

respectively. These relative size reduction is of similar magnitude asmeasured for the
track radius at similar temperatures (14%for 365 ◦Cand24%for 390 ◦Cafter 10min).
However, the shrinkage of the length depends on the absolute length of L ∼ 50µm.
Thus the absolute contraction rates are 0.7 nm (365 ◦C) and 1.2 nm (390 ◦C) for the
track radii and 5µm (365 ◦C) and 10µm (390 ◦C), which is a difference of about 4
orders of magnitude.

The fast recrystallisation for higher temperatures leaves only a small number of
data points after more than 10min of annealing. Thus, the relative uncertainties of
these recrystallisation rates are potentially larger and in the range of 20–35%. Thus,
effects that could lead to an anisotropy in recrystallisation (i.e. anisotropic diffusion
within the apatite crystal lattice) are beyond the resolution of these measurements.
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Fig. 7.10 Thermal annealing behaviour of ion tracks in apatite created at ambient conditions
(squares) and at a temperature of 360 ◦C (circles). Both samples were successively annealed for
20min at each temperature step. The track radius was measured with SAXS after each step

7.2.2 Thermal Stability of Ion Tracks Formed at Elevated
Temperatures

In Sect. 6.1, the formation of tracks was studied under a range of different tem-
peratures. This has demonstrated an increased ion track radius for track formation
at elevated temperatures and reduced track radius for sub-zero temperatures. Con-
sequently it was evaluated whether this size offset remains once tracks are again
exposed to elevated temperatures and their radius shrinks as a result of recrystallisa-
tion. For this purpose, two apatite samples were chosen, one was irradiated at 360 ◦C,
the highest temperature of the series, and the other sample at RT, as a reference. They
were then simultaneously annealed at a range of temperatures for a time interval of
20min and their track radius was measured with SAXS after each annealing step on
the cooled sample at RT.

The respective track radii are shown in Fig. 7.10. The tracks initially show a
difference in radius of approximately 0.3 nm between the tracks formed at RT and
360 ◦C. Upon annealing both samples show a similar decrease in track radius with
no significant variation in the difference of the track radii. This shows that the size
increase for the track cross-section remains present at post-formation annealing.

In a context of fission track annealing, this indicates that tracks formed at elevated
temperatures possess larger radii than those created under ambient conditions. These
results show that this difference is preserved even after thermal annealing. The similar
annealing behaviour allows the conclusion that the nature of the damage in apatite
is the same for irradiation at room-temperature and elevated temperatures. However,
it remains open whether this also affects the fission track length, which is the key
parameter used for fission track dating.
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Fig. 7.11 X-ray powder diffraction patterns of apatite in a DAC as a function of q. Patterns are
shown for pressures between ambient pressure (∼0GPa) and 11GPa, as well as after the release
of the pressure. All reflexes are labelled by their respective Miller indices. Patterns are offset for
clarity. The peak from the Rhenium-gasket of the DAC (indicated by Re) is not related to the lattice
of apatite

7.2.3 Effect of Pressure on Non-irradiated Apatite and
Pre-existing Tracks

To identify possible pressure-related effects that are not related to annealing, the
structure of crystalline apatite was characterised for elevated pressures and the radius
of existing tracks was measured for the relevant pressure used for annealing in this
work.

In order to access the bulk structural properties of apatite at various pressures,
X-ray diffraction (XRD) was carried out at the powder diffraction (PD) beamline at
the Australian Synchrotron in Melbourne. Apatite crystals from Durango, Mexico
were crushed into a powder and loaded into a single DAC. Section4.2 discusses the
experimental basics for the use of DACs. Here, the entire sample volume within
the gasket was filled with the crushed apatite crystals, making the use of a pressure
medium redundant. It is noted that the apatite powder with the DAC might have had
a pressure gradient in comparison to ideal hydrostatic conditions.

Figure 7.11 shows the XRD patterns of apatite as a function of the q-vector.1 The
patterns were taken with pressures successively increased from 10−4 GPa (ambient
pressure, 1 bar) to a total of 11GPa. Each diffraction peak is labelled with its respec-

1Although diffraction patterns typically are displayed as a function of 2θ, this work shows them as
a function of q = 4π sin(θ)/λ to eliminate the energy-dependence and to remain consistent with
SAXS.
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Fig. 7.12 a SAXS patterns (open circles) and b track radii (solid squares) for ion tracks in apatite
as a function of pressure at ambient temperatures. No measurable change in radius was observed
between ambient pressure and 2GPa. The 1 atm. value was taken outside a DAC

tive Miller index of the corresponding lattice plane. It is noted that the two large
dominating peaks around 2.6 and 3 Å−1 originate from the Rhenium-gasket (Re)
used for this DAC and thus are not related to the structure of apatite.

The XRD patterns show a gradual broadening of the peaks and a shift towards
larger q-values with increasing pressure, which is attributed to pressure-induced
strain on the crystal lattice. However, all peaks remain present and therefore the
possibility of a phase change for pressures lower than 11GPa is eliminated.2 After
release of the pressure (top curve), the XRD patterns assume their initial shape.
This indicates that the pressure-induced strain effects are fully reversible. Other
investigations using infrared and Raman spectroscopy also found no phase change
up to values of 25 and 23GPa, respectively [55].

In addition to investigating the effects of pressure on the thermal annealing of ion
tracks, the influence of pressure on the stability of ion tracks without annealing was
investigated. A previous study on the effects of shock waves has reported an effect of
the exposure to pressure shock waves between 1 and 10GPa on ion tracks. A gradual
reduction of the amount of visible tracks by approximately 10% for eachGPapressure
increase was shown [56]. Figure 7.12 shows the radius for ion tracks at different
pressures, as measured by SAXS. For pressure values up to 2GPa, the radius seems
to be unaffected.

A recent SAXS investigation of ion tracks in apatite under pressure has reported
similar results [57]. For pressures up to 10GPa, no change in radius was observed.
However, a relatively strong decrease in the scattering intensity I0 was observed
with increasing pressure. The SAXS intensity is directly proportional to the density
difference between track and host matrix Δρ, and the track volume V :

2All pressures were obtained by ruby fluorescence. An analysis of the shift of the (210), (310), and
(002) peaks at 11GPa yields similar values as attributed to only 8 GPa by Matsukage et al. [54].
Although this value is different from 11GPa, this discrepancy has no effect on the conclusions of
the following work, as only pressures up to 1–2 GPa are discussed.
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Fig. 7.13 SAXS patterns for ion tracks in apatite within a heatable DAC. a Aligned tracks at
ambient temperature before annealing. b Tracks tilted by 5◦ with respect to the incident X-ray
beam at ambient temperature before annealing. (c) Tracks tilted by 5◦ with respect to the incident
X-ray beam after 5min annealing at 250 ◦C. Darker colours correspond to high scattering intensities

I0 ∝ (Δρ · V )2 (7.7)

Thus the decrease in I0 can be attributed to a higher compressibility of the amor-
phous material in the ion tracks as compared to the crystalline matrix. Since Δρ is
only within the order of∼1% (compare Sect. 5.1) it can undergo major changes with
negligible effects on the volume, i.e. even an decrease of Δρ by 1% only leads to a
0.4% change in V . This is within the uncertainty of the radiusmeasurement of SAXS.
Thus, we cannot see the change in the track radius due to the increased compression
of the tracks. Once the pressure was fully released, the tracks assumed their initial
density difference again. This demonstrates the reversibility of this process and a
completely elastic behaviour of the system under pressure.

Ion tracks under pressure in apatite were also investigated with XRD by Schowink
et al. [58]. They have proposed a reduction in the lattice strain from the ion track
volume mismatch as a result of increasing pressure. This explanation is consistent
with the observed decrease in Δρ; it further supports the reversibility of this effect
when the pressure is released.

7.2.4 In situ Annealing Using Diamond Anvil Cells

Ion tracks in Durango apatite were annealed under pressure using heatable DACs and
characterised by in situ SAXS. The apatite was cut parallel to the c-axis and polished
to a thickness of 65µm. The thin samples were subsequently irradiated with 2.3 GeV
Bi ions at a fluence of 1 × 1011/cm2 at the UNILAC at GSI, in Darmstadt Germany.
The irradiation direction was kept parallel to the c-axis of the crystal, as tracks in
this directions are routinely used for fission track analysis [59].
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Figure 7.13 shows the SAXS detector images of ion tracks within a DAC under
pressure. Each image was taken with an exposure time of 20 sec to allow for enough
scattering contrast when using DACs. The samples within the DACs were brought
to a pressure of 2.0GPa as measured by the ruby fluorescence. In Fig. 7.13a the ion
tracks are aligned in the direction of the incident X-ray beam leading to a circular
pattern. The image was taken at RT and 2.0GPa. The linear streaks through the
centre of the image arise from interaction between the X-rays and the diamonds in
the DAC. Figure 7.13b shows the same sample with a small tilt of 5◦ between the
X-ray beam and ion track direction. Tilting allows a positioning of the streaks of the
tracks in a direction that is not affected by the artefacts from the diamonds. It also
makes the measurement less sensitive to small changes in sample alignment, during
the heating process than the aligned and symmetric pattern. Figure 7.13c shows the
same set-up after annealing at 250 ◦C for a duration of 5min. A clear weakening of
the streak intensity from the tracks can be observed. This is a direct result of the
partial recrystallisation of the amorphous ion tracks. After annealing the cell was
allowed to cool down to RT and the pressure was measured again. This revealed a
significant drop from 2GPa to approximately 1GPa. This change in pressure can
be attributed to thermal expansion. As the expansion of the metal components (i.e.
screws) is far higher than for the diamonds, the force acting on the diamond is
decreased and consequently leading to a lower pressure. Miletich has reported on
the reduction in pressure at comparable temperatures than used for apatite in the
present subsection. For calcite, the pressure has dropped from 3.6 to 2.1GPa when
exceeding a temperature of 140 ◦C [60]. The measured drop in the present work
by approximately 50% is in agreement with typical DAC experiments without cell
cooling. Hence, it is sensible to assume that the pressure during thermal annealing
was closer to 1GPa than the initial 2GPa. In future work, the drop in pressure could
be reduced by actively cooling the metal frame around the diamond anvils to reduce
thermal expansion.

The SAXS patterns of the time series for annealing under pressure are shown
in Fig. 7.14 as a function of q. To study the decrease in track length, the SAXS
intensity was extracted from each pattern. The intensity is a suitable measure of the
general track fading respective to damage recovery as it is proportional to the square
root of track area, track length and density change, as shown in Eq. (7.1). Figure
7.15 compares (a) the track radii R, (b) SAXS intensity I0, and (c) track length L
from in situ SAXS from the samples annealed under∼1GPa pressure (solid squares)
together with the samples annealed at ambient pressure (crosses) from Sect. 7.2.1.
The annealing curves under pressure result from two different annealing series (grey
and black), albeit under identical conditions. The difference in their behaviour is
mainly attributed to the variation in the temperature control of the heatable DAC.
The uncertainty of the SAXS results extracted from themeasured patterns is assumed
to be negligible until the SAXS intensity has dropped significantly.

The annealing results under high pressure are compared with those under ambient
pressure from Sect. 7.2.1. The apatite samples only differ in the type of ion used for
the irradiation. For the pressurised samples, 2.3GeV 209Bi ions were used. For the
samples annealed under ambient pressures, 2.2GeV 197Au ions were used. These
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Fig. 7.14 SAXS patterns of
ion tracks in apatite within a
DAC at ∼1GPa during
annealing as a function of
time (open circles). Negative
times denote the annealing
during the temperature
ramping period. Patterns are
offset for clarity with shifts
to the top correlating to
longer annealing times (grey
arrow)

very similar energy losses of the two ion types only lead to a small difference in
the track radii, as it was demonstrated in Sect. 5.2.2. The pressurised samples were
annealed using the heatable DACs, the ambient pressure samples with the Linkam
TS-1500 furnace.

Reduction of the Ion Track Radius

The samples under high pressure display a fast decrease in track radius (Fig. 7.15a)
within a fewminutes after the annealed was started. The decrease is the range of 0.2–
0.4 nm (4–8%) of the initial radius is similar to that at 320 ◦C at ambient pressure.
Upon reaching this value, the ion track radius appears to remain almost constant and
unchanged for a period of 15–30min.

The SAXS intensity, however, continues to decrease gradually. This behaviour is
very different to the annealing at ambient pressure, where the tracks show a gradual
decrease in radius and SAXS intensity. Despite no further reduction in radius, the
measured SAXS intensity from the tracks was observed to decrease until the scat-
tering signal had eventually disappeared. This suggests that track recrystallisation
might undergo a different pathway when tracks are exposed to high pressures.

Reduction of the Ion Track Length

Figure 7.15b shows the decrease in I0 for tracks annealed at ambient pressure for
constant temperatures of 320, 365 and 390 ◦C. When the annealing is performed
under hydrostatic pressure of 1GPa, I0 decreases significantly despite the lower
temperature of 250 ◦C.Based on the two high-pressure annealing curves, the decrease
in intensity at 250 ◦C at 1GPa is similar to that at 390 ◦C at ambient pressures.
This shows a temperature difference of 140 ◦C or approximately 14 ◦C/0.1GPa. It
is acknowledged that the experiments were conducted using different equipment
(Linkam annealing stage for 1 bar, heatable DACs for 1 GPa). Both used resistive
heating and had a thermocouple positioned very closely to the sample, minimising
any discrepancy in temperature between each other below 10 ◦C. In fact, the present
findings show similar annealing at of the two annealing experiments that are more 14



7.2 Ion Tracks in Apatite and the Effects of Pressure 139

Fig. 7.15 Annealing of ion
tracks in apatite under
pressure (1GPa, solid
squares) and under ambient
atmosphere (1bar, crosses).
Evolution over time of a the
track radius, b normalised
SAXS intensity, and c
normalised length. Negative
times denote the annealing
during the temperature
ramping period

times greater than this uncertainty. Thus the difference can clearly not be attributed
to the use of different annealing set-ups.

At high pressures, the effects of thermal annealing on the track radius and length
seem to differ substantially from those at ambient pressure. For pressures around
1GPa, even lower temperatures such as 250 ◦C seem to lead to a significant reduction
in track length for ion tracks parallel to the c-axis. At the same time, only small
reductions in the track radius was observed. It remains unclear why elevated pressure
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appears to influence the thermal annealing of the track length to a much stronger
extent than its radius. To address this questions, additional investigations are required
at a variety of pressures and temperatures, as well as tracks oriented along different
crystallographic directions.

To explain the effects of pressure within the diffusion model [28], the argument in
the Boltzmann equation has to be amended, similar to Wendt et al. [5]. The pressure
P can be incorporated into the Boltzmann equation by reducing the activation energy
Ea with the subtraction of a pressure term:

D(T, P) = D0 exp

(
− Ea − P · ΔV

kBT

)
(7.8)

with D0 as the pre-exponential constant, as described by Fick’s first law of diffusion.
The activation volumeΔV is the difference between the initial amorphous region and
the recrystallised volume. Equation (7.8) indicates increased atomic diffusion rates
at elevated pressure. Therefore, using the diffusion model for track recrystallisation,
the increased annealing rate of tracks under hydrostatic pressure would indeed be
expected.

7.2.5 Discussion and Extrapolation to Geologically Relevant
Pressures

Figure 7.16 shows an Arrhenius plot of the annealing time required to reach 90% of
the initial track length as a function of reciprocal temperature (the temperature itself
is shown on the top axis). The values are extracted from the relative track length from
Fig. 7.15c. They represent the duration until the length was reduced to 90% of its
initial value for annealing with 365 and 390 ◦C at 1 bar and 250 ◦C at ∼1GPa. The
comparison between ion tracks annealed under pressure and 250 ◦C shows a similar
reduction in track length to annealing at ambient pressure and significantly higher
temperatures (∼380 ◦C).

However, the effect becomes significantly smaller when extrapolated to the upper
limit of geologically relevant values (150MPa), similar to Schmidt et al. as shown
in Fig. 7.7 [4]. In fact, they have found the extrapolated annealing rate in a similar
range as the annealing curve in the absence of pressure. For the present findings,
extrapolation from 1GPa to 150MPa also reveals that the influence of pressure is
small at geological relevant pressures. Assuming a linear dependence of the track
annealing on the reciprocal temperature [4]:

1/T150MPa[K ] = 1/T2[K ] + (1/T1[K ] − 1/T2[K ]) × (0.15GPa/1GPa) (7.9)

where T2 = 380◦C and T1 = 250◦C are the annealing temperatures at ambient pres-
sure and 1GPa, respectively. This demonstrates thermal annealing at 150MPa would
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Fig. 7.16 Arrhenius plot of the annealing time required to reach 90% of the initial track length
as a function of (reciprocal) temperature in apatite. The solid squares show the annealing times to
reach 90% track length at temperatures of 390 and 365 ◦C at ambient pressure. Annealing at 1GPa
(solid circle) shows a similar annealing rate at only 250 ◦C. The effects of pressure are extrapolated
to lower pressures (open circle), making the influence of geologically relevant pressures close to
insignificant

require 357 ◦C to obtain a similar annealing as 380 ◦C at 1 bar or 250 ◦C at 1GPa.
Consequently, a pressure of 150MPa corresponds to a decrease in annealing by
23 ◦C, although this value only applied to short timescales (≤1 h) and far higher
temperatures (�150 ◦C) than geologically relevant.

A pressure of 150MPa is the maximum pressure relevant for fission tracks in
apatite, as at higher depths the temperatures under normal circumstances exceed the
closure temperature. Although this value might be relevant for fission track results
taken at 5km, it has no relevance for most of the apatite samples used for fission
track dating that are taken from a much lower depth. Therefore, these results imply
that the majority of apatite-based thermochronology does not have to be revised, as
claimed by previous studies [5].

Donelick et al. have conducted experiments studying the length reduction over
the course of 24h at 250 and 302 ◦C [7, 61]. Regardless of pressure (1 bar, 0.05
and 0.10GPa), they found a reduction by 10 and 30%, respectively. The present
results, extrapolated to 24h would only lead to an insignificant change in annealing
temperature at elevated pressures. This explains why in these results no influence of
pressure has been observed.
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7.3 Summary

The recrystallisation of ion tracks has been investigated for apatite and quartz using
in situ SAXS. In agreement with previous investigations, the tracks did not change
significantly over timescales of 1h below a certain material-dependent tempera-
ture. Above this temperature point, the track radius showed a significant reduction,
together with a rapid drop in the SAXS scattering intensity until no indication of
tracks could be observed. In direct comparison with annealing experiments car-
ried out using chemical etching and optical microscopy, the tracks were observed
to disappear at higher temperatures. This demonstrates the higher sensitivity when
investigating latent tracks in comparison with etched tracks. The size reduction was
explained by the triggering of diffusion thatmoves the atoms back into ordered lattice
positions.

When ion tracks in apatite were annealed in the presence of high pressure, a
faster recovery rate than under ambient pressure was observed. Over the duration of
15min, an annealing temperature of 250 ◦C with a pressure of 1GPa has shown a
similar recrystallisation rate for the track length as for 380 ◦C at ambient pressures.
This is a significant effect and the first time ion track sizes were characterised in situ
during annealing under high pressure. The results have allowed a calculation of the
recrystallisation rate and explanation of the trend qualitatively using the diffusion
model. The decrease in radius was less affected by the high pressure. After an initial
drop by 4–6%, it remained constant over the course of 15–30min, although the
intensity of the SAXS signal has shown a substantial reduction to less than 10% of
its initial value.

When put into a geological context, the results have no significant influence on the
field of apatite fission track analysis, as the effects are negligibly small at pressures
relevant for these tracks. This makes the results consistent with the majority of
previous investigations, reporting an insignificant increase in the annealing rate for
fission tracks from high depth [2, 4, 42, 56]. The results also clearly rule out the
claims of stabilising effects of pressure [5]. The results were also discussed using
empirical descriptions, predominantly in the framework of atomic diffusion as the
key mechanism behind ion track recrystallisation.

The use of SAXS allowed a precise characterisation of the track radius under the
assumption that the ion tracks are roughly cylindrical-shaped and display a uniform
radial shrinkage. Both assumption are considered to be reasonable and valid for
tracks induced by swift heavy ions of 2.2–2.3GeV. For the characterisation of the
ion track length, however, an additional assumptions were made, by assuming a
constant density difference Δρ. As ion track length and density cannot be verified
independently by the means employed in this work, the validity of this assumption
cannot be fully confirmed. Potentially, the value for the average Δρ of the track also
reduces and thus the estimation for the length reductionmight be stronger than stated.
It is noted that such a behaviour would not affect the conclusions drawn in this work:
In Sect. 7.1.1, the length reduction of ion tracks in quartz is compared to measure a
potential anisotropy between tracks along different crystalline orientations. The track
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radius R and the product of length and density difference L · Δρ did not show such
an effect. It is reasonable to assume that each of the two factors also does not show
any anisotropic behaviour, as they would be to be contrary to each other. Secondly,
it was concluded that the reduction in track length when annealed under pressure is
of similar magnitude as for annealing under ambient pressure. If in fact Δρ would
also decrease for annealing under pressure or ambient atmosphere, the reduction in L
would be overestimated. However, the general rate of decrease would still be within
similar magnitude between the different pressures, still allowing the conclusion that
geological pressure values only have negligible influence on the annealing rate of
ion tracks.
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Chapter 8
Summary and Outlook

This work has investigated the effects of the irradiation and material parameters as
well as the influence of different temperatures and pressures on the formation and
recystallisation process of ion tracks.

The ion tracks were created by irradiating single-crystalline apatite and quartz
with swift heavy ions, resulting in amorphous cylindrical inclusions in the materials
with high aspect ratios. The irradiations were performed at the UNILAC and SIS
accelerators in Darmstadt, Germany using∼2GeVAu/Bi ions as well as 37GeVAu,
respectively. Lower energy ion irradiation was conducted at the HIAF in Canberra,
Australia using 100 MeV I and 185 MeV Au ions. The majority of irradiation were
carried out at fluences around 1 × 1011 cm−2, such that less than 10% of the total
material volume was transformed into ion tracks. The observed tracks were found to
be well-separated with minimal overlap and diameters between 7 and 11 nm.

The ion tracks were characterised by using SAXS at the Australian Synchrotron
in Melbourne, Australia. The characterisation by SAXS was chosen due to its high
precision and ability to measure the tracks in their latent state without empirical
etching or laborious sample preparation required for imaging techniques such as
optical or electron microscopy, respectively. The oscillating SAXS patterns were
fitted using mathematical models incorporating information about the track size
and shape. A cylindrical structure with constant density, a length of approximately
100µm, and typically 7–11nm in diameterwas characterised the tracks appropriately
and is consistent with the formation of amorphous tracks in the crystalline matrices.
The radial size was convoluted with a normal distributed variation of ∼10% of its
value.

In Chap. 5 it is shown that the direction of the tracks with respect to their non-
cubic crystal lattice plays a measurable role on the radial size of the resulting tracks.
This effect was attributed to the anisotropy of the thermal properties of the crystals.
For both materials, quartz and apatite, ion tracks aligned parallel to the c-axis were
observed to show larger track radii. In addition, possible variations from the ideal
cylindrical shape were investigated: A slightly elliptical cross-section was found for
ion tracks in quartz. For ion tracks in apatite, the length profile was investigated and
a cigar-shaped structure was observed.
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InChap. 6, the effects of temperature and pressure on track formation were inves-
tigated. One irradiation series was carried out with a set of samples irradiated while
placed within a furnace at temperatures up to 640 ◦C. To form ion tracks under pres-
sure, quartz samples were irradiated within diamond anvil cells (DACs). These cells
allow small samples to be exposed to pressures up to tens of GPa. For this purpose,
the cells were irradiated with 37.2GeV Au ions at the SIS in Darmstadt, Germany.
Such high energy ions are capable of penetrating the >2mm thick diamond anvils
and create ion tracks in the quartz samples under pressure.

The investigation with SAXS has revealed a clear positive correlation between
the track size and the temperature as well as pressure during their formation with
rates of approximately 0.08 nm/100 ◦C and 0.15 nm/GPa, respectively. Comparable
values were obtained by using simulations of track formation in quartz at different
temperatures and pressures, using the thermal spike model and molecular dynamics
calculations. This positive correlation of the track radius with temperature during ion
irradiation is in contrast to dynamic annealing for ion irradiation in the keV range,
where elevated temperatures generally lead to a reduction in ion induced damage.

In Chap. 7, the effects of temperature on existing tracks were studied in quartz
and apatite. In contrast to the effects of elevated temperature during track formation,
track annealing is well-known to reduce the radial size and length of ion tracks due to
recrystallisation effects. An anisotropy of the track recrystallisation rate was found
in quartz, showing a dependence on the orientation of the tracks along the crystalline
directions. Using heatable DACs, the track annealing in apatite was studied while
the sample experienced high pressure. This was motivated by previous controversial
investigations on the influence of pressure on track recrystallisation, reporting either
a negative, slightly positive or no measurable correlation. The present results have
confirmed a small positive correlation on annealing at high-pressures by obtaining
comparable annealing rates with 1 GPa and 250 ◦C in comparison with 380 ◦C under
ambient pressure.However, in the context of fission tracks, these results are negligible
when extrapolated to geological relevant pressures (∼0.1GPa).

8.1 Future Directions

While this work has contributed to the understanding of the effects of temperature
and pressure on ion track formation and stability, it has also opened up possibilities
for interesting further investigations:

8.1.1 Effects of Pressure on the Recrystallisation of Tracks

To further study the effects of pressure on track annealing, the DAC annealing exper-
iments should be complemented with measurements at a range of different tem-
peratures below 250 ◦C at longer annealing times. These results would allow us to
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calculate the activation energy for track recrystallisation in a similar way as shown
for ambient pressure in this work. Such a more quantitative analysis would also
strengthen the findings of this work that high pressures increase the rate of track
annealing in apatite.

Another direction would be investigating ion track annealing under pressure in
other materials. Ion tracks in zircon possess a higher closure temperatures up to 200–
300 ◦C. Such tracks require higher temperatures to recrystallise and potentially their
thermal annealing shows a different dependence on pressure. Quartz crystals, on the
other hand, have no direct application for fission track thermochronology, but tracks
in quartz exhibit even higher stability to thermal annealing. In addition, the structure
and track annealing kinetics are well-studied for quartz. Hence, including quartz in
future investigations could contribute to establish a more theoretical framework to
explain track recrystallisation under pressure.

8.1.2 Generalisation of the Effects of Pressure During Track
Formation

Ion irradiation under pressure has demonstrated a linear trend for the track radius in
quartz. Preliminary results on track formation in apatite show a more complicated
dependence for tracks. A challenge for experiments and theoretical models in the
future will be to explain whether there is a general behaviour or whether pressure
can have very different effects on ion track formation in different host materials.
Materials that would be good candidates for irradiation under pressure are zircon
(ZrSiO4) or LiF.

The main challenge with these experiments is the access to suitable facilities.
If irradiation is performed with ions penetrating through the diamonds of a DAC,
only a limited facilities world-wide offer the required energy, e.g. SIS in Darmstadt,
Germany used in the present work. This limits the amount of samples that can be
irradiated under pressure to only a few per year.

8.1.3 Small Angle Neutron Scattering

For the characterisation of ion tracks, additional work could be done using neutron-
based small angle scattering. This technique has shown to provide much higher noise
levels and thus requires expose times of several hours, making it no alternative to
SAXS for size characterisation. However, to probe the composition of ion tracks, the
combination of SAXSwith SANSdoes provide additional insights as both techniques
have different sensitivity to the elements of the target. This promises additional infor-
mation about the damage of the anion-sublattice, that consists of light elements for
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most materials and is, therefore, barely taken into account by X-ray characterisation
techniques.

8.1.4 SAXS Modelling of Tracks with Non-uniform Depth
Profiles

The majority of SAXS measurements in the present work has been used to evaluate
the average track radius. For the high-energy ions used in this work, this is a very
good approximation due to the homogeneity of the track along its length of tens
of micrometres. For tracks created by ions with energies below 1GeV, which show
significantly more complicated shapes, it would be interesting to expand the work
conduced in Sect. 5.4 and measure the track radii along the individual slices of the
track. Due to experimental constraints when slicing irradiated minerals, a suitable
candidate for such investigations would be multiple layers of a polymer that are
stacked for the irradiation. Layered crystals such as mica would be another suitable
choice.

8.1.5 Simulations of Track Recrystallisation

On the simulation side, it would be a promising approach to study the effects of
temperature, pressure, and lattice anisotropy on ion tracks and investigate how the
tracks shrink and recover. The long timescales at which recrystallisation occurs,
prevent calculations by Molecular Dynamics, but other techniques such as Kinetic
Monte Carlo simulations would be suitable.

Such simulations could explain the results observed in the work on the recrystalli-
sation of tracks. This interplay between experimental results and theory has a great
potential to significantly increase the understanding of the stability of ion tracks as
well as other radiation damage in materials.
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