


 
COMPUTER AND COMPUTING  
TECHNOLOGIES IN AGRICULTURE,  
VOLUME I 



 
 
 

IFIP – The International Federation for Information Processing 
 
IFIP was founded in 1960 under the auspices of UNESCO, following the First World 
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information processing within its member countries and to encourage technology transfer 
to developing nations. As its mission statement clearly states, 
 

IFIP's mission is to be the leading, truly international, apolitical 
organization which encourages and assists in the development, 
exploitation and application of information technology for the benefit 
of all people. 

 
IFIP is a non-profitmaking organization, run almost solely by 2500 volunteers. It operates 
through a number of technical committees, which organize events and publications. 
IFIP's events range from an international congress to local seminars, but the most 
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• The IFIP World Computer Congress, held every second year; 
• Open conferences; 
• Working conferences. 
 
The flagship event is the IFIP World Computer Congress, at which both invited and 
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rejection rate is high. 
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member of IFIP, although full membership is restricted to one society per country. Full 
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The papers in this volume comprise the refereed proceedings of the the First 
International Conference on Computer and Computing Technologies in Agri-

This conference is organized by China Agricultural University, Chinese 
Society of Agricultural Engineering and the Beijing Society for Information 
Technology in Agriculture. The purpose of this conference is to facilitate the 
communication and cooperation between institutions and researchers on 
theories, methods and implementation of computer science and information 
technology. By researching information technology development and the re-
sources integration in rural areas in China, an innovative and effective approach 
is expected to be explored to promote the technology application to the 
development of modern agriculture and contribute to the construction of new 
countryside.  

The rapid development of information technology has induced substantial 
changes and impact on the development of China’s rural areas. Western thoughts 
have exerted great impact on studies of Chinese information technology develop-
ment and it helps more Chinese and western scholars to expand their studies in 
this academic and application area. Thus, this conference, with works by many 
prominent scholars, has covered computer science and technology and information 
development in China’s rural areas; and probed into all the important issues and 
the newest research topics, such as Agricultural Decision Support System and 
Expert System, GIS, GPS, RS and Precision Farming, CT applications in Rural 
Area, Agricultural System Simulation, Evolutionary Computing, etc. In the fol-
lowing sessions, this conference could hopefully set up several meeting rooms to 
provide an opportunity and arena for discussing these issues and exchanging 
ideas more effectively. We are also expecting to communicate and have dia-
logues on certain hot topics with some foreign scholars.  

With the support of participants and hard working of preparatory committee, 
the conference achieved great success on the participation. We received around 
427 submitted papers and 180 accepted papers will be published in the Springer 
Press. It has evidenced our remarkable achievements made in our studies of the 
New Period, forming a necessary step in the development of the research theory 
in China and a worthy legacy for information technology studies in the new 
century. The conference is planned to be organized annually. We believe that it 
can provide a platform for exchanging ideas and sharing outcomes and also 
contribute to China’s agricultural development.  

Finally, I would like to extend the most earnest gratitude to our co-sponsors, 
Chinese Society of Agricultural Engineering and the Beijing Society for Infor-
mation Technology in Agriculture, also to Nongdaxingtong Technology Ltd., all 
members and colleagues of our preparatory committee, for their generous efforts, 

FOREWORD

culture (CCTA 2007), in Wuyishan, China, 2007.  



hard work and precious time! On behalf of all conference committee members 
and participants, I also would like to express our genuine appreciation to Fujian 
Provincial Agriculture Department, Nanping City Bureau of Agriculture and 
Wuyishan City government. Without their support, we can not meet in such a 
beautiful city.  

This is the first in a new series of conferences dedicated to real-world 

world. The wide range and importance of these applications are clearly indicated 
by the papers in this volume. Both are likely to increase still further as time goes 

 
 
 

Chair of programme committee, organizing committee  
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by and we intend to reflect these developments in our future conferences.

applications of computer and computing technologies in agriculture around the 
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Abstract: A visualization of testing apparatus was developed to measure property of 

oilseeds relevant to physical mechanics during mechanical pressing for oil 

extraction. Stress-strain relationships were measured for extruded peanut, 

soybean, sesame and linseed compressed at thirteen pressures under uniaxial 

cold pressing. The prediction model of the stress-strain relationship was 

developed based on BP neural network. Results indicated that the stress-strain 

relationships were nonlinear. Over 50% strains for extruded soybean, sesame 

and linseed occurred at stress below 20MPa. Over 60% strain for extruded 

peanut occurred at stress below 10MPa. No more than 13% strain occurred at 

stress over 20MPa for extruded soybean sesame and linseed, and no more than 

13% strain occurred at stress over 10MPa for extruded peanut. The maximum 

error between prediction and measurement for the stress-strain relationship was 

less than 0.0084 and the maximum training times was less than 88.  

 

Keywords: measurement, prediction, stress-strain, neural networks, oilseed, cold pressing 

1. INTRODUCTION 

Peanut, soybean and sesame oil are important edible oil in the world. The 

mechanical pressing is the most common method for oil extraction in the world. 

Polytechnic University, Wuhan 430023, Hubei Province, P. R. China, Tel: +86-27-

Zheng, X., Lin, G., He, D. and Wang, J., 2008, in IFIP International Federation for Information 
Processing, Volume 258; Computer and Computing Technologies in Agriculture, Vol. 1; Daoliang Li; 
(Boston: Springer), pp. 1–10. 

Province, P. R. China, 430023 

Hubei Province, P. R. China, 430023 

UNIAXIAL COLD PRESSING 
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Vegetable oilseed expresses complex mechanics behavior during pressing 

oilseeds must be thermal (cooking) pretreatments before pressing, which is 

called the hot pressing (Rasehom et al., 2000; Bargale et al., 1999, 2000). More 

recently, the cold pressing for oil extraction, which needn’t be cooked prior to 

pressing, is very popular in China as well as in other many countries. The main 

reason for popularity of the cold pressing is that the cold pressings yields limpid 

cold pressing is inefficient with lower throughputs and higher residual oil 

contents in the defiled cake. It indicates that the oil press used to the hot pressing 

needs further improve for the purpose of the cold pressing (Rasehom et al., 

2000; Zheng Xiao et al., 2004). 

The stress-strain relationship is the most important performance of 
physical mechanics for extruded oilseeds. The stress-strain model for 

extruded oilseeds by cold pressing is essential to rigorous theoretical 

single rapeseeds. Sukumaran et al. (1989) have studied bulk properties of 
rapeseeds under compression. However, the research relating to stress-strain 

relationship for extruding oilseed has not yet been reported in the world up 

relationship for oilseeds due to the complexity of physical mechanics 
performance during pressing (Zheng Xiao et al., 2004). At present, 

multivariable nonlinear regression analysis is most common method to 
develop empirical formula to predict stress-strain relationship for complex 
material. However, the difference in the variable used in the analytical model 

and the details of the experiment will lead to significant diversity in the 
calculation formulas, and furthermore there is usual a difficulty to determine 
suitable regression equation used in multiple regression analysis, which 

requires considerable technique and experience due to understanding of the 
data characteristic of stress-strain experiment. The objectives of this study 
were to measure stress-strain for extruding oilseeds by uniaxial cold 

pressing, and develop neural network modeling to predict the stress-strain 
relationship.  

Xiao Zheng et al.

et al., 2000; Zheng Xiao et al., 2004). However, compared to the hot pressing, the 

color and fruity oilseed oil with lower phosphorus and fatty acid (Rasehom 

et al., 2004). Davison et al. (1975, 1979) have studied mechanical properties of 

problems of permeability, differential equation for seepage (Zheng Xiao 

et al., 2004). 
till now except research for rapeseed and dehulled rapeseed (Zheng Xiao 

It is found very difficult to develop the theoretical model for stress-strain 

analysis of mechanisms and physical processes. It lays a foundation for 

(Mrema et al., 1985). The conventional method of oil extraction suggests that 
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2. STRESS-STRAIN EXPERIMENT 

2.1  Design of visualized compression cell 

A visualization of test apparatus used for the experiment was specially 
designed. Its schematic diagram is shown in Fig. 1. It mainly consists of a 

plate, a porous stone and a base plate. The test apparatus is mounted in a 
universal hydraulic test machine capable of applying compressive loads of 

95mm 
deep bore through which the loading piston compresses sample. The visual 
cylinder is made of plexiglas. An outer cylinder made of mild steel is 

of oilseed samples can be observed through the visual inner cylinder. 
Support plate made of stainless-steel with several 3 mm diameter traverse 
holes distributed uniformly is designed to prevent porous stone from 
breaking. In order to ensure uniform fluid pressure within oilseed cakes, both 
the bottom of loading piston and the top of base plate are provided with 

oilseed sample are respectively provided with a porous stone in order to 
expel liquid (including oil and water) and air from oilseed during 
compression.   

 

2.2  Measurement of stress-strain 

A 30g sample was chosen as testing specimen for the experiment of 
peanut, soybean, sesame and linseed. On the top and the bottom of oilseed 

 

Measurement and Prediction of Stress-strain for Extruded Oilseed 

loading piston, an outer cylinder, an inner cylinder, a sealing ring, a support 

outer cylinder is provided with two observed windows with a 20mm width × 
25mm height. The performance and phenomenon of compressive process

300KN. The pressing chamber is provided with a 44mm diameter ×

radial and circular grooves 5 mm width × 5 mm depth. The top and bottom of 

essential to visual cylinder in order to increase its strength and rigidity. The 

Fig. 1. Schematic diagram of visualized compression cell
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specimen two fast speed filter papers were respectively inserted for the 
purpose of preventing porous stones from blocking up with bits of broken 
oilseed. After the specimen was poured into the compression cell, the cell 

was mounted in a computer-controlled precision universal test machine. 
Initial thickness of specimen of peanut, soybean, sesame and linseed were 
measured, which were 33.3mm, 28.2mm, 29.8mm and 27.7mm respectively. 

Equal rate of applied pressure (0.1MPa.s-1) was used in the experiment. 

and under double surface for flow of fluids through a porous stone. Each 

desired stress was 60MPa.  

2.3  Measured results and discussion 

Defined applied stress σ and axial strain ε are as follows 

A

F
=σ               (1) 

0H

H∆
=ε               (2) 

Where: F is the applied force acting on the specimen surface (N), A is the area 
of section of the specimen (mm

2
), H0 is the initial height of the specimen (mm), 

and ∆H is the displacement of the specimen (mm). 

peanut, soybean, sesame and linseed compressed at thirteen stresses. Over 50 
per cent strain for extruded soybean, sesame and linseed occurred at stress 
below 20MPa. Over 60 per cent strain for extruded peanut occurred at stress 
below 10MPa. No more than 13 per cent strain occurred at stress over 
20MPa for extruded soybean sesame and linseed, and no more than 13 per 
cent strain occurred at stress over 10MPa for extruded peanut. 

Prior to applying pressure, the specimen is a loose bed owing to a lots of 
pore space within oilseed specimen. After applying pressure on the 
specimen, pore space is rapidly dwindled due to gas vented rapidly and 
elastic deformation in the bed along with increasing pressing pressure. That 
is why the strains vary sharply at early stage for extruded oilseeds. The bed 
of oilseeds becomes dense due to plastic deformation. After that the bed 
becomes a fluid-solid coupling material owing to the cell wall of oilseed and 
granule broken. Last, the bed becomes oilseed cake as result of bond 
between broken oilseeds granule. The cake becomes denser and denser as oil 
is expelled. It explains the reason that no more than 13 per cent strain 
occurred at later stage for extruded oilseeds.  

 of room temperature Four series of experiments were carried out under 18°C 

Table 1 shows the measured results of strain with stress for extruded 

Xiao Zheng et al.
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Table 1. Variation of axial strain ε (%) with stress σ (MPa) for the extruded peanut, soybean, 
sesame and linseed 
 

Stress (MPa) oilseed 

 
0     5      10     15      20     25     30      35      40     45      50     55      60  

peanut 

soybean 

sesame 

linseed 

0   53.05   61.24   64.14   66.22   68.02   69.42   70.39   71.26   72.04   72.97   73.63   74.49  

0   27.54   40.83   46.74   50.50   52.98   55.16   56.10   56.71   57.38   57.98   58.44   59.02 

0   39.39   54.34   60.54   63.90   67.65   70.06   72.07   73.68   74.63   75.31   75.95   76.69 

0   29.08   44.75   52.71   58.51   62.74   65.40   66.71   67.95   69.06   70.15   70.72   71.26 

3. NEURAL NETWORKS IDENTIFICATION 

ALGORITHM   

It had been proved in theory that feed-forward neural networks trained 
with the back propagation (BP) can approximate continuous function and 
curve with arbitrary precision. The BP algorithm is a training learning 
process, which is divided into two processes, called forward-propagation and 
back-propagation respectively. Forward propagation is that input data from 
input layers are transmitted into hidden layer and into output layers after 
treated by hidden layers and output layers. If the practical output of neural 
networks is not expected output, the error between practical output and 
expected output will return through original path to change weights between 

of artificial neural networks is actually one process of identification. So, BP 
neural network have been widely used in system identification to identify 

experiment indicated that stress-strain relationship for oilseeds during 
pressing was nonlinear. In this study, neural networks modeling techniques 

the network model, which have r-inputs and one hidden layer. 

deviation matrix of the input layer, F1 is the active function of the hidden 
layer, A1is the output matrix of the hidden layer, W2 is the weight matrix of 

are repeated until the prescribed error is met. The training learning process 
layers, that is back-propagation. Forward propagation and back propagation 

complex nonlinear system (Yang Jian et al., 2006; Sun Tao et al., 2005). The 

with BP network was used to predict the stress-strain relationship. Fig. 2 is 

Fig. 2. Neural network model

P is input matrix, W1 is the weight matrix of the input layer, B1 is the 
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the output layer, B2 is the deviation matrix of the output layer, F2 is the 
active function of the output layer, and A2 is the output matrix of the output 
layer. 

3.1  Forward transfer of information 

The ith node output for hidden layer is 

1,,2,1,)11(11
1

sibPwfa
r

j

ijiji ⋅⋅⋅=+= ∑
=

          (3) 

Where: a1i is the ith node output of the hidden layer, f1(.)is the active 
function of the hidden layer, w1ij is the connection weight from the jth input 
node to the ith hidden node, Pj is the jth input, and b1i is the ith node bias 
value of the hidden layer. 

The kth node output for output layer is        

∑
=

⋅⋅⋅=+=
1

1

2,,2,1),212(22
s

i

kikik skbawfa  (4) 

k

function of the out layer, w2ki is the connection weight from the ith output 
node of the hidden layer to the kth output node of the output layer, and b2k is 
the kth node bias value of the output layer. 

Adopting the error function as follows 

∑
=

−=
2

1

2)2(
2

1
),(

s

k

kk atBWE
 

         (5) 

Where: E(W,B) is the error function of the output, tk is the kth node 
objective value of the output layer, and a2k is the kth node output of the 
output layer. 

3.2  Change weight using gradient descent algorithm 

The weight from ith input to kth output is 
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         (6) 

Where: 2kiw∆ is the change in weight of the output layer, η  is the learning 

rate, 2'f  is the active function derivative of the output layer, 

'' 22)2( fefat kkkki =−=δ , kkk ate 2−= , where 
kiδ is the error from the 

ith output node of the hidden layer to the kth output  node of the output layer, 

and ke  is the kth output error of the output layer. In the same way 

Xiao Zheng et al.

Where: a2  is the kth node output of the output layer,  f2(.) is the active 

'
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Where: 2kb∆  is the change of the kth node bias value of the output layer. 

The weight from jth input to ith output is 
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Where: ∆w1ij is the weight change of the hidden layer, f1  is the active 

∑
=

==
2

1

,2,'1
s

k

kikiiiij wefe δδ  

'2fekki =δ , kkk ate 2−= , where: ijδ

the input layer to the ith output node of the hidden layer, and ie  is the ith 

node output error of the hidden layer. In the same way 

ijib ηδ=∆ 1           (9) 

Where: 1ib∆  is the bias value change of the hidden layer. 
A three layer feed-forward neural networks trained with the back 

propagation (BP) algorithm was adopted in this paper. Both input layer and 
output layer had one node, which represented applied pressures sequence 
and measured strains sequence respectively. Hidden layer had five nodes. 
0.01 and 1000 were used as the error tolerance and the maximum number of 

training cycle respectively. Sigmoid function 1)1()(1 −−+= sesf was selected 

The measured results had been taken as samples. 11 and 2 data were chosen 
randomly as training and testing sample respectively. The error function is 

( )∑
=

−=
11

1

2
2

2

1

k

kk atE          (10) 

3.3  Results and discussion 

shows the curves of relationship between training times and error for peanut, 
soybean, sesame and linseed during the training process. The values of sum 
errors of the prediction for peanut, soybean, sesame and linseed were 
0.00282, 0.0083, 0.0084 and 0.0047 respectively. The training times were 11, 

as active function f1(s). Linear function was selected as active function f 2(s). 

Fig. 3 shows the curves of stress-strain predicted and measured, and Fig. 4 

'

 is the error from the jth input node of 

function derivative of the hidden layer, 
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22, 88, and 43 respectively. It was found that there was a lack smooth for 
prediction curves for oilseeds due to over-fitting when the error tolerance is 
less than 0.001. 

 

4. 

Apparatus and procedures were developed to measure the stress-strain 
relationships for extruded peanut, soybean, sesame and linseed. Stress-strain 

Xiao Zheng et al.

CONCLUSIONS 

Fig. 3. Comparison of prediction with measurement 

Fig. 4. Relationship between training times and error 

 

       
(a)  peanut                                              (b)  soybean  

       
                          (c)  sesame                                            (d)  linseed 
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 relationships were measured compressed at twelve pressures (5, 10, 15, 20, 
25, 30, 35, 40, 45, 50, 55, 60MPa) under uniaxial cold pressing. The model 
was developed to predict the stress-strain relationship for extruded oilseeds 
based on BP neural network. 

Results indicated that the stress-strain relationships were nonlinear. Over 
50 per cent strains for extruded soybean, sesame and linseed occurred at 
stress below 20MPa. Over 60 per cent strain for extruded peanut occurred at 
stress below 10MPa. No more than 13 per cent strain occurred at stress over 
20MPa for extruded soybean sesame and linseed, and no more than 13 per 
cent strain occurred at stress over 10MPa for extruded peanut. There were 

oilseeds, and there were no significant increases in the values for the strains 
at later stage for extruded oilseeds. 

BP neural network can be used to predict the stress-strain relationship for 
oilseeds, which not only overcomes the difficulty for theoretical model 
development, but also avoids requiring considerable technique and 
experience for nonlinear regression analysis. No more than 0.0084 maximum 
error showed that the model predicted the stress-strain relationships with 
highly accuracy. In view of the predicted results and the simple model 
consisting of input and output layer with one node, and hidden layer with 
five nodes, the method of stress-strain prediction for oilseeds by using 
artificial neural networks is both feasible and effective. 
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PARAMETERIZED COMPUTER AIDED 
DESIGN OF STUBBLE CLEANER 
 

Abstract: 

which is difficult to modify, and also not intuitive in the solid way for the form 

and structure. Therefore, software, UG-NX3, used to conduct 

parameterized design of stubble cleaner parts. The parts were designed 

associatively and assembled virtually. The structure of the whole machine and 

the spatial distribution of parts can be seen and analyzed intuitively. Under 

UG-NX3 circumstance, the designed 3D model can be transformed 

automatically to 2D drafting which is used in fabrication and production. The 

result proved that computer aided parameterized design can allow dynamical 

operation, preview and repeated modification of the design, reliably and 

quickly. Therefore, the optimum design efficiency of stubble cleaner is 

improved; 3D modeling time and 2D drafting time is greatly decreased. 

Stubble cleaner, computer aided design, parameterized design 

1. INTRODUCTION  

In recent years, with the rapid development of computer technology, 3D 
design and virtual assembling technology were introduced into the 
mechanical design field, and as a result, product update frequency and 

also gradually incorporated into the agricultural machine design field (Yang 
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design efficiency were greatly increased (Wen, 2003).  These machines are 
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et al., 2004; Yang et al., 2002; Yuan et al., 2006). Computer aided design will 
be the necessary trend of agriculture machine design field (Yan et al., 2004). 
Prior to using the virtual assembling technology, design for stubble cleaner 
was mainly 2D design in which the structure of parts and the whole machine 
could not be easily visualized, hence associative relationship among parts 
could be hardily established. In addition, parts assembly and interference 
checkup could not be conducted. In order to resolve the above problems, 
parameterized design and virtual assembly were used to design stubble 
machines based on UG-NX3 (Fu, 2005; Zhao et al., 2005), and this is in line 
with the trend of stubble cleaner development (Wu et al., 2000). 

2. PARAMETERIZED DESIGN AND ASSOCIATIVE 

DESIGN 

2.1 Parameterized design 

Parameterized design method is a new kind of 3D design method, and 
UG- NX3 is one of the representational 3D parameterized design software. 
There is driving parameter and calculation parameter under the environment 
of UG-NX3. Driving parameter means that a variable can be evaluated and 
its value can be changed at will, whilst calculation parameter is the 
parameter obtained through calculation based on driving parameter. UG-
NX3 has strong sketch functions, utilizing dimension constraint and 
geometry constraint to drive the sketch, dimensions and shapes of the sketch 
alter with respect to the change of constraints. Design modification can be 
done repeatedly and quickly, and the time spent on 3D modeling is markedly 
reduced. 

2.2 Associative design 

Associative design means setting up associative relationship among parts 
such that the associative parts change their sizes and structures 
simultaneously. Associative design method avoids interference among parts, 
and makes modifying work convenient and accurate. UG-NX3 provides two 
assembly methods, one is Bottom-Up design method and the other is Top-
Down design method. The former first establishes models of all parts, and 
then assembles them. Associative constraint must be set up. In contrast, the 
latter sets up main parts first and other parts come into being according to 

Lige Wen et al.
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Geometry Linker in UG-NX3 serves the Top-Down design method. 
Parameter modeling establishes interrelated relationships within a part, while 
WAVE Geometry Linker extends this notion to set up associative 
relationship among different parts. 

3. 

3.1   Parts of stubble cleaner 

The main function of stubble cleaner is cutting the crop stubble into small 
pieces and mixing them with earth uniformly and rotarily ridging the earth. 
Stubble cleaner mainly consists of four components.  

� Frame, which supports the whole machine and joins with power 
framework, and other parts assembled on it. 

� Gear-box, which changes the power transmission direction and speed 
of motion, it is composed of gears with straight tooth, transmission shaft and 
axletree seat. 

� Stubble roller, which cuts up the stubble and ploughs up the earth, it 
consists of blade tray, stubble-cutting blade, square shaft and axletree seat. 

� Shield, whose function is to break up the earth block, ridge the earth, 
and mix the earth and the stubble.  

Next step is to determine main parts of every component, and to make 
clear the associative relationship among parts. 

3.2 3D design of parts 

Part modeling process is as shown in Figure 1. Firstly, the main part of 

instantiation is ensured; finally, feature-based 3D parameterized model of 
parts of stubble cleaner can be obtained. 

OF STUBBLE CLEANER 

PARAMETERIZED DESIGN FOR PARTS 

structure is analyzed, sketch is 

associative design to other dimensions is conducted and then feature 

every component is chosen; next,
constructed, driving dimension and calculating dimension are given; then 

their associative relationship with the main parts and the dimensions of the 
main parts. The latter suits people’s design habit very well and avoids 
assembling interposition, therefore improving design efficiency. WAVE 
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3.2.1 Parameterized design of spur gear in gear-box 

There is one pair of bevel gears and two pairs of spur gears in the cleaner.  
One of their 3D models is shown in Figure 2. The two bevel gears which are 
used to change the direction of rotating speed have the same tooth number, 

because stubble cleaners are usually designed to operate at different rotating 
speeds.  

The course of parameterized design of spur gears is as follows. Driving 
parameter of the gear is composed of pressure angle, modulus, tooth number, 
while calculation parameter consists of addendum circle diameter, gear root 
diameter, graduated circle diameter and base circle diameter etc.. When 

correspondingly. Figure 3 shows that when gear tooth number changes from 
19 to 24, the structure of the gear is also altered. Associative relationship is 
set up between assembly hole diameter of the gear and shaft diameter. 

Figure 2. Straight bevel

  Gear tooth number 19       Gear tooth number 24  

gear of stubble cleaner  
  Figure 3. Changing of gear structure 
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Figure 1. Modeling process for parts

and their sizes remain constant.  Spur gears are used to change rotating speed, 

modifying driving parameter, the structure and size of the gear change 
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3.2.2 Design of stubble blade and blade tray 

The main components in stubble roller are left blade & right blade and 
four blade trays assembled at different angles. 3D model of stubble blade 
and one of the blade trays are as shown in Figure 4. Respective assembling 
holes in blade tray and stubble blade are associative, when the dimension of 
the assembling hole in blade changes, that of blade tray changes accordingly. 
The dimensions of the center square holes of the stubble trays are related to 
the dimensions of the square shaft. 

Figure 4. Stubble blades and one of the blade trays 

3.2.3 Design of cushion Using WAVE Geometry Linker 

Modeling method of axletree seat cushion is utilized as an example in 
order to introduce WAVE Geometry Linker design method, which is a Top-
Down assembly method. The process of modeling axletree seat cushion 
using WAVE Geometry Linker is as follows: 

� Open “assemblies” module under UG-NX3 environment, then set up a 
new file; choose Non-Master Part in “New Part File” dialog box. UG-NX3 
provides a function of Master Part, the formerly established model such as 
axletree seat is set as a Master Part, the dimensions of which can be 
modified, resulting in that of Non-Master Part changing accordingly. 
Dimensions cannot be directly changed on the Non-Master Part. 

Figure 5. Create cushion using WAVE 

 Use “Add Existing” command to recall the existing axletree seat,  
then making use of the command “WAVE Geometry Linker”, choosing 
assembling surface of the axletree seat where the cushion will be assembled. 
Now, the surface feature can be obtained, and then using Pad command, 
giving the thickness, the cushion is obtained as in Figure 5. 
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axletree seat is established. 

4. VIRTUAL ASSEMBLY 

The stubble roller was virtually assembled by 3D models designed above 
firstly. Then it together with other main components and minor parts was 
virtually assembled making use of Wave commands to make integrated 
virtual stubble cleaner. 

4.1 Virtual assembling of stubble roller 

Center command was used in Assemblies module of UG-NX3 to 
assemble square shaft and stubble trays, align the four stubble trays to the 
square shaft; then adapt the distance between every two trays and the 
distances between the outboard tray and the square shaft end should be same. 
Next, assemble one blade on a stubble tray with Mate command and Align 
command and assemble other 5 blades on the stubble tray using Component 
Arrays command. Utilize the same method to assemble 3, 3 and 6 blades 
respectively on the other 3 stubble trays and they make a total of 18 blades, 6 
blades on the outboard two trays respectively and 3 ones on  the inboard two 

blades were arranged helically and have a 20º gap when cutting into the 
earth. It is seen clearly at different direction in Figure 6 that there is no 
interference in the assemble body. 

4.2 Virtual assembling of the whole stubble cleaner 

shield board of the left roller, one of the shield boards of the right roller and 
the side shield boards are hidden. The structure of the whole machine and 
the relationship among parts can be seen intuitively. Under the assembly 
module, interference among parts can be checked up, and the gap between 
parts can be examined. If unreasonable condition exists, then it is necessary 
to return the Master Part for modification. Repeat the process until the 
assembly is dead-on. Using the above assembly method can minimize errors 
from unreasonable assembly. 
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Finally, the dimension associative relationship between cushion and 

Figure 7 is 3D assembly model of the whole stubble cleaner in which the 

trays respectively. Then we get a stubble roller set as Figure 6 shows. The 18 
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5. DRAFT CREATION 

automatically, which is required in producing and processing. Different 

and  shape, location tolerance and roughness can be given to drafting here. 

*.dwg file can be read by AutoCAD. 3D model and 2D drafting are structure 
and size interrelated, when the 3D model is modified 2D drafting changes 
accordingly.  Therefore the data consistency of 3D entity and 2D drafting is 
ensured.  

6. 

� Parts and components of stubble cleaner were parameterized designed 
using UG-NX3, relationship between parts and a part lib was built up. When 
the size of a part is changed, that of the relational parts will be changed 
correspondingly, which makes it convenient to change the measurement and 
the profile when needed later. 

� Conducting parameterized design, associative design and virtual 
assembly, and gap and interference checkup to stubble cleaner parts under 
UG-NX3 environment makes product design more intuitional. It improves 
the efficiency of remodel design and serial design of stubble cleaner, and 
ensures high design precision. 

� Using this method, 2D drafting of stubble cleaner and parts can be 
gained conveniently and speedily. And the presented method realizes 
associative modification and ensures data consistency of 3D entity and 2D 
drawing. 

sections, axonometric drawing, partial enlarged view, and so on. Dimensions 

stubble cleaner

Drafting can be output as a file in kinds of formats, in which *.dxf file and 

Figure 7. 3D modeling of 

the stubble roller

kinds of views can be obtained under UG-NX3 circumstance, such as 

Figure 6. Virtually assemble

UG-NX3 has the function to transform 3D module to 2D drafting 

CONCLUSIONS 
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� The method used here would provide a reference and template for other 
agricultural framework design using UG-NX3 software. 
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NETWORK 
 

Abstract: In view of the current situation of the country where basic facilities are lagging 

and inhabitation is dispersed and the weaknesses of the various rural 

information technologies, a multilayered, distributed and regional country 

proposed. Its structure, hardware frame and communication mechanism based 

on its application in a village are analyzed. The research shows that the 

informatization and thus has significant popularization value.  

hybrid network, information service platform, rural informatization  

1. INTRODUCTION  

platform can solve the ‘the last one-kilometer’ problem in China’s rural 

In recent years, China has made great progress in rural informatization 
(RI) construction, however it hasn’t found a good solution to the issue of ‘the 
last one-kilometer’, and as a result, agricultural information cannot reach 
farmers quickly and effectively (Chen, 2006). There are various existing in 
the service platforms of our present rural information technologies like Short 
Message Service (SMS) (He, 2005), accessing internet via dial-up, Asym-
metrical Digital Subscriber Loop (ADSL) and Cable Antenna Television 
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Field-bus has the advantages of good interoperability, decentralized 
control function, easy maintenance; and wireless communication shows the 
advantages of low cost, short construction period and expandability. Hybrid 
network can bring out the advantages of each network and expand 
application range of the system and get high performance index (Vitturi, 
2005). The multilayered, distributed and regional country information service 
platform based on wireless field-bus hybrid network that is to be discussed in 
the paper can adapt to the rural areas where basic facilities are lagging and 
inhabitation is dispersed. The platform gives farmers access to all kinds of 
agricultural information like dated agricultural condition and has functions of 
browsing, query and ordering, besides, it provides interaction functions 
between farmers and agricultural information system as well as among 
farmers. 

1. REGIONAL COUNTRY INFORMATION 
SERVICE PLATFORM BASED ON HYBRID 
NETWORK 

The platform adopts the hierarchical hybrid structure of wireless and field-
bus technology (see figure 1), with the upper level adopting wireless 
communication technology network and the lower level adopting field-bus 
network. The platform is consisted of information center, information host 
and terminal.  

Figure 1. System structure graph 

(CATV), especially high running expenses, complicated operation and poor 
interaction. Therefore, it’s highly necessary to develop a technology that is 
suitable for RI.  
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 Information center communicates with all agricultural systems through 
internet. Having got the agricultural information, the center stores it in local 
database and then sends it to information host through wireless network. 
After receiving the information, the host stores it in its memory and forms 
field-LAN together with terminals through field-bus. Placed in farmers’ 
houses and operated through infrared controller, the terminals acquire 

The platform is applied in a village of Qingyuan City, Guangdong 
Province. Placed in the office of the Village Committee, the information 
center gets agricultural information through internet and manages 10 field-
LANs. Each field-LAN is formed by one host and 60 terminals. In its 
application, the distance between host and terminal can reach 800m, and the 
distance between field-LAN locations can reach 1000m. The entire platform 
can cover a village with a 3600m diameter, providing dated agricultural 
information for 600 farmers. 

3. SYSTEM DESIGN 

3.1 Hardware Design  

At present, there are different types of long-distance wireless 
communication technologies such as GPRS/CDMA, Wireless Digital 
Transmission, WLAN Bridge, while the low-cost field-bus has RS485 and 
CAN, etc. In consideration of cost and distance, the long-distance wireless 
network is constructed by using CC1000 digital transmission module with 
12dB outdoor omni-directional antenna. CC1000 is an ultra low-power 
consumption transceiver designed by CHIPCON. It is intended mainly for 
the Industrial, Scientific and Medical (ISM) and Short Range Device (SRD) 
frequency bands at 315,433,868 and 915MHz. It can realize wireless digital 
transmission between two facilities through RS-232 interface by relying on a 
few external components. Field-bus network adopts two-wire RS-485, which 
shows the characteristics of long-distance (the length of cable can reach 
1200m at 100Kbps rate), multiple-node, low-cost transmission, and is also 
good at preventing common-mode disturbance (Dong, 2002).  

Host and terminal adopt LPC2131 processor based on ARM7TDMI, 
which has small encapsulation and low power with high-speed Flash 
memory and several 32-bit timers, 47 GPIO and 9 edge- or level- triggered 
external interrupts. As illustrated in figure 2, information host is mainly 
consisted of processor, power circuit, memory, field-bus circuit, wireless 
communication circuit and LED display circuit. Processor receives 

information from the host and send it to TV set in the means of video signals. 

Regional Country Information Service Platform 
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information from wireless module and stores in RAM, at the same time it 
communicates with each terminal through field-bus. As illustrated in figure 3, 
terminal hardware includes the same components as host except that it has 
output circuit, buzzer and infrared receiver module rather than external 
memory and wireless module. Video output interface connects with AV 
interface of TV set, buzzer signals new information or alarm, infrared 
receiver module receives controller signals and LED signals operation and 
communication. The terminal is a thin client who can decrease the cost. 

Field-bus

Wireless interface

Power
ARM 

LED RAM
 

Figure 2. Host hardware frame  

TV output

Infrared 

Field-bus

Buzzer

Power
ARM 

LED
 

Figure 3. Terminal hardware frame 

3.2 Software Design and Information Communication 

Mechanism 

Host and terminal adopts uC/OS-II operating system, which is an open-
coded, solidifiable real-time multiple-task operating system (Jing, 2006). For 
most distributed systems, their communication task is sending orders and 
collecting data by upper-level information center, but for this platform the 
main task is receiving orders from terminals by information center and 
sending out huge number of data completely and correctly. So the key of the 
software design is to ensure integrality and accurate transmission of the huge 

Time synchronization is the basis in realizing each communication task, 
and it is realized through the following steps in this platform: each host 
renews its time after reading the time record in the information center when 

amount of information in the hybrid network.   

   Songbin Zhou et  al . 
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 it is charged with power; then the terminal reads the time in host and renews 
its time record. Finally the communication mechanism between information 
center and host as well as between host and terminal is design to ensure 
integrality and accuracy of the information in transmission. 

1) Information Center-Host Communication Mechanism 
Because there is the possibility of drop net and power-off, there exists the 

problem of missing information from off-line host if the information center 
adopts broadcasting mode. Therefore point-to-point polling mode is adopted. 
Every piece of information includes issue time, save time, type, content, 
grade and verification. Issue time means the time when the information is 
put in; save time refers to the time when the information is saved. Time is 
saved in double-precision floating point, according to which data is sorted, 
searched and queried. Type is divided into common type and urgent type. 

Figure 4. Information mapping method 

Last information time refers to the save time of the last piece of 
information received by the host. As illustrated in figure 4, the information 
center stores the information in local-time sequence database after receiving 
it from each agricultural information system, and searches for the next piece 
of information and sends it to the polling host according to the last 
information time. When the memory is full, new pieces of information 
replace the earlier ones. Figure 5 demonstrates the flow chart between 
information center and host. First, information center inquires host and if 
there is no answer it then inquires the next one; then host uploads 
information packet, otherwise it sends out local information time; after 
information center gets response, it sends urgent information if there were 
any, otherwise it searches the piece of information next to the local last 
information time, then it inquires the next host. After polling all hosts, it 

Regional Country Information Service Platform 
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starts from the first one again. After receiving new information, host verifies, 
stores and renews last information time. 

Figure 5. Flow chart of communication between host and information center 

2) Host-Terminal Communication Mechanism 
The communication mechanism between host and terminal mainly adopts 

master-slave mode, with the host as the master and the terminal as the slave. 
The host adopts time-sharing polling scheme, and polls one terminal every 
50ms, that is, it can poll 20 terminals every second. The terminal doesn’t 
store information and acquires data from host according to farmers’ 
requirements in the time of polling, and sends it out in the means of video 
signals. Every terminal can acquire 120 characters every time at the rate of 
19.2kb/s. Figure 6 shows the display result of terminals.  

Figure 6. Terminal application 
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 4. 

The current agricultural information technologies show respective 
weaknesses in their application in the rural areas. Mobile phone short 
message service, which uses mobile communication network as the 

the advantage of wide coverage and easy operation, yet on the other hand it 
has high cost (every family needs to pay (50-100) Yuan per month if it 
receives 1000 messages per month), limited information volume and 
monotonous information presentation. Publishing information through 
CATV network, broadcast television service shows the characteristics of 
diversified presentations, but it has to occupy TV channels, has poor 
interaction between information and users and cannot store the information. 
Besides, every family needs to pay (10-20) Yuan per month. Accessing 
internet via dial-up or ADSL has powerful functions but has high cost and 
complicated system operation, every family needs to pay (80-100) Yuan per 
month. The platform proposed in this paper adopts hybrid network and 
shared network access, and each family only needs to pay (2-5) Yuan per 
month. Therefore it has great advantage comparing with the methods above. 

Regional country information service platform based on hybrid network is 
suitable for the application in the rural areas in China and other developing 
countries with low-cost, convenient operation and flexible network. 
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Abstract:        In order to apply Java to mobile communication device and embedded 
device, the J2ME is issued by SUN. It is also be used on 3G mobile 
multiplication service by telecommunication company. The paper 
introduces the methods and processes of developing short message 
management system adopt J2ME and Siemens Mobility Toolkit 6688i. 
The system applies 12 classes to realize message grouping, message 
list and message editing. By this system, the efficiency of the short 
message management in the mobile phone is increased.  

Keywords:     J2ME, Short Message, MIDlet 

1. INTRODUCTION 

Short Message Service (SMS) (ETSI/TC, 1997) has become a mature 
wireless communication service. SMS provides a connectionless transfer of 
messages with low-capacity and low-time performance (Gerd et al., 2003). 
In order to improve the application of mobile phone, the related 
programming languages were issued. The development of the mobile phone 
software has mainly experienced three stages. At first stage, it just focused 
on the basic voice service, afterwards the simple value-added service applied, 
then the function which access Internet by the WAP was developed. J2ME is 
issued by SUN in order to apply Java to mobile communication device and 
embedded device and consumed electrical equipment (Microsystems, 1999). 
Two problems can be solved by J2ME: (1) Java language runs across 
different platform, software development businessman develops related 
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application easily, so it can also be installed conveniently to mobile phone; 
(2) J2ME has offered high-grade programming of the internet protocol such 
as HTTP, TCP and UDP, so JAVA application can be accessed on Internet 
freely. In the mobile communication toady, global operators are arranging 
3G strategy, they have met the problem how to consume these bandwidth 
increased. Now J2ME is seemed as a best solving scheme, offer the 
multiplication service of mobile data business based on J2ME for user. 

service, mobile internet business and Virtual special net business, mobile 
office, mobile medical treatment, will become true by using J2ME.  

Short message is now mobile service used the most broadly exclude the 
conversation of speech sound outside, therefore this paper adopts J2ME to 

telephone carry out various managements for short message. 

2. THE STRUCTURE OF CLDC/MIDP 

which together establish an implementation specification for consumer 
electronics and embedded device manufactures (Sun Microsystems, 2002). 
J2ME is built up on a three-layered architecture (from bottom to top): JVM 
Layer, Configuration Layer, and Profile Layer. The JVM layer is an 
implementation of a specific JVM that is customized for an operating system 
on small devices.  For example, the K virtual machine (KVM) is a highly 

network-connected devices such as cellular telephones, pagers, and small 
point of sale (POS) systems. The configuration layer defines a minimum set 
of Java virtual machine features and Java class libraries available on a 
particular category of devices. At present there are two J2ME configurations: 
the Connected Limited Device Configuration (CLDC) and the Connected 
Device Configuration (CDC). CLDC is designed for developing applications 
on resource-constrained devices with parsimonious memory, say, less than 
512KB. On the contrary, CDC is developed for embedded devices with 
relatively larger amounts of memory and more robust resources like set-top 
box, screen phone or refrigerator.  The configuration layer also specifies core 
class libraries of device-dependence so that the applications can be 
developed regardless of the devices they will be deployed to. 

connection layer. A profile is an industry-defined specification of the Java 
APIs which fits for a specific industry or class of devices. For example, the 
Mobile Information Device Profile (MIDP) coupled with CLDC specifies 
the issues of user interface, persistent storage, and networking for mobile 

Shumin Zhou et al.

realize Short message management system, makes the JAVA user of mobile 

J2ME is composed of two major components: configuration and profile, 

Mobile multiplication service, such as mobile business, mobile information 

The top layer is the so-called profile layer, which is independent on the 

portable virtual machine, designed for small memory, limited-resource, and 
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information devices such as cellular phones.  The so-called K-Java is a 
complete J2ME application run-time environment fully adhering to the 

compatible to the CDC specification since the review of CDC specification 
is still underway. The former one is suitable for consumer electronics with 
colorful terminals like Windows CE devices while the latter is good for 
resource-constrained devices such as PalmPilot.  J2ME is designed on the 
basis of philosophy that applications developed on a particular profile can be 
deployed straightforward onto different configurations without having to 
modify the code. However, such ideal has not been realized currently. In this 

system on the K-Java environment. It is expected the hurdle of platform 
heterogeneity can be removed when CDC is finalized. 

specific equipment of certain a clan department. Table layer realizes on 
specific disposition layer, programmer takes the responsibility for compiling 
application program on specific Table layer. J2ME has defined many Tables, 
but only MIDP has realization reference, MIDP (Mobile Information Device 
Pro2file) is designed for mobile telephone and two-way paging equipment. It 
is very similar that MIDP application is called as MIDlet with Java Applet, 
they have similar life cycle. The life cycle of MIDlet can  3 stages: (1) start, 

shown the structure of CLDC/MIDP of development of mobile telephone 
program. 

Figure 1.  The structure of CLDC/MID 

The Short Message Management System Based on J2ME 

CLDC specification whereas PersonalJava (the so-called pJava) is partly 

get resource and run; (2) suspend, release resource and change to wait state; 
(3) die out, release the resource owned, finish thread and all activities. 
MIDP and CLDC have formed a complete configuration together. Fig. 1 has 

 Table layer also contain a group of API, defined aiming at mainly the 

paper, we adopt the MIDP/CLDC approach to develop the surveillance 
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3. THE DEVELOPMENT OF SHORT MESSAGE 

MANAGEMENT SYSTEM 

Developing a MIDlet program or other wireless Java application software  
following three steps: (1) compile application software; (2) test application 
software in simulator; (3) download the compiled software to the mobile 
phone, then operate and test.  

Short message management system belongs to MIDlet (Ganhua et al., 
2003), which is a  short message management system developed with API of 
Siemens. Purpose of compiling the system is that user can manage the short 
message on mobile telephone effectively, its major functions include 

short message list and message content etc., additionally realize short 
message to dispatch operation. 

3.1 Development tool and development environment 

The popular J2ME development tools include: (1) SUN Wireless Toolkit 

JCreator + MotoSDK. The JDK + UltraEdit + SMTK6688i was used to 
develop J2ME which is provide by Simens in our system. 

3.2 System profile 

The system is composed of 12 operating class, can realize management of 
short message and some related operations based on this function. User can 
use the groups that the system has to establish related short message list, also 
can delete the system groups, establish short message groups, and also can 
change its name. 

According to each groups in short message list, you can delete and add 
and modify. They are the operations according to mobile telephone of the 
user and short message contents. After looking over the content of short 

to the current user of  the mobile telephone. Because it realizes by a class 

ASCII yard to UTF28 or Unicode coding before stocking.  

shows. 

Shumin Zhou et al.

dividing short messages into groups,  the editor,  insert, delete operation of 

+ UltraEdit + various simulators; (2) Builder + Mobile Set + Nokia SDK; (3) 

message, user can also edit, delete and modify,  can sent this short message 

we must converse code before we do file operation, that is, we must change 
which improves function based on com.siemens.mp.io. of Siemens class File, 

Above analyzed, we can get the structure of systematic function as Fig. 2 
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Figure  2. SMM system structure 

3.3 

Because the J2ME language of standard do not offer file operating class, 
this system used a ManipFile class that compiled on com.siemens.mp.io.File 

whole system, its major function is use SMM structure function to example 

this value will be used for getting to show equipment and system the 
sentence during the whole process. In addition, the SMM.java class realizes 
the interface between the systemc and application program management 
equipment, application program management equipment is the software that 
installed on MIDP equipment in advance and acts the role of operation 
environment. It can use the life period method of MIDlet in order to control 

to the operation that user press one button by realizing 
CommandListener interface, for example, it will enter to show short message 
list after pressing cmdEnter, and exit cmdExit.  

ManipFile. java class is the key class concerned with file operating during 

operations concerned with file operating have corresponding definitions in 
this class. File the structure function of operating class, open fileName file, if 

throw unusual and quit program. After opening file, structure function with 

name of this file, and the current file indicator etc. According to the file 

return this string. In current file, read one row of character from nStart, and 

The Short Message Management System Based on J2ME 

The file operation of short message group 

of Siemens  to realize related file operation. SMM.java class is the frame of 

the example of current program, its value is this indicator of current program, 

the state of MIDlet. SMMInfo.java class shows copyright of the system, the 
informations and helps by inheriting Form. Add two buttons on Form, it will 
respond 

the system operation course, during the system operation course, all

file does not exist, build a new fileName file f isNew is true, otherwise, it 

initialize operation such as the descriptions of the file, the length and the 

indicator location that offers, read the content as (iStart2iEnd) from file and 
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return this string. Write in the opened iPos of the file After change the string 
str to byte type. Write the string in a new file fileName in. In this method, 

3.4 Storage of short message 

The operations of message groups includes groups show, change group’s 
name, delete group and build new group. Group show is realized by 

Index.txt of stock short message, read their names, use GetGroupList ( ) 
method read a row every time and show.  

Short message groups’names modification is sent the selected message 

modification, must write the result of modification to stock groups Index. txt 

ManipFile. java class. Adding short message groups is also establishment the 
method of groups requirement completion after need should groups name 
join. txt file end, use ManipFile. FileAppend of java class ( ) method.  

In the course of deleting message groups, must conside the possibility of 
short message groups, because before deleting, should warn; If confirme to 

delete the file stocking current message. Because short message groups file 
named with sequence number, so just according to current groups sequence 

rename short message files after this file again according to digital order.  

sending module, SM receipting module and link maintain module, it will be 
terminated in the corresponding module, The manage module will take some 
measures such as resume the link, restart the module and so on according to 
the terminate sate. 

3.5 The list of short message 

modification, add etc in divided group messages. Short message list show by 

corresponding file to read short message list of this groups and show in Form 
by recepting the parameter and sequence number of the title. In the course of 

mobile telephone which is made up with 11 numbers, which is controlled by 

Shumin Zhou et al.

must establish fileName (if this file existence unusual, throw it and quit ),  
after change str to byte type, write in the file, close this file finally.  

group’s name to the groups’ name modification class as parameter. After 

SMGroupList.java class. The course of message groups shows is that open 

file.During the course of stocking, must use the method InsertStrToFile of 

number, we can find very easily short message groups file and delete it, then, 

deleted, besides delete the current groups’ names from Index. txt file, and 

Message list management have realized the operations – show, delete, 

SMSList.java class. Construct function shows current message list and open 

the sentence “numTxtF ld = newTextField (“the number of mobile 

If some errors such as transfer failure, invalidate retry occurred in SM 

telephone ” “ , ” , 11, TextField. PHONENUMBER)”. Because generally 

adding short message content, we must input short message content and 
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is similar with short message groups. During the deleting of short message 
list, we must consider the length of short message and find out the location 
of this message, then carry out related insert operation, replace the short 
message content to delete with space. List show and content input interface 

4. 

process of development, it uses Siemens6688i simulator to carry out debug 
and operate, and test successfully on the mobile telephone of Siemens, if it to 
be used in other simulator or the mobile telephone excepted Siemens, need 
to carry out further modification and test.  
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Abstract: 

played an important role in the rural areas of some Asian countries. This 

article gives an analysis of e-government application in some rural areas in 

Asia and the status of e-government application in rural China, and gets some 

enlightenment to solve our problems. 

Keywords: 

1. 

1.1 Japan: Pays attention to agricultural information 

system. And its computer network develops rapidly  

First, Japan pays attention to the establishment of market rules and 
development policy on rural informationization. According to agricultural 
production and market operation rules, the government established a number 
of specialized advisory committee and formulated a series of system rules 
and operational rules to restrict the code of conduct of all aspects of the 
market. Moreover, the government established development policies 

 Institute of Scientific & Technical Information, Shan Dong University of Technology, Zibo, 

Corresponding author, Address: P.O. Box 342, Institute of Scientific & Technical Information,

Tel: +86-0533-2781428, Email: reeeee@126.com 

e-government, rural, enlightenment, Asia 

IN RURAL ASIA  

THE APPLICATION OF E-GOVERNMENT 

Liu, W. and Wang, J., 2008, in IFIP International Federation for Information Processing, Volume 258; 
Computer and Computing Technologies in Agriculture, Vol. 1; Daoliang Li; (Boston: Springer), pp. 35–42.

OF E-GOVERNMENT APPLICATION 

E-government is one of the major forms of government informatization. It has 

SOUTH KOREA AND INDIA 

THE ENLIGHTENMENT TO CHINA 

Shan Dong University of Technology, 12 Zhangzhou Road, Zibo, 255049, P. R. China, 

IN RURAL AREAS FROM JAPAN, 

China, 255049 



36 
 
according to the actual needs to promote the market operated orderly. 
Second, the government pays attention to agricultural infrastructure 
construction. Successive Japanese governments have attached great 
importance to rural telecommunication, broadcasting, and TV development. 
Currently, Japanese Ministry of Agriculture, Forestry and Fisheries are in the 

rural information and communication infrastructure, including the laying of 
fiber optic cable in order to build advanced communications network. 

price forecasting system composed of the national 1800 “comprehensive 

systems, each farmer can know well of what is good market, the price, and 
each product’s production quantity on the domestic market and even on the 
international market. They can identify and adjust their product and 
production according to their actual ability to make the production in a clear, 
highly orderly state.  

Japan had developed more than 400 agricultural networks by the end of 
1994. The computer prevalence rate had reached 93% in agricultural 
production sector. The agricultural and technological information network 
system developed in recently two years, farmers can query and use the 
network data at any time. Meanwhile, the Japanese government has attached 
great importance to the popularization and application of computers in rural 
areas, Japanese farmers will receive subsidies to purchase computer.  

1.2 

Agriculture and Forestry and the Information and Communication Ministry, 
the Ministry and other government departments, administrative autonomy 
started planning and the experimental work, and was specifically responsible 
for the operation of the Ministry of administrative autonomy. 

The ministry of administrative autonomy fixed on the first batch of more 

gradually generalized when experience was gained. The project was 
welcomed by farmers quickly in the country and expanded rapidly. There 

in a total of 280 and 79,300 farmers participated as of May 2005. 

Wenyun Liu, Jinglei Wang 

fields of information strategy”, and the basic idea is greatly augment the 

Market,” the other is various agricultural products production volume and 
systems (Yang, 2005). One is the “Federation of Agricultural Central 

agricultural group”. With the accurate market information offered by the two 

South Korea: “information village” project 

The “information village” program started in 2001. The same year in 
March, the “information village planning groups” made up of the Ministry of 

than 20 identified “information village” model as of May 2002, and 

were 78 and 88 “information model village” set up in central city in 2003 
and 2004. There were newer 89 in 2005. “Information model villages” were 

Japanese agricultural market information service is composed of two 

process of formulating a “21st Century Agriculture, Forestry and Fisheries 
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outstandingly that information network greatly facilitates the flow and 
transactions of produce and enliven the experience of rural tourism and 
cultivated the rural and native products brands. It made agriculture and rural 
areas got benefits and farmers’ income increased. It contributed to increasing 
region’s economic competitive promoted balanced regional development. 

1.3 India: GYANDOOR program and CSC program 

GYANDOOR program is a unique e-government project. As shown in 
Figure 1: 

The Enlightenment to China of E-government Application 

The “information village” program has taken obvious effect. It behaved 

Every “information model village” is a system engineering and essential 
construction project include: First, the construction of high-speed Internet 
infrastructure, including laying specific optical cable, constructing equipment 
installed mainframe room, achieving broadband Internet access to farmers; 
Second, it is necessary to establish rural information centers, and provide 
computer word processors and other hardware, and make the achievement of 
the information network connected with the local administration; Third, it 
establish farmers computer using environment, the existing model village has 
been able to equipped more than 73% of the rural households with computers; 
The fourth is to establish management operation system, the business com-
mittee is formed by the model village’s villages, information-based instruction 
personnel and information center management personnel participate and run 
together. The fifth is the education and training of personnel. South Korea 
had trained 233,500 villagers to use computer and Internet, and cultivated a 
group of information technology and key management personnel in rural 

 
areas as of May 2004 (Cao, 2006). 

Figure 1. GYANDOOR program
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The project started in November 1999, mainly serviced rural areas and the 
tribal Dhar. A lot of important local demographic information such as 

computer. The network runs through regional capitals and 21 independent 
operate information centers. Most of these information centers locate in the 
town center street, which people often go across. There, each villager can 
enjoy a range of services such as a certificate of origin supply, housing 
ownership certificates, local welfare and the latest information on 
agricultural prices. Even if some farmers are illiteracy, they can also 
understand the price figures appeared on the screen with the operator’s help.  

In addition to the services above, the villagers could also reflect problems 
to the senior manager of the region through network, such as lack of 
agricultural experts, pump failure, official misconduct and dealers to sell 
fake seeds, inferior fertilizers and so on. There must be a reply in 7 days 
under the supervision. India is a big agricultural country, 70% of the 
population scattered in 600,000 villages, although the teledensity (fixed 
telecommunication and mobile communications) per capita share rate is only 
7% in India, rural telecommunication services coverage rate reached 83%. 
Moreover, they also set up a new target: any village within a radius of five 
kilometers can have the wireless Internet access. 

Recently Indian cabinet approved the establishment of 100,000 broadband 
common service centers (CSC program). The aim is to popularize the digital 
services to every citizen, and increase the opportunities to the economic 
development of remote areas, and reduce the digital divide. Indian 
government also said that broadband common service center is one of the 
three major infrastructures of e-government. According to the program, the 
100,000 broadband common service centers will distribute in rural areas 
reasonably to ensure that each center can service 6 villages. All the 
construction will be completed in 18 months.  

This program will be carried out in cooperation of the government and the 
private sector. It is expected to cost 57.42 billion Indian rupees (about 1.254 
billion U.S. dollars). Central government, regional governments and the 
private sector will offer the cost together. The private sector’s participation 
is a positive force in Indian information technology program. Its existence 
will actively promote the process of information technology in the rural 
areas to work and behave in accordance with the rules of the market. It will 
be more flourish and durable. 

 

Wenyun Liu, Jinglei Wang 

income, estate, native place, ownership of land, creditor’s rights are stored in 
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2.1 

China 

table 1. 
Table 1. Deficiencies 

Deficiencies Details 

Low Internet popularity rate in rural As shown in Figure 2, the 17th Chinese Internet 

Development status Statistic shows that there is a 

huge difference between urban and rural areas in 

Internet popularity rate. It shows that the number of 

Internet users in rural China is only one-fifth of 

urban Internet users, and rural Internet popularity 

rate is only one-sixth of urban Internet penetration 

rate. 

 
There is no uniform standard in website 

construction or inability to share 
information resources. 

On one hand, the construction is low-level 

repetitive. On the other hand, there is no unified 

standard data. Valuable information resources 

belong to the agricultural sector, agricultural 

enterprises and related research institutions 

respectively even in the same agricultural 

information service website, and there is no cross 

between them. 

 
The agricultural websites are 
inadequate to farmers’ needs

Moreover, the content of the website is identical; 

its update speed is slow. Generally speaking, the 

financial investment in the agricultural gives 

more convenience than its benefits to farmers or 

agricultural enterprises. The information that 

reflects phenomenon is too much, but the 

information analyzed or assisting leaders to 

make macro decision and operators to make 

micro decision is too little. 

 
Information form is single and not Farmers’ demand to information is various, for 

example, many agricultural crop farming skills 

need a large number of pictures and video to 

explain and demonstrate. But now, agricultural web 

pages are more static than dynamic and lack of 

website navigation, The site isn’t vivid enough. It 

goes against farmers’ learning and using. The sites 

can’t update in time. The information on the 

website is incomplete and inaccurate, the content is 

dull and the value is low in use and practicality. 

 

The Enlightenment to China of E-government Application 

2. THE STATUS OF E-GOVERNMENT 

APPLICATION IN RURAL CHINA  

 (Fan, 
2007). 

areas (CNNIC, 2006). 

timely (Wang, 2006). 

The deficiencies of e-government application in rural China are shown in 

The deficiencies of e-government application in rural 
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NOTES 

1. The following is the 17th Chinese Internet Development status Statistic, as shown in 

Figure 2:  

 
Figure 2.  The 17th Chinese Internet Development Status Statistic issued by CNNIC 

2.2 E-government achievements in rural China  

E-government achievements in rural China are shown in table 2. 
Table 2. Achievements 

Achievements Details 

Golden Agriculture Project (Liu, 2005). This project will further promote the 

standardization of Chinese agricultural 

construction. It can improve the government’s 

management and service levels 

 

We have built up an agricultural 

information network system 

elementarily (Liu, 2003). 

The Ministry of Agriculture has established a 

national agricultural portal website with 

Chinese agricultural information network as its 

core including more than 20 professional 

networks. We have built national agricultural 

management satellite communications system 

and national fishery command center, and 

achieved national industry-wide command and 

control network. 

 

The rural information service is 

gradually strengthened (Wang, 2007). 

Agricultural departments at various levels actively 

change their functions and responsibilities to fulfill 

the government information service, make a 

comprehensive exploration of information services, 

and gradually become institutionalized. 

Wenyun Liu , Jinglei Wang 
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3. THE ENLIGHTENMENT TO CHINA 

We can get some enlightenment from the three counties above and we 

should take measures to solve our problems. 

No. Enlightenment & Measures 

1 We must strengthen the building of rural infrastructure and improve the level of 

information technology in the rural areas (Wang, 2006). 

2 The government should provide analyzing and forecasting services and strengthen 

the role of guidance. 

3 We should strengthen the systemic training of farmers.  We should improve 

farmers’ quality, and promote the effective use of information. 
4

 
We should formulate unified standards to strengthen rural information system. 

5 We should adopt various methods to disseminate information to farmers according 

to local conditions. 

6 We should create the information needs of farmers, and strengthen the farmers’ 

7
 

We should establish and improve the rural information service system.  

 
We conceive an agricultural information system, as shown in Figure 3: 

The core of the system is local agricultural Information center. It is 

responsible for carrying transferring and controlling messages; Portal is 

The Enlightenment to China of E-government Application 

sense of information. 

Figure 3. Agricultural Information system

Table 3.  Enlightenment & Measures 
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responsible for information collection, processing and dissemination. 
Experts are for the technical support, the provision of 

from TV, website, Mobile telephone, Broadcast and hotline. 
This system has the following advantages:  

Broadcast and hotline. 

information through SMS platform by mobile telephone. 

information they obtained is very professional.  

fixed telephone, television, websites, mobile phones and radio form an 
integrated information system in rural areas. It overcomes the problem that 

farmers don’t have computer, they can obtain information by phone or TV 
etc.  

May this system play an important role in rural informatization. 
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Abstract: Server Management plays an important role in Campus Network Management 

which is crucial to build an effective campus network. However, if the server 

should come back quickly from another place which is far from the server 

room to solve just a small problem. The authors design a mobile management 

Web SDK and SQL Server 2000. The system is based on B/S structure and 

WAP (Wireless Application Protocol), and it has been proved to be effective 

and reliable through the software testing. 

Microsoft .NET; mobile management system; WAP; campus server 

1. INTRODUCTION 

In our department, someone is put in the charge of Server Management. 
He should stay in the narrow server room to monitor the server all day. The 
job is dull but not effective, because it is not necessary to keep your eye on a 
server which makes few mistakes. However, if the server makes some small 
mistakes while he doesn’t stay in the server room, he should come back 
quickly from another place which is far from the server room to solve just a 
small problem, e.g. restart the server. So it is a waste of human resources. 
Somebody else has developed a system which can be used to manage the 
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server in a distance place through Web. However the network manager still 
needs a PC which connects to the Internet to use the system, so it is lack of 
mobility. To solve the problem we design a mobile management system for 
campus servers, and implement it with Microsoft.NET Mobile Web SDK 
and Microsoft SQL Server 2000. The system is based on B/S structure and 
WAP (Wireless Application Protocol), and it has been proved to be effective 
and reliable through the software testing (Microsoft MSDN, 2001). If the 
server has installed the mobile management system, the network manager 
can manage it in anywhere with a mobile phone or PDA which supports 
WAP. After signed in, the network manager can submit any command lines 
to manage the server, even shut down it (Jiang. A, 2002).  

2. SYSTEM DESIGN 

2.1 Preliminary Design 

The mobile management system is based on B/S structure. The client can 
be any mobile devices which has a browser that supports WAP. On the 
server-side there is the mobile web application built by the authors and the 
Microsoft SQL Server. In normal condition, the mobile web application runs 
quietly on the server-side. When the network manager wants to manage the 
server, he just uses his mobile device to download the server’s pages which 
are produced by the mobile web application (3Com, 2002). When he has 
signed in, he can see the management center page. To complete a certain 
mission he just inputs the corresponding command lines and then submits 
them to the server. Then the mobile web application receives the command 
lines and transmits them to the SQL Server. The SQL Server executes these 
command lines with an extended stored procedure called xp_cmdshell which 
has the ability to execute operating-system commands and then returns the 
result as a dataset. After that the mobile web application captures the result 
dataset, and then transforms it to a certain format (e.g. WML) which is 
decided by the client-side device, and finally sends it to the browser. Now, 
the manager has completed his mission and seen the results of his operating 

management system (Antinisca, 2007). 
to the server. As figure 1 shows, is the infrastructure of the mobile 

Shijue Zheng, Zhenhua Zheng 
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2.2 Detailed Design 

One of the advantages of B/S structure is that there is no need to develop 
software for client-side, so the user has only to own a mobile device which 
supports WAP. We put more emphasis on the design and implementation of 
the mobile web application because it’s the interface between the mobile 
device and the server (Gianluig, 2004). The mobile web application consists 
of three functional modules, which are the sign-in module, the execute-cmd 
module and the show-result module. The sign-in module can be used to 
provide safety for the server by refusing disabled users’ accessing. The 
execute-cmd module is responsible for the executing of the command lines. 
However he can’t do it separately, he must call the SQL Server’s stored 
procedure (Volker, 2004). And then the show-result module receives the 
result as a dataset from the SQL Server. Finally the show-result module uses 
the dataset to produce a page with certain format and sends it to the client-
side browser (Amar, 2004). The whole mobile web application works as 
Figure 2 illustrates.  

Design and Implementation of a Mobile Management System  

Figure 1.  Infrastructure of the Mobile Management System 
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3. SYSTEM IMPLEMENTATION 

3.1 System Environment Configuration 

Table 1. Hardware requirements for the server  

Level  Hardware configuration  

Lower  P4 2.8G/512M RAM  80G Hard disk  

Middle  2*P4 2.8G/1G RAM /72G  SCSI Hard disk  

Higher  4*P4 2.8G/2G RAM /2*72G  SCSI Hard disk  

(2) Software requirements for the server. The operation system should be 
Windows 2000/2003 Server with IIS5.0 (or higher) and with Microsoft .Net 
Framework 1.1 installed (Fredrik, 2000).  

which supports WAP.  

3.2 Configuration of SQL Server 

The system uses the extended stored procedure named xp_cmdshell in 
SQL Server, which is a command shell of windows operation system. It has 

shutdown the computer in Windows Server 2003). So only the role that 
belongs to the System Administrators Group can use this procedure. We 

“copy”, “del”, “md” and even “format” or “tsshutdn” (the command to 

Shijue Zheng, Zhenhua Zheng 

(3) Requirements for the client. Any mobile device with the browser 

the ability to execute any command of operation systems, such as 

Figure 2.  How the Mobile Web Application Works

(1) Hardware requirements for the server (see table 1). 
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 have created a role called MobAdmin which belongs to such a group. We 
use it to login the SQL Server (Openwave Systems Inc, 2003).  

3.3 Development of the Mobile Web Application 

We use Visual Studio .NET 2003 IDE to create a mobile web application 
project named MobSys. It consists of three forms. (See Figure 3).  
 

  

Figure 3. Forms of the Mobile Web Application  

Web.Config. The key codes are as follows.  

<appSettings>  
<!—Database connection string -->  
<add key="ConnectionString" 

value="Server=(local);uid=MobAdmin;pwd=74138;Database=master;" />  
<!—username and password -->  
<add key="username" value="admin" />  
<add key="password" value="123" />  
</appSettings>  
Then we write C# codes to implement three functional modules designed above. Some of 

the codes and notes are as follows.  
//the method to receive command lines and output result as dataset  
private SqlDataReader EXEC(string CmdStr)  
{  
//connect to SQL Server  

Design and Implementation of a Mobile Management System  

a file called Web.Config. In order to make the system own good portability 
we store database connection string, username and password in the file 

Before programming we should store some configuration information in 
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SqlConnection conn=new 
SqlConnection(ConfigurationSettings.AppSettings["ConnectionString"]);  

conn.Open();  
//call the stored procedure xp_cmdshell  
SqlCommand SqlCmd=new SqlCommand ("exec xp_cmdshell '"+CmdStr+"'",conn);  
return (SqlDataReader)SqlCmd.ExecuteReader();  
}  
// following codes are executed when the button “submit command” has been pressed  
  private void Command1_Click(object sender, System.EventArgs e)  
  {  
   SqlDataReader rs;  
   string ResultStr="Done.<br/>";  
   try  
   {  
   rs=EXEC(TextBox1.Text.Trim());  //call the method “EXEC” defined before  
    while(rs.Read())  //loop to receive result dataset  
    {   ResultStr+=rs.GetValue(0).ToString()+"<br/>";  
    }  
   }  
   catch  
   {  
    ResultStr="ERROR OCCURS<br/>";  
   }  
   finally  
   {  
    ActiveForm=ResultForm;     //Activate the show-result form  
    TextView1.Text=ResultStr;     
   }  
  }  
  //following codes are executed when the button “Shutdown” has been pressed  
  private void Command2_Click(object sender, System.EventArgs e)  
  {  
   EXEC("tsshutdn ");  //tsshutdn is the command to shutdown the computer in Win2003  
  }  

4. INTEGRATED TESTING 

In order to guarantee the stability and reliability of the system we have 
tested it in many mobile devices and simulators. In the following devices and 
simulators, the mobile management system runs well (Wireless Application 
Protocol Forum, 2004).  

• Pocket PC   
• Sony CMD-z5 with Microsoft Mobile Explorer Mitsubishi T250   
• Nokia 7110  
• Sprint Touchpoint   
• Samsung Touchpoint   
• Simulator for Microsoft Mobile Explorer version 2.01   
• Simulator for Phone.com UP 3.2   
• Simulator for Nokia 7110   

Shijue Zheng, Zhenhua Zheng 
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 • Simulator for Phone.com UP 4.0   
• Personal computer with Microsoft Internet Explorer 5.5   
• Openwave V7 Simulator  

Figure 4 shows the interface of the system. Figure 5 shows the show-
result form when the command to backup database files has been executed. 
Figure 6 shows what the server does when the button “Shut down” has been 
pressed.  

Figure 6.  The Server’s Response When the Button “Shut down” Has Been Pressed  

5. CONLUSION 

In order to manage the campus server in anywhere we have designed and 
implemented a mobile management system. It has been proved to be 
effective and reliable through the software testing. If the server has installed 
the mobile management system, the network manager can manage it in 
anywhere with a mobile phone or PDA which supports WAP (Library 
Management System, 2006). After signed in, the network manager can 
submit any command lines to manage the server, even shut down it. 

Design and Implementation of a Mobile Management System 

Figure 4. The Interface of the System Figure 5. The Result When the Command to 
Backup Files Has Been Executed
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HYPERSPECTRAL LASER-INDUCED 

FLUORESCENCE IMAGING FOR 

NONDESTRUCTIVE ASSESSING SOLUBLE 

SOLIDS CONTENT OF ORANGE 
 

Abstract: Laser-induced fluorescence imaging is a promising technique for assessing 

quality of fruit. This paper reports on using a hyperspectral laser-induced 

fluorescence imaging technique for measurement of laser-induced fluorescence 

Fluorescence scattering images were acquired from ‘Nanfeng’ orange and navel 

orange by a hyperspectral imaging system at the instance of laser illumination. 

Subsequent analysis of Fluorescence scattering images consisted in selecting 

laser illumination point from Fluorescence scattering images. The hyperspectral 

fluorescence image data in the wavelength range of 700-1100 nm were 

represented by mean grey value of the ROIs. The fruit soluble solids content 

were measured using hand-held refractometer. A line regressing method was 

used for developing prediction models to predict fruit soluble solids content. 

Excellent predictions were obtained for soluble solids content with the 

correlation coefficient of prediction of 0.998 (‘Nanfeng’ orange) and 0.96 (navel 

orange). The results show that hyperspectral laser-induced fluorescence imaging 

is a very good method for nondestructive assessing soluble solids content of 

orange. 

 

Keywords:  hyperspectral imaging, laser-induced fluorescence, orange, soluble solids 

content 
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50 pixels, and ROIs were segment around the regions of interest (ROIs) of 100 ×

from orange for predicting soluble solids content (SSC) of fruit. A laser (632 nm) 

was used as an excitation source for inducing fluorescence in oranges. 
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1. INTRODUCTION 

Soluble solids content (or sugar index) is one of parameters for 
determining orange quality and maturity. Soluble solids content (SSC) may 

be determined from the juice extracted from fruit flesh using the refract 
metric method. This measurement method is destructive, inefficient and time 
consuming. A nondestructive sensing technique that is capable of measuring 

fruit quality parameters will be of great value in ensuring consistent quality 
fruit for the consumer. Many researches had been reported on the 
development of nondestructive sensing techniques for assessing soluble 

solids content of fruit. The technology and techniques include surface 
reflectance and transmittance of varying light energies. One good method is 
visible/near-infrared spectroscopy (VIS/NIRS). VIS/NIRS have became a 

non-destructive estimation of soluble solids content, oil contents, water 
content, dry matter content, acidity, firmness and others physiological 
properties of a number of fruit products indistinctly including citrus (Steuer 

et al., 2001); mandarin (Kawano et al., 1993; Miyamoto et al., 1997; 
McGlone et al., 2003; Antihus H. G. et al., 2006); and apple (Lu et al., 2000; 
McGlone et al., 2002; Park et al., 2003; Lu et al., 2005). However, 

spectroscopic assessment with relatively small point-source measurement 
have disadvantage compared to an imaging approach that characterizes the 
spatial variability of a sample material (Kim et al., 2001). Today, two recent 

techniques to access the quality of agricultural products are hyperspectral 
and mutispectral imaging. Hyperspectral and multispectral imaging is a 
relatively new technique for measuring the quality of food and agricultural 

products. The technique allows us to acquire both spectral and spatial 
information from a sample, thus offering some unique advantages over 
conventional imaging and spectroscopy techniques in detecting quality and 

safety of food and agricultural products (Lu et al., 1998). Latest research 
(Lu, 2003, 2004; Peng et al., 2005; Lu et al., 2006) showed that hyper- or 
multi-spectral scattering imaging, which measures light scattering and 

absorption, provides good assessment of fruit firmness. Several recent 
studies (Kim et al., 2003; Vargas et al., 2004; Ariana et al., 2006) reported 
that hyper- and/or multi-spectral fluorescence imaging is useful for detecting 

defects and safety of agricultural and food products.  
In this research, a hyperspectral fluorescence imaging technique was used 

to measure laser-induced fluorescence scattering for assessing SSC quality of 

orange fruit. Specific objectives of this research were to: 

•

a laser of 632 nm. 

Muhua Liu et al.

fluorescence scattering images from orange fruit with the illumination of 
 use a hyperspectral fluorescence imaging technique for acquiring 

•
to SSC quality parameters of orange fruit. 
 develop line regressing method relating fluorescence spectral features 
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 2. MATERIALS AND METHODS 

2.1 Orange samples 

Two hundred and sixty five ‘Nanfen’ oranges harvested from the orchard 

and sixty five navel oranges harvested from the orchard of Xinfeng country 

quality measurements were performed. 

2.2 Hyperspectral imaging system 

A hyperspectral fluorescence imaging system, schematically shown in 
Fig. 1, was assembled to acquire laser-induced fluorescence scattering 

images from orange fruit. The system consisted of a hyperspectral imaging 
unit, a 632 nm laser unit, a fruit holder, and the imaging chamber. The 
hyperspectral imaging unit was composed of a high sensitivity back-thinned 

charge coupled device (CCD) camera, an imaging spectrograph (ImSpector 
V10E, Spectral Imaging Ltd., Oulu, Finland), and a computer used to control 
the CCD camera and acquire images. The laser unit was equipped with a 

laser drive and temperature control, and its 632 nm laser was to generate a 
circular beam of 1.5mm diameter at the fruit. As the laser beam hit the fruit, 
a portion of the monochromatic light was absorbed by the fruit tissue with 

subsequent release of fluorescence (i.e., light of longer wavelengths). This 
in a fluorescence emission distribution image around the 

illumination point at the surface of the fruit. The imaging spectrograph line 

scanned the fruit to collect the fluorescence scattering image at the surface of 
the fruit. As the light passed through the imaging spectrograph, it was 
dispersed into different wavelengths while its spatial information was 

preserved. The dispersed light signals were then projected onto the CCD 
detector, creating a two-dimensional image: one dimension represents the 
spatial and the other dimension spectral. The line scanning position of the 

imaging spectrograph was 2mm off from the beam incident center to avoid 
saturation caused by high intensity signals. The hyperspectral imaging 

with a nominal 

of Nanfeng country of Jiangxi province, P. R. China in 2006. Two hundred 

of Jiangxi province, P. R. China in 2006. The oranges were kept in dark at 

room temperature (22 °C) for at least 24 h before fluorescence and standard 

resulted 

(Fig. 2). 
spectral resolution of 2.8 nm and a spatial resolution of 0.2 mm/pixel 
system had an effective spectral region of 408-1117 nm

Hyperspectral Laser-induced Fluorescence Imaging 
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2.3 Fluorescence imaging acquiring and fruit quality 

measurement 

2.3.1  Fluorescence imaging acquiring 

Images were collected in a dark room with only the laser light source. 
Fluorescence measurements were first performed on individual orange fruit, 
followed by standard measurements for SSC. Each orange with the stem-
calyx end horizontal was placed on the plate which was drive by motor in 
the imaging chamber, which was completely shielded from ambient light 

the fluorescence scattering image of orange, and these images were saved in 
a computer for further analysis. 

 

center and fluorescence area 

Muhua Liu et al.

during the measurement (Fig. 1). The hyperspectral imaging system captured 

Fig. 1. Hyperspectral imaging system 

Fig. 2. The line scanning position of the hyperspetral imaging system, the laser incidence 

 
1.orange, 2.CCD camera, 3.fiber, 4.laser, 5.computer 
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2.3.2  Orange SSC measurement 

Soluble solids content expressed in Brix was measured from the juice 

Optical Instrument Corp., China). 

2.4 Fruit quality prediction models 

A typical hyperspectral fluorescence image is displayed in Fig. 3. Each 

scattering image is composed of hundreds of spectra with each coming from 
a different position at the fruit surface. Subsequent analysis of Fluorescence 
scattering images consisted in selecting regions of interest (ROIs) of 

track from Fluorescence scattering images. To properly characterize each 
scattering image, mean of CCD count was calculated from ROIs of the 

spatial scattering profiles (100× 50 pixels) of the hyperspectral image for 
each wavelength from 700 to 1100 nm. This mean value calculated from 
ROIs was then assumed to represent the fluorescence intensity of fruit 

images. 

A line regressing method and combining principal component (PC) 
analysis was proposed for developing orange quality prediction models. 

Principal component analysis provides an effective means for analysis 

100 × 50 pixels, and ROIs were segment around the laser illumination point 

Fig. 3. Hyperspectral fluorescence image from a “Nanfeng” orange 

Hyperspectral Laser-induced Fluorescence Imaging 

released using a hand-held refractometer (Model WZ —103, Zhongyou 
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essential spectral region. As such, PC analysis was performed on mean 
spectra of hyperspectral fluorescence image. PC scores and coefficients of 
mean spectra were used to select spectral region. Then line regressing 

method to develop a calibration model for predicting orange SSC. The 
procedure of developing and validating the prediction model for each fruit 
quality parameter is demonstrated through the algorithm for orange fruit SSC 

prediction.  
First, all samples were arranged in ascending order for their SSC values. 

Then samples were then divided into the training groups (200 samples) and 

validation groups (60 samples). The training samples were analyses using 
principal component (PC) for look for effective spectral region. 920–992 nm 
and 949-1000 nm were respectively thought as best spectral region for 

‘Nanfeng’ orange and navel orange. Then the SSC prediction model was 
developed using line regressing method. Finally, the obtained model was 

Natick, MA, USA). In this paper, we only present the results from the best 
prediction model, as measured by R and the standard error of prediction 

(SEP). 

3. RESULTS AND DISCUSSION 

3.1 

 

Table 1. statistics of orange SSC measured by standard method 

3.2 

Spectra of orange scattering image was characterized by the mean of 

Muhua Liu et al.

(‘Nanfeng’ orange) and 10.8 to 16° brix (navel orange). 
SSC distribution of the oranges was in the range from 12.6 to 20.93° brix 

The statistics of fruit SSC for all oranges are summarized in Table 1. The 

The statistics of orange SSC 

Spectra of orange 

and the result was same for navel orange. It shows that laser-induced 

Sample Maximum Minimum Mean Standard deviation 

‘Nanfeng’ orange 

Navel orange 

20.93 

16 

12.6 

10.8 

16.32 

from 700 to 1100 nm. Fig. 4 shows the spectra of one ‘Nanfeng’ orange 

13.06 

2.04 

profiles (100× 50 pixels) of the hyperspectral image for each wavelength 

1.05 

intensity CCD count that calculated from The ROIs of the spatial scattering 

used to predict orange SSC for the validation samples. This procedure was  per- 

formed using programmer file created in Mathlab (The Math Works Inc., 
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fluorescence was characterized by period of stranger and weak intensity, and 
the wavelength interval was about 20 nm. 

3.3 Hyperspectral laser-induced fluorescence prediction 

models 

sufficient for sorting and grading oranges. An excellent correlation was 

were 0.998, 0.029 for ‘Nanfeng’ orange and 0.96, 0.28 for navel orange. The 
SSC prediction results by the fluorescence prediction model are considerably 
good than those obtained using visible/shortwave NIR spectroscopy in the 

wavelengths of 500–1100 nm. 

4. CONCLUSIONS 

Past research show that VIS/NIR spectroscopy is a suitable tool for 
measuring of fruit SSC. A new method based on Hyperspectral laser-induced 

Fig. 4. The mean of CCD intensity for one ‘Nanfeng’ orange in 920–992 nm 

Table 2. prediction model results for SSC 

Sample The correlation coefficient (R) 

After analyzing, spectra data of 920–992 nm (‘Nanfeng’ orange) and 

The standard error of prediction (SEP) 

‘Nanfeng’ orange

The fruit SSC prediction results from fluorescence imaging are shown in 

Navel orange 

 949-1000 nm (navel orange) were respectively selected for building models.

0.998 

0.96 

Table 2. The fluorescence prediction of fruit SSC found in this research is 

0.029 

0.28 

obtained between fluorescence measurement and fruit SSC, The R and SEP 

Hyperspectral Laser-induced Fluorescence Imaging 
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fluorescence imaging was used to nondestructive measuring fruit SSC in this 
study.  

The Hyperspectral laser-induced fluorescence images can be used for 

of SSC. It had good predictions of SSC with values for the correlation 
coefficient R=0.998 for ‘nanfeng’ orange and R=0.96 for navel orange, and 

sufficient for sorting and grading oranges.  
The experiment results show that hyperspectral fluorescence imaging 

technique is potentially useful for assessing SSC of orange fruit. However, 

advance researching in fluorescence measurement and data analysis are 
needed in order to predicting the color, firmness and contamination of 
orange quality. 
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A FAST LONGEST COMMON SUBSEQUENCE 

ALGORITHM FOR BIOSEQUENCES 

ALIGNMENT 
 

Abstract: Searching for the longest common substring (LCS) of biosequences is one of 

the most important tasks in Bioinformatics. A fast algorithm for LCS problem 

named FAST_LCS is presented. The algorithm first seeks the successors of the 

initial identical character pairs according to a successor table to obtain all the 

identical pairs and their levels. Then by tracing back from the identical 

character pair at the largest level, the result of LCS can be obtained. For two 

sequences X and Y with lengths n and m, the memory required for FAST_LCS 

is max{8*(n+1)+8*(m+1),L}, here L is the number of identical character pairs 

and time complexity of parallel implementation is O(|LCS(X,Y)|), here, 

|LCS(X,Y)| is the length of the LCS of X,Y. Experimental result on the gene 

sequences of tigr database using MPP parallel computer Shenteng 1800 shows 

that our algorithm can get exact correct result and is faster and more efficient 

than other LCS algorithms. 
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1.  INTRODUCTION 

Biological sequence (Bailin Hao et al., 2000) can be represented as a 
sequence of symbols. When biologists find a new sequence, they want to 
know what other sequences it is most similar to. Sequence comparison 

between cancer-causing genes and a gene evolved in normal growth and 
development. One way of detecting the similarity of two or more sequences 
is to find their longest common subsequence (LCS). 

In this paper, we present a fast algorithm named FAST_LCS for LCS 
problem. The algorithm first seeks the successors of the initial identical 
character pairs according to a successor table to obtain all the identical pairs 
and their levels. Then by tracing back from the identical character pair at the 
largest level, the result of LCS can be obtained. For two sequences X and Y 
with lengths n and m, the memory required for FAST_LCS is 
max{8*(n+1)+8*(m+1), L}, here L is the number of identical character pairs 
and time complexity of parallel implementation is O(|LCS(X,Y)|), here, 
|LCS(X,Y)| is the length of the LCS of X,Y. Experimental result on the gene 

The longest common subsequence problem is to find a substring that is 
common to two or more given strings and is the longest one of such strings. 
Presented in 1981, Smith-Waterman algorithm (Smith T.F. et al., 1990) was 

(Needleman, S.B. et al., 1970) algorithm, and can guarantee the correct 

for the LCS problem using a decision tree model. It is shown in (O. Gotoh, 
1982) that the problem can be solved in O(mn) time using O(mn) space by 

the skill proposed by Hirschberg (D.S. Hirschberg, 1975) to reduce the space 
complexity to O(m+n) on the premise of the same time complexity. To further 
reduce the computation time, some parallel algorithms (Y. Pan et al., 1998, 
Jean Frédéric Myoupo et al., 1999, L. Bergroth et al., 2000, A. Aggarwal et al., 
1988) have been proposed for the LCS problem on different computational 
models. On CREW-PRAM model, Aggarwal (A. Aggarwal et al.,1988) and 
Apostolico et al. (A. Apostolico et al., 1990) independently proposed an 
O(log m log n) time algorithm using mn/log m processors. Many parallel 
LCS algorithms have also been proposed on systolic arrays. Robert et al.  
(K. Nandan Babu et al., 1997) proposed a parallel algorithm with n+5m  
steps using m(m+1) processing elements. Freschi and Bogliolo (V. Freschi  
et al., 2000) addressed the problem of computing the LCS between run-
length-encoded (RLE) strings. Their algorithm requirs O(m+n) steps on a 
systolic array of M+N processing elements, where M and N are the lengths  
of the original strings and m and n are the number of runs in their RLE 
representation.  

(Edmiston E .W. et al., 1988)has been used successfully to establish the link 

Wei Liu, Lin Chen 

result. Aho et al. (A. Aho et al., 1976) gave a lower bound of O(mn) on time 

dynamic programming. Mayers and Miller (E.W. Mayers et al., 1998) use 

a well known LCS algorithm which was evolved by the Needleman-Wunsch 
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sequences of tigr database using MPP parallel computer Shenteng 1800 

efficient than other LCS algorithms. 

2. 

TX: 
 

i CH(i) 0  1  2  3  4  5  6   

1 A 4  4  4  4  6  6  - 

2 C 3  3  3  -   -  -  - 

3 G 2  2  -  -   -  -  - 

4 T 1  5  5  5  5  -  -  

i CH(i) 0  1  2  3  4  5  6   

1 A 4  4  4  4  6  6  - 

2 C 3  3  3  -   -  -  - 

3 G 2  2  -  -   -  -  - 

4 T 1  5  5  5  5  -  -  

Definition 2. For the sequences X and Y, if xi = yj, we call them an 
identical character pair of X and Y, and denote it as (i, j). The set of all the 
identical character pairs of X and Y is denoted as S(X, Y). 

Longest Common Subsequence Algorithm for Biosequences Alignment 

Let X�( x1, x2, … , xn), Y = (y1, y2, … , ym) be two biosequences, where xi , 
yi �{A,C,G,T}. We can define an array CH of the four characters so that

common subsequence, we first build the successor tables of the identical 

is defined as follows. 

1 2 n

of identical character is defined as: 

{ }min | ( , )   ( , )
( , )

                           otherwise

k k SX i j SX i j
TX i j

φ⎧ ∈ ≠⎪= ⎨
−⎪⎩

 (1) 

Here, SX (i, j)={k| xk=CH(i), k>j}, i = 1,2,3,4, j = 0,1,…n. It can be seen 

tables TX and TY are: 

Definition 3.  Let (i, j) and (k, l) be two identical character pairs of X and 
Y. If i<k and j<l, we call (i, j) a predecessor of (k, l), or (k, l) a successor of  
(i, j), and denote them as (i, j)<( k, l). 

Definition 4. Let P(i, j) = {(r, s)|( i, j) < (r, s), (r, s)� S (X,Y)} be the set of 
all the successors of identical pair (i, j), if (k, l)� P(i, j) and there is no  

AND ITS SUCCESSOR TABLE 

CH(1)=“A”, CH(2)=“C”, CH(3)=“G ” and CH(4)=“T ”. To find their longest 

THE IDENTICAL CHARACTER PAIR 

shows that our algorithm can get exact correct result and is faster and more 

Definition 1. For the sequence X =� (x , x , … , x  ), its successor table TX 

�

� CH(i) after the jth position. 

characters for the two strings. The successor tables of X and Y are denoted as 

is equal to “-”, it means there is no character 

from the definition that  if TX(i, j) is not “-”, it indicates the position of the 

TX and TY which are 4*(n+1) and 4*(m+1) two dimensional arrays. TX (i, j) 

Example 1. Let X =“T G C A T A ”, Y =“A T C T G A T ”. Their successor 

next character identical to CH(i) after the jth position in sequence X.  If TX(i, j) 

�

�
�

TY:
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3. THE OPERATIONS OF PRODUCING 

SUCCESSORS AND PRUNING 

Wei Liu, Lin Chen 

(k’, l’)� P(i, j) satisfying the condition: (k’, l’) < (k, l), we call (k, l) the direct 
successor of (i, j), and denoted it as (i, j) ≺  (k, l). 

Definition 5. If an identical pair (i, j)� S (X,Y) and there is no (k, l)� S 
(X,Y) so that (k, l) < ( i, j), we call ( i, j) an initial identical pair. 

Definition 6. For an identical pair (i, j)� S (X,Y), its level is defined as 
follows: 

( )
( )

( ) ( ) ( ){ }
 1   if , is  an  initial  identical  character  pair

,
max , 1 , ,          otherwise

i j
level i j

level k l k l i j

⎧⎪= ⎨
+ <⎪⎩

 (2) 

From the definitions above, the following lemma can be easily deduced: 
Lemma 1. Denote the length of the longest common subsequence of X, Y 

as |LCS(X, Y)|, then |LCS(X, Y)|=max{level (i, j) |(i, j)� S (X, Y)}. 
Proof of Lemma 1 is omitted due to space limitation. 

For an identical character pair (i, j)� S (X, Y), the operation of producing 
all its direct successors is as follows: 

{ }( , ) ( ( , ), ( , )) | 1,2,3,4, ( , ) ' 'and ( , ) ' 'i j TX k i TY k j k TX k i TY k j→ = ≠ − ≠ −        (3) 

column of TX and the jth column of TY to get the pairs.  
Lemma 2. For an identical character pair (i, j), the method illustrated 

above can produce all its successors. 

implemented to remove the identical pairs so as to reduce the searching 
space and accelerate the speed of process. These prune operations are based 
on the following theorems. 

the algorithm to get the longest common subsequence of X and Y.  
Theorem 2. If on the same level, there are two identical character pairs  

(i1, j) and (i2, j) satisfying i1< i2, then (i2, j) can be pruned without affecting 
the algorithm to get the longest common subsequence of X and Y. 

Proof of Theorem 1 and 2 is omitted due to space limitation. 

From (3) we can see that this operation is to couple the elements of the ith  

Theorem 1. If two identical character pairs (i, j) and (k, l) generated at the 

In such process of generating the successors, pruning technique can be 

same time step satisfy (k, l)>(i, j), then (k, l) can be pruned without affecting 

Proof of Lemma 2 is omitted due to space limitation. 

�

� �

�

�

∈
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4. 

Based on the operations mentioned above, we present a fast parallel 
longest common subsequence algorithm FAST_LCS. The algorithm first 
begins with the initial identical character pairs, then continuously searches 
for their successors using the successor tables. In this phase, the pruning 
technology is implemented to discard those search branches that obviously 
can’t obtain the optimum solution so as to reduce the search space and speed 
up the process of searching. In the algorithm, a table called pairs is used to 
store the identical character pairs obtained in the algorithm. In the table 
pairs, each record takes the form of (k, i, j, level, pre, state) where the data 

level, index of its direct predecessor and its current state. Each record in 
pairs has two states. For the identical pairs whose successors have not been 
searched, it is in active state, otherwise it is in inactive state. In every step of 

pairs in active state in parallel. Repeat this search process until there is no 
identical pair in active state in the table. The phase of tracing back starts 
from the identical pairs with the maximal level in the table, and traces back 

when it reaches an initial identical pair, and the trail indicates the longest 
common subsequence. If there are more than one identical pair with the 
maximal level in the table, the tracing back procedure for those identical 
pairs can be carried out in parallel and several longest common 

FAST_LCS is as follows: 

Begin 

Longest Common Subsequence Algorithm for Biosequences Alignment 

AND COMPLEXITY ANALYSIS 

FRAMEWORK OF THE ALGORITHM 

Algorithm-FAST_LCS (X,Y)  

1. Build tables TX and TY; 

k=1,2,3,4; 

state=active*/ 
4. Repeat  

active),  k=1,2,3,4 to the table pairs.  
,  

 and ф

ф

subsequences can be obtained concurrently. The framework of the algorithm 

Output LCS: The longest common subsequence of X,Y; 

search process, the algorithm searches for the successors of all the identical 

Input X and Y: Sequences with lengths of m and n respectively;  

2. Find all the initial identical character pairs: (TX(k, 0), TY(k, 0)), 

according to the pred of each identical pair. This tracing back process ends 

items denote the index of the record, the identical character pair (i, j), its 

3. Add the records of the initial identical pairs (k, TX(k, 0), TY(k, 0), 0,

/* For all the initial identical pairs, their level=1, pre=
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Assume that the number of the identical character pairs of X, Y is L. In our 
algorithm, the time complexity for sequentially executing of the algorithm 
FAST_LCS (X, Y) is O(L) and the storage complexity of our algorithm is 
max{8*(n+1)+8*(m+1),L}. In parallel implementation of the algorithm, the 

the length of the longest common subsequence of X, Y. 

5. EXPERIMENTAL RESULTS 

5.1 The results of sequential computing-two sequences 

We test our algorithm FAST_LCS on the rice gene sequences of tigr 
database and compare the performance of FAST_LCS with that of Smith-
Waterman algorithm and FASTA algorithm which are currently the most 
widely used LCS algorithms.  

Wei Liu, Lin Chen 

do 

pre, active), a new record (k’, g, h, level+1, k, active) is generated and 
inserted into the table pairs.  

remove all the redundant identical pairs from table pairs. 
5. Until there is no record in active state in table pairs. 
6. 
7. For all identical pairs (k, i, j, r, l, inactive) with level = r in pairs 

i

7.1.1 get the Pred-th record (prel, g, h, r’, l’, inactive) from table 

7.1.2 Pred = l’; LCS(r’) = xg. 
7.3 end while  

time complexity of parallel computing is O(|LCS(X,Y)|), here, |LCS (X,Y)| is 

Change the state of (k, i, j, level, pre, active) into inactive. 

pairs. 

End for 

parallel-do  
Pred = l; LCS(r) = x .  

End.     

While pred ≠ф do  

For all active identical pairs (k, i, j, level, pre, active) in pairs parallel-

For each identical character pair (g, h)in the successor set of (k, i, j, level, 
Produce all the successors of (k, i, j, level, pre, active).  

Use prune operation on all the successors produced in this level to 

Compute r = the maximal level in the table pairs.  
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that of Smith-Waterman algorithm. From the figure, we see that our 
algorithm is obviously faster than Smith-Waterman algorithm for sequences 

greater than 150. This means our algorithm is much faster and more efficient 

the premise of the same computing time. Here precision is defined as: 

The length of the common subsequence computed by the algorithm
Precision

The length of the longest common subsequence in correct match
=  

no matter how long the sequence could be, while the precision of FASTA 
declines when the length of the sequences is increased. Therefore the 
precision of our algorithm is higher than FASTA algorithm. 

5.2 The results of parallel computing 

We also test our algorithm on the rice gene sequence from tigr database 
on the massive parallel processors Shenteng 1800 using MPI (C bounding). 
In the parallel implementation of our algorithm FAST_LCS, the identical 
character pairs in active state are assigned and processed in different 
processors. The experimental results by using different numbers of 

speed will become faster as the number of processors increases. But the 
speedup will slow down when the number of processors is larger than 6. 
Because of the overhead of communication between processors which 
increases the total time of the algorithm, the speedup of our algorithm can 
not increase linearly with the increasing of processors exactly. This is in 
conformity with the Amdahl’s Law. 

Fig. 1 shows the comparison of the computation time of our algorithm and 

From Fig. 2, we can see that our algorithm can obtain exactly correct result 

processors are shown in Fig. 3. From Fig. 3, we can see that the computation 

Longest Common Subsequence Algorithm for Biosequences Alignment 

the same computation time

We also compare the precision of our algorithm with that of FASTA on 

Fig. 2. Comparison of the precision of 
FAST_LCS with that of FASTA using 

than Smith-Waterman’s for LCS problem of long sequences. 

time of FAST_LCS with that of Smith-
Waterman algorithm

sets of all different lengths, especially when the length of sequences become 

Fig. 1. Comparison of the computation 
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6. CONCLUSION 

On the premise of guaranteeing precision, this paper present a parallel 
longest common subsequence algorithm FAST_LCS based on the identical 
character pair to improve the speed of LCS problem. Our algorithm first 

successor table to obtain all the identical pairs and their levels. Then by 
tracing back from the identical character pair with the largest level, the result 
of LCS can be obtained. For two sequences X and Y with length n and m, the 
memory required for FAST_LCS is max{4*(n+1)+4*(m+1),L}, here L is the 
number of identical character pair and time complexity of parallel computing 
is O(|LCS(X,Y)|), here |LCS(X,Y)| is the length of the LCS of X,Y. 
Experimental result on the gene sequences of tigr database using MPP 
parallel computer Shenteng 1800 shows that our algorithm can get exact 
correct result and is faster and more efficient than other LCS algorithms. 

Wei Liu, Lin Chen 
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Abstract: Since the 1990s, the introduction of the household contract responsibility 

small-business contradiction between socialized market has become 

increasingly prominent. Establishing a responsive to both our agricultural 

production mode of operation at this stage to have camp features can adapt to 

the global market information dissemination and exchange needs of modern 

agricultural market service system is imminent. Agricultural e-commerce is a 

useful way to build a modern agricultural market service system. The status 

of its response. 

1. INTRODUCTION  

In the 20th century Since the 1990s, our main agricultural products such 
as grain, cotton, vegetables, fruit and fish products have a certain flow are 
sluggish, prices. Ostensibly the reasons for such a situation is: My irrational 

system in China’s rural areas caused by China’s agricultural production and 

quo of China’s agricultural products e-commerce applications analyzed on the

basis of analysis of the prospects for the development of China’s agricultural 

e-commerce, e-commerce and agricultural problems facing the implementation 
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agricultural product mix, strong homogeneous products, the quality is poor 
and can not meet the needs of market diversification; Agricultural circulation 
links too long, the transaction costs are too high, intermediate links were 
retained interests. But fundamentally speaking, this phenomenon is the 

areas caused by agricultural production and small-business 
contradiction between socialized market has become increasingly prominent 
(Hu, 2005). 

small-scale farmers produce, capture individual farmers, the poor capacity 
for information analysis, reacting to market signals, production and 

what crops they produce outlets and numerous, many farmers in the 

a sense of decision-making, production fall, often leading to enormous waste 
of social resources. How will the domestic market and unified global market 
demand timely and accurate transmission of information to the thousands 
upon thousands of farmers, thereby guiding farmers operating productive 
activities, the rate of commercialization of agricultural products and enhance 

become a major practical problems which need urgent solutions (Chen, 
2003). 

Practice has proved that the solution to these problems, rely on the 
establishment of traditional agricultural socialized service system is far from 
enough. My current existing rural service system are mostly based on the 
regional administrative building, these agricultural services organizations to 
rural collective economic, national economic and technological sector and 

means backward, not a scale, only to provide some farmers produce the most 
basic services, and farmers can not provide for prenatal, births and post-natal 
services in all directions. But in some places the collective economy has 
phantom actually are unable to assume the functions of providing services to 
farmers. But in some places the collective economy has phantom actually are 

agricultural development, the need to establish a responsive to both our 
agricultural production mode of operation at this stage to have camp features 
can adapt to the global market information dissemination and exchange 
needs of modern agricultural market service system. Agricultural e-
commerce is a useful way to build a modern agricultural market serverce 
system (Gu, 2005). 

Hua Jiang, Jing Yang 

introduction of the household contract responsibility system in China’s rural 
China’s 

China’s agricultural production process used in household production, 

operation of the larger farmers blindness and prudent. “Economic Daily 
News,” the survey showed that more than 70% of our products to the farmers 

production of visual and experience decision-making alone, or to “represent” 

the overall social benefits of further development of China’s agriculture has 

professional associations and narrow the scope of services and technical 

unable to assume the functions of providing services to farmers. China’s 
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 2. AGRICULTURAL E-COMMERCE 

DEVELOPMENT MODEL PROPOSED 

Understanding of the internal structure of the agricultural sector itself is a 
prerequisite for modern agricultural market service system. In systems 
theory view, the entire agricultural sector could be seen as a huge system, the 

industries, which include agricultural production to prepare research, 
agricultural supplies, and other industries that farmers former sector and 
agricultural raw materials for the processing, storage, transport, sale 
industries, agricultural sector, and agricultural production is the industry 
chain core or base, including the cultivation of crops and rearing livestock, 
farmers and poultry industries in the agricultural sector, the three major 
systems of agriculture sector constitutes subsystems. Agricultural industry 
chain, chain and chain-link between a couple or the whole agricultural 
market system (Yang, 2001). 

Detailed analysis of the agricultural market system linking every couple or 
process, we may discover that both agricultural technical support, the 
purchase of agricultural goods or the purchase of agricultural products, 
marketing, transport, processing, marketing and advertising payments, etc., 
there were not accompanied by information flows, the information is the 
agricultural market system link. 

The rapid development of modern information technology and 
applications, particularly in the emergence of e-commerce technology to 
enable the effective functioning of modern agriculture largest market 
possible. According to the definition of e-commerce presentations, e-
commerce refers to the telecommunications network through the production, 

transactions, and that all use of electronic information technology to solve 
problems, reduce costs and increase value and create business opportunities, 
including through the network of information from raw materials, 
procurement, product display, ordered to export, storage and trade of 
electronic payment and a series of activities. E-commerce applications, the 
traditional agricultural production and circulation process will have a 
profound impact (Yi, 2006). 

As e-commerce technology to eliminate the traditional business activities 
of the space-time exchange of information transmission and obstacles, so 
that direct supply and demand sides met on the Internet, reducing the flow of 
agricultural links, thus greatly reducing the farmers for advertising, 

2006). 

Chinese Agricultural Status, Issues and Strategies 

industry chain” refers to agricultural commodity production closely related 
system can be used “agricultural industrial chain” to describe. “agricultural 

information search, trade negotiations and other business activities cost (Xie, 

marketing and circulation activities, which not only means for Internet 
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Dependence on the national or international Internet e-commerce trading 
network, enabling enterprises to break through the barriers of market 
structure, the regional market from of e-commerce 

up the production and operation, or a specific point of production. This new 
form of enterprise organization if all of the rights of farmers to their fullest 
assurances, and because it seems to assume a certain functional information 

In our basic problems facing the development of agriculture, we can find 
that the use of electronic commerce technologies for the development of 

In e-commerce applications on the basis of our further agricultural 
development of e-business models. We believe that future 
agricultural development will be a new type of agricultural e-commerce 
development model, the new model of agriculture to modern information 
technology to support computer networks to domestic or international 
market demand for the reunification goal of the agricultural sector to be seen 
as a major system, from production to final consumption of agricultural and 
sideline products throughout most of the allocation of resources can be 
optimized, so that the agricultural sector in general and integrated by 

Directory model, information intermediaries, virtual communities, on-line 
shops, e-procurement, value chain integration, third-party market is the main 
agricultural e-commerce model, in which third-party market model has 
extensive practical significance by used in the electronic market of 

farmers accounted for 99% of the total, which compared with large 
enterprises, has its own weaknesses, such as insufficient funds, small 
production scale, lack of personnel, marketing network and other narrow. 
And e-commerce is the one of mainstream survive ways of future 
enterprises, as more and more SMEs and farmers began to set foot in the 

input, this is a major problem to the under-strength. Under these 
circumstances, third-party transactions market patterns emerged on the edge 
of staple agricultural products to provide a platform for transactions, and 
match with higher capacity. Usually the buyer and seller are very scattered 
cases have been successful. In short, different agricultural e-commerce 
model solve or alleviate the current agricultural trade existence of different 

technology can create various forms of “virtual company.” This company 

China’s agriculture provides an effective solution.  

China’s 

significantly improving efficiency and effectiveness (Daugherty, 1998). 

agricultural products in China. This is because China’s agriculture SMEs and 

area of electronic commerce (Gimnez, 2003). However, a complete 
e-commerce system is very complex, business needs to have considerable 

Hua Jiang, Jing Yang 

the 

agriculture can better adapt to our current mode of production characteristics. 

will disperse the thousands upon thousands of peasant organizations to scale 

with some entities (CNNIC, 2007). This “virtual company” in the form of 

constraints 
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flow of information, transparent can regulate the conduct of the parties to 
transactions, in four model: on-line shops, electronic procurement, value 
chain integration, third-party market and so on, standardized transaction 
process, scientific methods can reduce irregular transactions ills of 
traditional transactions; Agricultural e-business seven major models will 
have the information gathering, publishing functions, and the enterprises 
which use these models in order to gather losing and to provide better 
services reinforce the capacity of information services, so that the 
participants can obtain more comprehensive information related transactions, 
to a certain extent, to eliminate information asymmetry; Information 
intermediary model can effectively reduce agricultural trade information 
gathering costs; E-shops, e-procurement, value chain integration, third-party 
market transactions were in varying degrees to reduce transaction costs; 
third-party market model, through an effective means of online transactions 
and some transactions, to reduce transaction rate fluctuations; the same time, 
the transaction volume of agricultural products, production of the seasonal 
and regional features, agricultural e-commerce has different patterns 

characteristics and the adaptability of e-commerce, table 1 for matching 

 
Table 1. Table of agricultural and trade characteristics and adapt to e-commerce model, 
matching analysis 

 
Directory 
model

Information 
intermediaries

Virtual 
communities

On-line 
shops

E-procurement Value chain 
integration

Third-party 
market

Many links 
in the value 
chain 

Irregular 
transactions 

Information 
asymmetry

Large 
transaction 
costs 

Large 
trading 
volume 

Price 
volatility 

The 
seasonal 
production 

Regional of 
production  
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adaptability. Given China’s current trade in agricultural products with the 

issues, it is different network adaptability: Value chain integration and third-
party market can effectively resolve agricultural trade links excessive; The 

analysis (Hu, 2006).
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3. ISSUES AND STRATEGIESION THE 

IMPLEMENTATION OF AGRICULTURAL

3.1 Problems 

3.1.1 The construction of agricultural information leading role 

played enough

From abroad shows that agriculture is protected by State weak industry, 
and government in building information technology to play a leading role in 
planning and policy formulation is, the strengthening of legislation and 
increasing investment. However, the domestic situation, the role of the State 
in these areas plays enough. 1996, the Ministry of Agriculture has drawn up 

planning to focus on information, networking and information sharing of 
information taken seriously enough that some content has changed and the 
urgent need to revise the plan. In terms of investment, the Ministry of 

established, although the 2000 national produce 20 million Yuan of special 
funds for agricultural information system, but remains low, which to some 
extent affected the agricultural informationization construction. Although the 
Ministry of Agriculture Agricultural Information Network has begun 
operation, and increasingly rich content, some of the provincial agricultural 
information network construction has started, but in the municipal and 
county level is more backward, mostly single aircraft operations, some 
computer models is still very backward, especially at the mouth of some 
farmers even salaries are difficult, but have no time to take into account 

3.1.2 Agricultural information system is perfect and imperfect 

information services

Overall, the provinces, cities, counties, towns, and have reached, Gouji, 
access and administrative barriers to the development of a low-level 
redundant construction of the network, agricultural information systems 
harmonization and standardization of low level. At the same time, 
agricultural information collection, dissemination, although the pattern has 
taken shape, but agricultural information processing, analysis, use and 
agricultural information channels open, the agricultural information market 
by developing slowly, especially agricultural information services market, 

E-COMMERCE 

“,” 95 “planning period rural economic information system”, but this paper is 

Agriculture a few years ago on “Don works,” but the country has not been 

agricultural informationization construction (Zhu, 2005). 
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new technologies of communication and information dissemination on 
agricultural market supply and demand inadequate; Development and use of 

direct information, forward-looking, anticipating information than major; 
General information are many, complex and authoritative, lack of 

projections, in conjunction with local development and utilization of 

things. This should lead to information agencies attention. In addition, 
agricultural information system bodies were still under the traditional system 
or semi-conversion. Traditional working patterns and the rapid development 
of the new system can not meet the needs of rural economic work, its goals 
and interests and the interests of farmers in the production and the lack of 
close contact, resulting in increased efficiency in the use of agricultural 
information unpleasant. 

3.1.3 Agricultural information dissemination channels are sluggish, 

backward way to receive information, one-way, information 

and the information lag awareness weak

Chinese Agricultural Status, Issues and Strategies 

agricultural funds (mobilization, mobilization, input) market, processing  

Grassroots rely mainly on meetings, classes, made information, and cable 
broadcasting, cable television and other means to disseminate agricultural 
information; it is clear that behind changes in the market demands. At the 
same time, farmers passive, one-way access to the rural grassroots cadres 
and agricultural information dissemination of information agencies, the use 
of information resources and the lack of enthusiasm risks, resulting in ineffi-
cient agricultural information dissemination. Dissemination of agricultural 
information backward, passive, one-way nature of the information, it will 
inevitably result in agriculture is lagging behind and it is very easy to fall in 
agricultural production, leading to excess or shortage of agricultural 
products, causing price fluctuations that can not truly reflect the value of 
agricultural products, the impact of agricultural restructuring process. For 
information awareness weak farmers, small-scale production so that farmers 
have a habit of what, what helped the operational experience, their lack of 

agricultural products market, or have not yet formed development, agri- 

agricultural design (agricultural biological engineering technology) market, 

culture information system is not yet perfect. Agricultural information 

of agricultural products market, transport and storage and packaging of

information services, structural imbalance led to the production of new 

mation service is limited to the current agricultural new varieties and 

information resources are very scarce. The total lack of agricultural 

service not comprehensive and perfect, the lack of specific infor-

availability of information, particularly long-term market analysis and 

information resources insufficient depth, surface, the small proportion of 
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3.1.4

good network technology, and they are familiar with the agricultural 
economy of professionals, agricultural dealers to provide timely and accurate 
agricultural information network for information collection, collation, 
analysis of market situation, the e-mail to network users, answering 
questions. And because insufficient attention to agriculture information 
network talent into less funding, coupled with inadequate training 
mechanisms, the current agricultural information network talent rather lack 
of information makes professional agricultural bank building, updating 

3.2 Study countermeasures 

3.2.1 Through the promotion, integration of existing information 

infrastructure resources, a multi-level cover rural agricultural 

information network

Agricultural information is a classic public products, a strong external 
nature, it is difficult to provide through the market. Meanwhile, in the 
network economy era, the rural infrastructure concept has become broad-
based and should not be confined to the traditional sense water conservation, 
and transformation of low-yielding fields, should be added agricultural 

projects. Therefore, agricultural information network 
infrastructure should be as an integral part of rural infrastructure, primarily 
by government at all levels to the building of joint ventures by the 
government to provide such information public agricultural products, and 
this is the new situation of reform and financial modalities of a new attempt. 
Governments at all levels can be used for agricultural informationization 

Hua Jiang, Jing Yang 

 The lack of agricultural information network professionals   

information 

awareness of the importance of information; At the same time, due to 
economic constraints and cultural foundation, and they have no means of 
timely, direct access to information from the Internet, nor the ability to 
access information for analysis screening. No information may be issued 
more online. Therefore, at present, to serve farmers on the dissemination of 
information, lack of information networks linking farmers with an effective 
carrier and affected agricultural information and proper role to play, and also 
makes it difficult to agricultural information from the Internet into the homes 

 

slowly (Yu, 2003; Yi, 2006). 

of families (chen, 2003). 

Agricultural information network building needs a large number of not only 
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construction funds is obviously insufficient, the larger the gap, the key is to 

agricultural and rural economic development information are sluggish, sales 
from this outstanding problems, the grass-roots farmers and the actual 
demand for the provision of agricultural information services, as recent 
agriculture information center; Second, the full utilization of existing 
information infrastructure resources, savings investment in the fund shortage 
restrictions, and fundamentally ease the insufficient supply of agricultural 
information technology facilities contradictions; Third is to provide free 
information service for farmers, the fundamental solution to farmers on 
agricultural information services to the enormous demand and the ability of 
contradictions between the actual demand seriously inadequate; Fourth, 
governments at all levels to take graded investment approach to new 
investment mechanism and modalities to mobilize local governments in 
agriculture informationization enthusiasm and initiative; Fifth agriculture 

3.2.2  To the development and utilization of agricultural information 

resources, and strengthen agricultural information services 

organizations, and the building of agricultural information 

intermediary transmission mechanism

First, there must be selective in the development and use of agricultural 
information resources. Standardize agricultural information collection 
standards to agriculture, rural areas and farmers need market supply and 
demand information, technology information, management expertise as the 
main content, and strengthen the construction of agricultural information 
databases, information collection expanded coverage and improve the 
timeliness of information, openness and sharing. Secondly, the transmission 
mechanism should be established agricultural information intermediary, the 
information going into the households to accelerate agricultural enterprises. 
And agricultural information service stations are actually connected to the 
Internet and a vast number of peasants fundamental link farmers what 

information services from Internet and, therefore, should be to the township 
agricultural information service stations for carriers to establish agricultural 
information intermediary transmission mechanism. And agricultural 
information kiosks functions and mode of operation through the following 

television, newspapers and advocacy column as aids will be carefully 

Chinese Agricultural Status, Issues and Strategies 

First, it should address the current seize the following five areas:

information network works with the “online government” simultaneous 
construction projects, the realization of “two network integration” is a 
practical way (Du, 2002). 

means to further improve: agricultural information website - to radio, 

information needs, what products to sell, through the township agricultural 
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screened useful information dissemination to farmers and to the agricultural 
information services directly extended to administrative villages and 

also through qualified local cable television network, telephone advice 
issued to agricultural information. In addition, the township agricultural 
information service stations should also strengthen coordination and 
professional farmers, agricultural extension services, agricultural materials 
supply enterprises, township enterprises horizontal exchange of information, 
through their production of timely transmission of information to farmers, 
and guide their production and operational conduct for these organizations in 
the exercise of their functions, it is also a fact of agricultural information 
services organizations. 

3.2.3 Earnestly agricultural e-commerce pilot, and make efforts

formed, a real sense of agricultural e-commerce has not yet happened. 
Agricultural e-commerce represents the general trend of global agricultural 

economy era agricultural trade Delivery trend must vigorously develop 

through the development of agricultural products, supply and marketing 
network to promote agricultural production, improve the flow of agricultural 
efficiency is the advance of information technology in agriculture an 
extremely important goal. Agricultural development is the key to advancing 
e-commerce agricultural standardized electronic authentication, sound laws 

regulations, improve credit system to promote e-commerce of 
agricultural products create a good external environment. At the same time, 
we should reform the traditional logistics, conducting large-scale time-bound 
delivery business professionals located on-line via e-mail to communicate 
with consumers, the way to achieve fundamental changes in the circulation 
of agricultural products, and fundamentally improve the market 

3.2.4 Based on national conditions, the selective application

Agriculture information technology is agricultural production, business 
management, strategic decision-making processes of natural, economic and 
social information collection, storage, transmission, processing, analysis and 

farmers, effectively convey information to farmers “last kilometre” problem, 

to enhance the flow of agricultural efficiency  

Currently, agricultural e-commerce in general is still in the “online-
information network, deal,” the initial stage, the necessary supporting 
e-commerce for agricultural conditions and market mechanisms have not yet 

trade. To meet the new situation after China’s WTO entry, with the network 

agricultural e-commerce suited to China’s national conditions. E-commerce 

and 

competitiveness of our agricultural products (Wang, 2005). 

of agriculture in agriculture it  

Hua Jiang, Jing Yang 
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 use of technology. In the long term, in the agricultural information network 
at the same time, consistent with our national conditions agriculture it 
systems such as agricultural experts, agricultural database, agricultural 
management information systems also need to develop to the complete 

pace of advance. Currently, the focus is to help farmers apply the use of 
information technology to transform traditional agricultural production 
process, the promotion of agricultural efficiency, peasant incomes. At 

dozens of sets, covering agriculture, forestry, livestock, fisheries sectors, the 
application has achieved significant economic and social benefits should be 

information technology such as agriculture database, agricultural 

modeling system, and should be based on rural economic 
development, and timely, to be applied selectively. It should focus on 
agricultural applications of economic efficiency and social efficiency, 
advanced technology should be subordinated to the economic and social 
viability. Precision agriculture development should be targeted at the rural 
labour surplus, 58,000 farmland size, inadequate energy supplies, 
agricultural pesticide residues in high status to the protection of the 
environment, food safety, energy conservation, conservation of land 
resources, reduction of the agricultural development goals and promote 
sustainable agricultural development. 

4. DEVELOPMENT PROSPECTS 

4.1 A favorable macroeconomic environment 

agricultural wholesale market information, the Ministry of Agriculture for 
agricultural information attention to and actively support policies; Economic 
globalization externally driven. 

“digital divide” so that the rural community with the information society 

technology such as agriculture, “Agriculture expert system” has developed 

the development of China’s agriculture it a priority. Other agricultural 

China’s 

Countries for the “three agricultural” to the state ministries of information 

Chinese Agricultural Status, Issues and Strategies 

present, China’s relative success in practice the application of information 

elimination of agricultural and rural economic development exists the 

management information systems, decision support systems, simulation 

technology and e-commerce attention and support: National Policy 
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4.2 

injected new vigor and vitality 

From the traditional model of agricultural hand opponent transactions to 
the resources through the integration, and the use of advanced and 
convenient application of information technology platforms agricultural 
structures in the implementation of agricultural trade network to improve our 
agricultural value chain and enhance agricultural competitiveness has great 
catalyst. But agricultural e-commerce is not a simple substitution of 
traditional circulation method, which is a revolutionary change to the 
traditional agricultural economy. First, the ultimate agricultural products 
from production to market, its difficult standardized features constraining the 
flow speed Internet market by establishing a need for standardized 
agricultural requirements, and this is bound to lead to the upgrading of 
agricultural brands and core competitiveness enhancement; Second, online 
transactions more open, equitable, transparent, real prices of agricultural 
products to reflect market supply and demand, for the government at all 
levels to guide farmers and the general scientific organization of production 
to sales set off; Third, the online trading platform is the establishment of the 
original extension of the traditional agricultural trading market for trading 
diversification and for businesses to provide broader business opportunities. 

4.3 Self-innovation-driven demand 

Industrial development is based on production, but the market is the flow 
of decisions and the development of key industries. Impede the flow of 
agricultural products are sluggish agriculture and the rural economy has 
become a healthy development, the impact of incomes of peasants and rural 
stability an important factor. Even slower sales of agricultural products and 
agricultural structural, seasonal, regional surplus from the circulation links 

follow the trend. Market information and information dissemination 
mechanism for the formation of backward means that farmers lack market 
information guide. Second, the agricultural means of a single transaction, 
market management irregularities. Now the traditional way - mainly the cash 
transactions, the bulk of modern agricultural market is not universal, futures, 
forwards, transaction forms less. 

5. 

Years of constant practice and pragmatic domestic and foreign enterprises 
to explore, in an agricultural e-commerce platform for transactions and 

Hua Jiang, Jing Yang 

The flow of technology to China’s agricultural 

view, the existence of two main issues: First, the information flow, blindly 

CONCLUSIONS 
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 business processes, effectively solved a series of practical problems in 

business processes and resources to change the traditional way of doing 

development and agricultural circulation environment, enterprises are faced 
with competition will no longer be simple products and services competition, 
but business models and industrial chain competition. There is therefore a 
need to re-evaluate, inherit the original business processes and integration 
industry chain. Second, the use of e-commerce enable enterprises to the 

enterprises play a strong role in promoting. Not only is it the original 
business model electronic. From a development perspective, the new model 
should be to bring businesses and new values, including the concept of 
updating, management improvement, information flow, efficiency, cost 
reduction, efficiency growth, channel development, cooperation 
coordination, brand promotion, standards harmonization, improvement of 
services, go to the integrated enterprise competitiveness. This is also the goal 
of implementing e-commerce strategies. Third is stable mentality, and 
gradually form a profitable model. Whether e-commerce operator, or 
traditional agricultural enterprises in e-commerce business is business, they 
must make a profit, only profit can guarantee the survival and development 
of enterprises. 

impossible to replace all the traditional mode of operation, the exploration 
and development of agricultural e-commerce is no exception. The true value 
is reflected in the integration of e-commerce and supply chain optimization, 

strategy. 
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RESEARCH ON MONITORING TECHNOLOGY 

OF DIGITAL RESERVOIR 

Abstract: Firstly, the concept of digital reservoir is proposed and discussed in the paper, 

then the method how to monitor dam’s state by digital means and how to 

transmit the monitoring data by GPRS technology is presented, and the 

method can monitor the dam’s state in real time and its advantages such as 

real-time, visibility, visualization are analyzed later. The indicators reflecting 

the safety of dam are selected, and the method how to build mathematical 

model to real time monitor the safety and the procedure of modeling in 

engineering are given. At last, the above proposed method is demonstrated in 

Xueye reservoir, Lai Wu, Shandong Province. As a result, it is prove that the 

monitoring technology of the dam is effective. 

Keywords: digital Reservoir, monitoring technology of the dam, data collection 

1. INTRODUCTION 

Reservoirs are important water conservancy facilities and water resources 
protection bases. They are key facilities which ensure industrial and 

rapid response to flood prevention, drought control and flood warning. The 
management level of reservoir is directly related to the normal design 

the reservoir modernization, reservoir automatic monitoring system can 
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agricultural production and urban people’s life. Also, they are foreland of the 

efficiency and people’s life and property’s safety. As the main contents of 
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forecasting and scheduling and the water resources management, achieve the 
optimal allocation of water resources, provide the scientific basis for 
decision-making on the efficient use of water resources, comprehensively 
upgrade the management level of the reservoir, and is an important means to 

The digital reservoir is usually understood as describing the whole 
reservoir with digital information technology to make it serve the human 
existence and development furthest (Liu, 2004). Strictly speaking, the digital 
reservoir is referred to describing vast information of the reservoir in 
different dimension and space-time by RS, GPS, GIS, telemetry, remote-
control and virtual reality technology based on computer, multi-media, large-

reservoir is to realize the intelligence and visibility of vast information of the 

monitoring is important way guaranteeing the dam’s safety, which controls 
the dam’s running through collecting the dam’s information concerned and 
developing trend. Safety monitoring of the dam is the process from 
collection and processing of initial safety information to forming safety 
concept in the brain. The paper mainly researches information collection and 
processing of the dam by digital means. 

2. COLLECTION OF THE DAM INFORMATION  

Affected by complicated factors, the dam’s press condition will real time 
changes and the flaw hiding the dam’s structure and harm brought by the 
flaw both have the characteristic of gradation. The particularity determines 
that, on one hand, safety monitoring system of the dam has long-term 
stability and high precision, on the other hand, the primitive data collected 
and transmitted must be exact, reliable and timely, especially under the bad 

Digital technology changes traditional way of information collection and 
processing and provides technical support for raising the safe monitoring 

Chengming Zhang et al.

realize reservoir management modernization (Liang et al., 2005).  

of reservoir, whose safety concerns reservoir and people’s safety. Safety 
reservoir through computers and networks. The dam is main building 

condition such as rainstorm and earthquake etc (Su et al., 2004; Xin, 2004). 

level of the dam (Zhang et al., 2004; Xu et al., 2003). 

scale memory and wide-band networks technology for the human existence, 

as rainfall, water level and water scheduling, directly serve the flood

development and daily work, life and entertainment. The core of digital 

realize the automatic collection and delivery of hydrological factors such 
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2.1 Indicators of data collection 

can be classified into three kinds: One is caused by design, construction and 
natural factors, such as selecting too high water level, too low concrete grate, 
not considering earthquake load etc. The factors are determined since the 
dam is built, this do not exists the course from quantitative change to 
qualitative change. The second is formed in the course of running and 
management of the dam, this exists the course from quantitative change to 

metal etc. The third is blend of the first and second case, that is, flaw in the 
design and construction is not corrected in the running of the dam, with time 
goes and imperfect management the flaw will be developed into destruction. 
At present, safety monitoring of the dam mainly aims at the last two cases. 

analyzing primitive observed data and running data. Observe the dam from 
both time and space, collect the information and find sensitive part of the 
dam and corresponding observing items to grasp safety information rapidly 
and exactly. 

data can’t provide effective information for safety judgment, even brings 
completely wrong result. So information collection should follow the 
principle of continuity. 

Research on Monitoring Technology of Digital Reservoir 

of the dam such as transmogrification and seepage. An outer behavior of the 
dam is general reflection of the dam’s character. For concrete hidden trouble 
and danger degree, inner trouble detecting apparatus is needed. Monitoring 
data collected can be analyzed through building monitoring model to know 
the dam’s safety situation and developing trend. In addition, the conditions 
of the reservoirs upstream and downstream, rainfall, floodwater regulation, 
dam, base, counterfeit, drainage structure, power station and the flood 
discharge construction should be included in the indicators of information 
collection. So the indicators can be classified into three kinds: transmo-
grification information, seepage information, hydrology information and 
meteorological information. Transmogrification information included dam 
surface transmogrification, inner transmogrification, crack and joint etc. 
Seepage information includes dam-body seepage, dam-radix seepage and the 
amount of seepage. Hydrology information and meteorological information 
mainly includes the water level of the reservoir, the water level of the 
drainage building, the amount of the precipitation, the temperature of the 
water, the temperature of the atmosphere etc. 
 

It can be known from statistical data, that the cause of the dam accidents 

qualitative change such as washing, eroding, aging of concrete, rusting of 

Information collection indicators should be selected on the base of 

The dam safety state change is a gradual course. Discontinuous observing 

In spatial, the information collection indicators emphasize outer character 
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 2.2 

the safe condition in the whole and the each part of safe levels, controlling 

dam, servicing safe running of reservoir. In the recent years, with the 
development of the RS technology, the GPS technology, the sensor 

touching the target directly. The RS obtains and deals with the information 

digital images can be used by farther processed which is called Image 
processing. The Image processing includes the operations such as image 

and so on. Recently, the RS has been the valuable tools. It not only can 
obtain the visible information, such as sinking size, but also can process the 
invisible information, the temperature of water, gas and so on.  

By reasonable disposal, the information such as the condition of rain, water, 

through the sensor and carried to the controlling center. 

information. The GPS receiver has small volume, higher measurement 
precision. The receiver can work at open country and carry on normally at 
the abominable condition filled with lightning storm, mill dust, hot or 
chilliness. The GPS technology which has the advantage of round-the clock, 
automatization and real time can be used to collect the displacement at real 
time. 

upstream face and downstream face, the glide of the big dam base are 
concerned with the water pressure among the gaps closely. The distortion 
questions are caused due to the seepage distortion. So the collection of 
seepage information is the emphases of the whole collection. At present, the 
well-rounded technology is the sensor and has been used in the many special 
engineering fields. 

seepage information collection. It is the chromatography imaging technology 
that using the mathematical method to compute and rebuild the two or three 
dimensional images on the special lever of the target according to the one 
dimensional image datum which are caught from the object circumference 

Chengming Zhang et al.

technology and the geographic information system, the technology is 

of the earth’s surface, shows the datum on the photos and digital images. The 

compression, image storage,

It is the purpose of collecting the big dam information that understanding 

The RS is the detecting technology which can collect information without 

image enhancement, image quantification 

working, disaster, water quality can be converted into electronic signal 

The distortion questions of the dam such as the coast and sinking of 

The location technology of GPS is adopted in the collection of the dam 

The chromatography imaging technology has been used widely in the 

The sensor technology is the base of the collection of dam information. 

developing along all-in-one, automatization, numeralization and intelligent- 

Technology of data collection  

ization. 

the change of the condition of dam, eliminating the hidden trouble of the big 
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without destroy. Because the distributing condition and rejected region of the 
lining material can be reflected quantificational, the complexity of devices is 
reduced and the safety of big dam is increased, at the same time the 
important reference is provided to the internal state detection of big dam, the 
bug searching and the aging evaluation. 

facilities and technology has been modified significantly, the operation, 
analysis and use of observational data is still one kind of passive processing 

numerical method and not by only experience. According to the theoretical 
model and the foundation behavior, the working condition of the big dam 
should be valuated. At first, the theoretical model should be built for the key 
of monitoring data of the object, secondly, prognosticating the safe condition 
of the big dam, during the period if the difference between influencing 

considered under the safe condition, otherwise, the big dam are considered 
under the dangerous condition, certainly all the operations are according to 
the influencing displacement) of the given time, 

called real time and quantificational detecting method. 

3. DATA TRANSMISSION NETWORK 

According to the availability of current domestic 
resources and the actual situation and also taking the operational 
management facilities of the system into account, a mixed-mode network is 
designed with the use of wireless mobile communications as the main 
channel and the cable communications (PSTN) as a backup channel. 
Equipped with the the communication can be 
automatically switched to the backup channel in case of the main channel 
failure, and return to the main channel to transmit data after the main 

stations are situated in the coverage areas of China Mobile’s signal, the 
wireless mobile communications are taken as the main channel. Data are 

terminals and are sent to the data-processing and control center through the 

end, data communication net, central workstation of data and computer 
network. These parts are used to gather dam information data sent by several 
terminals automatically and join them to the centre process system. 

Research on Monitoring Technology of Digital Reservoir 

quantity and the predicted value is in the allowed range, the big dam are 

quantity (sinking, 
environment (water level, temperature, pressure). The method introduced is 

“double channel ”, 

channel is normal again (Guo et al., 2007; Liu et al., 2006). Because all the 

packaged into TCP/IP data packets in the GPRS modules of data collection 

GPRS wireless network (Li et al., 2004; Cui, 2004). Transmission network 

Seeing from the current actual circumstance, although monitoring 

mode. The experts think that the key is that explaining these data by 

is shown in figure 1. Transmission network is made up of automatic sending 

communication 
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Automatic sending end that is formed with units of sensor and single-chip 

system is installed at each observation station as terminals of the system. The 
single-chip in wired sending station transmits dam data got by sensors to 
computer through serial communication. Then, the computer sends 
processed data to the central business station which has fixed IP through 
internet. The central business station should have corresponding server data 
and software to receive and save data. 

The wireless automatic sending end is mainly formed with units of sensor, 
single-chip system and units of GPRS data terminal. GPRS wireless data 
terminal (DTU) adopts GPRS wireless DDN data terminal in the system. 
Each module needs to install SIM card while using and each SIM card has 
unique ID in moving networks. GPRS DTU module also has user data 
interface, in order to supply power and carry on data interchange to the 
module. After all connections of terminal station are finished, GPRS data 
terminals can be managed through the setting of built-in establishment, 
management and debugging tools. GPRS modules adopted H7000 produced 
by Hongdian Company in Shenzhen. The unified mobile SIM cards are 
required to install in each module of collection points, and has the only ID in 
the mobile network just as the mobile phone. Specialized APN distributed by 
China Mobile is adopted by GPRS wireless data terminals and control center 
to access the wireless network. There are four modes for H7000 GPRS 
wireless DDN System, and different stations can choose arbitrary one mode 

The wireless data transmission of automatic dam monitor network adopts 
the way that one central point to several points. Many types of equipment are 
allocated in the automatic data collection system, and they pack data into IP 
packets with their own GPRS data terminals. These data are connected into 

Chengming Zhang et al.

according to the actual situation (Wu et al., 2007). 

Figure 1. Transmission Network
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wireless GPRS network by the interface of aerial GPRS and then connected 
into Internet by ISP subsequently. The data at last reach unified data 
processing unit in the central work station through various kinds of gateways 
and routers. 

The central management part of the network system of data processing is 
made up of one main server and several data processing servers. All data 
came from automatic hydrometric station of the terminal station enter the 
main server with fixed IP address at first through the network, the data 

server distribute. 

4. TECHNOLOGY OF PROCESS DATA 

4.1 Seepage monitoring model based on regression 

analysis 

The regression analysis is to make the statistical analysis to fits questions. 

expression formula, it calculates another unknown quantity from a known 
quantity and provides the basis for estimation. Because of the complexity 
interrelation among diversified factors of the reservoir, the relation among 
the factors is difficult to show in function form. To find out the relation 
between them by statistical method needs a large number of data got through 
experiments or observations. The regression analysis confirms expression 
formula between y and x1, x2, xp mainly according to the statistical data. 

The regression analysis can be divided into four styles, namely unitary 
linear regression, multiple-linear regression, unitary nonlinear regression and 
multiple-nonlinear regression. The relations between the variables are not 
always linearity; it is presented nonlinear relation sometimes. To confirm the 
curve regression equation, observation materials should be compared and be 
analyzed, especially the curve presented by the picture should be observed 
through pursuing a diffused dot diagram. The function of known figure 
should also be considered to choose the proper mathematics expression 
formula. While confirming the equation, values of unknown parameters in it 
need to be calculated. It is the least squares method that be commonly used 
in the calculating of parameters. The following step is proposed in this paper, 
combing the actual conditions in practical application: 

(1) Gather and store the data surveyed on the spot or utilize history data, 
analyze these data synchronously; (2) doing calculation about curve of 
related quantity to calculate and set up regression model; Calculate the 

Research on Monitoring Technology of Digital Reservoir 

have general relations. After establishing a corresponding mathematical 
It measures the quantity changes between two or more variables that

processing server comes to finish the data processing task that the main 
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correlative variables (3) Adjust the models through comparing the 
calculating value with the monitoring value; (4) Revise the model when 
necessary; (5) Store models after revising; (6) Determine the sequential 
movements according to whether the dispersion between the calculating 
value and the surveying value is within the range when manipulating in 
practice. 

4.2 

Experiment is explored in Xueye reservoir, Lai Wu, Shandong Province. 
Xueye reservoir lies on Yingwen River, a branch of Dawen River. It is a 
large reservoir and constructed in 1959. The main project consists of dams, 
off lets, a spillway and a water power plant. The dam is composed of a 
primary dam and a secondary dam. The primary dam is a composite 
structure with grit hull and clay core below 230.5m and a homogenous clay 
dam above 230.5m. The length and height of it are 1200m and 239.5m 
respectively. The secondary dam is a homogenous dam with a length of 
552m. The spillway lies on the eastern side of the secondary dam, on which 
there is a steel flashboard with a dimension of 10m times by 6m. There are 
two off lets, that is, the eastern off let and the western one. The power plant 
is at the back of the primary dam, whose main functions are irrigation and 
floodwater regulation. 

The water level data got from April to August, 2006, shown in table 1. 
The results of regression analysis are presented in figure 2. The comparison 
between these results and the subsequent data showed that the distribution of 
error is quite even. 

5. CONCLUSIONS 

Comparing with the traditional technology, this method of displacement 
information collecting and processing can combine the safety evaluation and 
the indexes of design standard and parameter such as safety factor and 
reliability. At the same time, this approach can also make full use of the 
successful experiences and methods of safety inspection so that it can be 
comprehended, mastered and applied into practice more easily. Transmitting 
the observation data by means of GPRS technology has obvious advantages 
in several aspects such as real-time and reliability. 
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Experiment result 
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Table 1.  Water level data 
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RESEARCH ON LOW ALTITUDE IMAGE 

ACQUISITION SYSTEM 
 

Abstract: In   order  to  acquire quick, high resolution, affordable aerial photographs, an 

camera was developed in Chinese Academy of Surveying and Mapping. To 

adjustment with additional parameters  and the workflow  for generating  

obtained from an application with  the system are shown and evaluated.  

Keywords: 

vision  

1. INTRODUCTION 

For the applications of aerial photogrammetry and remote sensing, the lack of 

appropriate image acquisition methods is usually one of the most important 
points of interest. Compared with classical flight campaigns, other UAV-based 
platform such as kite, balloon, airship and remote-controlled model helicopter or 
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cameras have been used in  many fields including 3D building reconstruction 
(Eisenbeiss et al., 2004), precision agriculture (Eisenbeiss et al., 2004), rapid 
emergency response operations (Davison et al., 2003), 3D vector map 

Surveying and Mapping  have developed an unmanned aircraft (Cui et al., 

2. SYSTEM OVERVIEW  

developed in Chinese Academy of Surveying and Mapping consists of  the 

station. 

2.1 Helium airship 

 It is designed to be able to carry photographic system. It is designed to fly 

with its electrical supply, fuel and propulsion in the gondola.  Two petrol 
engines provide the propulsion.  The electrical system is comprised of a 
radio receiver, a radio transmitter, some actuators, an onborad GPS system 
and power supply (two sealed lead-acid batteries).  

The technical characteristics of the airship in this paper are the following: 

Volume: 66cu.mts 
Length: 12 meter 
Maximum payload weight (Camera): 5 kg 
Maximum take-off weight: 72kg 
Range of control: 30km 
Endurance: 2.5hrs 
Maximum altitude: 1.0km 
Maximum velocity: 20m/sec 

 

Hongxia Cui et al.

During past decades, to meet the  increasing demand for low-cost, high-
resolution and large-scale imagery,  UAV-based systems equipped with digital 

production (Lacroix et al., 2004), etc. Researchers in Chinese Academy of 

The UAVF-RS (unmanned aerial vehicle for remote sensing) system 

remote controlled helium-airship, the photographic system and the ground 

The unmanned helium-airship (Fig. 1) consists of an envelope, a gondola, 
two fins, an electrical system. 

airship is controlled by  the  model uav pilot. 
Two fins are attached to the envelope. There is the airship’s control system 

applications. 
2004) and an unmanned airship  to provide  low altitude platforms for diverse 

in areas near to ground between 20 m and 1,000 m flying height. The helium-
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2.2 Photographic system 

 

mounted on a two axis pan & tilt platform under the airship which is 
completely self-leveling. An automatic control system is developed to ensure 
the camera exposuring normally. Since the airship is always moving in the 
breeze, fast shutter speeds are needed.  

A small video camera is placed up to the viewfinder of the Nikon D100 
camera and is wired to a video transmitting unit. Therefore the on-board 
color-micro video camera provides the operator on the ground with an image 
of the area to be photographed.  

2.3 

data receiver, a flight navigation computer and various switches for 

Research on Low Altitude Image Acquisition System 

Ground station  

The Ground station (Fig. 3) includes a video monitor, a video receiver, a 

The Nikon D100 camera with lens of 20 mm focal length (Fig. 2) is 

Fig. 1. Unmanned helium-airship

Fig. 2. Nikon D100 camera Fig. 3. Ground station overview
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navigation computer receives GPS data from the airship via data receiver 
unit and forms the flight trace on a real time basis. The pilot compares the 
flight trace with the flight plan and controls the airship via radio control unit. 
In addition, the monitor shows exactly what the viewfinder of the photo 
camera sees. 

3. CAMERA CALIBRATION 

 

The Nikon D100 camera was calibrated using the bundle adjustment with 
additional parameters method (Weng et al., 1990). Because of being a non-
metric camera, its distortion calibration accuracy is evaluated in detail. 

 

3.1 Bundle adjustment with additional parameters 

The Bundle adjustment with additional parameters method is normally 
divided into four steps: First, Object space coordinates of control points on 
some calibration bar in a laboratory were measured by use of total station. 
Second, 8 images of the control points from four different positions were 
taken by the camera with the lens fixed at infinity focus. Third, coordinates 
of control points on each image are (semi-) automatically extracted. Fourth, 
calibration is implemented by use of bundle adjustment method.  

th th 
in 2005 separately, the camera was calibrated two times by the software 

Hongxia Cui et al.

According to the two image datasets captured on Aug. 15  and Oct. 11

developed in this paper (Fig. 4).The calibration results are shown in Table 1.  

operating the airship and photographic system onboard. The flight 

Fig. 4. Camera calibration software  
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Table 1. Parameters of interior orientation and distortion 

Aug. 15th Oct. 11th ,  2005  

value �σ0 value �σ 0 

f(pixel) 2617.12 0.42 2617.31 0.76 
x0(pixel) 1505.27 0.21 1505.8 0.13 
y0 (pixel) 1000.45 0.2 1000.4 0.14 
k1(pixel-2) 1.58 x 10-8 3.69 x 10-10 1.60 x 10-8 1.67 x 10-10 
k2(pixel-4) -1.26 x 10-15 6.41 x 10-16 -1.42 x 10-15 4.29 x 10-16 
p1(pixel-2) -3.09 x 10-7 7.10 x 10-8 -2.68 x 10-7 9.08 x 10-9 
p2(pixel-2) 8.25 x 10-8 3.02 x 10-8 8.30 x 10-8 3.49 x 10-8 
b1 (pixel-1) 4.87 x 10-4 1.29 x 10-6 3.64 x 10-4 3.29 x 10-6 
b2(pixel-1) 9.88 x 10-5 4.98 x 10-6 7.83 x 10-5 7.01 x 10-6 

 

Where the terms of f represents focal length, (x0, y0) the location of the 
principal point, Ki the coefficients of radial distortion and r the radial 
distance. Pi are the coefficients of the decanting distortion. The scale 
parameter b1 models a no-square pixel size and shear parameter b2 
compensates for a nonorthogonality in the pixel array. 

3.2 Distortion evaluation 

During adjustment, the coordinates of check points are deemed unknown. 
Finally, adjustment results are compared with observation of total station to 
check accuracy. The relative accuracy is shown in Table 2, it is obvious that 
although the accuracy in the Z (height) direction is not as high as that in the 
planar direction. 
 
Table 2. Relative  accuracy 

 th Oct. 11th , 2005 

Z  1/6230 1/6289 
Planar  1/8474 1/8264 

“physical” in nature (Fraser et al., 1999). These are the radial lens distortion, 
de-centering lens distortion, image plane un-flatness, and in-plane image 

(1) (Kraus et al., 2000). The term K1, K2 are considered in this paper.  

 
second category of lens distortion because of  lack of centering of the lens 
elements along the optical axis. 

Research on Low Altitude Image Acquisition System 

, 2005 

There are four principal sources of departure from collinearity, which are 

Decentering distortion which can be acquired by equation (2)  is the 

distortion. Radial lens distortion is calculated by polynomial series, equation 

Aug. 15

,  2005 

     (1) 

where
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include distortion caused by differential scaling between x and y image 
coordinates and non-orthogonality between image axes. These distortions are 
usually denoted “affine deformations” and can be mathematically obtained 
by equation (3). 
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Thus, the total systematic distortion can be described by equation (4). 
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is always over 97%. Second, the decentering distortion   can not be ignored 
for the non-metric camera used in the paper. Third, the affine distortion is 

processing. 

4. PHOTOGRAMMETRIC APPLICATION 

 

With the developed airship and the camera calibrated in this paper, the 
low altitude images of a test project area have been taken. The flight plan 
and the flight trace of the airship is illustrated in Fig. 5. 

Hongxia Cui et al.

less than 0.1 pixel which will be not considered during the following image 

Conclusions can be drawn by computing different distortion of every 
image point. First, the total distortion is up to 69.67 pixel and radial distortion 

Out-of-plane image deformation is usually ignored. In-plane distortions 

Fig. 5. Test flight
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The airship-based system enables to acquire low altitude digital images. 
To deal with these images for photogrammetric application, the specific 
software has been developed. The workflow of the software to produce 
photogrammetric products is aerial triangulation, block adjustment, image 
matching, DEM production and 3D stereo models (Cramer et al., 2003). 
Currently, the software enables delivery of seamless high resolution 
orthophotos and 3D vector maps. Especially, one point on the ground can be 
imaged up to 15 images because the strips of images have at least 80% 
forward overlap and at least 20% side overlap. Based on such images, we 
propose to detect and eliminate the blunder and increase the number of 
multi-ray points robustly by means of relative orientaton, trifocal tensor 
(Hartley et al., 2003) as well as free net bundle adjustment step by step. 
Further, over 100 points at 1:500 maps have been measured three 
dimensionally in CAD-Software. Through comparing the coordinates of 
these points with those derived from the orthophoto, conclusions can be 
drawn that the accuracy meets that required for national map accuracy 
standards at scale of 1:2000. A further control was made by placing the 
raster map at scale of 1:500 over the orthophoto (Fig. 6). 

5. CONLUSIONS 

follows: 

system with large format metric cameras are its quick, affordable image 
acquisition of area with small size (especially in urban areas). 

Research on Low Altitude Image Acquisition System 

From what has been discussed above, we may safely draw conclusions as 

(1) The advantages of this system over traditional aerial photogrammetric 

Fig. 6. 1:2000 Orthophoto with 1:500 raster map 
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application at large scale after rigorous calibration. However, the decentering 
distortion can not be ignored and the affine distortion is not considered 
during image processing. 

workflow for photogrammetric production.  
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Abstract: The conventional rough set theory based on complete information systems 

stems from the observation that objects with the same characteristics are 

indiscernible according to available information. Although rough sets theory 

has been applied in many fields, the use of the indiscernibility relation may be 

too rigid in some real situations. Therefore, several generalizations of the 

rough set theory have been proposed some of which extend the indiscernibility 

relation using more general similarity or tolerance relations. In this paper, after 

discussing several extension models based on rough sets for incomplete 

information, a novel relation based on thresholds is introduced as a new 

extension of the rough set theory, the upper-approximation and the lower 

approximation defined on this relation are proposed as well. Furthermore, we 

present the properties of this extended relation. The experiments show that this 

relation works effectively in incomplete information and generates rational 

object classification. 

rough sets, incomplete information, tolerance relation, similarity relation, 

1. INTRODUCTION  

and his co-workers since the early 1980s, has recently received more and 
more attention as a means of knowledge discovery. Rough set is a kind of 
mathematical tool, which is used to depict incompletion and uncertainty of 

constrained dissymmetrical similarity relation 

Keywords: 
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Rough set theory (Pawlak, 1982), which has been developed by Z. Pawlak 
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underlying rules through its analyzing and reasoning for the data (Yin et al., 
2001). 

In the classical rough set theory the information system must be complete. 
However, in the real world some attribute values may be missing due to 
errors in the data measure, the limitation of data comprehension as well as 

incomplete information systems. The LERS system first transforms an 
incomplete information system into complete information system, then 
generate rules (Chmielewski et al., 1998). Kryszkiewicz proposed a new 
method which produces rules from incomplete information system directly, 
he extended some concepts of the rough set theory in the incomplete 
information system, studied the tolerance relation in his papers 
(Kryszkiewicz, 1998; Kryszkiewicz, 1999). Stefanowski presented an 
extended rough set theory model based on similarity relations and tolerance 
relations (Stefanowski et al., 1999). In the paper (Yin et al., 2006), the 
constrained dissymmetrical similarity relation is introduced and showed that 
it is between the tolerance relation and the similarity relation. Another model 
based on constrained similarity relations was defined in the paper (Wang, 
2002). 

In this paper, several present extension models of rough set under 
incomplete information systems are discussed. Then the concept of threshold 
based similarity relation as a new extension of rough sets theory is 
introduced, and the upper-approximation and lower-approximation are 
redefined. Furthermore, the properties of this relation are discussed also. The 
experiments show that the proposed threshold based similarity relation can 

classes. By threshold man can easily control the partition of universe in some 
way. 

extension models based on rough sets theory under incomplete information 
systems. Section 3 presents a concept of threshold based similarity relation 
as a new extension of rough sets theory and discusses its properties. Section 
4 shows some examples. Finally, we conclude the paper with a summary in 
Section 5. 

2. SEVERAL EXTENSION MODELS 

systems, which are a form of data table. 

q q q∈Ω

system where: 

neglects during the data registering process. Therefore, several general- 
izations of the rough sets theory have been proposed to deal with the 

 is  called  an  information Definition 1. Structure I = <U, Ω , V , f >

Knowledge representation in rough set theory is done via information 

the information. We can discover the connotative knowledge and the 

effectively process incomplete information and generate rational object  

The rest of this paper is organized as follow: Section 2 introduces several 
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be denoted to : U {x1 ,x2, ..., xn}, 

{q1, q2 ,..., qm}, 

3. For each q ∈Ω , Vq is enumerated domain of the attribute q , 

q q q

∀x∈U, ∃y∈Vq, fq(x)=y. 

q

To process and analyze the incomplete information system, Kryszkiewicz  
proposed the tolerance relation T as follows (Kryszkiewicz, 1999): 

))()((*))((*))(((),((Uyx, yfxfyfxfyxT bbbbBbB =∨=∨=∀⇔∀ ∈∈  

T

B

T

B

)})((|{})(|{ φ≠∩∧∈=⊆∧∈= XxIUxxXXxIUxxX B

T

BB

T

B
 (1) 

)},(|{)( yxTUyyxI BB ∧∈=  (2) 

Stefanowski and others proposed a dissymmetrical similarity relation S. 

))()((*))(((),((Uyx, yfxfxfyxS bbbBbB =∨=∀⇔∀ ∈∈
 

Obviously, the relation S is dissymmetrical, but transferable and 

reflexive. Also, Stefanowski defined the lower-approximation 
S

BX  and the 

upper-approximation 
S

BX  of the set X⊆U based on the dissymmetrical 
similarity relation S (Stefanowski et al., 1998): 
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S

B
Bx

S

B
S

B

S

B
∈
∪=⊆∧∈=  (3) 
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It can be proved that the lower-approximation and upper-approximation of 
the object set X which is based upon the dissymmetrical similarity relation S 

In the paper (Yin et al., 2006), we presented a constrained dissymmetrical 
similarity relation C, which is defined as:  

=

=

1. U is a nonempty and finite set of a group objects (or instances), called 

the universe of discourse, Assume the number of the objects is n, then U can 

2. Ω is a nonempty and finite set which contains finite attributes, Assume 

4. For each q ∈Ω , f  is a information function, f : U�V , such that 

the number of the attributes is m, then it can be denoted to: Ω

The information system with such a domain V  that contains missing values 
represented by “*” is an incomplete information system. 

where 

The tolerance relation T satisfies the reflexivity and symmetry, but not 

 and upper-approximation X  can transitivity. The lower-approximation X

be defined as: 

where 

is an extension to which is based upon the tolerance relation T. 

A Threshold-based Similarity Relation Under Incomplete Information 
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Obviously, relation C is reflexive, but not symmetric and transferable. The 
C

BX  and upper-approximation  
C

BX  based on the 

constrained dissymmetrical similarity relation C is defined: 
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Here, 
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Theorem 1. Information system I=<U Ω Vq, fq>q∈Ω, X⊆U, B⊆Ω, 

(1) C

B

T

B XX ⊆ ; 
T

B

C

B XX ⊆  

(2)
S

B

C

B XX ⊆ ; 
C

B

S

B XX ⊆  

Theorem 1 shows that the constrained dissymmetrical similarity relation 
is just between tolerance relation and similarity relation (Yin et al., 2006).  

3. THRESHOLD-BASED SIMILARITY RELATION 

In the paper (Yin et al., 2006), the second kind of situation of relation C is 
one in which the object x and y must have the same definite attribute value 
in at least one attribute. But with the incensement of the attribute number in 

have the necessity to introduce a threshold value, ratio of the number of 
attributes that has the same definite attribute value for object x and y to the 
number of all attributes. By adjusting the threshold values, to a certain 
extent, man can flexibly determine the class of the objects to meet the needs 
for practical applications in the areas of data mining. 

Definition 2. Assume that information system I=<U, Ω , Vq fq >q∈Ω , B⊆Ω 

A
as: 
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10 ≤≤ α

,,

,

where 

 can be defined and is a nonempty, the threshold based similarity relation 

lower-approximation 

data sets, this kind of condition still appeared quite loosely.  Therefore, we 

where 
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The lower-approximation and upper-approximation based on the threshold 

based similarity relation Α  can be defined in the following. 

Definition 3. Assume that information system I = U Ω Vq , fq q∈Ω , 

X⊆U, B⊆Ω and is a nonempty, the lower- approximation 
Α

BX  and upper-

approximation 
Α

BX  based on the threshold based similarity relation A  can 

be defined as: 
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Theorem 2. Information system I=<U Ω , Vq, fq>q∈Ω , X⊆U, B⊆Ω and is a 

nonempty, 10 ≤≤ α
(1) If 0=α , then ),(),( yxTyx BB =Α ; 

(2) If ||/10 B≤< α , then ),(),( yxCyx BB =Α ; 

(3) If 1||/1 ≤< αB , then
C

BB
C

BB XXXX ⊆⊇
ΑΑ

, ; 

(4) If 1||/1 21 ≤≤≤ ααB , then 1212 ,
ΑΑΑΑ

⊆⊇ BBBB XXXX  

Proof. (1) According to the definitions of relation T and relation Α , it is 

obvious that If 0=α , then ),(),( yxTyx BB =Α   

(2) For any object x and y of U, if ||/10 B≤< α , then 
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constrained dissymmetrical similarity relation we have 

),(),( yxCyx BB =Α  

(3) Let 1||/1 ≤< αB , for any object x and y of U, 
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By the definitions above we can conclude: 
 
 

(4) When 1||/1 21 ≤≤< ααB , it is evident that  
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. Then 

. By the definition 2 and the definition of 
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According to the definitions above we have the following conclusion: 

1212 ,
ΑΑΑΑ

⊆⊇ BBBB XXXX  

In the classical rough set theory, the lower-approximation and the upper 
approximation of the object set are defined by equivalence relation. In 
incomplete information systems, the tolerance relation and the similarity 
relation can be seen as an extension of equivalence relation. From theorem 2, 
we can see that the threshold based similarity relation proposed in this paper 
is an extension of the tolerance relation and the constrained dissymmetrical 
similarity relation. 

4. EXAMPLES 

We use two examples to analyze the threshold based relation proposed 
above, one of which is an incomplete information system from the paper 
(Stefanowski et al., 1999) and the other is a data set from the UCI Machine 
Learning Repository. 

Table 1. An example of the incomplete information system 

A a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 

C1 3 2 2 * * 2 3 * 3 1 * 3 

C2 2 3 3 2 2 3 * 0 2 * 2 2 

C3 1 2 2 * * 2 * 0 1 * * 1 

C4 0 0 0 1 1 1 3 * 3 * * * 

D Φ Φ Ψ Φ Ψ Ψ Φ Ψ Ψ Φ Ψ Φ 

Firstly, the incomplete information system  is given in Table 1, where U is 
the set of objects denoted as U = {a1, a2 . . . , a12} and B is the set of 
condition attributes denoted as {C1, C2, C3, C4}, D is the decision attribute, 
“*” denotes the missing value. Assume that X = {a1, a2, a4, a7, a10, a12} 
(Stefanowski et al., 1999). 
(1) If 0=α , then we can conclude: 

},,,,,,,,,,{ 12111098754321 aaaaaaaaaaaXXXX
T

BB
T

BB ====
ΑΑ

φ

(2) If 25.00 ≤< α , then we can conclude: 

},,,,,,,,,{}{ 121110975432110 aaaaaaaaaaXXaXX
C

BB
C

BB ====
ΑΑ

(3) If 5.025.0 ≤< α , then we can conclude: 

},,,,,,,{},,{ 12975432111101 aaaaaaaaXaaaX BB ==
ΑΑ
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(5) If 175.0 ≤< α , then we can conclude: 

},,{},,,,,,{ 321121110,87541 aaaXaaaaaaaaX BB ==
ΑΑ

Obviously, with 1||/1 ≤< αB , we have  

C

BB
C

BB XXXX ⊆⊇
ΑΑ

, . 

Moreover, if 1||/1 21 ≤≤≤ ααB , then 
1212 ,

ΑΑΑΑ
⊆⊇ BBBB XXXX  

Secondly, we choose a data set named shuttle-landing-control which is 
concerned about Space Shuttle Autolanding Domain from the UCI Machine 
Learning Repository. In order to validate its ability in dealing with practiced 
problems, we made some appropriate modification in it: replacing some real 
values with missing values randomly at the ratio of less than 15%. Just as the 

A a1 a2 a3 a4 a5 a6 a7 a8 a9 a10 a11 a12 a13 a14 a15 

C1 * 2 1 1 1 * 1 1 1 * 1 1 * 1 1 

C2 * * 2 1 3 * 4 4 4 3 * 3 3 3 3 

C3 * * * * 2 * * * * * 1 1 1 1 1 

C4 * * * * 2 * * * * 1 * 2 * 1 2 

C5 * * * * * * 1 2 * 1 * 1 * 3 3 

C6 2 1 1 1 1 1 1 1 1 * 1 * 1 1 1 

D Φ Ψ Ψ Ψ Ψ Ψ Φ Φ Φ Φ Φ Φ Φ Ψ Φ 

For this data set, let X⊆U, B⊆Ω and is a nonempty, by the calculation we 
can also draw all conclusions of theorem 2. 

The experiment results show that the threshold based similarity relation 
proposed in this paper is an extension of the tolerance relation and the 
constrained dissymmetrical similarity relation, that is, the tolerance relation 
and the constrained dissymmetrical similarity relation are a special case of 
the threshold based similarity relation. This relation makes objects’ 
classification more reasonable, and it is more practicable and flexible than 
the present. 

5. 

Using standard rough set theory we may describe complete information 
systems. However many real-life data sets for data analysis usually contain a 
mass of missing values. So, the research how to acquire knowledge from 
such an incomplete information system has become a hotspot.  

(4) If 75.05.0 ≤< α , then we can conclude: 

},,,,{},,,,,,{ 129321111087541 aaaaaXaaaaaaaX BB ==
ΑΑ

 

following Table 2. 

Table 2. Modified shuttle-landing-control data set 

A Threshold-based Similarity Relation Under Incomplete Information 

CONCLUSIONS 
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based similarity relation is classifies more reasonable and flexible than that 
based on tolerance relation or constrained dissymmetrical similarity relation. 
By threshold man can easily control the partition of universe in some way. 
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Abstract: Web-based expert system of wheat and corn growth management mainly to 

put the information of wheat and corn planting on web. It integrated much new 

knowledge of agriculture including weather, plant protection, expertise, GIS, 

Internet and computer technology. It provided the information of breed, soil, 

wheat and crop characteristic for the farmer of different area in Hebei Province 

on web. Furthermore, it provided all kinds of wheat and corn planting expert 

systems for different period (insemination, fertilization, remedy, irrigation) of 

wheat and corn growth. The real time forecasting and management of plant 

was realized in agricultural production by this system. 

Keywords:  ASP; Precision Agriculture; Expert System; WEB 

1. INTRODUCTION 
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As the technical progress of the computer, particularly the continuous 
development of the network, it makes the exchanges of the information re-
sources to come to an unprecedented fast and convenient. In the agriculture 
aspect, the large agriculture technologist has already succeeded of carried on 
the agriculture expert system. Moreover, in recent years a kind of agriculture 
expert system based on network arose, and because of the large capacity, 
whole and new of its information has strongly favored of the large farmer.  
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2. 

There is very big margin in the level of agriculture infomationization 
between the developed nation and our country. They mainly performance: 
the agriculture information equipment is weak; the shared mechanism of the 
agriculture information standard and resources are lack; especially the valid 
resources that can be provided to use for farmer; the technologists of the 
agriculture are lack, and the strength of studies disperses, the level is low; 
the agriculture information technique application degree is low, far and far, it 

agriculture and village economic development. 

Internet to provide the information service and the decision opinion for the 

agricultural infomationization of production, management and marketing, 
accelerate the alteration of traditional agriculture and significantly upgrade 

R.E., 2001). 

3. TOTAL DESIGN 

3.1 The development target of the system 

This system has a foundation that many other technique being researched 
chronically in the agrology, cultivation, meteorology and the agriculture 
resources efficiently using, applies artificial intelligence technique, and asks 

up the foundation information database, technique database, model database 
of the wheat and corn crop control. Studies the intelligence decision of wheat 
and corn in the each stage of growth develops the wheat and corn crop 
expert system based on the GIS and WEB, to expand the application of 
intelligence agriculture, to carry out the service of agriculture information 
network, to accelerate the infomationization progress of the Chinese 
agriculture. 

Xuesong Suo, Nan Shi 

OF THE SYSTEM DEVELOPMENT 

THE PURPOSE AND THE MEANING 

can’t satisfy the request of the new century, the new stage of our country 

the agriculture efficiency and management level (Zixing Cai, 2003, Plant 

for help of the local agriculture expert and plant expert’s knowledge, builds 

To develop the network agriculture expert system, and make use of the 

The Internet has great capacity knowledge, delivers quickly; there are no 
farmer is the directions of agriculture infomationization in our country.

time and region limiting, so it is the important form of the future infor-
mation service. It makes use of the information and knowledge obtain, 
handle, spread, inform to farmer’s hand in time and accurately, carry out the 
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3.2 The development route of the system 

Collect the space data and attribute data concerning wheat and corn in 
Hebei; 

Establish the data input project that collected from the real growth of 
wheat, corn and the experience of agriculture technologist; 

To establish the wheat and corn crop control strategy (seed, fertilizer, 
irrigate, medicine); 

Make use of the GIS controls to develop program, carry out the issuance 
of digital map and the crop control decision on the net; 

Realize the On-line search of control information concerning wheat and 
corn. 

3.3 The network project of the system 

That system takes the MapXtreme of the MapInfo company as the 
technique core, the MapXtreme is the map application server that circulates 
on the intranet or the internet. It makes the crop control information and 

resources of wheat, corn can be see on computer map with a variety of form 
using the MapXtreme technique, carrying out the expert system decision 
information to outward release, helping the farmer and manager to assign the 

4. FUNCTION OF THE SYSTEM  

4.1 Design of the function 

The main function of the system is to put the crop and control 
information of wheat and corn in whole growth course on the web. The 

experience, geography information system, the Internet technique and 
computer technique together, provides the breeds condition, growth 
characteristics, soil type and different weather data in different district of 
Hebei on the web. In the meantime, it includes the crop management expert 
system (seeding, fertilization, pesticide and irrigation expert systems) of 
wheat and corn in each growth stage. It realizes the real-time management 
and the estimate of crop in whole growth time. It mainly includes four 
functions: the macroscopical grow information system of wheat in Hebei; 

Web-based Expert System of Wheat and Corn Growth Management 

agriculture resources reasonably (Dongjun, 2000). 

system combines weather factor, the knowledge of plant, the expert’s 
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4.2 The macroscopically grow information system 

4.2.1 The forecast and decision of wheat’s insemination period 

The temperature and sunshine are the main factors that decides the wheat 
insemination period, so the system applies the function of search for the 
temperature and sunshine in everyplace in Hebei firstly, then the system can 
make the diagram of statistical data, it means the different result value with 
the different color, for example the scarlet means the heat area, the pink 
color means the low temperature area, the result is very intuitionistic, shown 
in figure 1. In the decision function of wheat’s insemination, the system can 
make the curve of insemination data based different year and different area, 
also can offer the text advice of insemination (Ramon, 2004). 

Figure 1.  Insemination Pre-decision of Wheat 

4.2.2  The distribute of wheat breed 

different icon in each region of Hebei, when the mouse clicks the region, 
system will show text for each region condition; when the mouse clicks the 
breed icon, system will show text for each breed, shown in figure 2. 

Xuesong Suo, Nan Shi 

of wheat in Hebei 

the macroscopical grow information system of corn in Hebei; the 
microcosmic grow information system of wheat in Hebei; the microcosmic 
grow information system of corn in Hebei. 

System’s digital map shows the distributes of different breed with the 
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Figure 2. Breed Distribution of Wheat 

4.2.3 The distribute of soil type 

Choose the N, P, the K the system will make the homologous diagram of 
statistical data of soil chemical element, in the same methods, it means the 
different result value with the different color. When you search each area 
soil type, it will show the corresponding soil chemical element and the 
detailed text to each type, shown in figure 3. 

 

 
Figure 3. Distribution of Soil Type 

4.2.4 The decision of wheat irrigation 

surface and precipitation within the same period anciently. Make right 
irrigation decision according to the change of weather is an important path to 
carry out high yield. For making the farmer had a clear know to the dry 

Web-based Expert System of Wheat and Corn Growth Management 

The wheat irrigation decision according to the dry degree of the earth’s 
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degree, the system provided the drought search of each county in Hebei. 
When the former chooses the year and month, it will make homologous 
drought statistics data diagram, the different number and color mean the 
different dry degree, lastly system will present the irrigation opinion with 
detailed text according to different dry circumstance.  

4.2.5  The predict of wheat diseases and insect pests 

The predict of wheat diseases and insect pests includes the wheat insect 
diseases search and insect predict, when farmer choose the year and insect 
category, the system will make corresponding statistics diagram. The predict 
of wheat diseases and insect pests according to the circumstance of the 
weather forecast, experience, mathematics model and crop 
condition, estimate the possible plant diseases and insect pests a month later, 
result with three kinds of data, index number, popular degree and loss rate, 
and shows the popular degree (heavy, medium, light, very light, out of 
fashion) of the plant diseases and insect pests on the digital map with 

4.3 The macroscopically grow information system 

The same to macroscopic wheat information system based WEB in 
above-mentioned, the system made the detailed statistic to the different corn 
plant area, the distribution of different breed and output, lastly use the 
diagram make an auto manifestation on the digital map. At the same time 
builds up the expert system based WEB, includes the corn irrigation decision 
and corn plant diseases and insect pests. 

4.4 The microcosmic grow information system of wheat 

in Hebei 

The microcosmic grow information system of wheat in Hebei takes the 
Langfang as an example to set up, clicking Langfang on the map of Hebei, 
then enters that region, then can enter The microcosmic grow information 
system of wheat in Langfang. 

4.4.1 The wheat insemination predict in Langfang 

In the wheat insemination predict function, the system appears some 
consultation interfaces of local circumstances, after the farmer responds the 
corresponding choice, click reload the map, the system will release the 

Xuesong Suo, Nan Shi 

expert’s 

different color conveniently (Zixing Cai, 2003). 

of corn in Hebei 
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the macroscopic wheat insemination period estimate, the system will also 
offer a advise according to the local circumstance. Its result interface such as 

 
Figure 4. Wheat Insemination in Langfang 

4.4.2 The wheat breed distribution in Langfang 

distributes of different breed with the different icon in each region of 
Langfang, when the mouse clicks the region, system will show text for each 
region condition; when the mouse clicks the breed icon, system  will show 

 

 
Figure 5. Wheat Breed in Langfang 

4.4.3 The soil productivity distribution in Langfang 

It can statistic the soil productivity distribution in every area of Langfang 
in the system, and makes caky diagram to release on the digital map, keeping 
the understanding of view very much to the customer. The result interface 

Web-based Expert System of Wheat and Corn Growth Management 

figure 4 shows. 

After the enters this function the system’s digital map shows the 

text for each breed. The result interface such as figure 5 shows.

such as figure 6 shows. 

digital map of wheat insemination predict in Langfang, its form is similar to 
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 Figure 6.  Soil Grade in Langfang 

In the meantime the system still carried out the fertilizer decision, the 
irrigation decision and wheat plant diseases and insect pests predict in 
Langfang. 

4.5 The microcosmic grow information system of corn

The functions of microcosmic grow information system of corn in Hebei 
is similar to above, also takes the Langfang as an example, includes the 
different area of corn plant, the corn species distribution and soil land 
productivity grade. On the intelligent policy aspect, includes the fertilizer 
decision, the irrigation decision and wheat plant diseases and insect pests. 

4.6 The total structure of databases 

The total work of the backstage database is divided into four parts, is 
macroscopic wheat database, macroscopic corn database, microcosmic 
wheat database, microcosmic corn database. Each part of databases all uses 
the Access2000 format. Each parts of databases includes a total information 
form, the elucidation of the each parts of database is saving in this form, 
other data save into correspond part forms, to provide the system connects 
with the Mapinfo map data or other search operation. 

5. THE CONCLUSION AND OUTLOOK 

The network agriculture expert system can be convenient to diffuse 
agriculture science and technology fastly, having great capacity of 
information, the instruction is strong, the information is in time and accurate 
that wins the favor of the large farmer. As the same time, because of the 

Xuesong Suo, Nan Shi 

in Hebei 
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necessarily push the network agriculture expert system to a superior level. 
Again it, the fierce development of the computer hardware also provided the 
assurance for the healthy development of the expert system. So, the network 

continuously develop accompany with the development of the agriculture 
science and technology. 
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Many factors affecting irrigation model, including irrigation water volume, 

crop water requirement, production function of irrigation water, rainfall, soil 

water balance, water sensitive index in different stages of crop growth, the 

grain market price, irrigation water price, minimum yield, irrigation cost etc 

are considered. Then a multi-constraints and non-linear optimization irrigation 

model based on the maximal profit of irrigation water volume is set up, which 

is adaptive to our national conditions, and the real number encoding space of 

the model is searched by the powerful searching ability of genetic algorithm. 

The results show that this model can solve the optimization irrigation problem 

of summer corn, and genetic algorithm has very perfect searching function, 

and the optimal solution of the model can be found in very short time. 

genetic algorithms, real number encoding, Jensen model, objective function, 

optimization irrigation 

1. INTRODUCTION 

Nowadays, water resource becomes more and more scarce in many 
regions due to increasing demand, and the water needed by agricultural 

supply effectively over different stages of crop growth, and how to control 
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irrigation can’t be increased any more, so how to allocate the limited water 
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of agricultural irrigation engineering. With the sustainable agriculture 
developing, the key research on agricultural irrigation diverts from 
maximum yield to maximum return from crop with the same irrigation water 
volume.  

It has always been a difficult problem to find optimal or near optimal 
solutions of irrigation model with traditionally dynamic optimization 
technology because of multi-factors, uncertainty and non-linearity in the 
model. To gain the optimal solutions, scientists adopt the dynamic 
programming stepwise approach (DPSA) and nonlinear programming 
(NLP), namely, a multi-stage decision-making process How to allocate the 
limited water supply over different stages of growth. But DPSA carries no 
guarantee that an optimum solution will be converged under any 
circumstance; and NLP is seldom used because of its nonlinearity. 

Genetic Algorithms (GAs), as a kind of new global optimization search 
method, have many remarkable characteristics. They are computationally 
simple, adaptive and robust optimization techniques. GAs are based on the 
principles of population genetics and, constitute a special class among 
adaptive algorithms. They combine the adaptive process in nature with 
functional optimizations by simulating the selection of the best performing 
individuals in the populations. GAs are the iterative search method of 

allocate initial solution to regions of the encoding search space. Among 
them, three main operators of GAs are selection, crossover, mutation; key 
content of GAs includes parameter encoding, the initial population settings, 
design of fitness function, penalty function, design of genetic operating and 
control parameters settings. 

Previous studies on irrigation model have used binary encoding genetic 
algorithms. Necati Canpolat (1997) solves the seasonal irrigation scheduling 
using GAs. The goal of his irrigation model is finding the maximum net 
return. An irrigation schedule consists of a sequence dates on which water is 
to be applied to the crop, and for each date an amount of water to apply. The 
crop growth season of winter wheat is about 250 days, so the scheduling 
presents 2250 different possible irrigation decisions. Thus, the solution space 
for this problem is 2250. At the same time, different genetic parameters are 
established for result comparison, and then get a group of best genetic 
parameters. But this model has not considered the other essential constraints, 
just considers crop yield and water supply. Besides, because the water 
irrigated each time is certain, it is impractical to be used to irrigation 

by well under deficit irrigation in SanJiang Plain using the real code 

the quantity precisely for the maximum return from crop become the focus 

Bing Zhang et al.

“survival and detection” and start with an initial random population, then 

practice. Fu Qiang et al. (2003) set up the irrigation system of rice irrigated 

acceleration genetic algorithm (RAGA) with the multidimensional dynamic 
planning (DP ), and have made satisfactory results. Jose Fernando Ortega 
Alvarez et al. (2004) set up irrigation scheduling model which gaining the 
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parameters. 
This article presents an irrigation model considered multi-factors and 

multi-constraints, and the model can be well solved by Genetic Algorithms. 

2.  SEARCH PROCEDURE OF GAS 

In general, the objective function can be described as: 

∑
=

∈+=
k

j

jji xfF
1

2)()(max φδ
                  

 

where iF )(xf
number of constraints, ∈  is -1 for maximization and +1 for minimization, 

jδ  is penalty coefficient and
 jφ  is amount of violation. Once the problem is 

converted into an unconstrained problem, rest of the procedure remains the 
same. A detailed description of genetic algorithms is given by Deb (1999). 

Search procedure of GAs is as follows: 

maximal evolution step T ; creating an initial population 

P including M individuals.  
Step 2, Individual evaluation: Using an evaluation function (eval (V) is 

employed in this study) to assess the fitness of each individual.  
Step 3, Selection: Using a probabilistic selection process, the population 

for the next generation is formed. The parent individuals are selected based 
on their fitness. Individuals with higher fitness have a greater chance of 
contributing offspring. The selection mechanism plays an important role for 
searching towards better solutions.  

Step 4, Crossover: Crossover involves the exchange of genetic material 
from two patents by randomly swapping parts of their chromosomes. 
Crossover provides a powerful exploration capability new individual for 
further evaluation within the hyper planes already represented in the 
population.  

Step 5, Mutation: A mutation operator mp  is applied to the population. By 
modifying one or more of the gene values of an existing individual, mutation 
crates new individuals, generally resulting in increased variability of the 
population. It insures that the probability of reaching any point in the search 

optimum irrigation water volume of different crops using binary encoding 

Study of Corn Optimization Irrigation Model by Genetic Algorithms 

an irrigation model on the basis of maximum net return of many crops using 
GAs, and find that genetic algorithm is an effective tool to solve the opti-
mization irrigation model, and get a group of optimum genetic algorithm

(1)

(0)

 is objective function value, k is total is fitness value, 

Step 1, initialization: Setting initial evolution step t = 0; setting the 
randomly 

genetic algorithms. K. Srinivasa Raju and D. Nagesh Kumar (2004) study
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population P(t) by the operation of selection, crossover and mutation.  
Step 6, Judgments of ending: if t ≤ T, go to step 2; If t>T, individual of the 

highest fitness is determined as the optimal solution, and operations of GAs 
stop. 

3. IRRIGATION MODEL  

The net return per ha from crop is determined by input-output 
relationship. The crop net return to irrigation water is calculated as the crop 
yield multiplied by the selling price of the crop (some scientists have also 

agricultural tax, etc. In this study, irrigation costs are the only variation costs 
of production to be considered, other inputs are assumed to be constant. The 
goal is to find a long-term irrigation schedule that will provide the maximum 

return for crop growth. The objective function, ),( WYf a , is the net return 
from crop: 

∑
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f = net margin (yuan 
1−ha ); aY = real harvested yield (kg 1−ha ); 

YP = selling price of the product (yuan 
1−kg ); W = total irrigation 

volume (m3 1−ha ); WP = price of irrigation water (yuan 
3−m ); ∑

=

m

j
jC

1
= sum 

1−ha
investments. 

The actual crop yield aY  and total irrigation volume W in the non-
linear irrigation model mentioned above have strong coupling relation, and 
traditional irrigation is based on theory of soil water balance. Under deficit 
condition, some factors, such as deep leakage, surface runoff, can be 
neglected. Therefore, soil water balance can be simplified as: 

soil water balance: 
eiii PETW −=

             

iW = irrigation volume  in the growth stage i (mm); eiP = rainfall  in 

i (mm); iET

stage i (mm); 

Bing Zhang et al.

space is never zero. A new population P (t+1) is produced from previous 

considered byproduct’s income, government’s subsidy etc.). Input includes 
irrigating cost, fertilizer, agriculture chemicals, workforce’s expenses and 

(2)

(3)

); j represents number of other crop of other crop investments (yuan 

= actual evapotranspiration in the growth the growth stage 

where 

where 
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Different irrigation volume in each stage of crop growth has a complicated 
effect on crop yield, In this study , a numerical model described below, crop 
water production function (1968) is employed, which is popularly used, to 
predict crop yield corresponding to given irrigation schedule.  

i
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iET = actual evatransporation in stage i (mm ); miET = maximal 

evatransporation in stage i (mm); n = the stage number of crop growth 

divided; iλ = water sensitive index in stage i ; mY = maximum crop yield 

under abundant irrigation  (kg 
1−ha ) 

water sensitive index, grain price and price of agricultural irrigation water 
influenced by market. What’s more, the model Subjects to many constraints. 
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Constraint of total irrigation volume:
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Constraint of irrigation volume in each stage: maxmin iii WWW ≤≤

 

Constraint of minimal crop yield
minYYa ≥

 

4. RESULTS AND DISCUSSION 

Using the experimental data from the experiment region plot in Libao, 
Shanxi, to solve and verify the irrigation-margin model mentioned above, to 
find out the optimum water distribution and maximal return from irrigation 
of summer corn under deficit and multi-constraints condition, 

Study of Corn Optimization Irrigation Model by Genetic Algorithms 

(4)Jensen model:

Irrigation model:

(2), Eqns (3), and Eqns (4), which involves irrigation water volume, rainfall, 
A multi-factors crop irrigation model can be gained by considering Eqns

(5)

(basic grain consumption):

where
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4.1 Model Parameter Settings 

max
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mY

(6500kg
1−ha ); YP = selling price of corn (0.9yuan 

1−kg ); WP = price of 

irrigation water (6yuan mm ); ∑
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m
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1
 

1−ha
 

 Water sensitive index, maximal water requirement and rainfall in each stage of 
summer corn in Huoquan, Shanxi in 1998 

Growth stage 
Sowing-
jointing 

Jointing-
tasseling 

Tasseling-
grouting 

Grouting-
ripening 

Water sensitive index 0.0992 0.2368 0.3926 0.2014 

Maximal evatransporation in 
mm 94.56 112.25 124.04 90.57 

70.2 52.1 47.5 35 

 
Constraint matrix of irrigation volume in each stage:  
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4.2 GAs Parameters 

The search course of GAs is close related to settings of GAs parameters. 
Before searching, solution space should be encoded. In this study, real 
number encoding is chosen for the purpose of precision. Then find the 
fitness value for each individual. The parent individuals are selected based 
on their finesses. Individuals with higher fitness have a greater probability of 
contributing offspring. In the selection of solution, proportional selection 

Bing Zhang et al.

Objective function:

1− =  sum of other  crop  investments

Table 1. 

each stage ( )

Rainfall (mm)

( )=  Constraints

Constraint of minimal crop yield:

(1500yuan ). 

= maximum crop yield under abundant irrigation conditionwhere 



127

(also called Roulette Wheel) is used; the way of crossover adopts one-point 
selection, involves the exchange of genetic material from two parents by 

swapping parts of their chromosomes and formation of 
individuals. In order to improve the partial search capacity of genetic 
algorithms, maintain the diversity of the population and prevent the 
premature phenomenon, operator of mutation is utilized in the course of 
search. Because of the randomness of genetic operation such as selection, 
crossover and mutation, the individual with best fitness in the present 
population might be deleted. GAs adopts the tactic of saving best solution in 
the search course. Meanwhile, there are a lot of constraints in the model; 
GAs punish the solution dissatisfying constraints with penalty function. 

GAs parameter settings: The way of encoding adopts real number 

crossover is one-point crossover; crossover probability is cp = 0.9; mutation 

probability is mp  = 0.01, penalty function, which is used to punish the 

solutions dissatisfying constraints, is )(3.0)( xFxF =′ . 

4.3 

The experimental data of summer corn from experiment region in Libao, 
Shanxi under deficit irrigation is used to find out the optimal solution by 
GAs. The solution should promise the maximal return from irrigation and 
satisfy the constraints. 

Study of Corn Optimization Irrigation Model by Genetic Algorithms 

randomly 

Figure 1, figure 2, and figure 3 show that at the beginning of the run, the 
optimal solution of the population is fairly low. As the number of 

 
Figure 1. Best fitness and average fitness of model versus irrigation volume of 130mm 

generations pass, the optimal solution has a definite upward trend which 

encoding; number of individuals in the population is M = 20; the biggest 
step is T = 100; the way of selection is proportional selection; the way of 

GAs Solution and Analysis 
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Figure 2. Best fitness and average fitness of model versus irrigation volume of 140mm 

Figure 3. Best fitness and average fitness of model versus irrigation volume of 150mm 

Bing Zhang et al.

approaches the best of generation fitness levels. The increasing speed of 
optimal solution lowers. Again, When GAs reach certain step, fitness values 
keep invariable basically. According to the theory of GAs, at the initial 
stage, the average fitness of the population is fairly low. As the number of 
generations pass and as a result of GAs (selection, crossover, mutation), the 
average fitness fluctuates.  

The average fitness of population is influenced by all fitness values of 
individuals; therefore, it can not be guaranteed that all individuals can be 
obviously improved in the genetic algorithms. Especially when the solution 
is out of the range of constraints, GAs will carry on corresponding 
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In order to understand better the change of optimal solution and the 
influence of irrigation to return under different irrigation condition, the 
optimum solutions are compared in figure 4. 

Figure 4. Comparison of optimal solution 
 

From the comparison of optimal solution of irrigation volume under 
different irrigation level in figure 4, return from irrigation increases along 
with the increase of irrigation volume when under deficit irrigation 
condition. It obtains the maximum value when irrigation volume is 160 
millimeters. When irrigation volume is 120 millimeters, it is the shallest. 

Study of Corn Optimization Irrigation Model by Genetic Algorithms 

 

schedule. Within certain irrigation range, under deficit irrigation condition, 
GAs choose upper limit of supplied irrigation water first. Since the water 
sensitive index in tasseling-grouting stage is the biggest, the proportion of 
irrigation volume is correspondingly the biggest, while the proportion in 
sowing - jointing stage is the smallest. GAs consider the influence of water 

same time. 

distribution of irrigation volume and corn yield response to irrigation 
From table 2, when the net return from corn is maximal, the optimum 

�
sensitive index within certain irrigation range, which can be proved in table 2. 
With the increase of irrigate volume, net return and yield increase at the 

punishment to fitness value according to penalty function; in other words, 
the fitness value change into a smaller one. So the average fitness of 
population fluctuates randomly. 

 



130 Bing Zhang et al.

Table 2. Optimal distribution of irrigation volume, corn yield and net return under different 
irrigating condition 

Optimal distribution of limited irrigation water 

mm  

Irrigation 

mm  
jointing 

Jointing- 
tasseling grouting 

Grouting-
ripening 

Total 

irrigation 

volume 
(mm) 

Crop 

yield 

kg/ha 

Net 

return 

Yuan/ha 

10 28.6 36.5 34.6 109.7 4813 2173.5 

10 33.7 56.2 20.1 120 5060.4 2334.3 

10.1 30.8 64.7 24.3 129.9 5256.2 2450.6 

10 20.4 82.6 27 140 5442.8 2558.5 

10 16.7 77.6 45.6 149.9 5582.2 2624.2 

10 26.1 91.1 32.8 160 5783.9 2745.5 

10.7 27.5 94.2 37.6 170 5945.7 2831.1 

supply in different stage of growth ( )

( ) Sowing-

volume 

Figure 5, figure 6 and figure 7 illustrate that with the increase of irrigation 
water volume under deficit irrigation, net return and yield increase at the 

continued, the yield will not increase any more when the corns are 
abundantly irrigated. 

of diminishing marginal utility. It can be predicted that, as the search 
same time, but the net return per mm decreases, which complies with law

100–110 

110–120 

120–130 

130–140 

140–150 

150–160 

160–170 

Tasseling- 

Figure 5. Relation between irrigation and yield 
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5. CONCLUSIONS  

(1) A multi-constraints and non-linear irrigation-return model is presented 
in this article, involving many factors, such as rainfall, water sensitive index, 
selling price of grain and irrigation water price, and combines soil water 
balance, production function of irrigation water. This irrigation model can 
meet the need of present agricultural irrigation practice of our country. 

Study of Corn Optimization Irrigation Model by Genetic Algorithms 

Figure 6. Relation between irrigation volume and profit 

Figure 7. Relation between irrigation volume and profit per mm irrigation volume 
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algorithms used here can apply in the nonlinear model and have good 
prospect. 
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1.  INTRODUCTION 

Nowadays, the computer science and information technology are making 
the transition of Chinese agriculture from traditional agriculture to 
modernized agriculture, they have become the most efficient methods and 
tools for improving the agriculture productivity and utilization ratio of 
agricultural resources, and they are an important means for achieving 
agricultural information and modernization (Jia S G, 1999; Yang Y X et al., 
1999). Agriculture virtual reality, or named virtual agriculture, which is a 
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will act the important roles in agricultural modernization and realm. Computer 
science and IT are both playing important roles in the development of 
agriculture and rural areas of the world. Combining agriculture science with IT 
and VR, the virtual agriculture technology explored new ways of studying and 
applying agriculture information technology. On the basis of concept of virtual 
agriculture given, the composition, application range and development direction 
of virtual agriculture were analyzed. On basis of above mentioned, the 
architecture of virtual crops which is a typical application of virtual agriculture 
was analyzed and studied, and the model of virtual crops was modeled using 
plant three-dimensional rebuild technique. It can improve the applications of 
VR in agriculture fields and advance the process of agricultural modernization. 

Computing Technologies in Agriculture, Vol. 1; Daoliang Li; (Boston: Springer), pp. 133–139. 

Engineering University, 12 Shangcheng East Road, Zhengzhou, 450004, P. R. China, 

Abstract: Agricultural information technology, especially virtual reality (VR) technology, 
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major research field, is different from traditional research methods. It can 
integrate the agriculture science with information technology and explore 
new approaches to study and apply agricultural information technology to 
the condition of computer auxiliary design and simulation (Jin R Z et al., 
2001; Zhu Y, 2004). 

In the wake of development in computer science and virtual reality 
technology, the research and application of virtual agriculture, which will 
take great effect on agricultural production, scientific research, education, 
research of plant diseases and insect pests and development of new 
agricultural machines, are far-reaching significance strategic measures to 

agricultural theoretical research, and in turn it can promote the development 
of virtual agriculture and virtual reality, then advance agricultural scientific 
research (Su Y, 2006; Zhang Y L et al., 2001). 

2. VIRTUAL AGRICULTURE TECHNOLOGY 

2.1 Rationale of virtual agriculture 

(1) Computable theory of crops-environment 
The rationale of virtual agriculture is the truth that the relationship 

between crops and environment is computable. The researchers in Nanjing 
Agricultural University have set up a key Chinese ministry of agriculture 
laboratory that can regulate and control crops’ growth, they made full 
research and simulation on the relationship between crops and environment. 
The results showed that the relationship between crops and environment is 
computable (Wang D B et al., 2006). 

(2) Virtual reality technology 
VR is a high-level human-computer interface featuring immersive sense, 

interactivity and proposition (Wang C W et al., 2000). It makes integrated 
use of computer graphic science, simulation technology, multi-media 
technology, artificial intelligence, computer network and multi-sensors 
technology to simulate the human sense organs such as vision, hearing and 
touch, and can get people immersed in the virtual states which can interact 
with it by the ways of language and gestures. VR has been acknowledged as 
one of the most important technologies that will produce great effects on 
human life in the 21st century (Yang G C, 2005; Holt D A et al., 2003). 

The appearance and development of VR provide many new methods of 

G C, 2005). The research of virtual agriculture can promote the basic 
China which is a great agricultural nation (Wang C W et al., 2000; Yang  

solving problems for us. At present, the international societies have got
ripe  results of VR research on many applications, but VR technology of 
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agriculture is still a future technology which is still in an exploring stage. 
Happily, the appearance of virtual agriculture and the tentative ideas and 
explorations on virtual plants, virtual farms and virtual agricultural 
experiments make us notice that the VR technology certainly will be used 
widely and will produce renovate train of thought and new means for 

2.2 

Virtual agriculture extended from virtual reality which came out in the 
mid-1980s.Virtual agriculture is a renovation of traditional agriculture, and a 
new agricultural research method which gets agriculture domain as the 
object of study and gets advanced technology as means. It can reduce 
experiment costs, shorten the research time, and raise the research efficiency 
that agronomists carry out agricultural research in virtual environments. 

At present, there are many different definitions of virtual agriculture all 
over the world, such as D. A. Holt and S. T. Sonka’s (Holt D A et al., 2003), 

author gives a definition of virtual agriculture as agricultural simulation 
agriculture that on the basis of information technology and VR technology, 
and a significant subfield of VR. It views the objects of agriculture domain 
as core, takes advanced information technology and VR applying to 
complicated agricultural production, management, teaching, scientific 
research, planning, resource collocation and circulation of goods with the 
support of high-efficient and reliable communication network. And it takes 
networks and computers as a platform to simulate and reappear the studied 
objects of each link in the agriculture and achieve the aims of interaction and 
visualization of studied objects and environments. 

2.3 Composition of virtual agriculture 

The virtual agriculture is one of the greatest key technologies of digital 
agriculture. It has vast vistas on the fields of agricultural management of 
production, planning and resource configuration (Wang Y M, 2003). 

In a broad sense, virtual agriculture includes: virtual crops, which is used 
to breed new varieties of rice, corn, wheat, soybean, cotton, and so on; 
virtual animals, which is used to cultivate new varieties of animal by-
products and aquatic product such as pig, cattle, sheep, chicken, fish; virtual 
agricultural machinery manufacture, which is used to design and 
manufacture new energy conservational and high-efficient agricultural 
machinery to raise working efficiency and utilization ratio of agricultural 

Analysis of Virtual Reality Technology Applications in Agriculture 

agriculture science study and agricultural production (Yang G C., 2005; Guo 
Y et al., 2001; Li Z W et al., 2005). 

Fundamental conception of virtual agriculture 

Academician Sun’s (Chen S B et al., 2003; Sun J L, 2000) and Professor 
Yang’s   (Yang G C, 2005) definition. Synthesizing various opinions, the 
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devices and facilities, and to raise comprehensive utilization ratio of 
agricultural resources; virtual farm, which can simulate the market of 
agricultural products and management of production (Chen S B et al., 2003). 

3. THE FUTURE OF VIRTUAL AGRICULTURE 

TECHNOLOGY 

The virtual agriculture is an effective and practical technology, so it 
possesses good prospect of application and dissemination (Zhang W X et al., 

2000; frwork.htm, 2005; Zheng Y Y et al., 2004): 

On the existing basis, to study the growth mechanism models of crops, 
fruit trees, live stocks and fowls, and depending on the knowledge of experts 
in agriculture, to achieve the integration with other information technologies, 
and then to develop all kinds of high-efficient, practical and intelligent 
agricultural expert systems. 

(2) The application of virtual agriculture in the digital earth 
Virtual reality and visualization are the technological basis of digital earth, 

its basic components are digital agriculture and digital city. Virtual 
agriculture uses visualization and virtual reality to simulate agriculture, and 
to achieve digital agriculture. That is, virtual agriculture is a main form of 
digital agriculture, and an indispensable part to digital earth. 

(3) The application of virtual agriculture in the tour of agriculture 
The tour of agriculture can make rational use of rural resources, simulate 

the activities of picking, marketing, fishing and playing to get tourists 
participate, experience and enjoy agricultural production, and arouse 
tourists’ interests of loving labor, lives and nature.   

4. AN APPLICATION CASE OF VIRTUAL 

AGRICULTURE-VIRTUAL CROPS 

4.1 Virtual crops 

Virtual reality can take strong sense of reality and true experience to users, 
and take a new interactive concept-immersed interactive environment. 

2006).  With the uninterrupted growth and ripeness, the virtual agriculture 

D B et al., 2006; Li Z W et al., 2005; Zhang W X et al., 2006; Song Y H et al., 
technology certainly will get greater progress on the under aspects (Wang

(1) The development and application of intelligent agricultural expert  system 

Applying this technology, the many years’ data of crops growth can be 
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simulated as a few minutes procedure of growth. It is possible to operate, 
observe, test and achieve crops data in short time (Su Z B et al., 2005). 

Virtual crops technology applies virtual reality to simulate the structure, 
procedure of growth and environment of crops in three-dimensional space. It 
uses data collecting system to monitor environment factors changes and 
crops growth trends, and to study regular patterns of crops and environment. 
Virtual crops system has significant value for exploring crops ideal models, 
optimizing growth measures of crops, constructing shapes of crops, 
designing gardens and teaching (Sun J L, 2000; Song Y H et al., 2000; 
frwork.htm, 2005). 

Virtual agriculture has different architectures of different targets. The 
architecture of virtual crops system is showed in Fig. 1. 

 

4.2 Research on models of virtual crops 

The models of virtual crops are built based on crops research of real 
world. Firstly, it should take accurate quantitative research on shapes and 
constructions of real crops, sum up growth law crops, then express them 
with proper methods (Su Y, 2006). 

In this paper, the three-dimensional rebuild method of plants was used to 
build the model. It used instruments to collect spatial data and environment 
data of crops, to program in computer to call the achieved data, then, to 
achieve the three-dimensional simulation of crops. This is a simulated 
method of real crops. With the improvement of instrument precision, the 
realness of crops simulated will be higher (Shen W J et al., 2002). 

The typical component parts of crops are root, stem, seeds, leaves, 
blossom and fruit (frwork.htm, 2005; Su Z B et al., 2005). The root is called 

Analysis of Virtual Reality Technology Applications in Agriculture 

Fig. 1. The general achitecture of virtual crops system
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underground part, it interacts with soil environment. The stem, leaves, 
blossom, fruit and seeds are called ground part, it interacts with spatial 
environment. There are interaction and cooperation among organs of crops. 
The human being as an environmental factor is a intelligent agent. The 
human being can change parameters of related environmental factors to 
observe the procedure of growth and evolution of virtual crops and get the 
purpose of study and teaching. The fig. 2 shows the model structure of 
virtual crops system. 

 

5.  

Virtual agriculture is the result of combining agriculture science with 
information and virtual reality technology. It makes agronomists develop 
agricultural research in the virtual environment, this can reduce experiment 
costs, shorten the research time, get visualized process and experiment 

The applications of virtual crops have two problems to be improved and 
perfected: the interaction between virtual crops and environment and the 
virtual root system of crops. With the advances of the above problems, 
agricultural production will certainly produce earthshaking change in China. 
At the same time, the research of virtual agriculture technology has been 
risen as an international forward agriculture technology. 

results directly, and improve the research efficiency of agricultural domain. 

CONCLUSIONS 

Fig. 2. Model of Virtual Crops System
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Abstract: 

utilize high technology to boost the fast development of the national economy. 

Since the project of agricultural science and technology to farmer was put into 

practice by Ministry of Agriculture in 2005, 212 representative counties have 

been set, 200,000 typical households have been added, and 4 million peasants 

have enhanced production and increased income. According to the criterion of 

Software Engineering, the article collected the information of Agricultural 

science and technology to farmer and the geography information of all villages 

and towns in HUA county, designed the system structure of Agricultural 

distribution by tools of OOP, GIS components and network database, 

integrating GIS and MIS smoothly. The system has been applied in HUA 

county, and facilitated information management, analysis and decision-making 

to the agricultural science and technology to farmer. 

agricultural science and technology to farmer, GIS, C/S, smooth integration 
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1. INTRODUCTION 

people utilize high technology to boost the fast development of the national 

agricultural science and technology to farmer was put into practice by 
Ministry of Agriculture in 2005, 212 representative counties have been set, 
200,000 typical households have been added, and 4 million peasants have 
enhanced production and increased income (http://www.gov.cn/jrzg/2006-
10/17/content_415658.htm, 2006). But the Information Management System 
of agricultural science and technology to farmer has not been developed 
adequately yet in each of domestic provinces, lacking effective management 
and analysis. Under this background, the topic of scientific management and 
analysis to the information of science and technology to farmer is put 

spatial management and analysis , has been widely applied in all kinds of 

followed the project of the science and technology to farmer put into practice 
by Ministry of Agriculture, researched, designed and developed the 
information management system of agricultural science and technology to 
farmer using GIS technology and computer technology. 

2.  SYSTEM DESIGN 

Using the virtues of friendly interface, strong simulation, rapid inquiry 

2001; Gong Jian-ya, 2004; Chen Zheng-jiang, 2005) and according to the 
criterion of software engineering, the article collected the information of 
Agricultural science and technology to farmer and the geography 
information of all villages and towns in HUA county, designed the system 

Hao Zhang et al.

more and more With the rapid progress of information technology,

economy (Tang Wan-min, 2006; Yin Li-hui, 2006). Since the project of 

forward. And 3S(RS, GPS and GIS), which has great predominance of 

domains, such as transportation, military affairs, agriculture , forestry and so 

Li-wei, 2006; Gong Jian-ya, 2004). In view of these factors, the item closely 
on (Alexander Köninger, 1998; Yan Tai-lai, 2005; Wei Fu-quan, 2004; Li

localization, good expansibility and special spatial analysis of GIS (Wu Lun, 

structure of Agricultural science and technology to farmer, and  imple-

mented the query and management of the information of agricultural  science
and technology to farmer and the special topic analysis of the    information
distribution by the tools of OOP, the components of GIS and network data-
base, integrating GIS and MIS smoothly. 
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2.1 System Structure 

The system introduced Client/Server/DBMS which separates the logic 

structure of the system. Controlled by unification database interface that is 
the foundation platform of database, all kinds of spatial data and attribute 
data are stored by using ArcSDE & MS SQL Server, which are programmed 
by using VB and MapObjects. 

 

Client end is responsible for display of the data and communication with 
user, which requests information from the server in order to implement all 
kinds of function , such as information browsing, inquiry, adding, deletion, 
update and so on. Server end mainly realizes data sharing and data 
transmission to client. The database platform uses GeoSpatial Database and 
SQL Server 2000, whose duty is to accept server request operation to the 
database and transmit data. The C/S pattern needs to install server software 
in the server end and client software in the client end. The server data such 
as spatial data, the attribute data, the information of agricultural science and 

Research and Development of the Information Management System 

service from the user connection (Zheng Ke-feng, 2005). Fig. 1 shows the 

Fig. 1. The structure of the system
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server, server end confirms connection, accepts and processes the request 
information, and returns the processed result to client end. 

2.2 System Function 

The main function of the information management system of agricultural 
science and technology to farmer consists of the information inquiry, the 
analysis to the special topic, the attribute database management, the spatial 

system function structure. 

information inquiry of science and technology to farmer, the spatial and 
attribute information inquiry and so on. 

Hao Zhang et al.

of server end, it will send out the request through the local network to 

database management, and system maintenance and help. Fig. 2 shows the 

technology to farmer and other information are saved in the server end, the 
client data are put on the Client end. When client end needs to request data 

(1) Information inquiry. It includes farmer information inquiry, the  

Fig. 2. The function of the system
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(4) Spatial database management. It includes adding, deletion and update 

to spatial data. 
(5) System maintenance and help. It includes system information 

maintenance, system operation manual and so on. 

3. SYSTEM REALIZATION 

System realization includes database design and the application of key 
technology. 

3.1 Database Design 

Database design is the key of effective working and function implement 

adopting E-R model mainly includes the spatial character database, the 
attribute characteristic database, the database of agricultural science and 
technology to farmer, the peasant information database, the system 

Research and Development of the Information Management System 

structure of agricultural science and technology to farmer. Fig. 4 shows the 
maintenance information database and so on. Fig. 3 shows the database 

of GIS and MIS (Yang Bao-zhu, 2005). This system database designed by 

(2) Special topic analysis. It makes dynamic color topic, point density 
topic, table topic and so on, and carrying on kinds of statistic, analysis and 
the decision-making according to the special data chosen by user. 

(3) Attribute database management. It includes adding, deletion and 
update to attribute data. 

Fig. 3. The database structure of agricultural science and Technology to Farmer

Fig. 4. The database structure of spatial character
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3.1.1 Spatial Database 

Spatial database is created by using 1:10,000-scale electronic map. The 
content of spatial database mainly includes: the point vector map of the 
information distribution of science and technology to farmer, the line vector 
map of transportation and rivers, the surface vector map of villages and 
towns, the village text vector map and so on. The information distribution of 
science and technology to farmer are collected according to the unit of 
village and town. 

3.1.2  Attribute Database 

Attribute database of each kind of vector map of HUA county mainly 
comprises the information of geography object which has nothing to do with 
the spatial position, such as time, color, quality, rank, type and so on. 

3.1.3 Database of Agricultural Science and Technology to Farmer 

The content of the database of agricultural science and technology to 

village, town, county, province and so on. The database has collected 10,000 

Hao Zhang et al.

farmer includes: serial_number, name, sex, birthday, culture_level, population 
_quantity, farmer_quantity, representative_crops_type, plant_scale, cultivation
_scale, Cultivation_quomodo, cropping_quomodo, weeding_quomodo, plant_ 
di_sease_therapeusis, average_income_per_year, telepho_ne, Internet_or_not, 

farmers’ information in 10 counties, 100 towns, and 1,000 villages. Table 1-
Table 5 shows all fields and six records of the database of agricultural 
science and technology to farmer (Taking Hua county as an example). 

structure of attribute character. 
The content classification and the structural design of Attribute database 

and the information database of agricultural science and technology to 
farmer are the successful and unsuccessful key factor of system 
development. 

database structure of spatial character, and Fig. 5 shows the database 

Fig. 5. The database structure of attribute character
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16 Junqiang Lv man Jul-63 

Table 2.  The  information of Agricultural Science and Technology to Farmer 

junior 10 7 wheat 

senior 6 4 wheat 

junior 5 4 wheat 

junior 3 2 wheat 

senior 5 2 wheat 

junior 5 4 wheat 

 

Table 3.  The  information of Agricultural Science and Technology to Farmer 

22 15 machine machine 

11 10 half-machine half-machine 

10 8 half-machine half-machine 

6 6 handwork handwork 

7 6 half-machine half-machine 

15 9 half-machine half-machine 

 

Table 4.  The  information of Agricultural Science and Technology to Farmer 

1950 herbicide pesticide 0372-8425009 

2450 herbicide pesticide 0372-8425016 

2100 herbicide pesticide 0372-8425013 

2250 handwork pesticide 0372-8425159 

2870 herbicide pesticide 0372-8425153 

2150 herbicide pesticide 0372-8425262 

Research and Development of the Information Management System 

 
Table 1.  The  information of Agricultural Science and Technology to Farmer 

11 Hongsheng Lv man Jul-54 

12 Yuejin Lv man May-56 

13 Qunli Lv man Sep-63 

14 Xianbing Sun man May-70 

15 Guobao Lv man Mar-63 

serial_number name sex birthday 

culture_level population farmer_quantity representative_crop 

plant_scale cultivation_scale Cultivation_quomod cropping_quomodo 

average_income weeding_quomodo disease_therapeusis telephone 
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not Xi_yuan Ba_li_ying Hua Xian 

not Xi_yuan Ba_li_ying Hua Xian 

not Xi_yuan Ba_li_ying Hua Xian 

not Xi_yuan Ba_li_ying Hua Xian 

3.1.4 Additional Database 

Additional database includes farmer information database and system 
maintenance database and so on. The farmer information database saves and 
manages the basic farmer information. The basic farmer information content 
includes: serial number, name, sex, birth, ID_card, culture_level, 
political_faction, married_or_not, spouse_name, native_place, address, 
zip_code, telephone, village, town, county, province and so on. The system 
maintenance database mainly includes: parameter_initialization and 
user_information, diary_information and so on. 

3.2 Key Technology 

Key technology includes OOP (Object Oriented Programming), GIS 
components, net database operation and so on. 

3.2.1  Redeveloping By VB and MapObjects 

By MapObjects component loaded in Visual Basic and a series of 
operations to MapObjects, the system realized map cruise, zoom in, zoom 
out, whole map display, localization inquiry and so on, and rendered the 
created special topic of the information of science and technology to farmer. 
It is advantageous to make analysis and decision to the distribution 
information of agricultural science and technology to farmer by GIS. The 
development steps with VB and the MapObjects are introduced in a lot of 
related books, such as MapObjects-GIS Programming (Xue Wei, 2004) and 

interface of the system. 

Hao Zhang et al.

Table 5. The  information of Agricultural Science and Technology to Farmer 

not Xi_yuan Ba_li_ying Hua Xian 

not Xi_yuan Ba_li_ying Hua Xian 

3.2.2 Database Operation 

There are all kinds of operations to database in Visual Basic, such as 
inquiry, adding, deletion, update, statistical classification and so on. The 

Getting Started with MapObjects (Mchael Zeiler, 1999). Fig. 6 shows the 

Internet_or_not village town county 
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inquiry and update to the information database of agricultural science and 
technology to farmer.  

4. CONCLUSION AND FUTURE WORKS 

System design has followed: scientific and solid system structure, 

agricultural science and technology to farmer in HUA county, and facilitated 
information management, analysis and decision-making to the agricultural 
science and technology to farmer. The system may be popularized in all over 
the county, also the country. 

Along with the continuous development of computer technology, Internet 
and WebGIS (Shang Wu, 2006; Wu Yun-chao, 2007; Liu Yi-jun, 2007), GIS 

network programming technology to realize the information management of 
agricultural science and technology to farmer based on WebGIS. 

Research and Development of the Information Management System 

system took ADO component to realize operations to SQL Server 2000. 
Besides three components that are used to operate database: ADO 
component, DATA component, DAO component, user may also research 
and develop  special components to operate database (Julia Case Bradley, 
2003; Microsoft Corporation, 1999). Using SQL command, system realized 
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Abstract: Multicast is a very efficient technology in one-to-many communication 

scenarios. With the popularity of mobile devices, and demanding group 

information exchange, multicast in mobile ad hoc networks attracts much 

research attention. This paper reviews the state-of-art multicast protocols and 

classifies them into two categories: tree-based and mesh-based. We review one 

classic protocol closely for each category and briefly describe others. Then 

some open problems were discussed such as scalability and reliability.  
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very well studied research topic. A myriad of papers and RFCs have been 
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devices like PDAs and hand phones are internetworking. The constraints 
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Other issues such as scalability and reliability are critical to the success 
of multicast applications in wireless ad hoc networks. Wireless transmission 
is more error-prone than wired counterparts. Thus, reliability is another 
important issue in multicasting here.  

The rest of the paper is organized as follows. Section 2 discusses the 
multicast support in wired networks and challenges of deploying multicast in 
mobile ad hoc network environment. We survey existing multicast protocols 
in Section 3 followed by a comparison of protocols and other multicast 
issues in MANET. Finally, we conclude the paper in Section 5.  

2. RELATED WORK  

In this section, we discuss multicast protocols in wired network, followed 
by the challenges introduced by the mobility and characteristics of terminal 
nodes in ad hoc networks during the process of applying traditional multicast 
protocols directly.  

2.1 Multicast support in wired network  

In this section, some typical multicast protocols are briefly reviewed. The 
concept of multicast was proposed by Steve Deering in his dissertation in 
1988. It was driven by the observation that much bandwidth could be saved 
if the data could be delivered to all receivers at one time instead of using 
multiple individual transmissions. Through the years, many research efforts 
focused on Internet multicast, and after a test in wide scale of “audiocast” in 
1992, a multicast Internet (now called MBone) was setup for experiment use. 
A new type of IP address is reserved for multicast, and Internet Group 
Management Protocol (IGMP) was proposed to support dynamic joining and 
leaving of a group. The up-to-now multicast protocols could be classified 
into two categories: one category of multicast protocols works at the network 
layer, and the other works over the transport layer (but below application 
layer). The first category covers Distance Vector Multicast Routing Protocol 

al., 1990), Multicast Extension to OSPF 

 

(MOSPF)   (J. Moy,  1994)   and Protocol-Independent Multicast-Spare Mode 
(DVMRP) (S.E. Deering et 

(PIM-SM), Protocol-Independent Multicast-Dense Mode (PIM-DM) (S.E. 

Zhijun Wang et al.

include limited battery capacity, limite d computation capability and storage. 
Also, due to nodal mobility, the underlying topology changes often, which 
introduces new challenges to the multicast problem. In this situation, how to 
establish a multicast underlying structure efficiently becomes an essential 
issue to the lifetime of a whole ad hoc network.  
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Deering et al.,1996). DVMRP is based on distance vector routing protocol, 
and uses reverse path multicasting algorithm to build a spanning tree for 
each multicast group. If a leaf router finds no nodes in its domain belonging 
to the group, it sends prune messages to the multicast source, which leads the 
leaf pruned from the multicast spanning tree. MOSPF is an extension of 
Open Shortest Path First (OSPF). It requires the information obtained by 
IGMP to build a multicast forwarding tree on demand for each multicast 
group. MOSPF, like DVMRP, is source-based multicast protocols. Instead 
PIM-SM is a core-based multicast protocol that maintains a rendezvous 
point. The rendezvous point is responsible for forwarding all packets for the 
multicast group. And each of the multicast domains selects a designated 
router, which handles multicast group messages in its domain. PIM-DM 
multicast protocol is very similar to DVMRP.  

The second category of multicast protocols works over the transport 

service. It delegates the responsibility for recovery of packet loss to 
members in the multicast group. Through clever use of randomized timers, 
the numbers of feedbacks (replies) are effectively suppressed, and repair 
locality problem could be alleviated. RMTP makes use of logic tree structure 
to solve repair locality problem and refrain the feedback implosion problem. 
Specialized receivers located at the root of the sub-trees of the logic tree 
receive requests and initiate retransmission only to their own children in the 
tree. Note that this category multicast protocols does not require multicast 
support from router. Some of them impose some requirements on receivers 
instead.  

2.2 Challenges of multicasting in mobile ad hoc network  

Unlike wired networks, mobile ad hoc networks have no fixed underlying 
infrastructure. Nodes/terminals are free to move arbitrarily, thus the 

more difficult, and packet forwarding more challenging. Also, these mobile 
terminals/nodes are more resource-restricted compared to the counterparts in 
wired networks. These resources include, but are not limited to, bandwidth, 
energy (most cases terminals are run by battery instead of main), and link 
quality (wireless link are more error-prone than wired link). Thus one 
possibility is to require using multicast in order to save resources when 
multiple receivers exist. Another possibility is that careful design is required 
to consider in the sake of avoiding waste precious resources. For example, 

Multicast in Mobile ad hoc Networks 

et al., 1997) fall into this category. SRM provides reliable multicast delivery 

(S. Corson et al., 1999). This makes the task of multicast group maintenance 
underlying topology may change randomly in an unpredictable manner

layer. The classic protocols like Scalable Reliable Multicast (SRM) (S. Floyd 
et al., 1997) and Reliable Multicast Transport Protocol (RMTP) (S. Paul
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network-wired broadcast operations should be used less frequently in finding 
paths if it could not be avoided. How to balance between the efficiency and 
robustness is a big challenge for multicasting in mobile ad hoc network. 

3. MULTICAST PROTOCOLS IN MOBILE AD HOC 

NETWORK  

There are two approaches to categorize the existing multicast protocols in 
mobile ad hoc networks. One approach is to group together protocols that 
evolved from a similar chronological path. Multicast protocols in MANET 
evolved through three paths: extending existing multicast solution from 
wired network to MANET; extending existing MANET unicast protocols to 
support multicast; and proposing new multicast protocols. The (Figure 1) 
shows the relationship among varying protocols. It would be very interesting 
to review the protocols in this way. The other approach is to classify the 
protocols based on the structures the protocols used, tree-based or mesh-
based. In this paper, we prefer surveying these literatures in this more natural 
and technical viewpoint.  

Although there exist some protocols (e.g. hierarchical structure employed 

very important classes of multicast routing protocols in mobile ad hoc 
network are reviewed in following subsections. Section 3.1 discusses the 
tree-based multicast protocols and Section 3.2 reviews the complicated 
mesh-based multicast protocols. We acknowledge that with hierarchical 
structure, multicast protocols are more scalable than without it. 

 

Zhijun Wang et al.

like (Y.J. Yi et al., 2000)) that do not fall into the following structure, the two 

Figure 1. Evolution of multicast protocols in MANET
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3.1 Tree-based multicast protocol  

Large families of multicast protocols for ad hoc networks are based on a 
tree structure. One reason is that tree-based multicast protocols are well 
studied in wired network, thus more researchers tried to extend those 
feasible solutions to the mobile ad hoc environment. These sets of protocols 
usually establish a shared multicast delivery tree before multicasting packets 

that reflects the “logic height” in the multicast delivery tree. A multicast tree 
starts to grow after receivers express interest in joining the multicast session. 
In ABARM, the concept of association stability (such as spatial, temporal, 
connection, and power stability of a node with its neighbor) is used to 
establish a multicast tree. Because the link quality and relations to neighbors 
are considered in an early stage, the tree structure tends to be very stable and 
does not require frequent reconfiguration in low mobility scenarios. ADMR 
creates a source-based forwarding tree when a multicast group starts. 
Receivers adapt to the traffic patterns of the multicast source application for 
efficiency and maintenance. Passive acknowledgements are used for 
efficient branch pruning instead of explicit pruning messages. Some other 
researchers published some tree-based multicast solutions instead of a full 

Some similarities are shared among these tree-based protocols. They 
work in two phases: tree establishment and tree maintenance. Tree 
establishment usually involves starting a multicast group and building a 
multicast forwarding tree. The phase of tree maintenance consists of adding 
a branch when a receiver requests to join the multicast group and pruning 
when no receivers exist in a tree branch. Instead of reviewing each protocol 
in detail, the classic protocol, MAODV, is reviewed closely on how it 
creates a multicast group, processes the join/leave request, and maintains the 
multicast tree.  

Multicast in Mobile ad hoc Networks 

in the group. The protocols are Multicast Operation of the ad hoc On-
demand Distance Vector (MAODV) (E.M. Royer et al., 1999), ad hoc 
Multicast Routing Protocol Utilizing Increasing ID Numbers (AMRIS) (C.W. 
Wu et al., 1998) (C.W. Wu et al., 1999), On-Demand Associatively-Based 

         
2001) etc. AMRIS dynamically assigns each participant an id-number 

set of multicast protocols, such as (Sajama et al., 2003).  

Multicast Routing for ad hoc networks (ABAM) (C.K. Toh et al.,  2000), 
Adaptive Demand-Driven Multicast Routing (ADMR) (J.G.  Jetcheva et al.,
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Routing (AODV) for providing multicast capabilities. Therefore, during the 
process of tree establishment, unicast is also used to disseminate some 
information, for example, Multicast Activation (MACT). For this 
functionality, each node maintains two tables pertaining to routing, and a 
third table called request table for optimization purposes. The first is route 
table, which is used to record the next hop for routes to other nodes. The 
second routing table that a node maintains is multicast route table. The 
following information is stored in each entry of a multicast route table:  

Entry Multicast Rt {  

IP_t ipGroup; //multicast addr  

IP_t ipLeader;//leader addr  

Seq_t seqNo; //group seq  

int hopCnt; //to group leader  

HopList nextHops;  

Time_t Lifetime;  

}  

In MAODV, the first member of the multicast group becomes the group 
leader, and it remains the leader until it leaves the group. This leader takes 
responsibility of maintaining a multicast group sequence number and 
disseminating this number to the entire group through a proactive Group 
Hello Message. Members use the group hello message to update its request 
table and its distance to the group leader.  

Zhijun Wang et al.

MAODV is a naturally extension to ad hoc On-demand Distance Vector 

Once the group is setup, it is ready to accept join requests from others. 
When a source node broadcasts RREQ for a multicast group, it is expected 
to receive multiple replies. Only one of RREPs causes a branch to connect to 
the existing tree in order to avoid loops. The source node unicasts MACT to 
determine the next hop. The next hop propagates the MACT further until the 
node sending out the RREP if it is not a member of the multicast trees. 
Otherwise, it just updates its multicast route table when necessary. The 
multicast tree is created in this manner. (Figures 2, 3, and 4) show the 
process of multicast join operation.  

During normal network operation, a multicast group member may decide 
to terminate its membership in the multicast group. As usual, leave operation 
leads multicast tree pruning. If the node is not a leaf node of the tree, it may 

 

revoke its membership status but may continue to serve as a router for the 
tree. Otherwise, if the node is a leaf node, it unicasts MACT messages with 
flag prune being set to next hop, thus it prunes itself from the tree.  
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Figure 3. Route Reply sent back to source 

Figure 4. Tree branch growth 

Figure 2. Route Request propagation 



158 

If the network partition reconnects, a node eventually receives a group 
hello message with different group leader information. The node unicasts 
RREQ to each group leader to get permission of rebuilding by grafting a 
branch on the tree.  

3.2 Mesh-based multicast protocol  

Another class of multicast protocols in ad hoc network is mesh-based. 
Compared with tree-based counterparts, they are likely more robust because 
keeping multiple paths between sources and members in the multicast group. 
In the case that a link is broken, they may not necessarily initiate route 
discovery. Intuitively, they would outperform tree-based protocols in 
MANET environment where topologies are expected to change frequently. 
Typical existing mesh-based protocols are On Demand Multicast Routing 

In ODMRP, group membership and multicast routes are established and 
updated by the source “on demand”. Similarly the protocol operation 
consists of a request phase and a reply phase for join. Sources flood a 
member advertisement packet to entire network with piggybacked payload 
when it has packets to send. This advertisement is called join query. A node 
(not necessarily be a receiver) receives a non-duplicate join query, it stores 
the upstream node ID in routing table and forwards the packet by flooding. 
When the join query reaches a multicast receiver, the receiver broadcasts a 
join reply to its neighbors. When a node receives a join reply, it checks if its 
own ID matches with the next hop of one of the entries. In the case of match, 
it marks itself a member of forwarding group, and broadcasts join reply. 

Zhijun Wang et al.

Protocols (ODMRP) (S.J. Lee et al., 2002) (S.J. Lee et al., 1999), and Core-
Assisted Mesh Protocol (CAMP) (J.J. Garcia-Luna-Aceves et al., 1999) 
(J.J. Garcia-Luna-Aceves et al., 1999).  

Multicast group tree may experience a break due to node mobility or 
dysfunction. In this situation, MAODV tries to repair the broken links. 
However, the cost of detecting link breakage is very expensive because it 
requires nodes to promiscuously listen to any neighbor’s transmissions. The 
node downstream of the break point is responsible for repairing the broken 
link. Either it broadcasts RREQ and gets RREP soon, thus the link is fixed 
soon, or it has to act as a group leader if it is a multicast group member. If it 
is not a group member, the node unicasts MACT to the next hop until 
reaching a node that is a group member, which would become a group 
leader. Thus the network consists of two partitions, each one with a group 
leader.  

Thus the join reply is propagated by each forwarding group member until it 
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reaches the multicast source. This process constructs (updates) the routes 
from source to receivers, and build a mesh of nodes. (Figure 5) shows the 
example of mesh.  

Figure 5. Example of mesh and the concept of forwarding group in ODMRP

CAMP is also a mesh-based multicast protocol. It borrows concepts from 
core-based tree (CBT), but unlike CBT where all traffic flows through the 

multicast groups. A node first determines the address of the group it is 

Multicast in Mobile ad hoc Networks 

S.J. Lee, et al. proposed some enhancements to ODMRP in (S.J. Lee  
et al., 2001) (S.J. Lee et al., 2002). The enhancements include adapting the 
refresh interval via mobility prediction, reliability, and elimination of route 
acquisition latency by flooding data instead of Join requests when the source 
does not know any multicast route. Another improved version of ODMRP  
is proposed in (H. Dhillon et al., 2005). It consolidates join queries in inter-
mediate nodes, thus reducing the total number of control packet trans-
missions. Compared with ODMRP, simulation results show that it increases 
multicast efficiency and improves the packet delivery ratio.  

ODMRP has several features worth of mentioning. The “on-demand” is 
source based, which means it does not require receivers to send leave 
explicitly when they are not interested in the group. It is different from 
MAODV and other multicast protocols. Secondly, the concept of forwarding 
group is very similar to the role of “forwarding nodes” in MAODV. Thirdly, 
the use of mesh configuration enables high connectivity thus its feature of 
robustness. For example, in (Figure 5) if the link between A and B is broken, 
the packet transmission from source S to receiver D is not affected because 
the redundant path  could be used instead.   S →A→C→B→D 

core node, the core nodes in CAMP are used to limit traffic flow through 
the core node. CAMP uses a receiver-initiated method for routers to join 
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interested in. Then it uses this address to ask its attached router to join the 
multicast group. Upon receiving a host request to join a group, the router 
then determines whether to announce its membership in the group or to 
request being added to the group. Any router that is a regular member of a 
multicast group and receives the join request is free to transmit a join 
acknowledgment to the sending router. When the origin or a relay of a join 
request receives the first acknowledgement to its request, the router becomes 
part of the multicast group.  

A router leaves a multicast group when it has no nodes that are members 
of the group and it has no neighbors for whom it is an anchor. It issues a quit 
notification to its neighbors, which can update their multicast routing tables.  

In the established mesh, it contains all reverse shortest paths between a 
source and the recipients. A receiver node periodically reviews its packet 
cache in order to determine whether it is receiving data packets from 
neighbors, which are on the reverse shortest path to the source. Otherwise, a 
heartbeat message is sent to the successor in the reverse shortest path to the 
source. The heartbeat message triggers a push join message. If the successor 
is not a mesh member, the push join forces the specific successor and all the 
routers in the path to join the mesh. The requests only propagate to mesh 
members. To date, CAMP is the only multicast routing protocol based on the 
mesh topology and without using flooding of data or control packets.  

The protocol CAMP requires the support of unicast and Domain Name 
Service (DNS). Additionally, the unicast routing protocol must provide 
correct distance to known destinations within a finite time. These 
requirements are difficult to meet in the current MANET environment.  

CAMP is improved by unified multicasting through announcement 
(PUMA) in ad hoc networks from the same researchers in (R. Vaishampayan 

establishes and maintains a shared mesh for each multicast group. It is based 
on a novel idea of using simple multicast announcements to elect a core for 
the group, inform all routers of their distance and next-hops to the core join 
and leave the multicast group.  

4.  COMPARISON OF PROTOCOLS AND OTHER 

MULTICAST ISSUES IN MANET  

Zhijun Wang et al.

et al., 2004). Like its preceding work, “core-based mesh”, this protocol also 

Multicast technology was invented/developed at the early  internet-
working time when the bandwidth was a very precious resource. With
the advances of wired technology and reduced costs, it is not an issue 
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in wired networks. The situation of multicast residing in wireless ad hoc 
networks is very similar to that in wired networks of early stage. Due to the 
natural characteristics of MANET, multicasting is a very promising 
technology desired in the scenarios where multiple receivers exist at one 
time. In this section, we compare multiple multicast protocols, followed by a 
discussion of various open problems.  

Table 1 shows the comparison of multicast protocols in MANET in terms 
of several evaluation metrics. From the table, we can see all of them could 
provide the mechanism of avoiding loops. Those protocols that evolved from 
unicast protocol in MANET usually depend on the support of unicast in the 
network. In contrast, the newly designed protocols often borrow some ideas 
from multicast protocols in wired network or others. For example, CAMP 
borrowed the concept of Core from CBT. ODMRP borrows the concept of 
the forwarding group from FGMP, and ABAM utilizes the concept of 

complicated as mesh-based protocols. However, they are less robust than 
mesh-based protocols due to the connectivity of each node. This table also 
shows that all existing proposals have not been tested in large-scale 
networks. The largest network simulated consists of 100 nodes in AMRIS 

summarize that on-demand is a desired property of all multicast protocols 
with the complement of periodical messages to keep structure or information 
updated.  

Multicast in Mobile ad hoc Networks 

in MANET. Generally, the designs of tree-based protocols are not as 
associativity from Associativity-Based Routing (ABR), a unicast protocol 

(C.W. Wu et al., 1999). From the survey and comparison, it is not difficult to 

Most active research of multicast in MANET is focused on the protocols 
itself, which mainly propose mechanisms of how to process join/leave 
request and how to establish the underlying packet forwarding structures. 

Table 1. Comparison of multicast protocols 

Protocols 
Underlying 
Structure 

Loop 
Free 

Dependence Flood Evolution 
Simulation 

Size 

MAODV Tree Yes Unicast Yes 
From 

AODV 
50 nodes 

AMRIS Tree Yes Yes 
New 

protocol 
100 nodes 

ABAM Tree Yes No From ABR 40 nodes 

ADMR Tree Yes No Yes From DSR 50 nodes 

ODMRP Mesh Yes No Yes 
New 

protocol 
20 nodes 

CAMP Mesh Yes No 
New 

protocol 
30 nodes 

Unicast, beacon & broadcast 

Beacon, scoped broadcast 

If we compare them with the peers in wired networks, it is interesting to 
find that no existing work matches to higher layer multicast protocols/ 

Unicast, DNS, etc 
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low-power supply, and reduced cost in mobile terminals (handsets, PDAs, 
laptops, etc), it is feasible to build a large-scale testbed and test multicast 
protocols in MANET.  

The benefit of multicasting turns out to be tremendous only when a large 
number of receivers exist simultaneously. Therefore, scalability is one of the 
most important merits that should be provided by proposed multicast 
protocols. Although those published literatures claim the scalability of their 
proposals through simulations, further experiments in testbed are required to 
verify it. Scalability has two-fold meanings: one involves how large a 
multicast group could be processed, and the other one is how many multicast 
groups could be processed in the multicast group. A scalability proposed 

relationship of the protocol state management techniques and the 
performance of multicast provisioning. In order to address scalability and 
enhance performance, domain-based hierarchical and overlay-driven 
hierarchical routing are proposed. In domain-based hierarchical routing 
approach, large multicast group is divided into many sub-groups, and in each 
sub-group a node is selected as a sub-root and these sub-roots maintain the 
protocol states. The second approach is to use overlay multicast as the upper 
layer multicast protocol built upon low layer stateless small group multicast. 

And reliability is also a very important issue of multicast in MANET. So 

probabilistic reliability. Its main idea is based on a partial view for each 
group member. The spread of information is propelled mainly by a gossiper-
push (each group member forwards multicast packets to a random subset of 
the group), but complemented by gossiper-pull (multicast packets piggyback 
negative acknowledgement of the forwarding group member). Three 
sessions are defined, join, leave and gossip. The dissemination of a leave 
indication relies on the gossip session.  

Zhijun Wang et al.

multicast protocol appears in (C. Gui et al.,  2004). This paper studied the 

et al., 2003). The proposed router driven gossip in this article could achieve 
far, few researchers emphasize this problem. The only paper is  (J. Luo

so far no “killer” applications in MANET multicast scenario has driven the 
research toward this direction. Also, there are still many important topics of 
multicast in MANET that require further investigation, such as experiments, 
scalability, reliability and power consumption, etc.  

Simulations could be used to evaluate the performance of proposed 
multicast protocols. However, further experiments with testbeds are still 
necessary. The largest ad hoc evaluation testbed (APE) consisted of up to 37 

supported in the testbed yet. To our best knowledge, none of the proposed 
multicast solutions perform experiments in a testbed. With recent advance in 

frameworks (e.g. SRM, MFTP, etc) in wired networks. Maybe it is because 

physical nodes (H. Lundgren et al., 2002). Also, no multicast protocol is 
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The fourth important aspect that no literature mentioned is the power 
consumption problem for these proposed multicast protocols in MANET. 
Some multicast protocols rely on eavesdropping neighbors to detect link 
breakage while others periodically flood messages to refresh a multicast 
group. These are undesirable features in a MANET environment. Therefore 
how to minimize the power consumption and how much benefit could be 
achieved remain unanswered.  

5. CONCLUSION        

Multicasting can efficiently support many applications in mobile ad hoc 
networks. However, the characteristics of MANET, such as frequent 
topology changes and resource constraints bring many challenges to deploy 
multicast solutions. In this paper, we discuss the multicast protocols in 
MANET. The multicast protocols are classified into tree-based and mesh-
based mechanisms. In each class of protocols, at least one of classic 
proposals is reviewed in detail. So far, the research for multicast in MANET 
is far from exhaustive. Some very important issues, such as scalability, 
reliability, and power consumption, are not yet investigated thoroughly. 
Also, existing multicast proposals are not convincing enough without 
running simulations in large-scale networks and performing experiments in a 
testbed.  
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Abstract: 

system, the computer technology and automatic technology is used in 

some technology, such as the detection and control technology, the digital 

image processing technology, the computer peripheral device and interface 

technology, Pattern Recognition technology etc, is used in the fruit automated 

sorting system. 

Keywords: the fruit, automated sorting system, automation, the digital image processing, 

Pattern Recognition  

1. INTRODUCTION 

With the development of modern agriculture & forestry and the enhance 
of industrial standard, the output of fruits from inner country and abroad are 
being raised swiftly. On the one hand, the fruits from different district are 
sold in local area, on the other hand, more plenty of fruits are sold to other 
district even abroad, and these fruits demand being packed according to 
different quality. In order to package these fruits, we must to design a fruit 
automated sorting system, because if these fruits were packed by hand, one 
the one hand, The task is hard and it is inefficient; on the other hand, it is not 
meet the demands of modern fruit package, which is need to be Multi-layer 
or high standard or high sanitary standard. 
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 To advanced country after second war, the automated sorting system is 

the present, automated sorting system is also success used in post office 
besides above field. With the improvement of modernization standard, it is 

about fruit automated sorting system because it concern a lots of knowledge 
and subject, at the same time, it demand more higher level of artificial. At 
present, we can only see the news about Fruitonics company, which have 
designed a set of fruit automated sorting system. 

2. THE HARDWARE DESIGN OF FRUIT 

AUTOMATED SORTING SYSTEM 

In the course of designing of the System, all kinds of factor are 

such as detection and control technology, the computer peripheral equipment 
and interface technology, the digital image processing technology and 
Pattern Recognition technology, is used, at the same time, advanced 
algorithm is used in the course of pattern identification, and it improve the 
accurate rate of fruit sorting. 

2.1 The hardware consists of fruit automated sorting 

system 

There are all sorts of automated sorting system, and its standard is 
different. In general, an automated sorting system is consists of seven 

Device Of sorting instruction, confluence device, sorting conveyer, sorting 

2.2 The consists of hardware and work principles

The fruit automated sorting system is based of the traditional automated 
sorting system, but it is different of the traditional automated sorting system, 
it is an automated sorting system which is high intelligent, real-time, Multi-
layer, multi knowledge fields and multi class. This system has several 

Pingju Ge et al.

circulation centre (Huang, 2002), it was used in American and Europe in the 
one of the essential equipment of Logistics centre, Distribution Centre,  or 

1960s, automated sorting system was used in Japan in 1970s (Xu, 2002). At 

comprehensively thought when fruits are sorted. All kinds of technology,

partition (Xu, 2002), it is: collection Conveyor, feed Conveyor, the Setting 

of fruit automated sorting system 

parts (Xu, 2002), such as: conveyer device, the weight sorting device, the 

widely used in more and more field. at the present, almost no success using 

and discharge cargo port, computer controller (Fig. 1). 

appearance sorting device, and the quality sorting device etc. (Fig. 2). 
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The Design of Fruit Automated Sorting System 

Fig. 2. The hardware consists of fruit automated sorting system

(2) fill cargo conveyer belt; (3) steel conveyer belt; (4) Diverter; (5) output Rollers;  
(6) sorting port; (7) signal giver; (8) laser ISBN reader; (9) pass detector; (10) magnetism 
signal generator; (11) controller; (12) magnetism signal reader; (13) full scale detector. 
 

Fig. 1. The hardware diagram of fruit automated sorting system (1) input conveyer belt;  
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appearance sorting model and quality sorting module, is concluded in the 
system. The work principles of the each function module can be explained 

 

2.2.1  The weight sorting device and its work principle 

analog weight information from pressure sensor is transferred to digital 

computer, the computer process these information by special software, the 

which can control the destination of the fruits), the digital information from 
parallel interface is convert to the analog signal by D/A switch, the analog 
signal is magnified by signal amplifier and it is sent to the fruit receive & 
distribute device in order to control the Flow Direction of the different 
weight fruit. In order to enter the next sorting step, which is appearance 
sorting, the fruit from weight sorting device is sent to the appearance sorting 
device to be sorted by appearance sorting device. 

its The hardware consist, three module, which is weight sorting module, 
The function module of the fruit automated sorting system is adapt to

by the Figure (Fig. 3) (Han, 2004). 

distribute device by conveyer belt (Fig. 3), the fruit receive & distribute 

Pingju Ge et al.

information by A/D switch (Zhu, 2001), the digital information is sent to the 

(the purpose is to control the controller from fruit receive & distribute device 
result from computer is sent to different passageway by parallel interface

device can detect the weight information of fruit by pressure sensor , the 

Fig. 3. The hardware consists of the weight sorting device

The fruit which is need to be sorted is transferred to the fruit receive & 
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2.2.2 The appearance sorting device and its work principle 

The fruit from weight sorting device is sent to the fruit receive & 

camera shoot fruit from various angles, the image from camera be sent to the 
computer by the video capture card, the computer process the video 

signal of fruit, the signal open the different sorting passageway by parallel 
interface, and then the signal is magnified by the signal amplifier. In order to 
control the fruit receive & distribute device, the fruits are sent to the 
different passageway, and at last the fruit can be sent to the package device. 

The image from camera should be processed by edge detection and noise 
removing (even it must be curve fitting) (Guo, 2004), and then it be matched 
to different fruit appearance so that the fruit can be sorted by appearance. 

2.2.3 The quality sorting device and its work principle 

The two devices, which is the quality sorting device and appearance 

one different is that the high speed camera must be infrared high speed 
camera; another different is that they have different process software .the 
software of the quality sorting device can process the fruit appearance 
quality (such as color and luster, stain etc) and inner quality (it is rot or not) 
according to the image from camera. It sorts manly according to the image 
from the infrared high speed camera and the trade standard. In the process of 
sorting, it makes full use of the digital image processing technology and 
Pattern Recognition technology. In general, the first step is to screen 

The Design of Fruit Automated Sorting System 

distribute device of the appearance sorting device (Fig. 4), the high speed 

information by special software, the result from computer is the classified 

sorting device, have the similar work process (Fig. 4). there are two different: 

Fig. 4. The hardware consists of the weight sorting device
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according to color and luster and stain, the second step is to screen the inner 
quality of the fruit according to the infrared image. 

3. THE SOFTWARE DESIGN OF FRUIT 

AUTOMATED SORTING SYSTEM  

In the course of the designing software of the System, different 
development tool should be thought because it refers to the hardware. the 
software of weight sorting and the computer interface is need to be 
developed by assembler programming language because it refers to 
hardware, other software, such as the digital image processing, the serial 
interface communication etc, can be developed by Vc++, It has several 

4.  SUMMARY  

The fruit automated sorting system refers to different technology form 

different subject, such as automatic technology, the software and hardware 
technology of computer. The digital image processing technology, the 
artificial intelligence technology etc. the paper introduced the design thought 

of fruit automated sorting system, the consists of hardware, work principle 
and the design of software. The final application of the system can bring 
about large social benefit and economic benefit to agriculture production and 

management.  
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Abstract: The article is mainly about how to employ IC card and mobile phone short 

messages to construct a convenient and real time information communication 

platform in the educational field, and to quicken the transmission of 

educational information so as to realize benefits of communication to 

software, background service software, two types of machines, controlling 

software, short messages gateway and so on. 

schematic design, IC card, two types of machines, ActiveX controls, short 

message gateway  

1. INTRODUCTION 

With the advent of information age and the development of 
communication, there are more and more demands for information. Internet 
and cell phones are becoming important tools for people to obtain 
information and to keep in touch. Their applications can be seen in different 
fields, and they play an important part in these fields. The article is mainly 
about how to construct a multi-functional platform of short messages, sounds 
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and Web by combining IC card, GSM cell phones with short messages. The 
platform is to realize a real time information communication and educational 
communication among schools, parents and pupils, and to realize the 
modernization of family education with elementary school information 
(Jinhua, 2004). 

THE WHOLE SCHEMATIC DESIGN 

The system consists of hardware and software. Hardware is composed of 

transmission of IC card data, and accept the results and commands from 
upper layer software. Software is responsible for dealing with IC card data 

The topological structure of network in the system is as the following fig. 1. 

 

Database server is connected to every IC card terminal and phone in a 
local network. The collection and transmission of data have been done by 
placing LAN lines connected with IC card terminals and phones in schools. 
A machine equipped with an Ethernet controller transmits the data to the 
database server over the LAN.  The database server manages the data, and 
the results will be transmitted to the IC card terminal or phone. 

IC card terminals and IC card phones. They achieve the collection and 

2. 

and software work together to realize the whole systematic goal and functions. 

       Yongping Gao, Yueshun He 

and answering the requests of hardware (Ruhong Gong, 2004) [2]. Hardware 

Fig. 1. Based on the GPRS about the informational platform project of family and school
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The functions of management interface and web server can be done by a 
PC. The software in the interface controller reads the message(s) data which 
needs to be sent to the server database and send the message(s) to parent cell 
phones through the short message gateway. Parents can send enquiry 
messages to short message gateway from their cell phones. The software will 
search the database and inform parents of the results via the short message 
gateway. There are two network cards. One is on the same subnet as the PC 
and the database server. The other is set as the Internet IP address and it 
provides web server functionality and can send message to the short 
messages gateway. 

A controller in the business hall runs software which deals with matters 
such as card management and is responsible for IC cards business of all 
schools. 

A controller of man power answering questions makes use of 1860 
information service to provide terminal operation software to accept the man 
power service hot lines. 

A controller in the school mainly runs the software for school 
management. 

3. THE DESIGN OF SOFTWARE STRUCTURE

OF SYSTEM 

Nowadays, three-layer (multilayer) structure has become the mainstream 
in developing software. It is derived from traditional two-layer (Client/ 
Server) structure, and represents the future of enterprise applications. The 

The software structure of system has some features that it is combined 
model B/S (Browser/Server) with model C/S (Client/Server), and that it adds 
business logic layer between application layer and database layer to form 
three-layer client/server framework (Wei Chen, 2004). The Web server 
answers the requests from the browser. If the requests include database 
operations, the Web server will switch the requests to the business logic 
layer, and then the business logic layer will perform the database operation 
and return the results to the Web server. Correspondingly, the Web server 
will produce and return the results to the browser. Similarly, if there are 
database requests from application software within the application platform, 
the operation will be performed by the business logic layer. In order to hide 
the lower communication details, the service software of the service platform 
needs to communicate with IC cards and the short message gateway, so it 
 uses ActiveX Controls which provide events and methods by which the 
communication can be accomplished. The main design thoughts and  imple-
mentation functions are as follows: 

software structure chart of system follows in fig. 2. 
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3.1 The Design of Web Service Software 

The Web service is implemented in the Web server and the Web pages 
can be accessed by the browser on Internet or local network. Teachers can 
use their own IDs and passwords to login in and send announcements to 
parents of school activities, how pupils perform in school and so on. 
Teachers and parents can know whether pupils have arrived at school safely. 
They can communicate with parents online, and when their pupils have any 
difficulty, and they can work out a better way with parents. And parents can 
use pupils IDs and passwords to login in and communicate with teachers. 

3.2 The Design of Application Platform Software  

The application platform software includes IC card business management 
software, school management software and 1860 service software.  

IC card business management software is installed on the PC in the 
business hall reception desk, and only the person who has the access rights 
can operate it. This software mainly manages IC card business transactions, 
information management for the IC cards, management of equipment, 
statistics and general system management. 

School management software is installed on the PC in the schools, and it 
is operated by the administrator(s) within the schools. The software provides 

       Yongping Gao, Yueshun He 

Fig. 2. The software structure chart of system
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 the following functions: binding teacher cards with pupil cards, looking into 
whether pupils are in school or not, and sending announcements to teachers. 

1860 service software is installed in the information service platform at 
the mobile corporation and is used by 1860 operators. The software has the 
main functions of leaving messages, sending short messages between 
teachers and pupils when they dial man power hot lines.

3.3 The Design of Service Software Platform 

The service software platform, in the form of minimum icon, runs on the 
PC which acts as database server and administrating interface. It consists of 
three function modules: IC card service, short messages service and accounts 
management. 

The communication software, accepting IC card data and answering 
requests between every IC card terminal and phone at the schools, is the 
most important function of the IC card service module. After running this 
program, the local terminal 5009 will be opened to take over the data and 
demands of IC cards through the Ethernet. The system employs 
Command/Response communications mechanism:  When a user puts an IC 
card in IC card terminal, the data on the IC card will be transmitted to the IC 
card service module. At this time, the terminal is waiting for a response from 
the IC card service module. If the answer is received in a certain time, the 
communication succeeds. Otherwise the communication fails. The state of 
communication can be examined in real time by this method. 

The main function of the short message service module is to set up 
connection with the mobile short message gateway, and transmit and receive 
short messages to and from the short messages gateway on the Internet. The 
program received the messages to be sent at any time, and sends the 
messages one by one to the short message gateway until all have been 
completed, and it waits for a second, before repeating the whole process. 

The account management module is to create accounts information every 
month, and to update the status of IC cards with the status of parent cell 
phones. The program can automatically produce all the accounts information 
of IC cards in the last day per month, and transmit this data to BOSS 
charging system which will deduct appointed fees from parent’s cell phone 
account. In addition, the program downloads the updated information of 
parent cell phones from BOSS charging system every day, and renews data 
of IC cards according to different information of cell phones.
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3.4 

IC card reader is to initialize IC cards and there are these kinds of readers 
in market. 

IC card terminal is designed by us, which includes MSC, screen and 
circuit etc. when a user puts an IC card close to the filed of IC card reader 
terminal, the machine can read the data of this card, and transmit the data to 
the service platform software[4]. 

An IC card phone has been added LCD, headphone, keyboard, GSM card 
on the basis of IC card terminal. Its appearance resembles a phone. Its 
working model is request—answer, and users can operate it using menus. It 
has the functions of dialing stored numbers, reading short messages from 
parent cell phones and sending the stored short messages.

3.5 The Design of ActiveX Controls 

We have designed an OCX Control to accomplish the communication and 
transmission among IC card terminals, IC card phones and the server. The 
control comprises many events and methods. It deals with the primitive data 
and hides the details of communication in the lower layer, and provides a 
normal interface to the upper layer software. The main events and methods 
are as follows: 

OnICRWRegist Event: This is called when a registration request is 
received from an active card in an IC Card Terminal. 

OnConnect Event: This is called when a command is sent to IC Card 
Terminal and IC Card Terminal gives response correspondingly. 

OnGetUser Event: This is called when data are received from IC card 
terminals. 

ReqLeaveWords Event: This is used to process requests to receive short 
messages from the IC Card. 

OnReqForRTAndCN Event: Used to retrieve phone numbers and balances 
from IC Card Phones 

OnFeeRemainTime Event: Updates the balances on the IC Card Phone 
FSInitPort Method: Initialises communication between the server and IC 

Card Terminal or Phone 
AckICRW Method: This is used to deal with a registration by the upper 

software after a registration request is received from an active card in an IC 
Card Terminal. 

ShotTSN Method: This is used by the upper layer software to switch the 
pupils account numbers and their names to IC card terminals or phones. 

The Design of Two Types of Machines—the Design 
of IC Card Terminal and IC Card Phone 
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 ShowLeaveWord Method: This is used by the upper layer software to 
transmit total short messages, their sequence numbers and contents to IC 
card phones. 

ShowLeaveWord Method: this is used by the upper layer software to 
transmit total short messages, their sequence numbers and contents to IC 
card phones.

3.6 The Design of the Short Messages Gateway 

We have developed an OCX control as an interface (Jian Guo, 2005) 
between the server and the short message gateway based on the 

China Mobile which includes CMPPAPI.dll and MFC40.dll (Qiang Ji, 
2004). The control consists of the following: 

SMSArrive Event: Handles the reception of messages from the short 
message gateway. 

AffirmSMS Event: Handles the status of short messages from the short 
message gateway. 

SMSStart Method: Establishes communications with the short message 
gateway. 

EmitMsg Method: Sends short messages to the short message gateway. 
Sconn Method: Reports the status of communications with the short 

message gateway. 

4. CONCLUSION 

Today the system has successfully been installed in the branch of the 
China Mobile of Fuzhou City in Jiangxi Province and its application has 
been extended to every school. The system has been stable for a year. It can 
send to parents the information whether their children have gotten to school 
safely in a very short time and can receive short messages from parents 
without any error. It has been received good feedback from pupils, parents, 
schools and the branch of the China Mobile of Fuzhou City. 
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Abstract: Based on the Chinese statistics from 1976 to 2004, this paper conducts an 

empirical study on the relationship between reduction in agricultural tax and 

income growth of rural residents by using econometric methodologies of co-

integration theory and error correction mechanism. The result reveals that the 

policy of reducing agricultural tax has a positive effect on the whole level of 

 

and continuous growth in peasant’s income. In the short run, reduction in 

agricultural tax obviously increases the direct income of farmers; while in the 

long run; household operational income and wage income are key elements of 

peasant’s income growth. 

agricultural tax, reduction, income growth, empirical research 

1. INTRODUCTION  

During the 1990s, with high economic growth rate in China, the growth 
rate of the peasant’s income was relatively low and the problem of peasant’s 
economic burden was increasingly worsening. In order to raise peasant’s 

among government, collective and farmers and actually slashing peasant’s 
burden. From 2000 to 2003, China started to undertake experiments in Anhui 
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income, the central government conducted the rural tax & fee reform from 
the beginning of 2000, aiming at straightening out the distributive relations 
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Province and then gradually generalized to the whole country. The 
government has conducted trials on reduction and exemption in agricultural 

would be reduced yearly by more than one percentage point until it was 
cancelled five years later. One year after, the reducing term was shortened to 
three years. On December 29, 2005, the 19th Meeting of the Tenth Standing 

abolishing the agricultural taxation regulation by an overwhelming majority 
vote.  This policy is branded as the most important reforming measures after 
the implementation of family-contract responsibility system in China. In 
order to understand the effects of this reform on peasant’s income growth, an 
empirical analysis, through the econometric methodologies of co-integration 
theory and error correction mechanism, is carried out, covering the relevant 
data from 1976 to 2004.  

On the relations of reduction in agricultural tax and the income growth of 
rural residents, there exist three kinds of standpoints. The first standpoint is 
that the rural tax-fee reform is the efficient path to raise peasant’s income 

expected, even though the short-term result is significant, the long-term 

little help to the farmers, so maybe agricultural tax shouldn’t be reduced or 
exempted (Mahmood Hasan Khan, 2001; David M. Newbery, 1992; Daiyan 
Peng, 2004; Junchu Zhu, 2005). 

 According to these standpoints above, we will carry out an empirical 
study to reveal whether this policy really reduce the peasant’s burden and 
increases their income. At the same time, we will also try to analyze the 
scope of change in peasant’s income and the time span of this effect. 

2. BASIC MODELING 

In the yearbook entitled The Agricultural Statistical Annual of China, the 
peasant’s net income consists of wage income, household operational 
income, property income, transfer income and other incomes. Because, 
relatively speaking, property income, transfer income and other incomes are 
just a fraction of the total income, so to reduce the loss of the freedom 
degree, we combine these three parts into one variable. Therefore we have 
Y0 1 2 3 0 1 

Ruiping Xie, Fanling Sun 

rate will be cut down by one percentage point in average”, and at the 

Committee of the National People’s Congress passed the decision concerning 

(David E. Sahn et al., 1996; Alex Winter-Nelson, 1997; Christine A. Wilson 
et al., 2002; Yifu Lin, 2003; Li-an Zhou & Ye Chen, 2005). The second 
standpoint puts forward that the rural tax - fee reform isn’t as important as 

result is uncertain (Robert G. Chambers, 1995; Hui Qin, 2003; Qiyun Fang 
et al., 2005). The third standpoint reveals that the rural tax - fee reform does 

= X  + X  + X , where Y  represents the peasant’s net income, X represents 

National People’s Congress it was announced that the rate of agricultural tax 

tax since 2004. “Central No. 1 document” puts forward that “agricultural tax 
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 wage income, X2  represents the peasant’s household operational income, X3 
represents the total of property income, transfer income and other incomes. 
The distribution of the peasant’s net income includes the profit deduction 
and reservation for the collective, national tax and peasant’s household 
income. To reveal the relationship between agricultural tax and the peasant’s 

Hence we have Y0-T= X1 +X2 +X3-T. Set Y=Y0-T, thus Y represents the after-
tax net income, therefore Y= X1 +X2 + X3-T. So Y then can be rendered as 
the function of X1, X2, X3 and T: Y=F(X1, X2, X3, T). Differentiate it with 
respect to X1, we get: 
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elasticity of  X1, abbreviated as αi , 
T

Y T

∂

∂
 denotes the after-tax net income 

Y’s elasticity of the agricultural tax T, abbreviated as β , dY

Y
 can be taken as 

the growth rate of Y, abbreviated as RY, 
dXi

Xi
can be seen as the growth rate 

of Xi, abbreviated as RXI, RXII, RXIII respectively, and dT

T
 can be regarded 

as the growth rate of T, abbreviated as RT. So model (2) can be rewritten as: 

RY = α1RXΙ + α2RXΙΙ + α3RXΙΙΙ +βRT                                                      

3. STATISTICS CHECKING AND EMPIRICAL 

RESULT 

Statistics checking:  We get the sample annual data from 1976 to 2004 of 

per capita, peasant’s average wage income per capita, peasant’s average 
property income per capita and average transfer income per capita  from the 
yearbook entitled The 2005 Rural Statistical Annual of China and the 

Reduction in Agricultural Tax and the Income Growth of Rural Residents 

(1)

(2)

(3)

(1)

agricultural tax data from the yearbook entitled The 2005 Financial 
Statistical Annual of China, the population data of the rural areas comes 

income growth, we introduce the variable T which stands for agricultural tax. 

 (I=1, 2, 3) represents the after-tax net income Y’s 

peasant’s net income per capita, peasant’s household operational net income 

where: 
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from the yearbook entitled The 2005 China Population Statistics Annual, the 
amount of average burden per farmer equals to the ratio of total agricultural 
tax and the agricultural population. All variables above are real ones. We get 
the real values adjusted to GDP deflation index with 1978 as the base year. 

3.1 The stationary Test of stochastic series 

With EVIEWS5.0, through which all the following results are obtained, 
we get the Unit Root Testing results of each variable as shown in Table 1: 

Table 1. Unit Root Testing 

Variables Testing Form ADF Value P Value 

RY  0,Y,N  -2.906 0.0588 
RY  1,Y,N  -6.166 0.0000 
RXI  0,Y,N  -2.657 0.0100 
RXII  0,Y,N  -2.865 0.0060 
RXIII  0,Y,N  -4.117 0.0037 
RT  0,Y,N  -4.192 0.0002 

The results of the unit root test show that, under the significance level of 

with significance level of 0.05, actually it is integrated of order 1. Therefore 
we could proceed to analyze whether there’s a co-integration relationship 
between dependent variable and independent variables. 

3.2 Co-integration test 

The model (3) is regressed, and the results are as follows: 

RYt = 0.4627RXΙt + 0.3581RXΙΙt + 0.0653RXΙΙΙt - 0.0431RTt + ut         

       

P value 0.0000*      0.0000 *             0.0299          0.1394  
R^2=0.8703 DW=2.3029 

Taking a unit root test on model (4)’s residual error gives the results as 
shown in Table 2. 

Table 2.  Co-integration test 

ADF Value Critical Value 

 

Testing 
Form 0.01  Level  0.05  Level  0.10  Level  

-6.6231 0,N,N -2.6570 -1.9544 -1.6093 

 

Ruiping Xie, Fanling Sun 

(4)

t statistic (12.49) (16.24) (2.32) (-1.53)

orders, constant item and time trend item. 0 means no difference and 1 means difference 

means the opposite. 

0.01, variables RXI, RXII, RXIII and RT have no unit roots and they are all 

order is one and so on. Y means that there has a constant item or time trend item, while N 

stationary  time series; while variable RY is a non-stationary series even 

Note: the sign patterns in the testing form from left to right respectively mean difference 
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 Under the significance level of 0.01, the ADF value of the residual, which 
is -6.6231, is less than the critical value (-2.6570). So the residual of the 
model (4) is reposeful and the equation (4) is co-integration regression, 
which means there is a co-integrated relationship among variables RXI, RXII, 
RXIII, RT and RY. And model (4) is the function of long-term relation among 
these variables. Each regression coefficient stands for the long-term 
elasticity. Although the parameter values of RXI, RXII are statistically 
significant under the significance level of 0.01 and RXIII under the 
significance level of 0.05, while the parameter value of RT is not statistically 
significant even with the significance level of 0.05, so relevant examination 

observations (a small sample), so we adopt Goldfeld-Guandt Test to test the 
Heteroscedasticity. After sequencing the data according to the RT, depriving 
the middle 4 observations, we do OLS regression on the top 12 observations 
and the bottom 12 observations respectively and get their residual sum of 

squares (rss1 and rss2), therefore we know
1/ 1

= 50.40
2 / 2

rss df
F

rss df
= , with 

significance level of 5% which is more than the critical value under the 
freedom degree of 7 for the denominator and 7 for the numerator, that is to 
say, the residual has the quality of conditional (Heteroskedasticity) relation. 
Using White Test, we will get the same conclusion. 

To eliminate the Heteroskedasticity, we use White heteroscedasticity 
correction and get the following result: 

RYt = 0.4627RXΙt + 0.3581RXΙΙt + 0.0653RXΙΙΙt - 0.0431RTt + ut

t statistic   (16.37)     (20.17)          (2.89)              (-2.55)  
P value     0.0000        0.0000           0.0083             0.0180      
R^2=0.8703   DW=2.3029 

After the White heteroscedasticity correction, there is no difference for the 
value of each coefficient, but they are more statistically significant. 
Variables RXI, RXII, RXIII are all statistically significant with significance 

model (5) makes a more accurate simulation about the long-term relationship 
between the independent variables and dependent variable. 

operational  income (RXII) and the growth rate of  peasant’s property income 

income RY. Among them, the growth rate of the wage income and 
household operational income are the predominant factors. If RXI, RXII and 
RXIII change 1% respectively, accordingly, the peasant’s after-tax income 

Reduction in Agricultural Tax and the Income Growth of Rural Residents 

and revision to model (4) are carried out. 

(5)

level of 0.01, so is the variable RT with significance level of 0.05. Therefore 

peasant’s wage income (RXI), the growth rate of peasant’s household 

and transfer income (RXIII) all have positive effects on peasant’s after-tax  

The Test for Heteroscedasticity: Because sample data has only 28 

 Model (5) expresses that during the sample period, the growth rate of the 
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will change 0.4627%, 0.3581% and 0.0653% in the same direction. However 
the coefficient of variable RT (the agricultural tax) is negative, which means 
the rise in the agricultural tax will bring negative influence to peasant’s 
income. This also indicates that the policy of reducing agricultural tax is 
advantageous to the growth of peasant’s income per capita. Compared to 
several other factors in the model, the agricultural tax is the one over which 
the government can exert the most direct control. So reducing agricultural 
tax has become one of the most efficient means for the government to work 
on the peasant’s income in recent years. 

The coefficient of RT is 0.0431, which reveals if the government reduces 
the agricultural tax by 1% each time, the peasant’s real net income will 

brought about by the reduction in the agricultural tax, depends on the degree 
of the reduction, the larger the reduction is, the more significant the effect is; 
the shorter the time span is, the more remarkable the effect will be. If the 
government exempted the agricultural tax, peasant’s net income per capita 
would increase by 4.31%, which makes peasant’s overall income rise to a 
new level. If the agricultural tax is cut down year by year, the effect is also 
apportioned to the same period. For example, if we carry on a calculation to 
the sample data, we can get that, during the sample period, peasant’s real net 
income per capita will increase by 7.5% every year. Therefore, if the 
agricultural tax is reduced within one year, the direct contribution rate to 

3.3 The error correction mechanism 

We have already proven that there exists a co-integrated relationship 
between RXI, RXII, RXIII, RT and RY, which means they have an 
equilibrium relationship in the long term. However, in the short term, 
variations in the dependant variable will generate dependant variable’s 
deviation from equilibrium. And the error in model (5) can be regarded as 

behavior with its long-term equilibrium value. Making use of the relevant 
time series of model (5), an appropriate Error Correction Mechanism and 
White heteroscedasticity correction, we get the following result:  

∆RYt=0.3541∆RXΙt +0.4614∆RXΙΙt +0.0548∆RXΙΙΙt- 0.0399∆RTt -1.1881ut-1+εt 

t statistic   9.3735        8.9481              2.2074                1.9040          -5.7472 
P value    0.0000         0.0000              0.0447                 0.0106           0.0000 

R
2
=0.854  DW=1.9274                                                                                  

Ruiping Xie, Fanling Sun 

increase by 0.0431%. Therefore, the effect on the growth of peasant’s income, 

peasant’s income growth rate is 4.31/7.5*100% = 57.5%; If this period 
is increased to 5 years, then the contribution rate will decrease to 12.5%.
Actually, many provinces have started reducing the agricultural tax since
2000 and adhered to such measure until the nation declares to abolish the
agricultural tax in the whole nation in 2006. 

“equilibrium error”. With this error and ECM, we can relate the short-term 

(6)
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 Where: means a One order Difference, εt is the stochastic error, derived 

from model (5), which equals to ut-1 t t t

0.0653RXΙΙΙt + 0.0431RTt. Equation (6) expresses the RY is decided by 

RXI, RXII, RXIII, RT and equilibrium error. If the latter is not zero, 

the model then deviates from the equilibrium state. The coefficient of u is 
negative, so if there is a positive deviation in the former period, then the 

absolute value of the coefficient of ut-1 is to 1.188, so the deviation will 
diminish in a very short time. Just as the results given by the analysis above, 
we will come to the conclusion that the short-term changes in the peasant‘s 
household operational income per capita, the average wage income per 
capita, the average property income per capita and the average transfer 
income per capita data all have positive influence on the peasant’s after-tax 
income per capita, while the rise of the agricultural tax per peasant has a 
negative impact. At the same time, the absolute value of the short-term effect 

as given by equation (5). One explanation to this maybe that there exists a 
time lag before the policy takes effect and the peasants change their 
production plans. While in the long run, peasants have adequate time to 
make adjustments to avoid this time lag. 

4.  CONCLUSIONS 

After the empirical analysis on the relationship between reduction in 
agricultural tax and peasant’s income growth, we get conclusions as follows: 

1. There exists a long-term equilibrium relationship between the peasant’s 
net income per capita and the reduction of agricultural tax. Reduction or 
exemption in agricultural tax has long-term effect on the growth of peasant’s 
income. If agricultural tax were abolished, peasant’s overall net income per 

2. The short-term impact of reducing agricultural tax is relative to the 
degree of reduction and time span. If the agricultural tax is reduced to zero in 
a very short time, e.g. one year, then the effects will be very remarkable.  

3. After the abolishment of agricultural tax, there is no continuing effect 
from the reduction. Therefore, in the long-term perspective; such policy 
can’t guarantee the continuous growth of peasant’s income. While peasant’s 
wage income and household operational income plays a key place in their 
income growth, especially their wage income. 

Reduction in Agricultural Tax and the Income Growth of Rural Residents 

∆

∆

∆ ∆ ∆ ∆

coefficient (-0.0399) is smaller than the long-term effect coefficient (-0.0431), 

the model back to the equilibrium states, so is the negative deviation. The 
deviation will be corrected by the negative error item, which brings

capita would increase by 4.31% compared to the agricultural tax case. 

= RY - 0.4627RXΙ  - 0.3581RXΙΙ  - 
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To sum up, reducing or abolishing agricultural tax has a positive effect on 

operational income continuously and steadily is the foundation to the growth 
of peasant’s income. 
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Abstract: This article discusses how to use queue to make non-recursion algorithm of 

binary link tree. As for a general binary tree, if we adopt sequence storage, 

firstly we should extend it first into a complete binary tree, secondly we store 

it to a temporary queue according to the sequence of up-down and left-right. 

On the basis of the properties of the complete binary tree and the queue, if we 

can confirm every element in the queue, then we can find the left and right 

children of the element in the queue. When we recur these steps, we can create 

a binary link bit tree. This algorithm enriches the method from recursion to 

non-recursion. 

sequence storage, bit link tree, queue, recursion, non-recursion 

1. INTRODUCTION 

There are two main problems in the designing program of recursion 
algorithm. On the one hand, not every language backs up recursion. On the 
other hand, it will take a longer time to finish a recursion program than a 
non-recursion one, and when there are too many layers of recursion, the 
stack overflow will appear in the running results (Xiaoyun Guo, 2004). 
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methods to transform recursion algorithm to non-recursion one. There are 
some familiar methods to solve different problems. For example, a recursion 
algorithm can be converted into a non-recursion one by stacks (Zhenyuan 
Zhu, 2003), depth-first search and N order Legendre polynomials (Zhong Li, 
2001). As for the tower of Hanoi, we usually adopt Inorder-traversing binary 
tree to convert a recursion algorithm into a non-recursion one (Changbao, 
2002). 

In order to convert a recursion algorithm into a non-recursion one of a bit 

queue and two points to finish the conversion.  

2. PROBLEM FORMULATION 

2.1 Introduction of the problem 

If we apply the binary link tree to practical problems, we have to know 
how to produce a binary link tree. The algorithm adopted by many related 
books is to extend a binary tree first, and then input some information of 
node according to preorder traversal to create a binary link tree by recursion 
(Yuli Yuan, 2006). The detailed function is as following (Weimin Yan, 
1997): 

PBinTreeNode createRest_BTree() 
/* To create a bit tree from root node by recursion */ 
{ PBinTreeNode  pbnode; 
char ch; 

  else 
  { pbnode = (PBinTreeNode )malloc(sizeof(struct BinTreeNode)); 
    if(pbnode==NULL) 

       return pbnode; 
    } 
  pbnode->info=ch; 
    pbnode->llink=createRest_BTree(); /*to create left bit tree*/ 
    pbnode->rlink=createRest_BTree(); /* to create right bit tree */  
  } 
  return pbnode; 
} 

Yongping Gao, Fenfen Guan 

link tree, the article attempts to adopt another method—using a temporary 

  scanf(“%c”,&ch); 

    {  printf(“Out of space!\n”); 

  if(ch==‘@’) pbnode=NULL; 

If we convert a recursion algorithm into a related non-recursion one, the 
program can be implemented more efficiently. There are many different 
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by a stack data structure (Fuying Wu, 2003), but we can change recursion 
algorithm into non recursion one by other data structures such as queue. 

2.2 

As it is known by us, we store a complete binary tree according to the 

this. 

 

As for a general binary tree, if we adopt sequence storage, we should 
extend it first into a complete binary tree, and then store it according to the 

As it is known to all, a recursion function is called by a stack data 
structure (Naixiao Zhang, 2002). When we teach such recursion algorithm, 
we find it difficult for many students to understand the process of creating a 

we have to adopt a non-recursion algorithm to create a binary link tree. 
binary tree (Chunbao Li, 2002). To help students to understand the algorithm, 

Explore a New Way to Convert a Recursion Algorithm 

An analysis of the problem 

Meantime, we can break the rule—recursion of a function should be realized 

memory in order to store the binary tree nodes. The fig. 1 and fig. 2 illustrate 

Fig. 1. A complete binary tree 

Fig. 2. In order to store a complete binary tree

sequence of up-down and left-right as the following fig. 3. 

sequence of up-down and left- right, by this way; we use a series of 
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The binary tree stored by this way has the qualities of a complete binary 

If we number a binary tree that has x nodes beginning with 1, then any 
node i (1<= i<=n) will (Zhili Tang, 2001): 

1) if i=1, then i is root node; if i>1, then ∟i/2 is its parent node. 

2) if 2i <=n, then 2i is its left children node; if 2i>n, then it has no left 
children. 

3) if 2i+1 <= n, then 2i+1 is the right children node; if 2i+1 > n, then it has 
no right children. 

From these qualities we can know that we can find the positions of one 
node’s left and right children if we are given the node’s position in an array. 
For example, node A is the first number in an array, if its left and right 
children exist, then the number of its left children is 2, and the number of its 
right children is 3 (Tao Zhu , 2005). 

3.  

Yongping Gao, Fenfen Guan 

Fig. 3. In order to store a general binary tree

∟

PROBLEM SOLUTION

Fig. 4. In order to store a binary tree after which is extend a complete binary tree

tree and the detailed description is the following (Yongping Gao, 2005). 
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From the above analysis, we propose that we can create a binary link tree 
by the sequence storage of a binary tree. 

We can regard the sequence storage of a binary tree as a queue, and add 

other pointer r refers to the tail one of the queue (Shuqun Gong, 2007), as 

1) Extend a binary tree into a complete binary tree. 
2) Store the node address of the complete binary tree, rather than value of 

the node, in the unit of memory by the sequence of up-down and left-right. If 
the node is empty, then its address is null. When we store a node, we will 
add 1 to the value of tail pointer of the queue.   

3) When the number element i comes out of the queue, we will add 1 to 
the value of head pointer and find out the left and right children of this 
element (if their children exist, the value of left children will be 2*i and the 
value of the right children will be 2*i+1). For instance, when the first node A 
comes out of the queue, the value of its left children is 2 (or the element B) 
and the value of its right children is 3 (or the element C). 

4) Repeat the third step until there is no any element in the queue, then the 
head pointer equals to the tail pointer. 

We can realize the function by the following codes: 

typedef struct BiTNode  /*the definition of node type*/ 

{     elemtype data;   

      struct BiTNode *lchild, *rchild;    

 }BiTNode,*BiTree;   

BiTree  CreateBiTree()   

{  /*to create a binary tree by using a queue according to the sequence of the up-down and 
left-right*/ 

   char ch[20];   

BiTree head, p, tm[20];/*head stands for storage of the head pointer of a binary tree, and 
tm stands for a queue*/    

int i=0,n,f=1,r=1; /*f is the head pointer of the queue and r is the tail pointer*/ 

     gets(ch);   /*store the extended complete binary tree according to the sequence of up-
down and left-right in the variable ch*/ 

n=strlen(ch); 

   while(1) 

Explore a New Way to Convert a Recursion Algorithm

what the fig. 4 illustrates. 

two pointers — one pointer f refers to the head pointer of the queue, the 

   {  if(ch[i]==‘ \0’ )  break; 
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the queue*/ 

     else 

      {p=(BiTree)malloc(sizeof(struct BiTNode));  

        if(p==NULL)   

             p->data=ch[i];  p->lchild=NULL;  p->rchild=NULL; 

       } 

        tm[r]=p;   /*we put the first address of the node in the queue*/ 

         r++;  /*we add 1 to the tail pointer*/ 

  if(i==0)  head=p; /*we use head to store the address of head pointer*/ 

           i++; 

    } 

while(f!=r)  /*we recur the following steps if the queue is not empty*/ 

{  p=tm[f];    

if(p!=NULL) 

{   if(2*f<=n)  /*we can judge whether the left children exist*/ 

   p->lchild=tm[2*f] ; /*then  p->lchild refers to the left children*/ 

            if(2*f+1<=n) /*we can judge whether the right children exist*/ 

           p->rchild=tm[2*f+1]; /* p->rchild refers to the right children*/ 

} 

 f++; /*the head pointer of the queue will be added 1*/ 

}   

  return head; 

} 

We can get the result after we run the program: 

Input: ABC*DE***F**G 
The output of preorder traversal will be (Wanlan Tian, 2003): A B D F C 

E G 
The output of in order traversal will be (Zhong Li, 2003): B F D A E G C 
Based on the results of the preorder and in order traversal, we can get only 

and on the other hand, the algorithm we provided above is right (Yuansong 
Li, 2003). 

Yongping Gao, Fenfen Guan 

     if(ch[i]==‘*’)  p=NULL;  /*if the value of ch[i] is empty node, then we will store null in 

{printf(“not enough space!”); return NULL; } 

one binary tree (Chuanhong Chen, 2005), and the binary tree is in the fig. 4 
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4. 

non-recursion one by a queue. Thus it is very helpful for students to 
understand and master a binary link tree. This shows that in some occasions 
we can convert a recursion function into a non-recursion one by some others 

instead of by stacks, and this enriches the ways of converting a recursion 
algorithm into a non-recursion one. 
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THE CONSTRUCTION AND 

IMPLEMENTATION OF DIGITIZATION 

PLATFORM FOR PRECISION FEEDING 

 

 

Abstract: In this paper, we described the solution method, system implementation, 

critical technology, etc. of “The Construction and Realization of Digitization 

Platform for Precision Feeding of Commercial Pig”. What’s more, we pointed 

out the architecture main functions of the platform and critical technology 

taken to achieve the system in detail. The platform includes the following 

modules: production management, feedstuff management, illness management 

and production monitor & statistic, implants the digital management of the 

commercial pig form. 

Precision Feeding, Platform, J2EE, Component Technology 

1. INTRODUCTION 

Modern enterprises utilize information technology, and make use of 
information resources, in order to improve the efficiencies and levels of 
production, management, and decision making. 

Compared with the rural economy, agriculture enterprises, as a main force 
of Chinese agriculture production, own lots of advantages in human 
resources, technologies, management etc. The digitization of agriculture 
enterprises posses the importance of reality and operation and is being 
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systems, agriculture production inspection systems, and agriculture product 
e-Commerce systems (Shihong Liu, 2003). 

There are a couple of problems existing in agriculture enterprises, 
especially in animal husbandry including expanding production scale, 
soaring intensive level and exaggerating difficulties in production 
management. Aimed at the peculiar problems in Chinese feeding enterprises 
and taken the commercial pigs feeding enterprises as an example, it is 
applicable to establish a comprehensive technology platform which 
incorporates information collection, information transmission, information 
optimization, and information monitor. Based on this platform, the 
enterprises would digitally and visually express, design, monitor and manage 
all the objects and production processes. Consequently utilizing of computer 
technologies would support the decision making, and improve the effects of 
production management. Information technology, as an important factor in 
agriculture production, is becoming the indispensable part applied in each 
phase of the feeding process. 

Platform for Precision Feeding of Commercial Pig utilizes modern 
network technology, web technology, modeling technology and component 
technology. Moreover, it focuses on three significant factors: information 
collection, information procession and information application. The 
construction of unified digital platform would effectively avoid the data 
redundancy, and realize the different functional modules’ completely 
integration, and by implementing network technology and across-platform 
technology to eliminate the information-isolates, and provide reliable 
support to breeding and breed selection, scientific feeding, research analysis. 

2. SYSTEM SOLUTION 

2.1 System Technology Scenario 

The system introduces the enterprise architect frame – J2EE, which is 
comparatively excellent and low-cost. J2EE is designed to provide a 
component based solution to design, develop, assembly and deploy 
enterprise application and offer a multi layers distribution application model 
which could support component based reuse solution, XML based data 
exchange, unified security patter and agile transaction monitoring (Xiaohua, 
Liu, 2003). J2EE has superiority in scalability, deployment, operation system 

Shihong Liu et al.

applied widely. The agriculture enterprise digitization technologies have 
been diffusely applied in agriculture production management systems, 
agriculture decision supporting systems, agriculture production monitor 
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and security. Implementation of J2EE could reduce the cost, speed up system 
design and application development significantly (Huajun Chen , 2002).  

2.2 System Framework 

From the point of view of information procession, the technology platform 
for precision breeding of commercial pig could be divided into 3 layers: 
information selection, information procession and information application, 

Within layer of information collection, the major goal is to acquire 
knowledge of the domain knowledge and the enterprises’ specific 
requirement of the platform, and prepare for the system analysis and design. 

The Construction and Implementation of Digitization Platform 

independence, platform independence, high performance and total cost. 
Thus, it could achieve a system design goal with the availability, 
maintenance, manageability, high performance, high reliability, scalability, 

Within layer of information procession, the major goal is to build up the 
commercial pig’s production record database, production inspection 
database, feedstuff prescription database, and animal disease diagnostic 

as shown in figure 1 (Renchu Gan, 2000). 

Figure 1. Information procession and information application 
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2.3 System Functional Module 

The technology platform for precision feeding of commercial pig includes 
functions following: system management, production management, feedstuff 
management, prescription management, animal disease management, and 
production inspection & statistics, as shown in figure 2. 

Shihong Liu et al.

Within layer of information application, through the web UI interfaces 
which are designed to orient to the mass system users, users could promote 
system level domain knowledge base to accomplish the breeding enterprises’ 
specific business processes. In the module of system statistics analysis, 
intuitionistic graphics and reports would exhibit the situation of enterprise 
production and management, thus give support to enterprise decision 
making. Meanwhile, users could also take their own enterprise’ practical 
need into account, and add data and related knowledge into the database to 

knowledge base. With the support of four databases, the core business 
process logic layer would be realized by using web development, component 
based and graphic & report and etc technologies. 

proliferate the platform’s resources (Weidong Zhou et al., 2002). 

Figure 2. Functional Module 
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3.  SYSTEM IMPLEMENTATION 

3.1 Major Function Descriptions 

The technology platform for precision feeding of commercial pig 

method (Chuan Chen, 2001). The 5 major system functions in the platform 
are as follows: 

(1) System Management Sub System: It is responsible for system 
parameters configuration, user registration, user information maintenance, 
user authorization, system visit record, database operation record’s query, 
and maintenance. This part is the fundamental premise of the entire platform.  

(2) Production Management Sub System: This module monitors the entire 
processes in commercial pig feeding, and includes several parts: phase 
management of pig feeding, pig house moving management, feedstuff 
putting in management, cost management, feedstuff modifying management 
and sales record management. 

In this module, through comparative analysis of feeding patterns in 
Chinese pig feeding enterprise, couples of common production patterns were 
found, including 4PF3M (4-Phase-Feeding-3-Moving), 5PF4M (5-Phase-
Feeding-4-Moving), and 6PF5M (6-Phase-Feeding-5-Moving). Finally, we 
chose the 6PF5M pattern which is standard, professional and easy to 
implement All-In and All-Out streamline technical process to achieve 
systematic production management. 

(3) Feedstuff Management Sub System: It processes the feedstuff, 
prescription and other related issues, and includes feedstuff resources 
management, prescription management, feedstuff warehouse management, 
and prescription computing. 

Besides the basic warehouse management functions, this module 
implements the feedstuff prescription import interfaces, and put forward a 
java based linear programming minimum cost model to achieve optimism 
feedstuff computing. Therefore, users could modify and gain their featured 
prescription according to the enterprise’s characteristics. 

 (4) Illness Management Sub System: It primarily handles pig illness and 
other related issues, includes illness knowledge base management, illness 
knowledge query, medicine information management, medicine warehouse 
management, and epidemic disease management. 

This module capsules lots of illness information, meanwhile providing 
users with accessible interfaces to expand their own illness knowledge base. 

The Construction and Implementation of Digitization Platform

introduces J2EE framework, MVC design pattern, client layer / business 
layer/data layer – three independent layers’ component based development 
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It also realizes the FAO AgroVoc based light weight ontology to achieve 
ontology based pig diseases reasoning algorithm. 

(5) Production Monitor & Statistics Sub System: It partly fulfills the alerts 
and forecasts to production management items in all above sub systems. 
Besides, the items would view all the forecasts in the module. Moreover, the 
module partly realizes the numbering statistics of pig, feedstuff employed 
situation statistics, illness incidence situation statistics to facilitate the 
managers monitoring the enterprise production operation conditions. 

3.2 System Operation 

3.2.1 System Runtime Environment 

The system’s development and operation pattern introduces Tomcat + 
Java + XML + Crystal Reports + DBMS. The system’s specific runtime 
environment is as follows:  

Java Runtime Environment: J2SDK 1.4.2 
Web Container: Tomcat 5.0.19 
Database: MS SQL Server 2000 (SP3) Enterprise Edition 
Report Server: Crystal Enterprise Report Application Server 9.2 (SP2) 

The Client must be compatible of MS IE, and IE 6 (SP1) which are 
recommended. 

3.2.2 System Operation 

Put URL into explorer’s address, for example http://localhost:8080/pig-
login.jsp, and the system would turn into a system login page, as was shown 
in Figure 3. 

 

Shihong Liu et al.

Operation System: Windows 2000 Server (SP4)/Windows XP (SP1) 

Figure 3. System login page 
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On the portal page, choosing different functional menus could enter 

The Construction and Implementation of Digitization Platform

If the username and password are validated, the system turns into a portal 
page, as was shown in Figure 4. 

The feedstuff management interface is as shown in Figure 5. The statistic 

Figure 4. Portal page 

corresponding functional modules, as shown in Figure 4. 

interface is as shown in Figure 6. 

Figure 5. Feedstuff management interface

Figure 6. Statistic interface 
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4. KEY TECHNOLOGY 

4.1 Object-Oriented Analysis and Design Technology 

The research uses the object-oriented analysis and design technology. 
Feature of the OO is describing the entity in real-life with the properties of 
the object and integrating the operation relation to the entity. It is better to 
reflect the characteristic of the entity in the world.  

4.2 Enterprise Architect Frame – J2EE 

J2EE is a popular architecture frame to be used in enterprise, key feature 
of which includes better extension, Cross-platform, strong integrating, OO 
whole, easy to reuse and deploy, independent of operation system, high 
performance. This frame can offer the whole support to design enterprise 
application software, so it can be used widely (Ming Li, 2001). 

4.3 

Components have the key features of high-cohesion, loose-coupling, 
independence-function, strong extension and easy to reuse. Based on 
program technique of components can program a loosely coupled system, 
the system is composed of several independent function module so that easy 
to upgrade and maintenance.  

4.4 Information Visualization Technology 

The platform shows the daily production data in charts and graphics. 
Those data relating to statistic and analyze can reflect the disadvantage and 
advantage directly during the management of enterprise; what’s more, it also 
can forecast the trend and give some supports to the supervisor. 

4.5 Thin Client Technology 

The platform adopts the B/S module so that the user can access the system 
through Browser such as IE. It can be efficient to allow the programmer get 
away from considering the client Browser. Then it make easy to deploy, 
upgrade and maintain. 

Shihong Liu et al.

Component-Based Development Approach 
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5.  SYSTEM IMPLEMENTATION FEATURES 

(1) We implementing digitization management in precision feeding of 
commercial pigs including production management, prescription computing, 
feedstuff management, illness diagnostics, production monitor & statistics. 

(2) We introduced J2EE based system platform into commercial animal 
breeding domain, and developing robust, scalable and high maintenance 
system. 

(3) We built FAO AgroVoc based light weight ontology of pig illness, 
introducing the ontology based reasoning mechanism and consequently 
enhance the accuracy of disease diagnostics, and apply the ontology concept 
and related methods on animal disease diagnostics. 

(4) We adopted UML modeling, object oriented database modeling and 
etc design methods, based on fully understand of domain knowledge and 
users requirements building system business models, accomplishing the high 
availability, rationality, reusability and scalability. 

(5) We adopted Java technology to develop component based platform of 
precision feeding of commercial pig. We developed our own warehouse 
management, production monitor, illness reasoning, feedstuff management, 
medicine management, prescription management, database encapsulation, 
user management with 8 high aggregations, loose coupled, high flexibility, 
and independent function components reusable. 

(6) Through data convergent procession, apply data mining, graphic 
reporting analysis, and tendency analysis technologies, users can realize 
visual management in feeding enterprise’s decision making. Managers can 
get qualitative judgments from quantificational analysis, consequently 
improving the pertinence of decision supporting and rationality of decision 
making. 

(7) We Utilized Java technology to design feedstuff and prescription 
management function based on linear programming and its related principles 
based design. 
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STUDY ON THE APPLICATION OF DIGITAL 

IRRIGATION AREA SYSTEM 
 

 

Abstract: The aim and meaning of study on digital irrigation area are discussed at first. 

Then the author puts forward the need and feasibility. Taking XueYe reservoir 

as an example, the software and hardware of digital irrigation area are 

analyzed and designed, while researching and developing on the key 

techniques and automatic regulation supervision system. The digital irrigation 

area software is mainly composed of five modules, which are floodgate 

control, agriculture-use water management, life-use water management, flood 

discharge and electricity generation. The hardware system includes the 

hardware which are installed at the information control and transaction center 

of chief regulation center, and the systems of floodgate on-off remote sensors, 

floodgate on-off degree remote sensors, water depth, water quantity and water 

level remote sensors, electricity generation quantity remote sensors and 

industry water supply remote sensors. We also designed the software function 

framework, the hardware constitution, general floodgate flux and distribution 

of electricity flux, flood discharge flow chart, floodgate on-off degree remote 

sensors structure chart, floodgate on-off remote sensors structure chart and 

water depth water quantity remote sensors charts. On this base, the key 

techniques of digital irrigation area are discussed. Also, we bring forward 

multi-goal case evaluation method, auto make and inter make method, 

database technology and modularization management functions. With dynamic 

supervision on rain and project instances, we can issue alarm information 

ahead of schedule, and provide supports for scientific decision-making, as 

while as saving abundant water resource and improving management level. 
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The project was applied in XueYe reservoir of LaiWu in Shandong Province 

and achieved good effects. 

digital irrigation area, data auto-collection, regulation supervision 

water. But with rapid development of country economy and society, the 
conflict of water supply and consume stands out increasingly. The lack of 
water resource has touched our foodstuff directly. The foodstuff output 
reduces 700 hundred million to 800 hundred million every yeah due to lack 

industrialization and city boost, the contradiction of water lack will be more 
outstanding. So saving agricultural water is imperative under the situation, 

rebuild conventional management measures and irrigation 
establishments are essential instruments to realize water saving. 

Excessive irrigation water waste, great manpower expenditure and civil 
bothers due to dated management measures have been difficulties all along. 
The advent of information age affords opportunity for reservoir irrigation 
area management. The concept of digital irrigation area is put forward under 
such background. The aim of digital irrigation area is to actualize dynamic, 
real time optimize collocation and regulation with the technologies of 
computer, multimedia, modern communication and scientific computation, 
starting with auto collection, transmission, storage and disposal of weather, 
rain, water and water supply (Cui Weihong, 1999). To actualize digital 
irrigation area construction is certain result from water conservancy 
acclimation of age development, is main content of information-based water 
conservancy, is also the only way from traditional water conservancy to 
modern water conservancy and continuable development (Liang yong, 
2002).  

In digital irrigation area, digital management measures are used from 
farmland weather information collection, to irrigation water flux information 
collection, regulation and operations management etc. By solution of key 
technical problems for auto inspection and control, real time and dynamic 
watch is processed on real time rain and water circs and water supply. 
According to real time circs, alarm information is issued ahead, to provide a 

We take Xueye reservoir irrigation area as an example in the study. Xueye 
reservoir irrigation area is one of the large irrigation areas in Shandong 
Province. It is in the northwest of Laiwu city, span 9 villages and towns and 

Yong Liang et al.

of water (Science Publishing Company, 2004). As population increase, 

platform and supports for experts and leaders decision (LuoYunqi, 1999).  

Keywords: 

while 

FOREWORD 

It has been a long time since reservoir became main source of agricultural 
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1. THE SOFTWARE DESIGN OF DIGITAL 

IRRIGATION AREA SYSTEM 

The software of digital irrigation area is composed of five function 
modules which are floodgate control, agriculture water management, life 
water management, flood discharge and electricity generation. By the 
interface with the hardware of the system, the software can realize flux 
measure, flux control to every floodgate and water weir in the irrigation area. 
And it may analyze and collect flux data gathered, and realize the aims of 
agriculture water scientific control, water rate income with flux analysis and 
statistic modules. Figure 1 is the general framework of the function modules 
of the software. 

1.1 Floodgate control management 

The floodgate control management module includes chief floodgate 
control and floodgate status. In chief floodgate control module, water flux is 
controlled by unlock degree controller of chief floodgate, at the same time, 

 offices. It is 21.6 km long in south-north, 20.8 km wide in east-west. The 
designed irrigation area is 305 thousand mu, effectual area is 223 thousand 
mu. With the bound of Yingwen river, it is divided into two parts: one is 
from northern hill to Yingwen river, controlled by the west channel, ground 
slope 1/30–1/600; the other is from Yingwen river to Changbu mountain 
range of Muwen river, controlled by the east channel, ground slope 1/50–
1/200. The constructions include chief channel, east channel, west channel, 
branch channel, dou channel and farming channel, in which the chief channel 
is 3.1km long, with 14 constructions; east and west channel are 61.2km long, 
with 401 constructions; the 10 branch channeles are 48.63km long, with 541 

entrance of chief channel is flume. While east and west channel, Hebei 
management station, the area from Qiguanzhuang management station to 

ment station to Huzhai management station, the area from Wenshi management 
station to Gushan management station, the area from Gushan management 
station to Yuchi management station are all Baxieer water weirs. The area 
from Kouzhen management station to Qiguanzhuang management station 
and the area from Yangshan management station to Wenshi management 
station are all standard water weirs. Other management stations and dou 
channel entrance are all non-throat water weirs. 

2 standard water weirs, 1 farming diffluence water measure meter. The 
constructions. There are 7 Baxieer water weirs, 8 non-throat water weirs, 

Heguanzhuang management station, the area from Heguanzhuang manage- 
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the corresponding electricity generation sets are turned on according to water 
flux. In floodgate status module, the open-close command is sent by the 
software to floodgate according to real time supervision on all floodgates in 

area. The distribution of water flow between water gates and 
corresponding electricity is showed in figure 2. 

Yong Liang et al.

the 

Fig. 1. General framework of the function modules of the software

Fig. 2. Distribution of water flow between gater and corresponding electricity
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1.2 Agriculture water management 

The module of agriculture water management is made up of five child 
modules which are water administration, flux measurement, flux control, 
flux statistic and water rate charge. Water administration module supervises 
the times of agricultural irrigation water every year, start time and end time 
of each water discharge. Flux measurement module can measure current 
water depth and flux of water weirs in every irrigation station, and statistic 
current water wastage in the responsible area of every station. Flux control 
module accommodates current flux of each station by control the floodgates 
of east and west channels. Flux statistic module carries out statistic and 
analysis with graphs on total water input, output, wastage, water level and 
water flux in each irrigation station of the area. Water rate charge module 
statistics and charges water rate of each irrigation station in the area, 
according to its wastage in the year and interrelated national policies.  

With agriculture water management module, we can measure, control, 
statistic and analyze agriculture water so as to realize scientific regulation, 
reasonable distribution and accurate water rate charge. 

1.3 Life water management 

Life water management module mainly means statistic on city life water 
flux. Life water flux statistic module summarizes daily water supply and 
total water supply, according to water consumed which is recorded 
automatically. 

At present, the city of Laiwu is main life water customer of Xueye 
reservoir, which is about 20% of total input of the reservoir. Life water is 
principal in water regulation. To analyze history data and arrange the plan 
reasonably is important measure to ensure life water. 

1.4 Irrigation area flood discharge management 

Irrigation area flood discharge management module is realized by flood 
discharge flux control module. The flood discharge flux control module 
supervises current height of flood discharge floodgates and abstention 

Fig. 3 . Sketch map of flood discharge flow 

according to total flood discharge flux of the chief floodgate, to insure that 
floodgates. And regulate the height of flood discharge floodgates rationally 
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flood discharge works successfully. Figure 3 indicates the flow of flood 
discharge. 

 

1.5 Electricity generation management 

Electricity generation management module includes two child modules, 
electricity quantity and power enquiry. The module can record electricity 
quantity of the generators in the area, so that customers can enquire and 
statistic in time electricity quantity of every generator according to period of 
time. 

language. It can realize effective, reliable rock-bottom data communication 
and command sending. With wireless data transmission device, the remote 
sensing points and remote control points are measured and supervised real 
time. The user interface, which is designed with GUI, expresses the status of 
floodgate, current water depth and flux of remote sensing points. The 
interface is kind and convenient for users. Especially, the system is very 
good at statistic and analysis, so it can query, collect, statistic and analyze 
water consumed in all periods, and provide supports to scientific and 
reasonable water regulation. 

2. THE HARDWARE DESIGN OF DIGITAL 

IRRIGATION AREA SYSTEM 

The hardware system includes the hardware which are installed at the 

information control and transaction center of chief regulation center, and the 
systems of floodgate on-off remote sensors, floodgate on-off degree remote 
sensors, water depth, water quantity and water level remote sensors, 

electricity generation quantity remote sensors and industry water supply 
remote sensors. Data is transmitted with wireless signal between information 
control center and remote sensors. The composition of hardware is showed 

in figure 4. 
Information control and disposal center is composed of prepositive 

machines, PC and operation desk. The prepositive machine in the center of 
information receiving and process is processor which transfers in-between 
data from PC (operation desk) to remote sensing and remote control stations. 
It is very important in the whole system. It identifies, judges, coordinates and 
computes wireless data signal sent from remote sensing stations, and send 
them to PCs. After that, it preprocesses and transfers remote sensing and 
remote control signal from PC to the remote sensing stations through radio. 

Yong Liang et al.

The communication part of the software is developed with VC + +
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PCs mainly complete data store, query and water quantity auto regulation. 
Operation desk is specially designed for manual operations, on which 
Chinese LCD screen and operation buttons are fixed. All survey data of the 
remote sensing and remote control stations can be displayed on the LCD 
screen to the life. When it needs human to regulate open-close degree of 
floodgate, all we need to do is to press up or down button. Then we can 
watch open-close degree of floodgate and change of water level, water flux. 
At the same time, the change is transferred to PC by prepositive machines so 
as to deal with the change data. 

The main function of remote sensor on open-close degree of floodgate is 
to convert open-close information detected to digital signal by anti-jamming 
circuit, and send the data to data center through GPRS wireless data terminal 
after disposal of data processing circuit. The remote sensor is composed of 
floodgate unlock sensor, floodgate lock sensor, anti-jamming circuit, data 
processing circuit, data store circuit, clock circuit, data terminal and etc. 
Figure 5 is the graph of remote sensor on open-close degree of floodgate. 

 

Fig. 4. Composition of hardware

Fig. 5. The remote sensor of the floodgate
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The main function of remote controller on open-close degree of floodgate 
is to receive floodgate control signal from data center and open and close 
floodgate according to control information. The remote controller on open-
close degree of floodgate is composed of GPRS wireless data terminal, data 
analysis and processing circuit, floodgate up and down circuit, direction shift 
delay circuit, over load and over flow protection circuit. Figure 6 is the graph 
of remote controller of floodgate.  

Remote sensor of water depth and amount is made up of water depth 
sensor, anti-jamming circuit, data processing circuit, store circuit, clock 
circuit, GPRS wireless data terminal and etc. The structure of remote sensor 
of water depth and amount is showed in figure 7. The main function of 
remote sensor of water depth and amount is to measure water depth of the 
channel by ultrasonic sensor, and calculate flux according to prepared depth-
flux curve. It measure every 6 second, and send the change data to data 
center when water depth changes. 

The remote sensor of electricity generation and industry water supply is 
same as remote sensor of water amount except sensor configuration.  

Video monitor is specially designed to improve dependability of the 
system. Video monitors are installed at important places such as east offset, 
west offset, chief channel, east channel and west channel. When operate the 
floodgates of these places, cameras record the operation signal, and transfer 
it to supervisor in information processing center, which enhances fidelity of 
the system.  

Yong Liang et al.

Fig. 7. Remote sensor of water depth and amount

Fig. 6. The remote controller of the floodgate
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3. KEY TECHNOLOGIES OF DIGITAL 

IRRIGATION AREA SYSTEM 

3.1 Multi-aim plan evaluation method 

Multi-aim plan evaluation method adopts multi-aim fuzzy optimized 
decision-making model. Considering experiences, regulation decision-
making people confirm power of qualitative aim with duality, and evaluate 
multi-aim regulation project quantificationally with the model. The model 
combines traditional optimize technology and the new theory fuzzy 
mathematics so as to consider multi-aim in decision-making. 

Multi-aim project regulation decision-making model, considering the 
complexity of different water situation and customers of auto control and 
regulation for the irrigation area, analyzes water supply aims in all phases of 
auto control and regulation to confirm power value of the phases. After that, 
it synthesizes the supply aims in all phases as one aim, and gets optimal 
regulation plan. The main characteristic of the method is that the decision-
making model is more theoretical and effective, because it confirms power 
according to fuzzy theory. 

3.2 Auto created and alternating created regulation 

project 

The system investigates two ways, auto created and alternating created, to 
provide auto inspection regulation project. Auto created project is created 
automatically according to real time course of water supply. Alternating 
created project can regulate according to water supply in period of time and 
alternating open or close water supply devices. It is very convenient and 
visual to create a project. When a new regulation project is created, regulator 
only needs to fill a form on the screen. When a regulation project needs to be 
modified, regulator only needs to fill a form on the screen too. 

3.3 Database technology and modularization 

management function 

The irrigation area auto supervision and regulation system is on the base 
of database. With multi user system in network, the system should be able to 
suit all complex situations. Modularization management can be realized only 
when the problem of water supply regulation is solved effectively. While the 
only effective way to solve the problem of water supply regulation is to 
design and manage database aboratively. When designing database, we 
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should consider real banausic need fully and make full use of potential of 
database function. 

4. 

At present, the auto supervision and regulation system of reservoir 
irrigation area, designed and researched independently according to above 
advanced technology and theory, is put into practice and achieved good 
effect. Nowadays, the technologies of information auto collection, database, 
simulation, computer and other high techs are developing rapidly. Taking the 
characteristics of water supply into account, we design and research the 
hardware and software according as standardization. Aiming at influence of 
real time water supply error, the system can modify real time in self adapt 
way. The efficiency of system design is improved. The measure precision of 
the system is assured. The system has important effect on scientific and 
reasonable regulation decision-making of reservoir irrigation area. 

Continuable development research team of CAS. 2004 China Continuable Development 

Chinese Geographical Science, 2003, 13(1):15-19. 

Strategy of Digital Agriculture [J]. Geospatial Information Science, 2002, 5(1): 68-73. 

Press, 2003, 100-201. 
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GIS COMBINED WITH MCE TO EVALUATE 

LAND QUALITY 
 

Abstract: The evaluation of land quality plays an important role in the study of land 

resources. Some software of GIS was applied to evaluate land quality in recent 

years. There is some limitation in Appling GIS to evaluate land quality 

directly. GIS combined with MCE (Multi-Criteria Evaluation) can eliminate 

limitation existing in using GIS singly. In this thesis key technology of 

evaluating land quality with GIS and MCE is studded, including methods of 

confirming evaluation criteria, plotting spatial cells, diffusing spatial attribute 

value and combining spatial data in numeric way. Technology above was 

applied in plotting out requisition blocks of land in Tongshan country. The 

research indicated that the technology of GIS combined with MCE can 

integrate multiple source information associating with land quality 

commendably, and achieve measurable land quality evaluation. 

GIS, MCE, Land, Evaluation 

1. INTRODUCTION 

The study of land resources in China and abroad since the 1970s has 
evolved into an important and comprehensive field of applied research in 
earth sciences (Leng Shuying, 1999). The evaluation of land quality plays an 
important role in this field. More attention is centralizing land quality 
indicators and how to measure land quality (Su Biyao, 2001). Some software 
of GIS was applied to evaluate land quality based on Overlay analysis in 
recent years. 
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of data managing, map showing and spatial analysis are widely used in land 
evaluation. Overlay analysis of GIS can mix attribute value distributing in 
different layers, which leads to a new layer containing some new attribute 
value. There is some limitation in appling overlay analysis to evaluate land 
quality directly (Ye Jia-An, 2006): (1) General overlay analysis can not 

to confirm threshold value of consecutively distributing variable. 
Multi-Criteria Evaluation (MCE) is one of applications of multiple criteria 

it is composed of two forms: multi-
object evaluation and multi-attribute evaluation. As an application of multi-
attribute evaluation, land quality evaluation is the process analyzing land 
quality differentia based on multiple attributes associated with evaluation 
region. 

GIS combined with MCE can eliminate the limitation existing in using 
GIS singly and achieve measurable evaluation of land quality. 

2. 

GIS combining with MCE is a process combining multiple source 
information associating with geographical location to expose relations hiding 
in resource information. Main content of it are as follows: 

(i) Confirming the goal of evaluation; 
(ii) Choosing criteria: to confirm effectual factors using for evaluating, 

(iii) Confirming weights of factors: to confirm comparative weightiness 

(iv) Calculating  factor’s value diffused in every spatial cells: to diffuse 
attribute value of factors to make them distributing spatially and numerically 
based on GIS; 

(v) Calculating combined  value of spatial cells: to achieve combined 
value of spatial cells through numeric overlay calculation; 

(vi) Classing spatial cells according to their combined value to achieve 
evaluation results.  

Fengchang Xue, Zhengfu Bian 

Geographic Information System (GIS) emerged in 1960s, which functions 

decision making (MCDM). Generally,

of factors; 

which founds a standard for judgment;  

WITH MCE 

THE PRINCIPLE OF GIS COMBINED 

comparatively consider weightiness of layers; (2) There is not effective way 
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3. 

3.1 Founding Criteria and Calculating Weights 

the question, requirements of which as follows: 

(i) Which can mapping the aim of the evaluation synthetically; 
(ii) Which can be expressed measurably; 
(iii) Factors in criteria are independent. 

Weight of factors is used to judge the weightiness of factors in criteria. 
Generally, methods used to calculate it as follows: 

A given knowledge system can be expressed as S=<U,C,D,V,F>,where U 

is universe, A= C D is the set of attributes on U, C and D are the sets of 

U×A→V is 

information mapping from U×A to V. 

In the attributes set A=C D, x X is an attribute. Resolution 
enhancement of X after x is joined into X can be taken as a weightiness of x 
belonging to X. The resolution is more enhanced, x for X is more important. 

rough sets can be used to evaluate the importance of the factor.  

Let CX ⊆  be a attribute set and x

 

AND MCE TO EVALUATE LAND QUALITY 

KEY TECHNOLOGY OF APPLYING GIS 

condition and decision attributes, V is the value set of A, F:

The concept of the attribute weightiness degree (Miao Duo-qian, 2002) in 

C be a attribute . Marking Sigx as 

the attribute weightiness degree of x for X:

(i) Subjective method: such as Delphi Method, Pairing Comparison, 
Priority Order Decision and so on. 

(ii) Objective method: such as Principal Component Analysis, Entropy 

All of methods above are based on determinate information, but 
uncertainties widely exist in objective world, human cognition and data 
processing (Shi Wen-Zhong, 2006). To fit for practical application, it was 
request that relations of spatial data must be expressed under the condition  
of lacking determinate and accurate information. Rough set is a novel 
mathematical tool for dealing with uncertainties and imprecision of 
geographic information, which can be used to represent uncertainties in 
multi-levels spatial knowledge (Deng Min, 2006). The follow is a method 
based on condition and decision attributes of a given knowledge expression 
system to acquire criteria using useful data and useful characters existing in 
observed data.  
 

GIS Combined with MCE to Evaluate Land Quality 

The criteria used in MCE must be fit for analyzing the particularity of 

Technology, Multiobjective Programming Model and so on. 

∪

∪

∈

∈



218 
 

X

xXU }{
1Sin(x) −= ,  

2

1

)( ∑
=

==
n

i

iXXINDX  

Where   IND(X)is   undistinguished relations on X. 

so that objective weight of attribute in evaluation can be confirmed.   

3.2 Spatial Cell Plotting 

The object of plotting spatial cells is to form units to process spatial 
analysis and evaluation based on GIS. To fit for GIS, spatial cells must 

it can be used to map views in any scale. 

ones so that spatial elements in any resolution can be created and 
represented. 

Generally, there are two models to plot spatial cells: shapely model and 

spatial cells according to boundaries of some irregularly distributing spatial 
attributes, such as administration boundaries, Voronoi map and so on. 

In examples of this article, to evaluate land quality, the shapely model and 
the unshapely model were applied synthetically: for attributes only 

so on, plotted spatial cells according to administration  boundary and land 
block boundary; for attributes  that not only associated with distance but also 
with orientation, such as effect degree of towns, advantage degree of roads 

attributes value of all kinds of spatial elements were integrated to a new sets 
of appropriate grids. In process of plotting spatial cells, units of interiorly 
equal and exteriorly dissimilar were obtained by controlling grid size. These 
units composed of basal cells to carry on spatially analyzing to achieve land 
quality evaluation. 

3.3 Diffusing Spatial Attribute Value 

Factors associated with land quality are being forms of scattering dot, line 
and field in space, but these factors affect more area around them. In order to 
represent above affection, spatial interpolation was employed, such as 
Kriging Interpolation, spline interpolation, polynomial interpolation. In 

Fengchang Xue, Zhengfu Bian 

The attribute weightiness degree represents the attribute’s affecting on 
decision-making and reflects the different factors’ importance in evaluation, 

possess two characters as follows at least (Paul A. Longley, 2004): 

unshapely model. Shapely model refers to plot spatial cells in equal shapes,

such as Archimedes spatial plotting. Unshapely model refers to plot 

and so on, plotted spatial cells according to regular grid. Furthermore, 

associated with region, such as local economic development, land output and 

(i) The model of plotting spatial cells should be repeated infinitely so that 

(ii) The model of plotting spatial cells can be divided into infinitely subtle 
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example of the article, linearly attenuate function and exponential attenuate 
function were employed, which as follows: 

 Linearly attenuate function: )1(fe
iij r−×= ; 

 Exponential attenuate function:
r−= 1

iij )f(e . 

ij i

attribute’s functional value of factor i; r is distance from j cell to i factor’s 
center. 

3.4 

Overlay analysis is basal function of GIS, including arithmetical overlay, 
logic Overlay, fuzzy Overlay and so on. There is some limitation in general 
overlay analysis, such as not comparatively considering weightiness of 
layers, no way to confirm threshold value of consecutively distributing 
variable and not be able to evaluate all of spatial elements roundly, for 
example, not  be able to order results of evaluation. 

Because of limitations above, general overlay analysis can not meet for 
the requestment of evaluating land quality based on GIS and MCE. 

Numeric overlay calculation of spatial data refers to that taking attribute 
value of spatial object as consecutive variable, and transforming them into 
some new value which  falling into some special numeric zone, after these, 

on spatial cell plotting and spatial attribute value diffusing. Spatial cell 
plotting divides consecutive space into equal spatial cells and spatial 
attribute value diffusing transforms consecutive attribute value to discrete 
dot value which belongs to different spatial cells. After depositing data 
above in date table, numeric overlay calculation can be carried on as follows: 

∑ ×=
n

i

ii PDS  

P i is

 weight of factor. 

4. EXAMPLE   

We applied technology above to plot out requisition blocks of land in 
TongShan country. It succeeded to plot land in TongShan country into some 
blocks in equal condition and achieve grades of land requisition blocks. 
Table 1 describes factors in criteria and their weights, Figure 1 is 
demonstration of diffusing spatial attribute value, Figure 2 describes plotting 

(i) 

(ii) 

factors’ new value is weighting and linearly combined. All of these are based 

S is value of evaluation, D i is measurable value of factor, 

blocks. 
spatial cell in evaluation region, F igure 3 is grades map of land requisition 

GIS Combined with MCE to Evaluate Land Quality 

where, e is diffused attribute’s functional value of factor i in cell j; f  is

Numeric Overlay Calculation of Spatial Data 

where,
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evaluation region

   

 

           
               requisition blocks 

5. 

Land quality holds many connotations, such as land environment quality, 
land economy quality and land management quality, which are involved in 
extensive spatial data and social statistical data. To combine multiple source 

Fengchang Xue, Zhengfu Bian 

Figure 1. The demonstration of diffusing spatial attribute value

Figure 2. Plotting Spatial cell 

in   

      

              

  Figure 3. Grades map of land 

information associating with land quality, functions of GIS must be 
expanded. MCE increased the decision ability of GIS. 

Table 1. Factors in criteria and their weights 

CONCLUSIONS 

 

 

Factors in 
criteria 

Land 
type 

Land 
output 

Land 
condition 

effect degree 
of towns 

advantage 
degree of roads 

Local economic 
development 

Weight of 
factors  

16.22 19.68 15.11 17.32 14.23 17.44 
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studed and is summed up as follows: 

i.  confirming evaluation criteria; 
ii.  plotting spatial cells; 
iii. diffusing spatial attribute value; 
iv. combining spatial data in numeric way. 

Technology above was applied in plotting out requisition blocks of land in 
Tongshan country. The research indicated that the technology of GIS 
combined with MCE can integrate multiple source information associating 
with land quality commendably, and achieve measurable land quality 
evaluation.  
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Abstract: Soil water distribution and variation are helpful in predicting and 

understanding various hydrologic processes, including weather changes, 

rainfall/runoff generation and irrigation scheduling. Soil water content 

prediction is essential to the development of advanced agriculture information 

systems. In this paper, we apply support vector machines to soil water content 

predictions and compare the results to other time series prediction methods in 

purple hilly area. Since support vector machines have greater generalization 

ability and guarantee global minima for given training data, it is believed that 

support vector machine will perform well for time series analysis. Predictions 

exhibit good agreement with actual soil water content measurements. 

Compared with other predictors, our results show that the SVMs predictors 

perform better for soil water forecasting than ANN models. We demonstrate 

the feasibility of applying SVMs to soil water content forecasting and prove 

that SVMs are applicable and perform well for soil water content data 

analysis. 

Keywords: support vector machines, soil water content, statistical learning, prediction, 

forecasting, time series 
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1. INTRODUCTION 

Soil water, though very small in volume, provides valuable information 
for water resources planning and management. Soil water transferring model 
and prediction are important in agriculture, hydrology, and meteorology. In 
agriculture, accurate forecasts of future soil water conditions can be helpful 
in water quality monitoring, irrigation scheduling, and yield forecasting. In 
hydrology, information about soil water is required for understanding 
rainfall/runoff generation processes and managing water resources. 
Similarly, in meteorology, soil water measurements can be helpful for 
modeling surface/atmospheric interactions. Over the past several years, 
various attempts have been made to produce soil water content estimates by 
using different statistical models, such as Artificial Neural Networks 
(ANNs) (Liou et al., 2001; Baghdadi et al., 2002; Liu et al., 2004; Liu et al., 
2003) and Auto Regression (AR) (Liu et al., 2003). 

Recently, support vector machines (SVMs), developed by Vapnik and his 
co-workers (Vapnik et al., 1996), have become a very active research area 
with machine learning. Motivated by statistical learning theory, SVMs have 
been successfully applied to solve various problems, among others in data 
mining, classification, regression, density estimation and times series 
prediction (Cao et al., 2001; Flake et al., 2002; Mukherjee et al., 1997; 
Zhang 2003; Vapnik, 1995). SVMs implement the structural risk 
minimization principle and Vapnik-Chervonenkis (VC) dimension. Based on 
this principle, SVMs achieve an optimum structure by striking a right 
balance between the empirical error and the VC-confidence interval. 
Eventually, this results in better generalization performance than other 
models (Vapnik et al., 1996). Furthermore, the SVMs deal with non-linear 
tasks by mapping the input space into high dimensional feature spaces, and 
then use a kernel function instead of high dimensional inner product. This 
means that the solution of SVMs is unique, optimal and absent from local 
minima (Vapnik, 1995; Xian et al., 2005; Yan et al., 2000). 

In this paper, we use support vector machines to predict the soil water 
content and show that SVMs are applicable to soil water prediction and 
outperforms ANN in purple hilly area. The SVMs are based on statistical 
learning theory and can be used to predict a quantity forward in time based 

sections. Section 2 presents the study area and data preparation. Machine 
learning scheme and kernel function are described in Section 3. Section 4 
and Section 5 include the prediction methodology, error measurements and 
experiment results. Concluding remarks are presented in Section 6. 

Wei Wu et al.

on the results of “training” that uses past data. This paper is organized in six 
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2. SITE AND DATA DESCRIPTION 

2

approach presented herein. Climatic conditions are semi-tropical wet with a 

All the data in this study are taken from the Hydrology Experiment. 
Monitoring has been done about every 5 days, from Dec, 2001 to Apr, 2004. 
Samples were collected from a depth of 30 to 40 cm, placed in a can, sealed 
and transported to a lab, where they were weighed before and after oven 
drying. 

3. SUPPORT VECTOR MACHINE 

3.1 Theory of SVMs in regression approximation 

Compared to other neural network regressors, there are three distinct 
characteristics when SVMs are used to estimate the regression function. First 
of all, SVMs etimate the regression using a set of linear functions which are 
defined in a high dimensional space. Secondly, SVMs carry out the 
regression estimation by risk minimization where the risk is measured using 
Vapnik’s e-insensitive loss function. Thirdly, SVMs use a risk function 
consisting of the empirical error and a regularization term which is derived 
from the structure risk minimization principle. 
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mapped from the input space X. The coefficients w and b are estimated by 
minimizing 
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Soil Water Content Forecasting by Support Vector Machine

mean annual temperature of 18.3°C and a precipitation of about 1150.7mm/ 
year. The soil is classified as purple. 

Given a set of data points ( ){ },
n

i i i
G x d=  ( ix is the input vector, id is the 

desired value and n is the total number of data patterns), SVMs approximate 
the function using the following: 

The study site is located in Southwest University in Chongqing (long. 106°

26’E, lat. 30° 26’N). The hilly with an area 0.1hm  was selected to test the 

where φ (x) is the high dimensional feature space which is non-linearly 
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In the regularized risk function given by the first term 
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regularized constant and is determines the trade-off between the empirical 
risk and the regularization term. Increasing the value of C will result in the 
relative importance of the empirical risk with respect to the regularization 
term to grow. ε is called the tube size and it is equivalent to the 
approximation accuracy placed on the training data points. 
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Finally, by introducing Lagrange multipliers and exploiting the optimality 

form Zhang (2003): 
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The detail computation procedure can be found in Vapnik (1996) and 
Flake et al. (2002). 

3.2 Kernel function 

Wei Wu et al.

Eq. (2), 

, is the regularization term. C is referred to as the 

To obtain the estimations of w and b, Eq. (2) is transformed to the primal 
function given by Eq. (3) by introducing the positive slack variables 

constraints, the decision function given by Eq. (1) has the following explicit 

K(xi,xj) is defined as kernel function. The value of the kernel is equal to 
the inner product of two vectors Xi and Xj in the feature space φ(xi) and φ(xj), 

i j i j
one can deal with feature spaces of arbitrary dimensionality without having 
to compute the map φ(x) explicitly. Any function satisfying Mercer’s 

examples of kernel function are the polynomial kernel K(x, y)=(x*y+1)d and 
the Gaussian kernel K(x, y)=exp(-1/δ2(x-y)2) where d is the degree of 
polynomial kernel and δ2 is the bandwidth of the Gaussian kernel. The kernel 
parameter should be carefully chosen as it implicitly defines the structure of 
the high dimensional feature space φ(x) and thus controls the complexity of 
the final solution. 
 

that is, K(x ,x )= φ(x )*φ(x ) .  The elegance of using the kernel function is that  

condition (Flake et al., 2002) can be used as kernel function. The typical 

 is empirical error (risk), and measured by function
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4. METHODOLOGY 

4.1 Prediction methodology 

Suppose the current time is t, we want to predict y(t+l) for the future time 
t+l with the knowledge of the value y(t-n), y(t-n+1),…, y(t) for past time  t-n, 
t-n+1, …, t, respectively.  The prediction function is expressed as: 

y(t+l) = f(t, l, y(t), y(t-1), …, y(t-n))                     (5) 

4.2 

In addition, we examine the soil water content time series of different 
prediction methods. Relative Mean Errors (RME), Root Mean Square Error 
(RMSE) and Coefficient of Variation (CV) are applied as performance 
indices. The computational methods are described as follows: 
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value, the predicted value and the average of the observation samples, 
respectively. 

All the mentioned procedures above are carried out in MATLAB 6.5. 

5. RESULTS 

The experiment samples are classified into two groups. The first one 
includes the soil water content every 5 days, and the monthly average soil 
water measurements consist in the second group. For the first group, we use 
data from the first 160 samples as the training set and use the last 21 samples 
as our testing set. Meanwhile, for the second group, the first 21 samples are 
selected as the training set and the last 8 samples as the testing set. 

SVMs combined with three kinds of kernel functions, that are linear 
(SVM_Linear), polynomial (SVM_Poly) and radius base function 
(SVM_Rbf), are applied to soil water content forecast. In addition, the 
application presented in this paper is also compared to a very well known 

Soil Water Content Forecasting by Support Vector Machine

where n, y, y  and y represents the number of test data, the observation 

Error measurements 
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The experimental results are summarized in Table 1 and Table 2. It is 
observed that the SVMs regression outperform the ANN predictors, 
especially for the monthly average soil water content forecasting. The results 
in Table 2 show that the radius base function SVM predictor reduces relative 
mean errors, the root mean squared errors and the coefficient of variation 
than those achieved by the linear, polynomial SVMs and the ANN predictor. 

Furthermore, this experiment examines the errors greater than 5% which 
are produced by SVMs and ANN prediction methods for the different soil 
water content. For the first group, the results in Table 1 shows that 30.17% 
portion of total errors produced by linear and polynomial function SVM 
predictor are greater than 5% whereas radius base function SVM and ANN 
predictor produce the number of 78.83% and 70.76% to total errors which 
are over the 5% RME threshold. Moreover, as far as the monthly average 
soil water content concerned, Table 2 shows that the bad parts (the portion of 
errors exceed 5%) of the linear, polynomial function SVMs and ANN 
prediction errors occupy 10.90%, 11.12% and 9.87% of total errors, 
respectively. However, for the radius base function SVM predictor, there are 
only 1.33% of the errors belongs to the bad portion. 

 
Table 1. The forecast performance of different models for the soil water content every 5days 

Model RME RMSE CV Proportion 

SVM_Linear 1.0573 0.2200 -2.0938 30.17% 

SVM_Poly 1.0573 0.2200 -2.0938 30.16% 

SVM_Rbf 58.9678 3.2695 -31.1202 78.83% 

ANN 52.4897 2.9878 -28.4386 70.76% 

 
Table 2. The forecast performance of different models for the monthly average soil water 
content 

Model RME RMSE CV Proportion 

SVM_Linear 3.7727 0.3023 -3.4011 10.90% 

SVM_Poly 3.7790 0.3024 -3.4017 11.12% 

SVM_Rbf 1.2057 0.2440 -2.7448 1.33% 

ANN 3.2326 0.2891 -3.2523 9.87% 

Wei Wu et al.

machine learning tool used in hydrology, Artificial Neural Networks 
(ANNs). The ANN model was set up in such a way as to have one output 
node, one hidden layer, and one input layer. Moreover, a tan sigmoid function 
was employed in the hidden layer neurons and a linear transfer function was 
used at the output node. ANNs use a least squares loss function, unlike 
SVMs, which use an ε-insensitive loss function as a fitness measure. 
Moreover, the ANN predictions are not stable and depend on the averages 
from various network initializations, which may give a different result each 
time a model is trained. On the other hand, the SVM results are stable and 
unique. 
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6. CONCLUSION 

Support vector machine and support vector regression have demonstrated 
their success in time-series analysis and statistical learning. However, little 
work has been done for soil water content analysis. Prior knowledge of soil 
water content behavior can not only help in better management and 
understanding of hydrological systems but also result in improved 
forecasting, especially for agricultural basins. In this paper we examine the 
feasibility of applying support vector regression to soil water content time 
series prediction in purple hilly area. The application presented here uses 
measured soil water data to predict future soil water. After numerous 
experiments, we propose a set of SVR parameters that can predict soil water 
content time series very well. The results show that the SVM predictor 
significantly outperforms the other baseline predictors. This evidences the 
applicability of support vector regression in soil water content analysis. 
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Abstracts: The future GALILEO system will use multi-frequency data to process, which 

may eliminate preferably the influence of ionosphere relay. So the VPL 

estimation is mainly to consider how to efficiently use the satellite Signal-In-

Space (SISE). To efficiently utilize SISE in GNSS and to rationally estimate 

the user Vertical Protection Level, it is the key to ensure normal application of 

GNSS and user’s safety. For the investigation requirement of GALILEO VPL 

algorithm. Based on the character which SISE influences on users’ 

positioning, this paper provides an estimating model of equivalent range error 

of SISE which influences users efficiently. On the bases of the integrity theory 

of VPL and the principle of synthetizing and assessing the uncertainty of 

measurement errors, it also gives a new algorithm to estimate VPL rationally 

to provide references for the development and the application of the integrity 

theories of GNSS. 

Galileo; integrity theory; SISE; VPL 

1. INTRODUCTION  

The satellite broadcast ephemeris error is an important influence on the 
reliability of user’s positioning and the safety of user’s life. It includes the 
orbit error and the clock error, which is named as Signal-In-Space (SISE). 
GNSS enhances the reliability of the satellite broadcast ephemeris by 
predicting and monitoring SISE integrity (Veit Oehler, 2004; Carlos 
Hernandez Medel, 2002, 2005). 

ON ACCURATELY ESTIMATING GALILEO VPL 

AN EFFICIENT NEW METHOD 
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GNSS, and local integrity information, which affects on the broadcast of 
satellite signal, for example, delay correction and correct error of ionosphere 
and troposphere, receiver noise, multi-path effect and so on, to estimate user 
vertical protection level (VPL) to predict and monitor the safety state of 

2002). If it is estimated more than nominal range, VPL includes some false 
data, and reduces the integrity function of system; If it is less, it leads to 
some mislead data to influence normal application of system. So the ideal 
VPL algorithm is the key to accurate application of the navigation system.  

has its own characteristics, improves the integrity theory of GNSS. Because 
the integrity principle of the GALILEO SISE varies from that of 
EGNOS/WAAS UDRE (User Different Range Error), which is used to name 
as satellite ephemeris error, the VPL algorithm of the two systems are also 
different. At present, the estimating method of GALILEO VPL investigated 
by ESA is kept secret. Based on the algorithm of EGNOS/WAAS VPL, 
Stephane and Bruno in reference (Stephane, 2002) provide two selective 
methods under the assumed condition that the satellite exists in the two 
cases. 

Aim at the need of the development and the application of the integrity 
theories of GALILEO system and GNSS, this paper studies the estimating 
formula of equivalent range error of SISE which influences users efficiently. 
On the bases of the integrity theory of VPL, and the principle of synthetizing 
and assessing the uncertainty of measurement errors, it further provides a 
new method of estimating VPL and illustrates its reliability. 

2. PRINCIPLE OF ESTIMATING VPL 

Based on the linear model of user position estimation  

ε+= xGy                                                             (1) 

Here 

metric of error term. 

assessed principle of measurement uncertainty to compute VPL. Its primary 
model is 

User applies the integrity parameters of SISE, which are broadcasted by 

navigation system (J. T. Wu, 2002; Curtis A. Shively, 2005; Stephane, 

The appearance of the integrity theory of the GALILEO system, which 

The vector y  is the vector of observed differences between the receiver 
measured pseudo range, and the distance between satellite and initial 

known approximate user position. G is the geometry metric consisting of 

one row for each monitored satellite in the view. The 4-vector x represents 

user position (east, north, up) and clock bias, ε represents the variance 

Ying Guo, Xiushan Lu 

According to the least-square law, weight of remain-covariance and 
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Where 

vplK  is the coefficient factor which is estimated by VPL, W is the error-
covariance weighting metric, iσ  represents the total mean error which No. i 

satellite arouses user position, including SISEi ,σ , which is the mean error of 

SISE, ioni ,σ  which is the remain mean error of ionosphere delay correction, 

tropi ,σ  which is the remain mean error of troposphere delay correction, and 

noisempi +,σ  which the mean error of receiver noise and multi-path effect. 

Because the error between SISE and other local factors are relative 
independent, their effects are considered as the simple accumulation of each 
part. And SISE of formula is computed in term of mean-error. 

3. EXISTING VPL ALGORITHM 

Formula (2) is the primary model of VPL, and is the usual one that is used 
to estimate VPL of EGONS and WAAS. Based on that model, both 
Stephane and others provide two selective algorithms: 

Algorithm 1: the VPL estimating algorithm based on WAAS/EGNOS 
(Stephane, 2002) 
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Where  

localuW −  represents the error-covariance metric of user location, 

)( satlocalu i−σ  represents the total error of No. i satellite, except SISE. 

The assumed condition of formula (4) is that all satellites in the view are 
in the state of WUL, the probability seldom occurs. And the errors which 
both SISE and others effect on are estimated respectively first, and then 
added together. So, Stephane studies another algorithm again. 

Algorithm 1: the estimating model of GALILEO VPL is expressed as 
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This method is assumed that only one satellite is located in WUL. SISE of 
this satellite is solely computed the influence, others are created weighting 
metric together with local factors. In the formula of the weighting, SISE is 
computed in term of mean-error. But broadcast SISE is estimated with 
uncertainty principle, and user can not obtain its error. So, this method need 
to be fully studied and illustrated its reliability. 

4. A NEW ESTIMATING VPL METHOD 

In the user navigation system, there is only certain probability of the both 
assumed conditions of the above two algorithms and it can not generalize all 
cases better. Algorithm 1 respectively considers SISE and other effects, and 
the final effect is considered to be adding up simply to increase the error of 
positioning; Algorithm 2 needs to provide mean-error of SISE. 

Based on the satellite positioning law, the uncertainty law of measurement 
error, and the integrity theory of VPL, the equivalent range error of SISE 
accurately effecting user is analyzed, and a method of rational computing 
VPL is provided, which is as follows. 

4.1 

In GALILEO system, SISE, which includes predicting parameter SISA 
and monitoring parameter SISMA, is the value that the satellite locates in 

Ying Guo, Xiushan Lu 

(6)

Accurate Equivalent Range Error of SISE 
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WUL. So, at one epoch, in the location of user receiver, all satellites in the 
view can not be located in WUL at the same time, and can not ensure that 
only one or some locate in WUL. But, at this time, both satellite position and 
SISE may be obtained, and the position of the user receiver may be 
approximately computed. So, the angle between the SISE vector direction 
and the one form satellite to receiver may be computed, furthermore, 

ACSISE

computed, its estimating program is following. 
Because satellite clock error has the same influence on all users in view, 

but the influence that the satellite orbit error affects varies with different 
location. These two errors will be respectively considered. 

( )zyx SSS ,,  are assumed as predicted vector parameter of satellite orbit 

error, Sb  is its scale, and its unit vector is ( )zyxSV eeee ,,= , clockb  

represented satellite clock error, the vector form satellite to user 

is ( )uzuyuxuSV eeee ,,,
,,=− . So the angle ϑ between SVe and uSVe − is 

computed by 

( )uSVSV eearc −•=ϑ                                                         

A C
b  is accurate equivalent range error created by satellite orbit error, is 

expressed by  

ϑc o s⋅=
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Assumed that the observable vector iG  is expressed by 
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That is to say, ACSISE  is represented as 

22

clockACAC bbSISE +=                                                          

VPL is computed with ACSISE  without considering the position of 

satellite at some epoch. This estimating method possesses preferable 
applicability and reliability. 

4.2 Estimating VPL 

AC , 

estimating VPL model of GALILEO system is expressed by  

Based on the relative principles, this paper introduces into SISE

(7)

(8)

(9)

(10)

(11)

which is the equivalent range error of SISE effecting on user may  
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5. CASE STUDY 

It is rational in theory to estimate GALILEO VPL based on equivalent 
range error accurately effect on SISE, furthermore to illustrate feasibility and 
reliability by simulating data. 

5.1 Data Source 

5.2 Simulated Result and Analysis 

by algorithm 1 and the new illustrated method are described in the following 
figures. Where, series 1 represents the computed value with algorithm 1, and 
series 3 is estimated protect error. 

Ying Guo, Xiushan Lu 

(12)

(13)

2005, which are updated with the software of BERNESE GPS, and the epoch 
interval is five minutes. 

(2) SISE: Satellite orbit errors are obtained by updating and comparing 
broadcast ephemeris and precise one, and then transformed into the value of 
WUL. Clock error is described as 0.3m [5]; the interval of epoch is r5 minutes, 
both SISE and SISEσ  are estimated with existing methods. 

(3) Positioning error: The relative parameters are obtained with formulas 
which are provided to compute remain of ionosphere and troposphere in the 
document [5]. The vertical grid ionosphere error is 0.7m. 
 

(1) Ephemeris datum: They are broadcast ephemeris of Sept. 19–21 in 

  According to the above-simulated data, the results which are estimated 

that in the normal condition, VPL estimated by the new method is obviously 
less than that computed by algorithm 1, and greatly more than the real error 

By analyzing and comparing with different values (fig. 1), it can conclude 
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Fig. 1. The comparison of the VPL and VPE estimated by different algorithm 



238 
 
of user positioning which is series 3. It indicates that this new algorithm is 
better than the existing one. 

6. CONCLUSION  

According to the investigating and practical need of VPL algorithm in 
GNSS and GALILEO system, on the basis of analyzing the existing 
GALILEO VPL, this paper provides an estimating model of equivalent range 
error of SISE in the positioning area according to the different influences 
that SISE has on with the differences of the users’ locations. By the 
uncertainty principle of measurement errors and the integrity theory of VPL, 
it also gives a new rational GALILEO VPL algorithm, which is illustrated to 
be reliable with simulated data. So the conclusion is that this new algorithm 
is better than the existing ones. 
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Abstract: This paper presents development and applications of Control Systems (CS). 

in the sense that they can replace to some extent, human operation. CS can 

distinguish between open-loop and closed-loop CS and it is a concept or 

principle that seems to fundamental in nature and not necessarily peculiar to 

engineering. In human social and political organizations, for example, a leader 

remains the leader only as long as she is successful in realizing the desires of 

the group. CS theory can be discussed from four viewpoints as: an intellectual 

discipline within science and the philosophy of science, a part of engineering, 

with industrial applications and Social Systems (SS) of the present and the 

future. In global communication, developed countries and developing 

countries should build several attractive and sound symbiosis bridges, to 

prevent loss of universe balances. CS applications have social impacts not only 

in developed countries but also in developing countries. A new work force 

strategy without denying the existing of CS is established by retooling the 

work forces, thus the challenges of social impacts could be answers wisely and 

would be bright opportunities to improve human standards of living. 

Keywords: CS, SS, social impacts, human standards of living  

1. INTRODUCTION 

Control System (CS) is used to control position, velocity, and 
acceleration is very common in industrial and military applications. They 
have been given the special name of servomechanisms. With all their many 
advantages, CS in advertently act as an oscillator. Through proper design, 
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Several characteristics of CS can be linked to human behavior. CS can “think” 
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however, all the advantages of CS can be utilized without having an unstable 
system.  

CS can distinguish between open-loop and closed-loop CS and it is a 
concept or principle that seems to fundamental in nature and not necessarily 
peculiar to engineering. In human social and political organizations, for 
example, a leader remains the leader only as long as she is successful in 
realizing the desires of the group. CS theory can be discussed from four 
viewpoints as: an intellectual discipline within science and the philosophy of 
science, a part of engineering, with industrial applications and social 
problems of the present and the future. In global communication, developed 
countries and developing countries should build several attractive and sound 
symbiosis bridges, to prevent loss of universe balances. CS applications 
have social impacts not only in developed countries but also in developing 
countries.  

2. HUMAN CONTROL SYSTEMS (CS) 

The relation between the behavior of living creatures and the functioning 
of CS has recently gained wide attention. Wiener implied that all systems, 
living and mechanical are both information and CS. Wiener suggested that 
the most promising techniques for studying both systems are Information 
theory and CS theory. 

Several characteristics of CS can be linked to human behavior. CS can 

These devices do not have the privilege of freedom in their thinking process 
and are constrained by the designer to some predetermined function. 
Adaptive CS, which is capable of modifying their functioning in order to 
archive optimum performance in a varying environment, have recently 
gained wide attention. These systems are a step closer to the adaptive 
capability of human behavior. 

The human body is, indeed, a very complex and highly perfected adaptive 
CS. Consider, for example, the human actions required to steer an 

center of a chosen lane on the road. Changes in the direction of the road are 
compensated for by the driver turning the steering wheel. The driver’s object 

automobile. The error detector in this case is the brain of the driver. This in 
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    Several characteristics of CS can be linked to human behavior. CS can 
“think” in the sense that they can replace to some extent, human operation. 

automobile. The driver’s object is to keep the automobile traveling in the 

is to keep the input (the car’s desired position on the road) and the input (the 
car’s desired position on the road) as close to zero as possible. 

“think” in the sense that they can replace to some extent, human operation. 

Fig. 1. Illustrates the block diagram of the CS involved in steering an 
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controls the position of the wheels. The feedback element represents the 

crude, any attempt to construct a mathematical model of the process should 
somehow account for the adaptability of the human being and the effects of 
learning, fatigue, motivation, and familiarity with the road. 

CS process as that found in physical, biological, and social systems. Many 
systems control themselves through information feedback, which shows 
deviations from standards and initiates changes. In other words, systems use 
some of their energy to feedback information that compares performance 
with a standards and initiates corrective action.  

Fig. 1.  Steering of an automobile: a feedback control system involving  human capability  

The house thermostat is a system of feedback and information control. 
When the house temperature falls below the preset level, an electric message 
is sent to the heating system, which is then activated. When the temperature 
increases and reaches the set level, another message shut off the heater. This 
continual measurement and turning on and off the heater keeps the house at 
the desired temperature. A similar process activates the air-conditioning 
system. As soon as the temperature exceeds the preset level, the air-
conditioning system cools the house to the desired temperature. Likewise, in 
the human body, a number of CS control temperature, blood pressure, motor 
reactions, and other conditions. Another example of feedback is the grade a 
student receives on a midterm test. This is intended, of course, to give the 
student information about how he or she is doing and, if performance is less 
than desirable, to send a signal suggesting improvement.  
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amplification is provided by the automobile’s steering mechanism, which 

human’s sensors (visual and tactile). Of course, this description in very 

turn activates the driver’s muscles, which control the steering wheel. Power 
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3. CONTROL SYSTEMS (CS) IN PHYSICAL 

SYSTEMS 

CS is to be found in almost every aspect of our daily environment. In the 
home, the refrigerator utilizes a temperature-control system. The desired 
temperature is set and a thermostat measures the actual temperature and the 
error. A compressor motor is utilized for power amplification. Other 
applications of control in the home are the hot-water heater, the central 
heating system, and the oven, which all work on a similar principle. We also 
encounter CS when driving our automobile. CS is used for maintaining 
constant speed (cruise control), constant temperature (climate control), 
steering, suspension, engine control, and to control skidding (antiskid 
system). 

In industry, the term automation is very common. Modern industrial 
plants utilized robots for manufacturing temperature controls, pressure 
controls, speed controls, position controls, etc. The chemical process control 
field is an area where automations have played an important role. Here, the 
CS engineer is interested in controlling temperature, pressure, humidity, 
thickness, volume, quality, and many other variables. Areas of additional 
interest include automatic warehousing, inventory control and automation of 
farming. 

In this section, it is presented the state of the CS field by illustrating its 
application in the following important aspects of engineering: robotics, space 
travel, commercial rail and air transportation, military systems, surface effect 
ships, hydrofoils and biomedical CS.  

4. CS IN INDUSTRIAL ROBOTS 

A new work force strategy without denying the existing of CS is 
established by retooling the work forces, thus the challenges of social 

impacts could be answers wisely and would be bright opportunities to 
improve human standards of living.  

In manufacturing plants in several countries, there has been a large-scale 

increase in the usage of CS for industrial robots, which are programmable 
machine tools designed in many cases to accomplish arduous or complex 
tasks. Although there has been some opposition to the fact that robots often 

replace human labor, but the trend toward robotics will continue, and on 
balance, be beneficial to the national economy. 

CS developments of the last decade are likely to have as profound a 

potential impact on productivity, labor markets, working conditions, and the 
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quality of life in the developed countries as the introduction of robot into 
workplace. The conclusions can be reached based on four factors:  

First, the estimate of the number of jobs that could be performed by is 
relatively small. 

almost all of these workers would be spared forced 
unemployment because of retraining and in some cases the job attrition that 
occurs through normal retirement. 

Third, total employment is a function of real economic growth: robots can 
have a positive effect on real economic growth and, therefore, a positive 
effect on total employment. 

Fourth, in 10 years, retraining programs can adequately shift displaced 
workers to new careers. In fact, the main challenge posed to policymakers by 
increased use of robots is not unemployment but need for retraining. 

History shows that labor-saving techniques have led to improved living 
standards, higher real wages, and employment growth. In large measure, the 
robotics revolution is merely a continuation of a centuries-long trend that has 
resulted in enormous material progress. Protection from job loss can come 
through retraining programs. Working condition and job safety will improve 
as robots take over dangerous and undesirable forms of works. 

Technological advances in computers and microprocessors are increasing 
the sophistication of robots, giving them some “thinking” capacity that 
increase potential uses. The key to usage in such area as office work depends 
in large part on the ability to develop “intelligent” robots capable of 
performing tasks that vary somewhat over time. Some industry observers 
believe breakthroughs may allow for extensive introduction of robotics in 
non-manufacturing tasks within a few years. 

Three important dimension of the growth of robotics are subjects to 
economic analysis:  

The first is the determinants of the magnitude of the growth of the robotics 
industry.  

The second is the impact robotics unemployment.  
The third is the impact that robots will have on wages, profits and prices. 

There are two reasons for the growth in the use of robots, one related 

primarily to supply and the second primarily to demand. In the long run, 
robots will be increasingly utilized because the cost of traditional labor-
intensive techniques is rising over time, while the cost of the capital-

intensive robotic techniques is falling relative to prices generally. These 
costs decline because the technological advances in robotics lower the 
capital costs of robots per unit output. 

On the other hand, some government policies may speed robotic 
introduction. For example, where environmental regulations lower worker 
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productivity or raise capital costs associated with the traditional CS, the 
traditional technique cost line will shift upward, advancing the date at which 
robotic adoption becomes profitable. 

Important changes in the composition of the work force have occurred 
over the past four decades and, in some opinions, even more massive 
changes lie ahead as many thousands of low-skill jobs are eliminated while 

at the same time large numbers of new jobs are created to meet the demands 
of technological advance. If serious employment displacement effects are to 
be avoided, development of broad-scale training programs in which the 

private sector plays a key role, in concert with various governmental bodies 
will be required. 

5. CONTROL SYSTEM (CS) THEORY 

CS theory is needed for obtaining the desired motion or force needed; 
sensors for vision and computers for programming these devices to 
accomplish their desired tasks. Just what is CS theory? Who or what is to be 
controlled and by whom or by what, and why is it to be controlled? In a 
nutshell, CS theory, sometimes called automation, cybernetics or systems 

theory is a branch of applied mathematics that deals with the design of 
machinery and other engineering systems so that these systems work, and 
work better than before. 

As an example, consider the problem of controlling the temperature in a 
cold lecture hall. This is a standard engineering problem familiar to us all. 
The thermal system consists of the furnace as the heating source, and the 
room thermometer as the record of the temperature of the hall. The external 
environment we assume fixed and not belonging to the thermodynamic 
system under analysis. The basic heating source is the furnace, but the 
control of the furnace is through a thermostat, the thermostat device usually 
contains a thermometer to measure the current room temperature and a dial 
on which we set the desired room temperature. The control aspect of 
thermostat is that it compares the actual and the desired temperatures at each 
moment and then it sends an electric signal or control command to the 
furnace to turn the fire intensity up or down. In this case, the job of the CS 

Let us next look at a CS problem from biology. Parts of the world are 
being overrun by an increasing population of rats. Here the system consists 
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of the living population of rats and the environmental parameters that affect 
that population. The natural growth of the rat population is to be controlled 
to near some desired number, say, and zero. Here the job of the CS engineer 
is to build a better mouse-trap. 

From this viewpoint CS theory does not appear too sinister. On the other 
hand, it does not seem too profound. So let us elaborate on the structure of 
CS theory to indicate the reasons why many scientists believe this subject is 
important. To organize these ideas, it shall be discussed CS theory from two 
viewpoints: 

(1) as an intellectual discipline within science and the philosophy of 
science, 

(2) as a part of engineering, with industrial applications and as a force in 
the world related to social problems of the present and the future. 

5.1 

First consider the philosophical position of the discipline of CS theory. 
Within the framework of metaphysics, CS theory is a teleological science. 
That is, the concepts of CS involve ideas such as purpose, goal-seeking and 
ideal or desirable norms. These are terms of nineteenth century biology and 
psychology, terms of evolution  will and motivation such as were introduced 
by Aristotle to explain the foundations of physics, but then carefully 
exorcized by Newton when he constructed a human geometric mechanics. 
So CS theory represents a synthesis of the philosophies of Aristotle and 
Newton showing that inanimate deterministic mechanisms can function as 
purposeful self-regulating organisms. Recall how the inanimate thermostat 
regulates the room temperature towards the agreed ideal. 

5.2 CS is an Information Science 

Another philosophical aspect of CS theory is that it avoids the concepts of 
energy but, instead, deals with the phenomenon of information in physical 
systems. If we compare the furnace with the thermostat we note a great 
disparity of size and weight. The powerful furnace supplies quantities of 
energy: a concept of classical physics. Thus CS theory rests on a new 
category of physical reality, namely information, which is distinct from 

mind versus matter, concerning which the philosophical remarked, 
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energy or matter. Possibly, this affords a new approach to the conundrum of 
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But what are the problems, methods and results of CS theory as they are 
interpreted in modern mathematical physics or engineering? In this sense CS 
theory deals with the inverse problem of dynamical systems. That is, 
suppose we have a dynamical system, for example many vibrating masses 
interconnected by elastic springs. Such a dynamical system is described 
mathematically by an array of ordinary differential equations that predict the 

5.3 CS in Nature and in Humanity 

CS can distinguish between open-loop and closed-loop CS and it is a 
concept or principle that seems to fundamental in nature and not necessarily 
peculiar to engineering. In human social and political organizations, for 
example, a leader remains the leader only as long as she is successful in 
realizing the desires of the group. If she fails, another is elected or by other 
means obtains the effective support of the group. The system output in this 
case is the success of the group in realizing its desires. The actual success is 
measured against the desired success, and if the two are not closely aligned, 
that is, if the error is not small, steps are taken to ensure that the error 
becomes small. In this case, control may be accomplished by deposing the 
leader. Individuals act in much the same way. If our study habits do not 
produce the desired understanding and grades, we change our study habits so 
that actual result becomes the desired result. 

Because CS is so evident in both nature and humanity, it is impossible to 

cite the use of feedback in water clocks built by the Arabs as early as the 
beginning of the Christian era, but their next references is not dated until 
1750. In the year Markle invented a device for automatically steering 

the fly-ball governor for regulation of the steam engine. 

5.4 

However, these isolated inventions cannot be construed as reflecting the 
application of any CS theory. There simply was not theory although at 
roughly the same time as Watt was perfecting the fly-ball governor both La 
Place and Fourier were developing the two transform methods that are now 
so important in electrical engineering and in CS theory in particular. The 
final mathematical background was laid by Cauchy, with his theory of the 
complex variable. It is unfortunate that the readers of this text cannot be 
expected to have completed a course in complex variables, although some 
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evolution of the vibrations according to Newton’s laws of motion. 

determine when CS was first intentionally used. Newton, Gould, and Kaiser’ 

windmill into the wind, and this was followed in 1788 by Watt’s invention of 

Development of CS Theory 
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may be taking this course at present. It is expected, however, that the reader 
is versed in the use of the La Place transform. Note the word use. Present 
practice is to begin the use of La Place transform methods early in the 
engineering curriculum so that, by the senior year, the student is able to use 
the La Place transform in solving linear, ordinary differential equation with 
constant coefficients. But no until complex variables are mastered does a 
student actually appreciate how and why the La Place transform is so 
effective. In this text we assume that the reader does not have any 

mathematical language of the CS engineer, in using this book the reader will 
not find it necessary to use more transform theory. 

In the early 1960s a new CS design method referred to as modern CS 
theory appeared.  

This theory is highly mathematical in nature and almost completely 
oriented to the time domain. Elementary conventional linear system and 
subsystem modeling (again using computer tools) and approaches to loop 

self-tuning and adaptive controllers. 

5.5 Establishment of Standards 

Because plans are the yardsticks against which managers devise controls, 
the first step in the CS process logically would be to establish plans. 
However, since plans very in detail and complexity, and since managers 
cannot usually watch everything, special standards are established. Standards 
are, by definition, simply criteria of performance. They are selected points in 
an entire planning program at which measure of performance are made so 
that managers can receive signals about how things are going and thus do not 
have to watch every step in the execution of plans. 

There are many kinds of standards. Among the best are verifiable goals or 
objectives, as suggested in the discussion of managing by objectives.  

design: a comparison of traditional and “intelligent” techniques; notions of 
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Cauchy (1789-1857), it was not until about 75 years after his death that an 
actual  theory began to evolve. Important early papers were “Regeneration 
Theory,” by Nyquist, 1932, and “Theory of Servomechanisms,” by Haze, 
1934. World War II produced an ever-increasing need for working   
and thus did much to stimulate the development of a cohesive  theory. 
Following the war a large number of linear  theory books began to 
appear, although the theory was not yet complete. As recently as 1958 the 
author of a widely used control text stated in his preface that “  are 
designed by trial and error.” 

Although the mathematical background for  engineering was laid by 

La Place transform methods. Although the La Place transform is the 
knowledge of complex variables but does have a working knowledge of

CS

CS

CS

CS

CS

CS
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5.6 Measurement of Performance 

Although such measurement is not always practicable, the measurement 
of performance against standards should ideally be done on a forward-
looking basis so that deviations may be detected in advance of their 
occurrence and avoided by appropriate actions. The alert, forward-looking 
manager can sometimes predict probable departures form standards. In the 
absence of such ability, however, deviations should be disclosed as early as 
possible. 

If standards are appropriately drawn and if means are available for 
determining exactly what subordinates are doing, appraisal of actual or 
expected performance is fairly easy. But there are many activities for which 
it is difficult to develop accurate standards, and there are many activities that 
are hard to measure. It may be quite simple to establish labor-hour standards 
for the production of a mass-produced item, and it may be equally simple to 
measure performance against these standards, but if the item is customs-
made, the appraisal of performance may be a formidable task because 
standards are difficult to set. 

5.7 Correction of Deviations 

Standards should reflect the various positions in an organization structure. 
If performance is measured accordingly, it is easier to correct deviations. 
Managers know exactly where, in the assignment of individual or group 
duties, the corrective measure must be applied. 

Correction of deviations is the point at which control can be seen as a part 
of the whole system of management and can be related to the other 
managerial functions. Managers may correct deviations by redrawing their 
plans or by modifying their goals. This is an exercise of the principle of 
navigational change or they may correct deviations by exercising their 
organizing function through reassignment or clarification of duties. They 
may correct, also, by that ultimate re-staffing measure-firing or, again, they 
may correct through better leading-fuller explanation of the job or more 
effective leadership techniques. 

6. SUMMARY 

CS is to be found in almost every aspect of our daily environment. The 
human body is, indeed, a very complex and highly perfected adaptive CS. 

is highly multidisciplinary, with issues and features that are distinct from 
those of other branches of engineering. These issues are numerous and 
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Consider, for example, the human actions required to steer an automobile. CS 
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subtle, and often the most important aspects depend on the seemingly most 
insignificant details. Historically, the subject has advanced by employing 
abstraction to extract principles that are potentially applicable to a broad 
range of applications. Unfortunately, this abstraction often obscures the 
practical ramifications of important ideas. A more concrete approach to the 

important area of technology. Wiener suggested that the most promising 
techniques for studying both systems are information theory and CS theory. 

CS process as that found in physical, biological, and social systems. 
Likewise, in the human body, a number of CS control temperature, blood 
pressure, motor reactions, and other conditions. The human body is, indeed, 
a very complex and highly perfected adaptive CS. Consider, for example, 
the human actions required to steer an automobile. 

Let us next look at a CS problem from biology. Parts of the world are 
being overrun by an increasing population of rats. Here the system consists 
of the living population of rats and the environmental parameters that affect 
that population. The natural growth of the rat population is to be controlled 

engineer is to build a better mouse-trap. 
CS is to be found in industry, the term automation is very common. 

Modern industrial plants utilized robots for manufacturing temperature 
controls, pressure controls, speed controls, position controls, etc. The 
chemical process control field is an area where automations have played an 
important role. The philosophical position of the discipline of CS theory 
within the framework of metaphysics, CS theory is a teleological science. 

and ideal or desirable norms. Another philosophical aspect of CS theory is 
that it avoids the concepts of energy but, instead, deals with the phenomenon 
of information in physical systems. In this sense CS theory deals with the 
inverse problem of dynamical systems. Because CS is so evident in both 
nature and humanity, it is impossible to determine when CS was first 

Christian era, but their next references is not dated until 1750. In the year of 

engine.  
In the early 1960s a new CS design method referred to as modern CS 

theory appeared. This theory is highly mathematical in nature and almost 
completely oriented to the time domain. Elementary conventional linear 
system and subsystem modeling (again using computer tools) and 

techniques; notions of self-tuning and adaptive. Because plans are the 
yardsticks against which managers devise controls, the first step in the CS 
process logically would be to establish plans. However, since plans very in 
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subject an rejuvenate and reinvigorate education in this exciting and 

That is, the concepts of CS involve ideas such as purpose, goal-seeking 

1788 by Watt’s invention of the fly-ball governor for regulation of the steam 

approaches to loop design: a comparison of traditional and “intelligent” 

and zero. Here the job of the CS to near some desired number, say,

        intentionally used. Newton, Gould, and Kaiser’ cite the use of feed-    
back in water clocks built by the Arabs as early as the beginning of the 
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detail and complexity, and since managers cannot usually watch everything, 
special standards are established. Standards are, by definition, simply criteria 
of performance. Although such measurement is not always practicable, the 
measurement of performance against standards should ideally be done on a 
forward-looking basis so that deviations may be detected in advance of their 
occurrence and avoided by appropriate actions.  

The alert, forward-looking manager can sometimes predict probable 
departures form standards. In the absence of such ability, however, 
deviations should be disclosed as early as possible. Standards should reflect 
the various positions in an organization structure. If performance is 
measured accordingly, it is easier to correct deviations. Managers know 
exactly where, in the assignment of individual or group duties, the corrective 
measure must be applied.  Correction of deviations is the point at which 
control can be seen as a part of the whole system of management and can be 
related to the other managerial functions. Managers may correct deviations 
by redrawing their plans or by modifying their goals. 

CS applications have social impacts not only in developed countries but 
also in developing countries. A new work force strategy without denying the 
existing of CS is established by retooling the work forces, thus the 
challenges of social impacts could be answers wisely and would be bright 
opportunities to improve human standards of living. 
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Abstract: Spatial variability of soil fluoride in the plough layer (0–20cm) of paddy soil 

from Hang-Jia-Hu Plain of Zhejiang Province in China was studied using 

geostatistical analysis and GIS technique. The results of Semivariograms 

analysis showed that two forms of soil fluoride were correlated in a given 

spatial range, and total fluoride (T-F) was controlled by intrinsic factors of 

parent material, relief and soil type, whereas water-soluble fluoride (Ws-F) 

was greatly affected by extrinsic factors such as fertilization and soil 

management. Kriging method was applied to estimate the unobserved points 

and their distribution maps were obtained, which indicated that the 

concentrations of soil T-F and Ws-F had a close relationship with parent 

material, pH value, organic matter, cation exchange capacity content and soil 

texture. The main contents distribution of T-F and Ws-F were 200–300mg kg-1, 

0.5–1.0mg kg-1 in the studied area, respectively. And what is more, the range 

of T-F contents in soil was as low as less than 100 mg kg-1 in Yu-hang area 

accounting for 23.7% area scale. The range of fluoride contents in the soils 

from central and eastern parts of Hang-Jia-Hu Plain was higher than that from 

the western part. The accumulation of fluoride contents in soil was lower in the 

whole studied area, suggesting that local fluoride epidemic such as dental 

caries due to lack of fluoride should be prevented by using fluoride-containing 

toothpaste. 
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1. INTRODUCTION 

Fluoride (F) is regarded as an essential trace element, primarily because of 
its benefits to dental health and its suggested role in maintaining the integrity 
of bone (Underwood and Mertz 1987; Wheeler and Fell 1983). A small 
amount of fluoride is beneficial in the prevention of dental caries. It has also 
been used to treat osteoporosis (Fung et al. 1999). However, excessive 
fluoride is built up in the apatite ctystals in teeth and bones and reduces their 
solubility (Fejerskov et al. 1994; Fung et al. 1999). Traditionally, excessive 
fluoride has been connected with high intake of fluoride through drinking 
water and food (Marian et al. 1997; Singh and Dass 1993), but water and 
food take up fluoride from soil and accumulate it in human body finally 
though food web (Marian et al. 1997), unbalance of fluoride in the human 
body can cause diseases of teeth and bones (Fung et al. 1999; Xie et al. 
2001). Therefore, increasing attention should be paid to soil fluoride quality.  

In recent years, geostatistics has been proved as a successful method to 
study distributions of soil heavy metals (Atteia et al. 1994; Steiger et al. 
1996; White et al. 1997; Yu et al. 2001; Romic and Romic 2003) and soil 
nutrient (Tsegaye and Robert 1998; Fisher et al. 1998; Cahn et al. 1994). 
However, most of the previous geostatistical studies were focused on data at 
small scale (Wang 1999; Goovaerts 1999). With the development of 
Geographical Information System (GIS), GIS can integrate attribute data 
with geographical data of system variables, which makes the application of 
geostatistics technique for large spatial scale more convenient (Steiger 1996; 

However, the papers on soil fluoride was less relatively, and that 
according to local fluoride epidemic has evolved in response to high soil 
concentrations of fluoride in contaminated sites (Horner and Bell 1995), so 
previous study had stressed on the fluoride contents in contaminated soil too 
and there is minimum information on spatial distributions of soil fluoride in 

Zhengmiao Xie et al.

are becoming indispensable in characterizing and summarizing spatial 
information in large regions to provide quantitative support to decision and 
policy making for soil, agricultural and natural resources management 

 

(1) analyze the spatial dependency and explain the variation mechanism of 
soil fluoride in the paddy soils; (2) map the spatial distribution of soil 
fluoride in the soil; (3) provide information for environmental monitoring 
and evaluation in Hang-Jia-Hu Plain.  

Bai  1999; Mendonca Santos  2000). Geostatistics and GIS  et al. et al. 

et al. (Wang 1999; Guo 2000; Liu 2003).  et al. 

 2004). In this paper, we applied geostatistics combined with GIS to  et al. 
paddy fields, and less information in a large scale (Geeson 1998; Li  et al. 
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 2. MATERIALS AND METHODS 

2.1 Study area 

2.2 Soil sampling and analysis 

Geostatistics to Characterize Spatial Variation of Soil Fluoride 

Soil samples were taken from over 460 locations within Hang-Jia-Hu 
Plain in April 2000. Sampling points are presented in Fig. 2. Because there 
are more low mountains and hills in Anji, Lin’an and Deqing region in  
the western of Hang-Jia-Hu Plain, the sampling points were sparse 

Hang-Jia-Hu Plain is in the center of Hangzhou-Jiaxing-Huzhou in the 
North of Zhejiang Province in the southeast of China, including Jiaxing, 
Pinghu, Tongxiang, Haining, Jiashan, Haiyan, Hangzhou, Yuhang, Deqing, 
Changxing, Anji, Huzhou and part of Lin’an, 13 regions altogether. It boders 
the Hangzhou Gulf, a part of the East China Sea (Fig. 1). It is an coastal and 
lacustrine alluvial plain with an altitude of 3–7m above sea level. The 
climate of the area is subtropical humid monsoonal climate and has abundant 
rain capacity, the average rang of temperature and rainfall density are  
16–19°C and 1200–1300mm every year, respectively. It is densely dotted 
with drainage ditches that form a network waterway. Rice (Oryza Satiya) has 
been dominant crop in the studied area, a large part of the area has acidic 
paddy soil.  

comparatively.  

 Fig. 1. Location of the study area
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Some characteristics of the soils are presented in Table 1. Pipette method was 

used to determine the particle composition according to the International 
System. Soil pH value, organic matter (OM) and cation exchange capacity 
(CEC) were tested according to the conventional methods (Nanjing Agricultural 
University 1981). 

Table 1. Basic properties of the soil samples in Hang-Jia-Hu Plain 

S.D., standard deviation; CV, coefficient of variation 

For total fluoride (T-F) analysis, direct determination of total fluoride in 
samples was made using a NaOH fusion-selective ion electrode technique 
(Baker 1972; Villa 1979). 0.25 g of sample were passed through a 100-mesh 
sieve and put into a 50-ml nickel crucible 3.0 ml of 16.75 mol/l NaOH solution, 

 for 1 h until dry. The crucible with sample was 
. The 

samples were fused after 30 min at this temperature. After the samples had been 
removed from the muffle furnace and cooled, 5 ml of de-ionised water was 
added and then heated slightly to facilitate the dissolution of the fused soil with 

Zhengmiao Xie et al.

Fig. 2. Distribution of sampling sites in Hang-Jia-Hu Plain 

then placed in an oven at 150°C
then placed in a Muffle furnace. The temperature was raised to 600°C

Particle composition �% � 

 
pH 

(H2O) 
OM 

(g kg-1) 
CEC 

(cmol kg-1) <0.002mm 0.002~0.05mm 0.05~2mm 

Range 4.1 ~ 8.3 10.9 ~ 61.4 5.3~ 24.8 4.9 ~ 23.5 36.4 ~ 80.2 5.1 ~ 51.4 

Mean 5.8 34.0 14.8 14.2 69.0 16.7 

S.D. 0.7 9.1 3.9 2.8 7.0 7.6 

CV% 12.0 26.7 26.3 19.9 10.1 45.2 
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 to volume, and then filtered through dry filter paper. The filtrate was used for 
the determination of fluoride. A reagent blank was produced. 

Water-soluble fluoride (Ws-F) was extracted by ratio of 1:5 soil to water. Ten 
grams of soil passed through a 60-mesh sieve and 50-ml distilled water were 
placed in 60-mesh sieve and 50-ml distilled water were placed in polyethylene 
bottles, shaken for 0.5 h on an end-over-end shaker, then centrifuged. Then 
fluoride levels were measured by ion-specific electrode potentiometer (Xie et al. 
2003). 

2.3 Data analysis 

Distribution of soil fluoride element were characterized using the 
Kolmogrov-Smirnov (K-S) test for goodness-of-fit (Sokal and Rohlf 1981) 
to ensure that the distribution could be validly applied to data sets. 
Descriptive statistics, including the range, mean, standard deviation (SD) 
and coefficient of variation (CV), were determined for each set of data using 
the statistical analysis system (SPSS) and correlation analysis was 
conducted.  

Geostatistics were used to estimate and map soils in unsampled areas 
(Goovaerts 1999). Among the geostatistical techniques, Kriging is a linear 
interpolation procedure that provides a best linear unbiased estimation for 
quantities that vary in space. The procedure provides estimates at unsampled 

sampled concentrations. That is, if data appear to be highly continuous in 
space, the points closer to those estimated receive higher weights than those 
farther away (Cressie 1990). 

In this study, spatial patterns of soil fluoride element were determined 
using the geostatistical analysis. Semivariograms were developed to evaluate 
the degree of spatial continuity of soil fluoride element among data points 
and to establish a range of spatial dependence for each soil soil fluoride 
element using GS+3.1 software. Information generated through variogram 
was used to calculate sample-weighted factors for spatial interpolation by a 
Kriging procedure (Isaaks and Srivastava 1989) using Arc/Info8.1 and 
Arcview3.2 software based on GIS technique from ESRI company. 

Geostatistics to Characterize Spatial Variation of Soil Fluoride 

s estimates are calculated as weighted sums of the adjacent sites. Kriging’

sodium hydroxide. Then, 4 ml of concentrated HCl were added slowly, with 

sample was transferred to a 50-ml volumetric flask, diluted with distilled water 
stirring, to adjust pH to 8–9 (checked with pH test paper). The cooled dissolved 
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3. RESULTS AND DISCUSION 

3.1 Summary statistics 

Fig. 3 displays the histograms (a) on the orginal scales and (b) as common 
logarithms (log10) of T-F and Ws-F. The distributions of T-F and Ws-F had 
long upper tails, and there are several data that might be considered as 
outliers. Some transformation was desirable for further analysis. Taking 
logarithms achieved approximate symmetry (Fig. 3(b)) and allowed a 
confident comparison of mean value for different forms of land use. It also 
brought the apparent outliers of T-F and Ws-F within the distributions and 
showed that they should not be treated as exceptional. The statistical results 

using the Kolmogrov-Smirnov (K-S) test indicated that the soil T-F was 
more nearly normally distributed than logarithm transformed, but the 
distribution of Ws-F remained more strongly peaked than normal 
(leptokurtic). Taking logarithms for Ws-F brought the skewness to only 0.23 
and the kurtosis was –0.14. Clearly, its distribution is close to logarithm 
normal distribution.  

Fig. 3. Histograms (a) on original scales and (b) after transforming to logarithms 

Zhengmiao Xie et al.
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3.2 Geostatistical analysis 

The concentrations of T-F and Ws-F were transformed to standard normal 
deviates by Hermite polomomaials, as described above. For T-F and Ws-F 
all the data were included. Fig. 4 presented the semivariogram and fitted 
models for fluoride element. The attributes of the semivariograms for soil 
fluoride were summarized in Table 2.  

 

 
Table 2. Best-fitted semivariogram models of soil F and corresponding parameters 

 

Fig. 4. Experimental semivariograms of soil fluoride element with fitted models 
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Nugget variance (C0) represents the experimental error and field variation 

0 0 1

ties. If the ratio is less than 25%, the variable has strong spatial dependence; 
between 25% and 75%, the variable has moderate spatial dependence; and 
greater than 75%, the variable shows only weak spatial dependence (Chien  

intrinsic (soil formation factors, such as soil parent materials) and extrinsic 
factors (soil management practices, such as fertilization). Usually, strong 
spatial dependence of soil properties can be attributed to intrinsic factors, and 
weak spatial dependence can be attributed to extrinsic factors (Cambardella  

coefficient (R2) provides an indication of how the model fits the variogram 

2004). 

 1997). The spatial variability of soil properties may be affected by et al. 

 1994). Range is the distance over which spatial dependence. Regression et al. 

data. The higher the regression coefficient, the better the model fits (Hu et al. 

be regarded as a criterion to classify the spatial dependence of soil proper-
within the minimum sampling spacing. The Nug/Sill ratio (C /(C +C )) can 

F Element Model C0 C0+C1 Range �km � C0/(C0+C1) R2 

T-F Gaussian  2200 9510 632.7 23.1% 0.995 

Ws-F Exponential 0.178 0.357 42.9 49.9% 0.960 
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The semivariograms results suggested that the semivariagrams of T-F was 
well fitted for the gaussian model, while semivariagrams for logarithm 
conversion value of soil Ws-F was well fitted for exponential model. And 
their Nug/Sill ratios were 23.1% and 49.9%, respectively. The results 
suggested that T-F had strong spatial dependence, its spatial variabilities 
were mainly controlled by intrinsic factors such as parent material, relieves 
and soil types; Ws-F had moderate spatial dependence, mainly controlled by 
intrinsic factors and extrinsic factors. The ranges for T-F and Ws-F were 
632.7km and 42.9km, respectively, indicating T-F in soil was mainly 
affected by parent material. The R2 about T-F and Ws-F in soil were both 
over 0.9, indicating the selective model better fitted.  

3.3 Spatial distributions 

their semivariagrams. In order to know easily the distribution of soil T-F and 
Ws-F in Hang-Jia-Hu Plain, according to a guideline in practical level of soil 
and the area proportion were analysed (Table 3). To understand the effect of 
Parent material and soil property on T-F and Ws-F content, main parent 
materials with corresponding average soil property and soil F contents in 13 
regions of Hang-Jia-Hu Plain were listed (Table 4), the correlativity between 
them and soil properties was analyzed (Table 5 and Table 6).

Fig. 5. Filled contour maps produced by ordinary Kriging of T-F and Ws-F in soil 
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Fig. 5 shows the spatial patterns of T-F and Ws-F in soil generated from 
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Table 3. The guideline and the area ratio of T-F and Ws-F produced by ordinary Kriging 

T-F Ws-F 

Guideline Area 2  Ratio (%) Guideline Area 2  Ratio (%) 

< 100 1019.0 8.1 < 0.5 213.8 1.7 

100-200 1959.0 15.6 0.5-1 6475.5 51.4 

200-250 3606.3 28.6 1-1.5 4419.4 35.1 

250-300 2902.6 23 1.5-2 1319.5 10.5 

300-400 3108.4 24.7 2-2.5 167.1 1.3 

> 400   > 2.5   

 
 Table 4. Main parent material and corresponding average soil property and soil F contents in 

13 regions of Hang-Jia-Hu Plain 

 Table 5. Correlation coefficients among pH, organic matter, CEC, clay and F elements 

OM CEC Particle composition  T-F Ws-F 
 pH(H2O) (g kg-1) (cmol kg-1 (mg kg-1) (mg kg-1) 

pH 1        

OM 0.019 1       

CEC 0.113* 0.388** 1      

< 0.002mm -0.140** 0.359** 0.359 1     

** -0.142** 0.241 0.023 1    

-0.079 -0.003 -0.355 -0.396** -0.927** 1   

T-F 0.193** 0.186** 0.580 0.274** 0.054 -0.160** 1  

Ws-F 0.612** -0.050 0.070 -0.234** 0.159** -0.060 0.169** 1 

*p < 0.05; **p <0.01 
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(km ) (km )

(%)

0.002–0.05mm 0.142

0.05–2mm 

) <0.002mm 0.002–0.05mm 0.05–2mm 

Particle composition(%) 

Code Region Parent material 
pH 
(H2O) 

OM 
(g kg-1) 

CEC 
(cmol kg-1) T-F Ws-F 

1 Jiaxing River deposit, lake warp  5.80 36.92 18.65 14.58 70.32 15.19 332.94 1.07 

2 Pinghu 
lake deposit, offing 
deposit 5.61 35.06 18.01 14.55 73.07 12.38 329.05 1.33 

3 Tongxiang 
Fluvio-marine deposit, 
River deposit  6.32 28.44 15.67 12.85 72.77 14.36 338.51 1.78 

4 Haining 
River deposit, marine 
deposit 6.05 24.01 14.04 13.63 73.74 12.64 294.16 1.50 

5 Jiashan River deposit, lake warp 5.72 37.08 18.33 14.61 67.37 18.04 338.92 1.41 

6 Haiyan 
Ancient lake warp,  
fluvio-marine deposit 5.52 35.27 15.69 14.32 72.61 13.07 298.07 1.49 

7 Hangzhou 
Old-river alluvium, 
shallow-sea alluvium 6.07 32.80 11.83 12.19 68.26 19.55 259.81 1.64 

8 Yuhang 
Red slope deposit, 
transported redeposit  5.64 33.83 12.29 14.56 63.98 21.46 255.34 1.08 

9 Lin’an  Diluvial alluvium  5.84 33.87 10.22 17.18 56.72 26.13 316.32 0.88 

10 Deqing Lagoonal lake wrap  5.67 34.52 14.41 15.23 69.31 15.45 288.00 0.92 

11 Changxing Lagoonal lake wrap  5.41 31.05 13.24 15.84 65.06 19.14 223.06 0.74 

12 Anji 
Yellow and red soil 
redidual deposit 5.19 33.42 9.20 15.81 63.26 20.93 211.97 0.57 

13 Huzhou 
Lagoonal lake wrap,  
Fluvio-marine deposit 6.03 40.58 14.63 13.77 70.97 15.26 277.44 1.36 

<0.002mm  0.002–0.05mm  0.05–2mm 
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Table 6. Stepwise regression of F elements in tested soil in Hang-Jia-Hu Plain  

X1, pH value; X2, organic matter; X3, CEC content; X4, clay fraction (<0.002mm); X5, silt fraction  

of paddy 
soils in Hang-Jia-Hu Plain was the eastern part > central part > western part. 
As a whole, however, the concentration of soil T-F in Hang-Jia-Hu Plain 
was comparatively lower, had 2978 km2 area accounting for 23.7% in the 
studied area and was lower than the fluoride content in soil which is 200mg 
kg-1 on average in the world (China Environmental Monitoring General 

-1 
accounting for 51.6% in the studied area and lower than the fluoride content 
in soil which is 478mg kg-1 on average in China (China Environmental 
Monitoring General Station, 1990). The average range of soil T-F 

-1, 
especially the range of T-F contents in soil was as low as less than 100 mg 
kg-1 in Yu-hang area. The range of T-F contents in soil in Jiaxing, Jiashan, 
Pinghu zone and part area of Lin’an was exceed 300mg kg-1. The 
characteristic distribution of soil T-F was mainly associated with each parent 
material distribution in the 13 regions of Hang-Jia-Hu Plain, the contents of 
soil T-F developing from river deposit and lake warp exceeded others, 
yellow and red soil redidual deposit had the least soil T-F contents. And the 
distribution rule of soil T-F was as same as pH value, organic matter and 
clay fraction (<0.002mm), which was in positive correlation with them, and 
stepwise regression of soil T-F indicating the concentration of soil T-F was 
mainly affected by pH value and CEC contents. The studied results were the 
same as the previous studied papers. Although fertilization and irrigation can 
also add up soil fluoride contents, the less effect on it for the less source. 

soils in Hang-Jia-Hu Plain was the central part > eastern part > western part. 
-1 in the whole studied 

zone accounting for 51.4% and centralized in the western area. The average 
range of soil Ws-F concentration in part area of Anji and Lin’an was less 
than the water-soluble fluoride content in uncontaminated soil surface layer 
which is 0.5mg kg-1 on average in the world (China Environmental 
Monitoring General Station, 1990) and only had 213.8km2 area, where had 

Parameters of regression equation Regression equation of T-F and Ws-F 

Multiple correlation coefficient F value Significant level 

YT-F = 26.584 + 19.253 X1 – 6.473X2+8.372 X3 +3.989 X4  0.661  52.37  p < 0.05 

YWs-F =–2.551+ 0.661 X1 – 0.049X4+0.010 X5 0.628  86.26  p < 0.05 

Zhengmiao Xie et al.

(0.002–0.05mm); X6, sand fraction (0.05–2mm) 

(0–20cm)The content distribution of T-F in the plough layer

Station, 1990). The main range of T-F content was 200–300mg kg

concentration in Anji, Deqing, Hangzhou zone was 100–200mg kg

The content distribution of Ws-F in the plough layer

The main range of Ws-F content was 0.5–1.0mg kg

the lowest pH value and CEC content in the whole area. The content of 

(0–20cm) of paddy 
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-1, where had the highest pH value and the lowest organic 
matter in the whole zone. Which was mainly connected with different parent 
material distribution in this 13 region of Hang-Jia-Hu Plain too. And the 
content distribution rule of Ws-F was as same as that of pH value and CEC 
content and which was in positive correlation with them, in contrast to that 
of organic matter and clay fraction (<0.002mm) which was in negative 
correlation with them, and stepwise regression of soil Ws-F indicating the 
concentration of soil Ws-F was mainly affected by pH value. 

The results of this study confirm previous reports indicating that the 
fluoride concentration has connected with a number of factors such as soil 
type, parent material, pH value and farm management. Further research 
should be carried out to study the relationship between the fluoride level of 
the soil and the fluoride content of agricultural products, et al., and, likewise, 
the relationship between the content of the water and food and the 
bioavailability of soil fluoride should be elucidated.  

4. CONCLUSIONS 

paddy soils was normally distributed, and Ws-F was fitted for logarithm 
normal distribution from Hang-Jia-Hu Plain in China. The 
semivariagrams of T-F was well fitted for the gaussian model, while 
semivariagrams for logarithm conversion value of soil Ws-F was well 
fitted for exponential model, respectively. And their Nug/Sill ratios were 
23.1% and 49.9%, respectively. The results suggested that T-F had 
strong spatial dependence, its spatial variability was mainly controlled 
by intrinsic factors such as parent material, relives and soil types; Ws-F 
had moderate spatial dependence, mainly controlled by intrinsic factors 
and extrinsic factors. The order of range was T-F > Ws-F, indicating T-F 
in soil had correlation among the whole area and which was mainly 
affected by parent material.  

2. Spatial distribution of the main contents of soil T-F and Ws-F were 
-1 -1, respectively in the studied 

area. And what is more, the range of T-F contents in soil was as low as 
less than 100 mg kg-1 in Yu-hang area accounting for 23.7% area scale. 
The range of fluoride contents in the soils from central and eastern parts 
of Hang-Jia-Hu Plain was higher than that from the western part. The 

Geostatistics to Characterize Spatial Variation of Soil Fluoride 

part area of Tongxiang and Hangzhou, the range of Ws-F contents in soil was 
Ws-F was comparatively higher in the central and eastern zone, especially in 

2.0–2.5mg kg

1. The distribution of T-F contents in the plough layer (0–20cm) of 

among 200–300mg kg  and 0.5–1.0mg kg
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soil fluoride concentrations had a close relationship with soil parent 
material, pH value, organic matter, CEC and soil texture. 

dental caries due to lack of fluoride will occur easily in Hang-Jia-Hu 
Plain in China, so where should be prevented by using fluoride-
containing toothpaste and other effective measure.  
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The study was conducted to supply systemic and dynamic analysis data to 

support a better operation on a breeding pig farm with process management, 

especially in reproduction parameters. A full simulation model on a breeding 

pig farm running was proposed in the study, and a series of definitions of 

process parameters related to service performance, farrowing performance and 

weaning performance was  put forward. Some of them are described on the 

calculating models. The relationship structural database was designed and a set 

of digital management information system was developed, based on proposed 

Access databases and 

Crystal report combined with genetic characteristic of different pig breeds. 

original datum, and all different reproduction data can be counted, analyzed 

and graphically shown, based on different performances in a specific duration, 

and it can dynamically derive out all sows history card that shows a complete 

reproduction performances including some important indexes such as 

farrowing rate, farrowing interval, average gestation days and average weaned 

weight et al. in terms of parities, which can be used to decide whether a female 

needs to be fell into disuse. Therefore, with the help of system analysis and 

software design techniques, the system made it possible to realize information 

management and intelligence analysis for a breeding pig farm based on whole 

digital management of reproduction process from services through weaning 

and among different categories of breeding pigs and parities.  
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ON PIG FARMS 

PERFORMANCE MANAGEMENT SYSTEM  

Institute of Animal Science, Chinese Academy of Agricultural Sciences, State Key Laboratory 

Abstract:

Keywords:

definitions and models by using Visual Basic 6.0.

The System supplies a series of convenient, intelligent input interfaces of 

Xiong, B., Luo, Q., Lu, J. and Yang, L., 2008, in IFIP International Federation for Information 
Processing, Volume 258; Computer and Computing Technologies in Agriculture, Vol. 1; Daoliang Li; 

 
(Boston: Springer), pp. 267–275. 

Sciences. No. 2 Yuanmingyuan West Road, Beijing 100094, China, Tel: +86-10-62811680, 

Fax: +86-10-62815988, Email: Bhxiong@iascaas.net.cn or Xiongbenh@263.net. 



268 
 
1. INTRODUCTION 

With the help of advanced science and management technologies, pig 
farming has gained fast advances, especially in production rate of pigs and 
utilization efficiency of nutrients around the world. Currently, the most 
efficient method to reduce cost of pig farming is to enhance reproduction 

Rothschild 
1996). Besides reproduction techniques themselves, application of 

information technologies is becoming more and more important due to 
timely data gathering and just-in-time decision making. Therefore, many 
information management system have been developed and applied in pig 

especially those farms with breeding 

systems, the most core task focus on female process management from 
mating, gestation, farrowing to weaning. The objective of managements is 
not only to calculate reproduction performances on individual pigs, but also 
to know the whole performance of a specific herd so that the producers can 
find out existing problems. 

the most important is that we should have own system with our intellectual 
property rights, and that the differences among language and culture as well 
as management patterns bring a requirement for designing similar system by 
using Chinese language. The study consideration based on breeding pig 
farming will be introduced and a short description was given: (1) a general 
model of lifecycle for pigs to express a production system of pigs, (2) 
identification technology adopted for individual pigs, (3) the required 
recording for reproduction process documents, (4) reproduction performance 
analysis for females.  

2. FORMULATION OF PROBLEM 

Before developing the management system on breeding pig farms, it is 
necessary to know what key figures for a breeding pig farm is. With the help 
of analyzing the key figures, deviations of different female individuals can 
be found out quickly. If reproduction problems in a farm can timely be 
recognized, losses will be prevented or reduced to a minimum; especially it 
can supply basic decision making for culling and updating of basic sows 
herd. 

Benhai Xiong et al.

sow (www.pigwin.com; 
www.agritecsoft.com/en/porcitec/; http://psru.marc.usda.gov). Among these 
farms, 

performance of sows by strengthening the whole breeding process. (
MF,

Although there are different information systems on pig farms abroad, 
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2.1 

Six categories of pigs are distinguished in the reproduction management 
system, that are  suckling piglets, weaned piglets, gilts, empty and pregnant 
sows, lactating sows and fattening pigs. The key figures can be calculated 

system or lifecycle model for pigs and the above categories are located in 
different processes. Based on the model, their production data can be 
recorded and integrated in terms of the categories of pigs respectively. 

 

Development for Breeding Performance Management System 

on a farm 

The categories and production system model 

separately for each of these categories. Fig. 1 shows a whole production 

Fig. 1. Production system model sketch map for pigs 
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2.2 Definition of main data items and required 

recordings 

As known, there are many data items involved in a management 
information system for a breeding pig farm. Considering length limitation of 
this paper, the following comprehensive performance analysis indexes for 
reproduction traits on pigs are shown only. The whole reproduction traits are 
divided into three parts: service performance, farrowing performance and 
weaning performance and all indexes are defined in the parts is in the 
context of one specific period. In the following description, those italic items 
represent parameters required and to be recorded. 

2.2.1 Service performance 

including repeat services. Number 1st services expresses Services minus 
Repeat Services. Number repeat services expresses the number of repeat 
services in the period. Percent repeat services is RepeatServices expressed 

as a percentage of Services. Number multiple matings expresses the number 
of services in the period with two or more matings per service. Percent 
multiple matings is MultipleMatings expressed as a percentage of Services. 

Matings per service expresses ServMatings divided by Services. Served 1st 
service after entry expresses the number of entered Unmated Parity 0 
females with a first mating event in the period i.e. P0FstServ. Entry to 1st 

service interval expresses EntryFstServiceDays divided by P0FstServ, 
where, EntryFstServiceDays represents the sum days from entry to first 
service for unmated females with their first mating event in the period. 

Served 1st service after weaning expresses Count of days from the weaning 
event to the first mating event for females with a first mating post weaning 
in the period i.e. CountWeanFstServ. Weaning-1st service interval expresses 

WeanFstServ divided by CountWeanFstServ, where, WeanFstServ 
represents the sum of days from the wean event to the first mating event for 
females with a first mating post weaning in the period. 

performance for a female. 

2.2.2 Farrowing performance 

out female farrowing performance. Among these items, Farrowing rate, 

female genetic traits as well as the farm management level.  
Average gestation and farrowing interval are main parameters that reflect 

Benhai Xiong et al.

Total services expresses the total number of services in the period, 

With the help of above 11 items, it is possible to reflect service 

Similarly, the following 13 indexes were adopted in the study to figure 
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births. Average parity farrowed expresses total birth parity divided by 
farrowings in the period. Total born per farrow expresses Born divided by 

he sum of born alive to all birthing events 

period. Liveborn per farrow expresses Liveborn divided by Birthings. 

percent is Stillborn expressed as a percentage of Born. Mummies per farrow 
expresses Mummies divided by Birthings. Mummies percent is Mummies 
expressed as a percentage of Born. Farrowing rate is Birthings expressed as 
a percentage of ServicesPeriodBirth, where ServicesPeriodBirth means the 
number of females served to farrow in the period.  

2.2.3 Weaning performance 

reflects the situation of a farm management level. In general, the better a 
farm management does, the earlier a herd weaning is. These parameters are 
as follows:  

weaning events in the period, including weaning events of nurse litters. Pigs 
weaned with a partial weaning event are counted on the date of the following 
weaning event. Litters Weaned expresses the number of litters weaned in the 
period, including litters weaned from a nurse on event. Pigs weaned per 
litter are Total Weaned divided by LittersWeaned. Females weaned or 
nursed off expresses the number of females with a last wean or nurse off 
event in the period. Pigs weaned per female expresses LastWeaned divided 
by FemalesWeaned, where, LastWeaned means total number of animals 

Development for Breeding Performance Management System 

in the period, Birthings means the number of birthing events in the 

Birthings, where, Born means t

Farrowings expresses the number of birthing events in the period i.e. 

Compared with farrowing, weaning performance analysis actually 

Total pigs weaned expresses the sum of pigs weaned from sows with 

Average gestation length is SumGestationLen divided by  
CountGestationLen, where SumGestationLen means the sum days of 
gestation lengths of females with a birthing event in the period, 
CountGestationLen means the count of gestation lengths in the period, used 
for statistical purposes. Farrowing interval expresses days between two 
consecutive farrowing dates for a mated breeding female. Litters/mated 
female/year is calculated as GestationDays multiplied by 365 and divided by 
both 115 and MatedFemaleDays, where GestationDays means the sum of 
days of all females gestating in the period. A female contributes one 
gestation day for each day that is between conception and birthing in the 
period. MatedFemaleDays means the sum of all mated female days. A 
breeding female is considered as a part of the mated breeding female 
inventory, effective of its first service date. Lastly, total born/mated female/ 
year equals to Born multiplied by 365 and divided by MatedFemaleDays.  

Stillborn per farrow expresses Stillborn divided by Birthings. Stillborn 
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Net fostered expresses pigs fostered on with a foster event minus pigs 
fostered off with a foster event plus pigs nursed on with a nurse on event 
minus pigs nursed off with a nurse off event in the period.  

3. PROBLEM SOLUTION 

3.1 System program development 

Benhai Xiong et al.

CountWeanLitterAges, where SumWeanLitterAges means the sum of age at 
weaning for natural litters weaned in the period, and CountWeanLitterAges 

is SumWeanWeight divided by CountWeanWeight, where SumWeanWeight 
means the sum of litter weights at weaning for litters weaned in the parity, 
includes nurse litters, CountWeanWeight means Number of animals weighed 
at weaning. 

means pigs that die between live birth and weaning expressed as a 
percentage of those at risk. 

divided by MatedFemaleDays, where TotalWeaned is the sum of pigs 
weaned from sows with Weaning events in the period, includes Weaning 
events of nurse litters. Pigs weaned with a Partial Weaning event are counted 
on the date of the following Weaning event. 

FemaleDays, where femaleDays is the sum of all active female days during 
the period. A female contributes one female day for each day she was active 
during the period, beginning at her entry date into the breeding herd and 
ending with her removal. 

Based on the above definition and analysis, as well as computer program 
design, it is possible to develop a digital and intelligent analyzing module on 
female breeding performance. 

information system, non-network system and network system. For the first 
case, access database and VB language were adopted to develop this system 
and an integrated version is finally supplied for users. For another case, 
windows server 2003, SQL server 2005 and Visual C#. Net language were 
depended upon and it is finally issued it by intranet or internet. 
 

weaned from sows with their last weaning or nurse off event in the period. 

It is divided into two kinds of situations to design this management 

is SumWeanLitterAges divided by Avg. weaning age 

means Count of wean litters with weaning ages. Avg weight per weaned pig

 Recorded preweaned deaths expresses the sum of preweaned deaths 
recorded with the PwDeath event in the period. Preweaning mortality rate

Weaned/mated female/year is TotalWeaned multiplied by 365 and 

Weaned/female/year i s TotalWeaned multiplied by 365 and divided by 
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production theory parameters must be supplied in advance as the references 
of analysis. The input interface including required setting for growth and 
reproduction data, and an operator editing these parameters from either 

3.2 Identification to pig individuals 

The identification of individual pigs depends on a national animal labeling 
program, which has been implementing by Ministry of Agriculture, China. 
According to this program, every animal (pig, cattle and sheep/goat) has a 
unique labeling code (http://www.agri.gov.cn/blgg/t20060628_638621.htm, 
2006). The labeling code is composed of 15 numeric digits. The first digit 

following 6 digits (2nd to 7th) express the administrative region code that 
obeys to GB T2260-1999, a national standards of People’s Republic of 
China (http://www.stats.gov.cn/tjbz/xzqhdm/t20070411_402397928.htm,2006), 
which represents a nature county and is updated on December 31, 2006. The 
last 8 digits (8th to 15th) express a ranking number for a livestock in a specific 
county in terms of different species respectively. In this system, information 
or data for individuals is stored in terms of its labeling code. 

3.3 

and weaning performance, one of the important statistic outputs is female 

result with a specific female can be found out from parity 0 to current parity 

Development for Breeding Performance Management System 

Fig. 2. Setting for theory parameters of a kind of pig 

expresses livestock category, i.e. 1 swine; 2 cattle, 3 sheep/goats. The 

Main output results (example)

history card. From a specific female history card (Fig. 3), a whole breeding 

theory or management objectives are shown in Fig. 2.  

Before running a pig farm management system, some basic female 

Based on the female performance analysis including service, farrowing 
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related to service, farrowing and weaning data. In terms of dynamic changes 
of performance parameters with a female in different parities, an operator 
can decide when it shall be fallen into disuse. 

Using pre-designed statistic module, the system can analyze the whole 
female herd and print out results calculated at any time. Formulation of 
different reports is from both crystal-reporting technology and own designed 
module. 

4. 

production management system that is capable to record all process data is 
highlighted. In order to explore an integrated data gathering and analyzing as 

a lot of definitions on those data items 
related to female production performance is presented in the paper. Among 
these described performance indexes, although most of them are used for 
individuals of swine, it is also possible to do some herd traits analysis. A 
practical system focusing on analysis of individual female reproduction 
process data is proposed also. 

management, there are a few aspects to be perfected in the future. Firstly, 

well as output of calculated results,

Benhai Xiong et al.

Fig. 3.  A female history card (example) 

CONCLUSIONS  

The need for a fully operational and economically visible pig farm 

Although such a system has realized prime reproduction information 
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regarding to the method to record process data, an intelligent and mobile 
PDA embedded system is been developing to record and edit data just in 
time and upload those gathered data into table-server database system by 

management system that is intranet or internet. The following is the 
precision feeding for females including gestation sows and lactating sows. 
The nutrition situation of sows affects up growth of fetuses and growth of 
piglets. A perfect method is to construct dynamic predicting models to 
calculate nutrient requirements for individual females in terms of its genetic 
traits, body conditions and environment factors. All above analysis shows 
that a good information management system on breeding pig farms needs a 
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Abstract: Grassland had been interpreted with the method that combined supervised and 

non-supervised classifications using Landsat data in autumns 1986, 1996 and 

2000. The amelioration of algorithm promoted the accuracy. With the support 

of RS and GIS, spatial information of grassland landscape in west Jilin 

province from 1986 to 2000 was extracted, spatio-temporal dynamics of 

grassland and change of grassland landscape patterns were analyzed. The 

and the area of grassland is decreasing by an average of 4.5×104 hectares a 

year, moreover, the grassland degeneration is severe and the area of 

degeneration is 81.1% of the total. 

heavier and the proportions of moderate and heavy degenerated grassland are 

heightening obviously, so their evaluative trends are remarkable. 

degenerated grassland is mainly converted into cropland and saline—alkalized 
2 2

coverage grassland has a strong effect on change of whole grassland. The 

fastest degraded area is low coverage grassland from 1996 to 2000. 

grassland, spatio-temporal change, dynamic degree, remote sensing images, 

geography information system, west Jilin province 

1. INTRODUCTION 

Remote Sensing is provided with excellent characteristics such as the 

exact, macroscopical, dynamic, frequent large area observation. On the other 
hand, Geographic Information Systems has the advantage on data processing 

OF GRASSLAND IN WEST JILIN PROVINCE 

RESEARCH ON DYNAMIC CHANGE 

results show: 1) The grassland environment in the west Jilin is exacerbating 

2) The degeneration of the grassland is 

3) The 

dynamic degree of grassland is a minus value. During 1986–1996, high 

Keywords: 

Liu, Z. and Ling, N., 2008, in IFIP International Federation for Information Processing, Volume 258; 

 

Computer and Computing Technologies in Agriculture, Vol. 1; Daoliang Li; (Boston: Springer), 
pp. 277–285. 

land, converted area reaches 992351.4hm  and 563031.1hm .  4) The total 
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and dynamic analysis. The practices indicate that study on the spatio-
temporal changes of grassland resources with the support of RS and GIS is 
very effective. The paper analyzes and reveals the spatio-temporal 
regulations and momentum of grassland development in west Jilin province 
since 1986. 

2. GENERAL SITUATION OF THE INVESTIGATED 

REGION 

which 
is located in the east Kerqin Steppe, one of the biggest prairies in the world, 
and the south-central Songnen Plain. The dimensionality acreage of region 

2 

province. It is located in Semiarid Agro-pastoral and belongs to temperate 
zone continental monsoon climate whose characteristics are long cold 
winter, short-lived sweltering summer, plenty wind and little rain. The 

Firstly, on division, it is a transitional area between the region where 
agriculture is dominant and the region where mixed pastoral farming area is 
leading. Secondly, on natural zonation, it lies between the transitional area of 
temperate zone semi-humid meadow grassland zone and temperate zone 
semi-dry grassland which also called ecological and climatic fragile zone 
chestnut soils. Thirdly, on landform, it is the transitional area from Songnen 
Plain to the downstream plain of Liao river. Finally, on climate, it is located 
in the transitional area between humid East Asian monsoon region and arid 
continental area. The investigated region is so sensitive to the environmental 
changes which happen as a result of the transformation of climate and 
human activities that it has been concerned by domestic and overseas 
scholars as an area that responds to global change exceedingly and is the 

 

The west Jilin province (121°38′–126°11′E, 43°59′–46°18′N),

500mm, otherwise, the annual evaporation is 1842mm in this region. 
annual average temperature is 3–6°C and the annual precipitation is 400–

et a1., 2002; Qiu Shanwen et a1., 2003). 
ecological and climatic fragile zone (Chen Da-Ke, 1995; Wang Dongyan 

3. THE METHOD OF STUDY 

3.1 Data processing 

The data processing which included normal false color composing and 
accurate correction as well as registration and enhancement of images was 
accomplished by using Landsat data in 1986, 1996 and 2000 and 1: 100 000 

amounts to 47671km  that occupies 25.5% in total domanial acreage in Jilin 
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 land-use map. The control points were selected to carry through quadratic 
polynomial fitting correction based on the recently land-use map. The treated 
TM images matched with the digital border line well, and the error was two 
pixels at most. 

According to the actual situation of the investigated area, the grassland 
was divided into three categories: high coverage density area, moderate 
coverage density area and low coverage density area in accordance with the 
national land use classification system. High coverage density grassland 
denotes the natural grassland, improved grassland and mowing grassland 
whose coverage densities are more than 50%. Besides that, the moisture 
conditions of this kind of lawn are generally good, and the grass spreads 
sparsely. Moderate coverage density grassland denotes the natural grassland 
and improved grassland whose coverage densities are between 20% and 
50%. It is deficient in water, where the grass is also relative sparse. Low 
coverage density grassland is the natural grassland whose coverage density 
is between 5% and 20%. Such lawn is lack of water badly, where the grass is 
quite sparse. Therefore, the conditions applied to animal husbandry are very 
poor. 

3.2 

The land dynamic degree is quantitative changes of some or other type of 
land-use within a period of time in a certain study area. Using dynamic 
model to analyze the spatial-temporal changes of regional grassland can 
truly reflect the exquisite degree of its changes. The expression is: 

LC=(Ub—Ua)·Ua
-1·T -1                                (1) 

where: LC represents dynamic degree of a certain type of land-use within 
study time; Ua and Ub  represent the number of the certain land-use type at 
the beginning and at the end of the research; T represents the time that the 
study covered. 

Research on Dynamic Change of Grassland in West Jilin Province 

·100%

4. INTERPRETATION OF GRASSLAND 

RESOURCES BY REMOTE SENSING 

TECHNIQUES 

4.1 Identification of grassland 

We identified and extracted the grassland information on the TM images 
achieved by using the method of computer classification discrimination 
based on pixel. This method was to apply remote sensing spectral 

The model of grassland dynamic change 
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information, space information and time information to identify and classify 
the target. The non-supervised and supervised classifications were the 
general methods of classification (Guo Defang, 1987). We combined both 
methods and improved the algorithm in order to improve the accuracy of 
remote sensing satellite images automatic recognition (Li Xia; Jiao Weili, 
1994). 

4.1.1  Application of classification method 

It was difficult to select training area when the classifying process because 

of regional various distribution types and sporadic size of the upper features. 
Thus, first we get the initial spectral information type map in the area by 
using dynamic clustering method contained by non-supervised classification, 
and then compared it with the recently land-use map to determine the 
relationship between the actual type of objects and spectral information. 
Artificial visual interpretation process was imported to this step that was the 
key classification process. The dynamic clustering means that the cluster 
center can be modified and changed continually, and the cluster number can 
be also changed and adjusted continuously in the classification process to 
make the classification more reasonable. As the classification emphasis was 
more on particular classification for grassland, we merged farmland, 
woodland and other water bodies correspondingly. Standard deviation means 

were used to establish the initial category center, and 13 categories spectral 
information type maps were obtained after iterative convergence. Such 
classification had better effect on large categories of features, but it was 
difficult to accurately differentiate some categories which had similar spectra 
value such as different levels of degradation of grassland.  

The results of non-supervised classification were contradistinguished with 
the actual object categories, and then the grassland was further classified 
through surveying the samples, selecting the training area, and using 
supervised classification with expression (1) to deal with the results. 
Supervised classification adopted maximum likelihood classification 
method, which was based on Byes principle that pursues the minimum loss 
of average classification of the entire data sets, so that each data can be 
classified into the most similar category. The above method was called 
algorithms I.  
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 Discriminant function: 

If  Gi ≥ Gj

i                                                                                                                   

(2) 

The x was introduced into the various types of discriminant function when 
a certain pixel needed to be identified. Then the classification results were 
checked to determine whether the training area needs to be corrected or 
reclassified or not according to different types of image color and the results 
of unsupervised classification, we selected 10 training areas whose 
according categories of the surface features. 

4.1.2 

The entire classification process above all was completed with support of 
Geographic Information Systems (GIS). Regarding some complicated 
categories which were difficult to distinguish we used the algorithm II: 

∑
=

=
N

1j

'

jii R-RF  

 Rj =nj / ni                                   

where: i and j represent sequence numbers of categories; Rj represents 
normalization probability of the training sample data for the j type; R'

j 
represents normalization probability of the local area for the j type; ni 
represents the number of pixels which i type of training samples belonged to 
the j category; N represents the total number of categories. 

Algorithm II is different from algorithm I because that it is not the 
classification of a single pixel as object but the classification of 
comprehensive analysis and judgment which based on a particular pixel and 
the surrounding linked pixels. On the basis of supervised classification with 
algorithm I, we can dispose the data with algorithm II, to further improve the 
classification accuracy by utilizing spatial information. 

Research on Dynamic Change of Grassland in West Jilin Province 

(x) …(x) i≠j (i, j =1, 2,     , N)

 (i, j =12, …    , N)  (3)

In the expression, i and j represent sequence numbers of categories; wi 

represents sign of categories; P (wi) represents prior probability of wi; x 

i i i

i

i

then  x/w

Improve classification accuracy 

represents gray value of identified pixel; G (x) = P (x/w ) P (w ) represents 
set of function for identifying; P (x/w ) represents conditional probability 
of x for w ; N is the total number of categories. 
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5. RESULTS AND ANALYSIS 

The desertification, salinization and alkalization of grassland in the region 
were intensified along with the rapid growth of population, the weak 
consciousness of protection of grassland. Therefore grassland vegetation 
decreased or disappeared, the grassland biomass reduced sharply and 
grassland degenerated at last. Based on the results of remote sensing 
interpretation that were achieved by interpreting the TM images in 1986, 
1996 and 2000, the degrees of regional grassland degradation were classified 
into mild, moderate and heavy three levels (Northern Grassland Resources 
Survey Office, 1986). Then in support of GIS, the grading statistics and 
subarea statistics were accomplished. At last, the situation and development 
trend of grassland degradation in west Jilin Province were analyzed. 

5.1 Obviously decreased area of grassland 

5.1.1 The analysis of time-series change on grassland area 

According to the spatial information of remote sensing images in the 
studied region in the different periods, we analyzed the statistics of high, 
moderate and low coverage density grassland area Table 1 and area change 
of different types of grassland in 15 years. From Table 1, we can find out 
that the area of grassland had reduced 42.1% since 15 years ago, and the 

which showed that grassland degradation was from bad to worse. High 
coverage density area continued to decrease with large quantity change of 
the area, and the rate of net reduction reached 53%, which indicated that the 
degradation of this grassland category was most serious. Moderate and low 
coverage density areas didn’t change a lot from 1986 to 1996, but from 1996 
to 2000 both areas represented a reducing trend overall respectively. 

2 and dynamic degree in west Jilin province 

Type of grassland Area of 

grassland 

in 1986 

Area of 

grassland 

in 1996 

Area of 

grassland 

in 2000 

Dynamic 

degree 

Dynamic 

degree   

The high coverage 

density grassland 

1052433.0 557218.7 494455.5 -4.7% -2.8% 

The moderate 

coverage density 

grassland 

631459.8 623523.9 466486.3 -0.1% -6.3% 

The low coverage 

density grassland 

41407.2 94357.4 37958.2 12.8% -14.9% 

1725300.0 1275100.0 998900.0 -2.6% -5.4% 

average annual reduction was 2.81%. The decreasing trend was obvious, 

Table 1. Changes of grassland area (hm )

1986–1996 1996– 2000 

Summation 
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 5.1.2

The grassland dynamic degree can be used to quantify the instance of 
grassland degradation, so the grassland dynamic degrees in the studied 
region from 1986 to 2000 were calculated according to expression (1). Table 
2 showed that from 1986 to 1996, grassland dynamic degrees changed 
drastically. Among them, the dynamic degrees of high coverage density 
grassland were negative, and the values of moderate coverage grassland 
density were very small though they were also negative. Otherwise, low 
coverage density grassland dynamic degrees were positive value and the 
total dynamic degree accorded with the one of high coverage density 
grassland which were both -2.6%. It indicated that in this period changes of 
high coverage density grassland have greater influenced on the unitary 
grassland change whereas the change of the total grassland area was smaller. 
According to the analysis of absolute values of dynamic degree, the low 
coverage grassland density grew the fastest because of its biggest value. The 
values of moderate and high coverage density grassland were relatively 
small and they developed comparatively slowly. From 1996 to 2000, various 
types of grassland and the total dynamic degree were all negative, which 
suggested that all types of grassland were degenerating, and the absolute 
values of low coverage density grassland dynamic degree were most. Thus 
the degradation of low coverage density grassland was the fastest.  

5.1.3  The grassland area transfer analysis 

In order to more accurately realize the degraded states of different types 
grassland, the values of high, moderate and low coverage grassland area 
transfer were acquired by using the land-use map and distribution map in 
1986, 1996 and 2000 in support of spatial analysis function of ArcGIS 
software. The study showed that from 1986 to 1996, the total number of 
grassland changed to other land-use types reached 1136843.3hm2. The 
grassland most converted to cropland, saline-alkali land and woodland, and 
especially the converted area of the high coverage density one reached 

2

period was so exploited in excess by human that caused large areas of 
grassland to be changed to farmland and woodland, at the same time, 
grassland degradation and salinization were more serious. Undoubtedly, all 
above all leaded to the further deterioration of ecological environment in the 
studied area and seriously affected the development of stockbreeding in 
Western Jilin, so we should pay more our attention to them. From 1995 to 
2000, the grassland degradation represented an increasing trend, and 
769268.7hm2 grassland translated into other land-use types. More grassland 
degenerated into saline-alkali land compared with the previous period, and 
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619765.9hm  which was the largest.  It showed that the grassland in this 

 The analysis of grassland dynamic degree 



284 Zhiming Liu, Nanyan Ling 

 
the trend aggravated. Especially, the high coverage density grassland 
degenerated most seriously. Despite the areas of grassland which changed to 
farmland and woodland were reduced, they still can not be ignored for their 
considerable proportions occupied. 

5.2 The exacerbated degree of grassland degradation 

The regional grassland degenerated seriously which also represented at 
the change of degradation degree. According to the grassland resources 
survey results which were achieved by using of the data of TM in 1986 and 
2000, the areas of grassland degradation and the distribution of degradation 
grade Table 2 that belonged to the western counties (cities) were calculated. 
Since 1986, the area of grassland degradation had increased 47.8×104 hm2 
and the proportion had reached 86%. The light degenerated grassland 

showed that the degree of grassland degradation had increased. In view of 
proportion, we can see that the grassland area in this region accounted 36.2% 
for the total area of regional land in 1986 and the degenerated grassland area 
accounted 32.2% for the area of grassland, however, the regional grassland 
area accounted 26.7% for the total regional land area while the area of 
degenerated grassland occupied to 81.1% of the grassland area in 2000. 

Table 2. The degeneration of grassland in the West Jilin (104hm2, %) 

In 1986 In 2000 Type of grassland 

area             proportion area             proportion 

116.93             67.8 24.16               18.9 

55.60               32.2 

25.78               46.4 

19.16               34.5 45.57               44.1 

10.66               19.2 49.13               47.5 
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Abstract: Based on image processing technology, the detection, classification and 

feature extraction for plant grain shape are performed in this paper. Taking 

rice grain as an example, the shape detection and description method of similar 

round object are studied firstly. Then a grain shape description method based 

on 8 feature points of rice grain boundary is proposed. Aiming at rice seed 

detection, a simple image size calibration method based on black-white grid is 

put forward too. Finally, an extraction algorithm for 8 feature points is 

presented. 

Keywords: rice grain, shape description, feature extraction, image processing   

1. INTRODUCTION 

The grain shape of plant seed is one of the important parameters for seed 
quality detection and classification (Ren et al., 2004). It is a hot issue all over 
the world to detect and classify plant grain shape based on image processing 
technology. At the same time, it has long been recognized as a difficult 
problem. Parameters describing plant grain shape are determined by grain 
shape feature and research objective. For some researches, only one point or 
several points shape features of object are needed to describe the shape (Van 
Eck et al., 1998). While for some other researches, the whole shape features 
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of object are described in order to distinguish this kind of object from others 
or to find shape parameters related with its own special features (Heinemann 

eccentricity, tightness, percentage of elongation, inertia center, ratio of grain 
length to width, ratio of grain width to thickness, grain sphericity, grain 
roundness and Fourier descriptor, are used to describe the object. For 
example, Ma xiaoyu selects four wheat shape correction coefficients to 
describe variety difference (Ma et al., 1999). Zhang cong proposes an ellipse 
matching-based object (rice grain) azimuth location and boundary 
description method (Zhang et al., 2006). Huang xingyi et al. use area, 
perimeter, roundness degree and rectangle degree to describe rice shape 
(Huang et al., 2003). In order to find suitable rice grain shape description 
method and to improve detection and classification precision, it is imperative 
that some key parameters should be found to describe grain feature exactly. 
Taking rice grain as an example, the shape detection and description method 
of similar round object are presented in this paper. Moreover, based on 8 
feature points of rice boundary, the grain shape description method is 
proposed and its realization algorithm is given. 

In computer visual technology-based measurement, image geometric 
distortion caused by camera lens may result in an inaccurate surveying 
result, so it is necessary to calibrate the camera before shooting object. 
Aiming at rice seed detection, a simple image size calibration method based 
on black-white grid is put forward too. 

2. RICE IMAGE ACQUISITION AND IMAGE 

PIXEL-SIZE CALIBRATION 

In order to decide rice image pixel size, it is necessary to calibrate camera 
before rice image acquisition. At present, most camera calibration algorithms 
calibrate internal and external parameter at the same time to obtain the 
relations among three coordinate systems (Huang et al., 2002; Zhong et al., 
2005). But in seed detection, the most interested thing to be concerned by 
people is the relationship between image size and actual size of seed instead 
of internal or external parameter of camera. Therefore, it is no need to use 
traditional complicated calibrating method when the seed is detected.  

In this paper, the image distortion model is simplified. It is supposed that 
there is only image size distortion and no image angle distortion. Based on 
this supposition, a simple image size calibrating method based on black-
white grid is proposed. 

The specific method is described as follows: 

et al., 1994; Wang et al., 1995). Here some parameters such as area, 
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Figure 2. Black-white grid image used for size calibration 
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Here, ( )jijiji yxg ,,, ,=  is corner point coordinate except boundary 

corners. Because the boundary of black-white grid image is illegible, when 
calculating the corners, grid’s region image is obtained firstly on the basis of 
region growing algorithm. Then four region inner points are searched. 
Finally, the cross point of four inner points are calculated. This cross point is 
the needed corner coordinate (See figure 3). 

1. Install and fix the camera vertically above the object desk (See figure 1).  

2. Shoot black-white grid image before seed image shoot (every black-

3. Search corner point coordinate of grid and get corner point coordinate 
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white grid is a one-inch square, see figure 2). 

Figure 1. Sketch map of camera installation structure 



 

 
Figure 3. Sketch map of corner coordinate calculation 
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Here δ i,j=(Wij,Hij) is the width and height of pixel. 
With this matrix we can calculate rice image pixel size accurately. In 

order to simplify the algorithm, we can substitute rice grain centroid pixel’s 
coefficient for the whole grain image pixel’ coefficient when the rice grain 
size is calculated. 

between rice image and pixel size coefficient matrix, it is imperative to put 
the rice grain on the center of the desk equably. 

3. DESCRIPTION OF RICE GRAIN SHAPE 

Rice grain shape is very complex and is affected by many factors. There 
are many methods to describe grain shape at present, but they do have some 
restrictions. For example, some methods, such as area method, eccentricity 
methods, percentage of elongation, inertia center, ratio of grain length to 
width, ratio of grain width to thickness, grain sphericity, and grain 

4. Calculate the pixel size. 

i, j i, j stand for the pixel size (unit: inch) of core-point along x 

6. Shoot the rice grain: In order to establish the mapping relationship 

5. Calculate every pixel’s width W  and height H  based on liner 
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roundness, have a lower precision. Fourier descriptor and some other 
methods are more accurate but they need to do a large amount of 
calculations and have a bad visualizability. A new method is presented in 
this paper, which describes grain shape with 8 selected points on grain 
boundary. As is shown in figure 4(d). This method has several advantages 
when it is used to describe grain shape, such as simple calculation, small 
amount of data, accurate description etc. The specific algorithm is described 
as follows: 

Figure 4. Searching of 8 feature points 

c 

Centroid coordinate can be expressed by either average of rice boundary 
coordinate or region barycenter. The former one is used in this paper. See 
figure 4(a). 
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max in the boundary which has the longest distance from 
centroid. 

Li is the distance from boundary point Di to centroid Dc 

( ) ( )22

cicii yyxxL −+−=  

Find maximum Lmax along the boundary to get the coordinate of Dmax. See 
figure 4(b). 

0

is on the opposite side of maximum distance point. 
Find maximum value along boundary within the scope of ±л/4 opposite to 

Dmax to get the coordinate of D0. This point is the first one of 8 points. See 
figure 4(c). 

0 1 7 

7л/16. See figure 4(d). The angle can 
be calculated according to following formula: 

1. Calculate centroid coordinate D

2. Find point D

3. Find the longest distance point D  within boundary local region, which 

4. Start from D  and search the boundary point clockwise to find D to D
one by one. The interval angle between every two feature points are л/16,

7л/16, 7л/16, л/16, л/16, 7л/16,
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Figure 5.  Image rotation 

Rotation transformation is performed as follows. See figure 5. 
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For the same rice grain, two opposite placement may result in two 
different images, see figure 6. In order to let 8 describing points have the 
same sequence, all the embryos are on the top-left in the image. For every 
nonstandard grain image, flip horizontal should be done along the 
perpendicular line crossing centroid point.  
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5. Image rotation 
When shooting rice image, the direction of grain is random. In order to 

standardize image, it is needed to rotate the image boundary. The rotation 
angle is the include angle between line D0Dc and perpendicular line. Here Dc 
is centroid point.   

6. Flip horizontal 

Supposed that L3 is the distance from point D3 to centroid point, and L5 is 
the distance from point D5 to centroid point. Let’s compare L3 with L5, if 
L3>L5, then to flip grain image horizontal, otherwise, no flip. The flip 
formula is: 
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Figure 6.  Flip image horizontal  

All the measurement units above are pixel. While in practice, the 
measurement unit should be conversed to length unit. Therefore, the 

coordinate of every grain’s centroid point Dc is recorded, and element δ i,j  is 

used as grain size coefficient. Here δ i,j=(Wij,Hij), is coming from pixel size 
coefficient matrix. Then, the measurement unit conversion will be 
performed. 

4. CONCLUSIONS 

Too fine description of agricultural product grain shape is very 
complicated. Sometimes it will make trouble for analysis and recognition. In 
this paper, the method to describe rice grain shape with 8 feature points is 
not only simple, but also high efficient. Some key feature parameters of rice 
are contained in the eight data, such as length, width, perimeter, area as well 
as ellipse approximate degree. Combined with neural network in the 
experiment, this method has a good effect on the recognition and 
classification of rice. 

The simple method to calibrate rice image size proposed in this paper is 
also fit to every fixed distance shoot image size calibration. 

Huang Fengrong, Liu Jiaomin, Sun Zhuangzhi 2002, Distance measurement system based on 

new method of determining the three-dimensional position and orientation of object from a 

single view. Computer Engineering and Applications. 38(4):236-238. 

7. Measurement unit conversion 

Huang Xingyi et al. 2003, Inspection of chalk degree of rice using genetic neural network. 

Transactions of The Chinese Society of Agricultural Engineering. 19(3):137-139. 

Rice Shape Parameter Detection Based on Image Processing 293

REFERENCES

Heinemann P H et al. 1994, Grading of mushrooms using a machine vision  system. 

Transactions of ASAE. 37(5):1671-1677. 



 

Ma Xiaoyu, Lei Detian 1999, Study on the mechanical Rheological properties of soybean and 

wheat grain grown in northeast China. Transactions of The Chinese Society of 

Agricultural Engineering. 15(3):70-75 

Ren Xianzhong, Ma Xiaoyu 2004, Research advances of agricultural product grain shape 

identification and current situation of its application in the engineering field. Transactions 

Wang Fengyuan, Zhou Yiming 1995, Seed shape detection and measurement with computer 

Zhang Cong, Guan Shuan 2006, Rice figure identification based on an image analysis. Cereal 

Zhong Zhiguang, Yi Jianqiang, Zhao Dongbin 2005. A geometric approach for camera 

 

J W Van Eck et al. 1998, Accurate measurement of size and  shape of cucumber fruits with 

image analysis. J Aagric Engng Res. (70):335-343. 

image processing. Transaction of the Chinese society of agricultural machinery. 26(2):52-57.

294 Hua Gao et al.

of The Chinese Society of Agricultural Engineering. 20(3):276-280. 

calibration based on point pairs. Robot. 1(27):31-35 

& Feed Industry. 6: 5-7 



 

  

REPRESENTATION AND CALCULATION 

METHOD OF PLANT ROOT 

Hua Gao
,*1

, Yaqin Wang
2,1
, Zhijun Wang

1
 

1 College of Information Science & Engineering, Shandong Agricultural University, Taian, 

China, 271018  
2 College of Geo Info. Science and Technology, Shandong University of Science and 

Technology, Tsingdao, China, 266510  

Abstract: In order to quantitatively analyze plant root growth and construct plant root 

growth model, a root system representation model based on tree-form data 

structure is proposed in this paper. After processing and analyzing root image, 

the information of root, such as length, diameter, number of child root, 

position of child root, angle of child root etc., is stored in a node of this tree-

form data structure. The accurate representation of root system is realized, 

which provides a foundation for the extraction and analysis of various root 

parameters. The specific algorithm is presented too. 

root image, representation model, tree-form data structure, image processing  

1. INTRODUCTION 

The architecture of plant root is the spatial configuration and distribution 
during its growth. It has an important effect on the nutrition and water 
absorption for plant from environment and soil. Studying the characteristics 
of plant root architecture can help people to deeply recognize plant root 
distribution, configuration, function, and to estimate the ability as well as to 
describe the process of plant root acquiring nutrition from soil in detail. 

Root configuration includes stereo and planar configuration. Stereo 
configuration is a 3-D spatial distribution of different types of roots in 
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medium. Planar geometric configuration is a 2-D planar distribution of 
various roots of the same root system along the root axis (Ge, 2002). In order 
to understand actual situation of growth and distribution of plant root in the 
soil, many measuring methods for root system have been studied (Luo, 
2004). This kind of research has begun since 18 century. 

The research of computer recognition for plant root growth characteristic 
has been paid a significant attention all over the world. Each country has 
made a different degree of progress (Zoom FC, 1990; Shuman LM, 1993; 
Hu XJ, 2003). But the algorithm is not mature and the effect is not good. 

In order to quantitatively analyze plant root growth and construct plant 
root growth model, an image processing-based plant root tree-form 
representation method is proposed in this paper. By using this method, the 
whole plant root architecture is expressed with a tree-form data structure. In 
this data structure, a root is represented with a node, and a child root is 
expressed with a child node. Experimental results show that this method can 
represent plant root architecture simply, naturally and accurately. 

With above tree-form data structure, the root data can be stored into this 
structure. Based on image processing, the analysis and calculation of plant 
root can be implemented. Furthermore, an image thinning-based root system 
search algorithm is proposed in this paper. On the basis of binarization, 
filtering and thinning of original image, this method searches the whole root 
image with a breadth first search. After corresponding calculation and 
judgment, the calculation result information is stored into tree-form data 
structure. As a result, the representation of plant root is performed, which 
provides a solid foundation for the retrieval and analysis of various plant 
root parameters. 

2. PLANT ROOT TREE-FORM REPRESENTATION 

DATA STRUCTURE  

A multi-way tree structure is used to express a whole plant root. Here, 
main node expresses main root, while every child node expresses each child 
root. Main node and child node are represented with the same data structure, 
which includes description information and two chained lists. One chained 
list records detail information of current root, while the other records child 
root information. 

Data structure of “expression tree” node: 
<child root ID>; 
<start point coordinates>; 
<length>; 
<included angle with parent root>; 
<expression chained list>; 
<number of child root>; 
<chained list of child root>. 
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 Data structure of expression chained list: 
<coordinates>; 
<width>. 
 
Data structure of child root chained list: 
<child root ID>; 
<start point coordinates>. 

With above data structure of expression tree, root information can be 
stored into this structure. In this paper, the measurement and calculation of 
plant root is realized based on image processing. 

3. ACQUISITION OF ROOT IMAGE 

It is the first step or even the very critical step for image processing and 
analysis to acquire appropriate and high quality image. The obtained root 
image should satisfy following conditions: 

(1) It includes all the external figure information of measured root; 
(2) It should be separated easily from background image; 
(3) Useless background information should be reduced as much as 

possible. 

Based on above three requests, it is needed to take following four 
measures when root image shooting. 

(1) In order to separate root image from background easily, blue A4 
paper is used as background, which has a bigger color difference with root 
system. 

(2) In order to ensure measured root system has an even light 
requirement along shooting direction, so as to catch high quality image, 
incandescence lamp with diffusion property is used as light source. 

(3) The measured root system should be laid as a plane surface when 
shooting. It is easy to realize. Generally speaking, common plant root is 
flexible. When the root is laid on the desk, it is nearly planar. Moreover, it is 
imperative that the root should be laid without crossover. 

(4) The end of main root should be laid on the topside so as to be 
searched easily. 

4. IMAGE PREPROCESSING  

Firstly, the original image is processed by binarization, filtering and 
thinning to obtain a search image with only one single pixel width. See 
figure 1 to figure 3. 
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5. IMAGE SEARCH ALGORITHM 

The first step of this algorithm is finding start point of main root: When 
thinning image is scanned, the first point encountered is the start point of 
main root. Then, the root node of expression tree can be generated. The data 
is initialized as follows:  

<start point coordinate> = start point coordinate; 
<length>=0; 
<included angle with parent root> =0; 
<expression chained list>=empty; 
<child root number>=0; 
<child root chained list>=empty 

The search is begun. The algorithm searches the unlabeled point all the 
way. When a point is found, it will be labeled and be judged whether it has 
branches. See figure 4. In figure 4,  represents labeled pixel point,  
represents unlabeled pixel point, and  represents current pixel point to be 
processed. In order to determine branch point, the number of 8-
neighborhood pixel point except labeled point of current pixel point is used. 
The method is: if current pixel point has no 8-neighborhood pixel point 
except labeled point, this point is end point. If there is one 8-neigborhood 
point, it has no branch. If there are two or more than two 8-neighborhood 
points, it is a branch point. There are different processing methods according 
to different number of branches. 
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Figure 3. Thinning root image Figure  2. Binary root imageFigure 1. Original root image 



 

Figure 4. Sketch map of branch situation 

Here, current pixel point has no 8-neighborhood pixel point except labeled 
point. See figure 4(a).  

Let’s label this point; 
<length>=<length>+1; 
Add a node in <expression chained list>; 
<coordinate>=current point coordinate; 
<width>=1; 

After this node is processed, the brother node or child node will be 
processed. If all the nodes in this layer have been processed, the next one to 
be processed is child node. Otherwise, the next one is brother node. 

It is obvious that this point has no branch. See figure 4(b). 
Let’s calculate the root diameter of this point. That is to say to calculate 

the root image width of this point. According to the coordinate of this point, 
the two boundary points on the binary image are searched. Then, the 
distance D between these two boundary points represents diameter of root in 
this point. 

Let’s label this point; 

<length>=<length>+1; 
Add a node in <expression chained list>; 
<coordinate>=current point coordinate; 
<width>=D 

The neighborhood point is used as current point. 

It is obvious that there are two branches in this point. Then this point has a 
child root. See figure 4 (c). 

Figure 5. Main root and child root distinguishing in two branches 

At this time, it is needed to search the third point behind neighborhood 
point along two neighborhood points separately (if there are less than three 
points after neighborhood point, it seemed as noise and should be removed). 
Then the included angle between each branch and main root are calculated. 
Supposed that current point is A, the third point before current point is B, 
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(1)  If current point is end point: 

(2)  There is only one 8-neighborhood point: 

(3)  If there are two 8-neighborhood points: 



 
and two third points of two branches are C and D separately. See figure 5. 
The two included angles of two branches are as follows: 
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Here AB, AC, BC, and BD represent distance between two points. 

Let’s compare 1θ  with 2θ , the bigger one is main root, and smaller one is 

child root. 

Let’s label this point; 
<length>=<length>+1; 
Add a node in <expression chained list>; 
<coordinate>=current point coordinate; 
<width>=D; 
<child root number>=<child root number>+1 
Add a node in <child root chained list>; 
<child root number>=previous <child root number> +1; 
<start point coordinate>= current point coordinate; 

The neighborhood point with smaller included angle is used as current 
point. 

three branches. See figure 4(d). 

 
Figure 6. Three branches distinguishing 

Now there are two situations. The first situation is that this point is the 
cross point of two roots. The middle path is current root. The other two paths 
form anther root. The second situation is that there are two child roots except 
main root. This can be judged according to the included angle of two paths. 
See figure 6. 

ACAB

BCACAB
BAC

⋅

−+
=∠= −

2
cos

222
1θ  

If , this point is a cross point of two roots. The other root need not 
be processed. The procedure is the same as step �. But the tag of this point 
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(4) If there are three 8-neighborhood points, it shows that this point has 

θ >165°



 

root. The node data should be modified (add two child roots). 
To repeat above procedure until end point is found. After main root is 

processed, the child root of main root will be searched one by one. Because 
there may exist loop during the search, the breadth first search method 
instead of deep first search is used. 

6. CONCLUSIONS 

The root system is fully represented by tree-form data structure. The 
information such as root length, root diameter, number of child root, position 
of child root, angle of child root etc. is stored in a node. The accurate 
representation of root system is realized, which provides a foundation for the 
extraction and analysis of various root parameters. 

However, the research of root system is on a plane surface in this paper. 
Further research can be finished on the stereo image of root system to realize 
analysis of stereo spatial configuration of root system.  

Moreover, the algorithm proposed in this paper can only detect root 
configuration parameters of tap root system. It needs to be perfected in 
future, so as to realize the measurement of root configuration parameter for 
every kind of root system. 
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Abstract: Image processing technology is more commonly applied to such fields as 

virtual reality, biological medicine and permeates rapidly through agricultural 

analyzing dairy cow types based on image processing, which consists of 

operating and the interactive measurement of type character parameter for 

dairy cow. We use NI Lab windows/CVI and NI IMAQ Vision to develop the 

system software. The key purpose of image preconditioning is to clear up 

noise, and we use median filtering to eliminate noise during this process. 

Adopting image measurement method to make dairy cow type linear appraisal 

is convenient and swift, precision satisfying the request, being able to replace 

manual appraisal. The system conduces greatly to application research of 

image processing technology in the type linear appraisal for dairy cows. 

Keywords: 

1. INTRODUCTION 

Dairy cow type linear appraisal, which was used formally in dairy cow 
type appraisal in 1983, is a type appraisal method that was developed in 
America in 1980s (Li et al., 2002; Liu et al., 1994; Chu et al., 1996). The 
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since 1987. The trial standard and demand of appraisal was released in 1995, 
which stipulates fifteen first-class trait indexes for appraisal (Dao, 2002). 
The information of type conformation and appearance was used in cattle’s 
inheritance appraisal in China from the result of linear appraisal. Because the 
items of dairy cow appraisal and data processed are too much, it is necessary 
to develop a rational and efficient dairy cow linear appraisal system based on 
computer image processing instead of manual appraisal. 

At present, image processing technology is more and more applied to such 
fields as industry measurement, control and guide, virtual reality and biology 
medicine so on, and permeates rapidly through agriculture scientific research 
and produce technology field. Image measuring method makes dairy cow 
type linear appraisal, which not only reduces workload but also gets rid of 
the shortcoming of manual appraisal standard changing with men and time 
changing and the disadvantage of lacking impersonal impartiality. Shunsan 
Chen, one of graduate students in China Agricultural University, has studied 
image processing technology of dairy cow type linear appraisal, but they 
only selected monochrome acquisition board so that the information that was 
acquired was not enough and measurement was inaccurate. Moreover they 

acquire dairy cow image, color image acquisition board to convert its signal 
into digital signal, image processing technology to measure every trait, so 
that measurement precision improved and workload is reduced. 

There are at least several meanings to use image measurement method in 
dairy cow type linear appraisal as follows: 

the shortcoming of manual appraisal standard changing with men and time 
changing and the disadvantage of lacking impersonal impartiality. 

2. 
AND MEASUREMENT SYSTEM 

2.1 System hardware design  

System hardware is made up of computer, system display, image 

acquisition board is DH-CG300 type color video acquisition board made by 

they can not appraise all traits automatically. The system adopts a camera to 

monitored; (2) Workload of manual measurement is not only more but also 

measured only 9 traits, other 6 traits have been given score by eyeballing, so 

(1) It is a not touched measurement method and does not disturb object 

has definite danger, which is avoided by computer measuring; (3) Get rid of 

acquisition board, CCD Camera, printer and so on, as Fig. 1 shows. Image 

SCHEME DESIGN OF IMAGE ACQUISITION 
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route D/A, color image signal may be inputted to R, G, B three frames 
deposit body at the same time, and also saved in R, G, B three frames 

 

2.2 Software design of the system 

IMAQ Vision is a advanced image processing analysis software package. It 

development course of user image processing and machine vision 
application. Lab Windows/CVI6.0 (Zhang et al., 2002) is development 
environment of virtual instruments, holding libraries of powerful function 
which is used to build the application program of data acquisition and 
instrument control. Developing program can use developed C language 
object module, DLL, C static library and instrument driver program. It 
integrates source code programming, 32 bit ANSIC compiling, connecting, 
debugging and standard ANSIC library in a interactive development 
platform. Lab Windows/CVI provides plenty of functional libraries for user 

Study on Linear Appraisal of Dairy Cow’s Conformation 

24 BIT; Daheng company, image resolution is maximal:  PAL: 768×576×
NTSC:640×480×24 BIT, supporting single field, single frame, continuous 

vidicon scanning area), signal-to-noise is about 50 db. 

field and continuous frame acquisition way, having red, green and blue three 

scanning area is 4.89 (horizontal) × 3.67 (vertical) mm (corresponding 1/3inch 

deposit body separately. CCD camera applies Panasonic WV-CP240/G color 

Dairy cow image may be acquired real-time, and also use dairy cow picture 
by scanner scanning. Concrete steps as follows: camera acquires dairy cow 
picture, and converts it into digital image file, image file are inputted computer 
by color image acquisition board, after that, first converting color image into 
gray image, then computer processing measuring dairy cow gray image and 
calculating the score of linear appraisal. 

includes a set of rich MMX optimized library, having gray, color and binary 

and image morphological processing etc functions, improving rapidly the

Vision and NI Lab Window/CVI 6.0. Operating system is Chinese Win2000. 

image displaying, processing (statistic filtering and geometry transform)

The development tool (Deng et al., 2001) of system software is NI IMAQ 
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Fig. 1. The block diagram of the hardware structure

camera, its pixel is 752 (horizontal)× 582 (vertical), CCD is row transform, its 



transferring, including VXI, GPIB, serial, hardware control subprogram of 
data acquisition board and 600 source code instrument driver program, in 

instrument design application. 

3. REALIZATION OF CHARACTER CLICK POINTS 

OPERATING 

3.1 Image acquisition and preprocessing  

The quality of image acquisition is one of main factors which decide the 

so background should be chosen blue one and lighting should adopt 
reflection light, which can avoid shadow and reduce measurement error. 
With dairy cow in the standard state of four limbs coexisting, acquire three 
positive side images, choose the clearest one, similarly positive frontage and 
positive rear three, and separately choose the clearest one. After passing 
through window reduced, image of entering inspect view is saved, which 
will decrease processing time and economize storage space.  

Making dairy cow image processing is difficult, because of black and 

is RGB pattern, it is necessary to change RGB pattern into HSL pattern by 
extracting Saturation S value, so that color image is converted into gray scale 

et al., 2003). 
The system applies to median filtering to wipe off noise. In some 

condition, median filtering method may not only eliminate noise, but also 
protect image edge to gain satisfactory recover. Basic principle of median 
filtering is that a point in the digital image or numerical sequence is replaced 
by the middle value of every point value in a neighborhood of the point. 

Assume that there is one dimension array x1,x2,x3,…,xn, according to size 
order ranged just as x(1) x(2) x(3) x(n) 

So that their median filtering output is written as 

y=med(x1,x2,x3, ,xn) 

Dongping Qian et al.

addition, file I/O function, advanced analysis library (including signal filter 
design and curve fitting function) etc, almost holding all functions for 

precision of type appraisal, requiring acquiring image layer to be abundant, 

image to realize gray scale processing of dairy cow (Huang et al., 2000; Zhou 

white figure of dairy cow affecting. The image which this research acquires 

≤ ≤ ≤…

…
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detail to be clear, background contrast to be big (Jimenez et al., 1998–2002); 



             

   (1) 

Median filtering is easy to extend two dimensions; here two dimension of 
some formal can be used. Each point gray scale value of digital image is 

expressed as ( ){ }2

, ,, Ijix ji ∈ , two dimension median filtering is calculated 
as 
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Where A is filtering window 
3 window. 

and median filtering. It can be seen that mean filtering wipes off noise, and 
blur dairy cow’s image edge simultaneously, the effect of median filtering is 
better, not only wiping off noise availably, but also saving image edge 

 

3.2 Calibration  

In control of system, click to standard ruler then measure the number of 
pixel between two points 1 input corresponding trim size l1, 
consequently  work out trim size that each pixel delegates s1=l1/n1, measure 
the number of pixel between character two points n2, again multiply s1, 
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Filtering window chooses 3×
Fig. 2 shows that dairy cow’s edge image is smoothed by mean filtering 

n ,  and 
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information clearer (Castlman, 2002). 

Fig. 2. Diary cow’s edge image

(a) Mean Filtering  (b) Median Filtering



length of two points, using cosine theorem gains angle among three points 
(Xu et al., 2002). 

4. THE INTERACTIVE MEASUERMENT OF TYPE 

CHARACTER PARAMETER FOR DAIRY COW 

The measurement of most character for dairy cow may convert to measure 
the distance between two points or angle among three points, therefore make 

follows.  

Line out wither point and point of intersection between wither point and 
ground then gain body height of dairy cow.  

ischium and horizontal make linear grade. Line out hip point and ischium 
point then gain rump angle. 

make linear grade. At the front hip point and ischium point are lined out.  

according to the angle of hock angle at the tarsal joint make linear grade. 
Tag three points on the hock of rear legs at the side view fig then work out 
the angle of hock angle. 

Dongping Qian et al.

sign for corresponding character points. Fig. 3 shows interface of clicking 

(1) Stature: according to the height of wither point make linear grade. 

operation. The measurement way of each type character for dairy cow as 

(4) Rump width: according to thurl make linear grade. Line out two 

(3) Rump length: according to the length of line between hip and ischium 

(5) Rear legs side view: look at the posture of rear legs from side, 
points of thurl at rear view figure then gain rump width. 
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(2) Rump angle: according to angle between the line of hip connecting 

Fig. 3. The operation interface of dairy cow characteristic clicking

educe dairy cow length between two points. According to the measured 



 

ischium and hock point make linear grade. Tag right and left attachment 

front.  

hock make linear, and line out the placement of udder floor at rear view fig 
then udder depth. 

abdominal wall. 

suspensory ligament. 
Four fuzzy traits such as strength, body depth, dairy form, teat placement 

rear view are given to grade by eyes. 

5. GRADE TEST 

Primary test chose image of six dairy cows to make appraisal, making 
image click then measure appraisal to eleven traits such as stature, rump 
width, rump length, rump angle, rear legs side view, udder depth, rear udder 
height, rear udder width, foot angle, fore udder attachment, suspensory 
ligament, giving appraisal to four fuzzy traits such as strength, body depth, 

uniform scale size that represents different state between two extremeness of 

embody better or inferior of type trait, gain linear appraisal of dairy cow, 
after that, convert them to functional appraisal, finally work out total 
appraisal. The time which appraising each dairy cow takes is less than 3 min, 

most measurement precision, appraisal result of computer image appraisal 
are compared with mutual appraisal, which biggest absolute error is 1.3 cm, 
relative error 0.9%. The biggest error between computer appraisal and 
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(7) Rear udder height: according to rear udder attachment point 

(8) Rear udder width: according to the width of two attachment points of 

(transition point of rear legs socket connecting udder) changing between 

(9) Udder depth: according to relative position of udder bottom plane and 

point, ischium point, hock point then work out rear udder height. 

rear view udder make linear grade. Two attachment points are tagged in 

(11) Suspensory ligament: depth from rear udder basal to median 

(10) Fore udder attachment: the angle of joint of udder fore hem and 

dairy form, teat placement rear view by eyes. Because linear appraisal is 

of dairy cow’s conformation based on image processing for six dairy cows.

which is less than 5 min standard regulating, choosing stature that can reflect 

Table 1, it can be seen appraisal results is gained by linear appraisal method 

biology, it can not illuminate good or bad of each type trait exactly. To 

mutual appraisal is 4 point, which is within confessional range. From
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bottom make linear grade. Tag three points on the toes, hoof parietal and 
hoof bottom then gain foot angle. 

(6) Foot angle: according to the angle between hoof parietal and hoof 



4  137.1 136.4 76 78 G 

5  141.3 139.7 84 80 G+ 

6  132.4 132.2 67 69 F 

6.  CONCLUSIONS 

image processing IMAQ Vision put up the development of type linear 
appraisal system for dairy cow, which is feasible in technology and conduces 

linear appraisal for dairy cow, and which makes system take on such 
characters as interface friendly, agility using easily, favorable extensibility. 

replace manual appraisal. 

acquired. The more evident administrative levels of image are, the clearer 
character points are, the bigger background contrast is, the higher orientation 
precision is. 
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Abstract: 

feeding based on the individual status of livestock. The special swine entity is 

recognized in hoggery locale and its individual information is prompted, so the 

individual data can be inputted immediately in locale. The RFID middleware 

that satisfies the requirement of enterprise is designed and actualized; RFID 

system is integrated seamlessly with the existing ERP system. 

breeder swine, precision feeding, RFID, middleware 

1. INTRODUCTION  

RFID (Radio Frequency Identification) is a new technology that can 
collect and process information quickly and correctly. It identifies the target 
object with radio signal automatically and obtains the unique identification 
and other information of a special entity (Harry, 2006). Thereby, the projects 
of adopting RFID tag to identify and track animal are more and more 
popular in recent years. The advantages of RFID tag compared with barcode 
ear-tag are anti-dirt, perdurable, wireless recognizing in a long distance, 
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recognizing the moving object, storing and modifying certain data in the tag 
(Lu CH et al., 2006). 

The research and practice of applying RFID in precision feeding of 
livestock has been carried out for almost twenty years internationally, and 
mainly focused on dairy cattle feeding. For example, RFID tags are used to 
recognize individual cow, determine the milking interval and reckon the 
milk production, determine the formula of concentrate supplement feed 
according to the body status of cow, determine the position of milker-
machine according to the position of teats of different cow, monitor the 
change of milk quality and locomotion quantity of individual cow, etc (Tan 
XQ, 2006).  

(Xiong BH, 2005), disease resistance in dairy cattle (Liu PH, 2005), safety 
tracing of factory pork production (Lu CH, 2006), pork quality monitoring 
and food safety (Liu Y, 2006), etc.  

RFID was researched to apply precision feeding of breeder swine in our 
project. Concretely, there are the following requirements or goals: 

1) The feeder can acquire his intraday tasks with PDA and wireless 
network and recognize individual breeder swine with RFID tag, so that the 
feeding, mating, delivery, epidemic prevention and other tasks can be 
validated and implemented correctly;  

2) The feeder can input individual data immediately in the hoggery with 
PDA and wireless network so as to update individual status of swine in 
management system faster and more correct. The RFID system is integrated 
seamlessly with existing management system and ERP (Enterprise Resource 
Planning) system of enterprise, the producing flow and schedule can be 
managed and monitored in real time. This requirement is based on the 
disadvantage of current mode, i.e. producing data is written on paper at first, 
and then inputted into computer. Not only data can’t be updated on time, but 
also be mistakable.  

3) RFID tags are used to identify the swine, feeders, containers and other 
important material, and the passive tag readers are installed at appropriate 
sites in hoggery, so that the system can ascertain and track the position of 
swine, feeders and so on; 

4) According to the swine’s individual status of physiology and health, the 
series of foodstuff formulas for swine are optimized in the goals of nutrition 
balance and lower cost, and the swine’s daily nutritional requirement for 
routine foodstuff and micronutrient is ensured.  

So far, the enterprise’s existing Hoggery Management System and ERP 
System has been running for more than three years, thereby, the RFID 
middleware is needed to research that integrate RFID system and existing 
ERP System. 
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In P. R. China, RFID in agriculture are used in dairy cattle precision feeding 
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2. USUAL STRUCTURE OF RFID MIDDLEWARE  

RFID middleware is a kind of Message-Oriented Middleware, information 
is transmitted from one module to other in form of message. RFID 
middleware is situated between RFID reader and enterprise application (such 
as SCM and ERP), it is the software supporting for development and running 
of RFID Application (Luckham DC et al., 1998). The main roles are filter, 
synthesize, compute the events and data related to the tags read by readers, 
thus it can reduce original data transmitted from readers to enterprise 
applications and increase meaningful information abstracted from original 

Operating System and database from the RFID hardware, such as tag, chip, 
antenna and reader, and it harmonizes the running of enterprise application 
(Astley, 2001) (Clark S et al., 2003).  

Presently, the providers of RFID middleware include IBM, Microsoft, 
Oracle, Sybase, Sun etc (Wu M, 2007). Fig. 1 shows the structure of IBM 
WebSphere RFID Middleware. This middleware include two parts, Edge 

 

Edge controller is responsible for the communication with RFID hardware, 
which filters and synthesizes the data reading by reader and provides to 
Premises Server. Premises Server serves as the center of information 
collected by all RFID devices, it stores data and integrate with the 
management system of enterprise. Edge controller communicates with 
Premise Server in the mode of Publishing Topic and Subscribing Topic. The 
topics are published to and subscribed from Microbroker Bus. 
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Figure 1. The structure of IBM RFID middleware 

data (Ding ZH, 2006) (Wang W et al., 2005). RFID middleware shields 

controller and Premises Server (Liu FG, 2006). 



 
After readers reads tag data, Filter Container will filter tag data, and then 

publish to Microbroker Bus. Premises Server acquire tag data from 
Microbroker Bus, the Message-driven Bean in WAS will filter and clean up 
the data farther, then the data will be provided by MQ to enterprise 
application in format of XML.  

Microsoft’s BizTalk RFID provides an open interface based on XML and 
Web Services, various hardware (such as RFID, bar code, IC card) 
compatible with DSPI (Device Service Provider Interface) can be Plug and 
Play in Microsoft Windows, besides that OM/API is provided, the 
application program can be coded in Managed Code (such as C++.Net, 
VB.Net, etc.). Oracle has designed Oracle Sensor Edge Server embedded in 
Server 10g; it actualizes the data collecting, grouping, rule filtering, data 
packing and routing, organizing and managing of internal data queue before 
transmission (Wu M, 2007). The RFID middleware provided by Microsoft, 
IBM, Oracle usually are based on their own kernel production and 

2006). 

3. RFID MIDDLEWARE IN PRECISION FEEDING 

SYSTEM OF BREEDER SWINE  

The background of project in this research is to actualize Precision 
Feeding System of Breeder Swine (PFSBS) in one agricultural leader 
enterprise of South China. This enterprise adopts “company + farmer” as 
producing mode, the productions include chicken, duck, swine and dairy 
cattle. ERP System has been actualized in the whole enterprise and Hoggery 
Management System in seven hoggeries of breeder swine.  

In Precision Feeding System of Breeder Swine based on RFID, hardware 
mainly include RFID tag, reader, PDA, wireless network, hoggery server 
(workstation), ERP server (IBM minicomputer) etc.; software mainly 
include RFID middleware, application software of Precision Feeding System 
of Breeder Swine, ERP system, etc. The existing ERP System in enterprise 
adopts Oracle as Database Manage System; Sun Jsdk was selected to 
develop RFID middleware. 

The structure of RFID middleware designed in PFSBS includes five 
modules, i.e. Reader Communication Interface, Event Manager, Process 
Manager, Mobile User Interface and Application Software Interface (Brock 
D, 2001) (Harry KH Chow et al., 2006). Fig. 2 shows the structure of RFID 
middleware and the relationship with other software and hardware. 
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technology, and may has more dependence and less expansibility (Ding ZH, 

The roles of Reader Communication Interface include configuring and 
monitoring and starting Passive Tag Reader, reading RFID tag data and 
transmitting to Event Manager. Additional functions include cooperation 
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Figure 2. RFID middleware in PFSBS 

between readers, anti-collision reading and writing, etc (Daniel W, 2002). 
The whole RFID system’s usability and reliability will be depended on 
correct tag data provided by this module. 

2006): 

1) Data filtering: the wrong or redundant tag data read will be filtered, so 
that useful and important events will be found out, the number of event 
transmit to Process Manager will be reduced. Overfull data can also be 
buffered. Effective operations of filtering include grouping, counting, 
deleting redundant data, etc. 

2) Data routing: different data will be transmitted to different applications 
according to pre-setting.  

3) Event integrating: based on the actual event occurred in system, the 
subsets of event matching some pattern are extracted, and high-level events 
that accord with user’s definition are produced and outputted. Such event 
usually has abundant semantic information, and is easy to be comprehended 
by applications and users.  

Process Manager will ensure that processing sequence and logic of 
data/event is correct in terms of relevant rules. For example, reminding the 
feeder when he inputs an out-range data. After receiving the data inputted by 
feeder, Process Manager will update the processing state of the event 
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Event Manager has following main function (Britton C, 2001) (Ding ZH, 



 
accordingly, every event could have four states: Ready, Executing, Complete 
or Problem. 

Mobile User Interface is connected with PDA via wireless network, the 
first role is to display the information of swine related with current tag on 
PDA, such as breed variety, breed state, feeding plan, immunity measure, 
intraday task, etc. For substituting for traditional working mode of writing-
on-paper, the second role is receive some producing parameters of current 
swine, which was inputted by the feeder in locale, such as mating date, 
semen ID, aborting date, delivering date, number of alive piglets, number of 
dead piglets, litter weight after delivery, litter weight when 21 days old, etc, 
all these data will be checked up by Process Manager before transmitting to 
Application Software Interface.  

Application Software Interface connects RFID middleware with various 
high-level applications (such as Hoggery Management System, ERP System) 
or data warehouse. It transforms data into appropriate format before 
transmitting to high-level systems, it integrates RFID with ERP System 
finally.  

Level by level up through these five modules, RFID tag data is 
transformed to match the applications’ requirement, and is introduced into 
Hoggery Management System and ERP System. The goal of integrating 
RFID with existing ERP System has been achieved.  

and Fig. 4 is Tag data updating. 

Figure 3. Data flow by Tag data reading 
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Fig. 3 and Fig. 4 are the diagrams of data flow. Fig. 3 is Tag data reading, 
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Figure 4. Data flow by Tag data updating 

4. CONCLUDING REMARKS  

RFID middleware provides the interface with RFID devices as well as the 
interface integrated with enterprise applications, but the research about RFID 
middleware is just a rising domain internationally, there is still not enough 
acknowledged production and comprehensive application.  

In Precision Feeding System of Breeder Swine based on RFID, RFID was 
used to collect individual information of swine, every swine has its special 
tag. IT is banded together with the adjusting of nutrition model, so as to 
actualize the precision feeding based on the individual status of livestock. 
The special individual swine is identified in hoggery locale and its individual 
information is prompted, so the corresponding breeding measures can be 
validated for implementing.  

For integrating RFID system with ERP System, it is necessary to study 
RFID middleware, so the RFID middleware is designed and actualized that 
accord with the requirement of enterprise. The following work will be 
debugging and perfecting current RFID Middleware System in practical 
running, and extent to other livestock feeding systems in enterprise gradually. 
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Abstract: 

2000.The remote sensing and GIS methods were used to find the changes 

temporally and spatially. The result indicates: the forests were fallen in a large 

area, from 49.46% to 39.03% of total land area.  Simultaneously, the croplands 

were increased rapidly from 26.02% to 37.42%. The conversion of forests and 

croplands were the main activities of landuse. Oppositely, Urbanization 

resulted in the decrease of the croplands in Southeast China during this period. 

In order to predict the landuse in 2015 and 2030 in this region, the CA-Markov 

model was taken. The predicting result indicates: From 2000 to 2015, 2000 to 

2030, the croplands would increase 2.53% and 2.85% respectively, which 

account that the croplands exploitation reached a peak, only a small area of 

land can be used in croplands. 

Markov 

1. INTRODUCTION 

degradation on account of its climate, its geography and considerable 

decades have arguably been the most widespread and intense in China’s 
history. In Southeast China, the urban extending and cultivated land 
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Nenjiang County experienced intense land use / cover changes during 1985–

warming (Turner et al., 1994). Recently, China is susceptible to land 
Land use/cover change is one of important factors that resulted in global 
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shrinking are the main activities. Oppositely, cropland increased in the 
Northeast China. The Nenjiang County is the typical area that the croplands 

The objectives of this study are (1) to analyze the temporal and spatial 

the land use of Nenjiang region in 2015 and 2030 based on CA-Markov 
model. 

2. DATA AND METHODS 

2.1 Study area 

Nenjiang County is located in the West of Heilongjiang province, China 

30 ,  N48 42 05 ,  Fig. 1). It 
belongs to North Temperate Zone and continental monsoon climate where 
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increased and the forest decreased (YE. Baoying, 2003).  

changes of Nenjiang county during 1985–2000; (2) to simulating and predict 

Fig. 1. The location of the study area  

′ ″′ ′ ″ ″30″(E124°44 –126°49 35 – 51°00′°

the annul temperature is –0.1°C,  and annul average rainfall is 550–600mm.
The forest is the one of main land use types, mostly covering the low hill in
the north. The cropland was planted in the south, which is a part of Nenjiang
alluvial plain that is the main food supplying base of China.  



 2.2 Image and process 

Four TM(1985) and 4 ETM+(2000) scenes covering the region were used. 
The images were processed in the Erdas 9.1 (Leica, 2006), the process 
included band combination, color enhance and geometric correction, which 

1:100000, and a RMS less than 1 pixel. The images were resampling to 30m 
with the bilinear interpolation. 

The artificially and interactively interpreting method was taken to extract 

subclasses for this region. The main classes consist of cropland, forest, 
grassland, waters, urban/built-up land, and swamp. The ArcGIS 9.2 (ESRI, 

from the images of 1985 and 2000.The classified precision were evaluated is 

2.3 

Markov chain is a series of random values whose probabilities at a time 
interval depend on the value of the number at the previous time. A given 
parcel of land theoretically may change from one category of landuse, to any 
other, at any time. Markovian analysis uses matrices that represent all the 
multi-directional landuse changes between all the mutually exclusive 
landuse categories.  

The Markov chain equation was constructed using the landuse 
distributions at the beginning (Mt) and at the end (Mt+1) of a discrete time 
period as well as a transition matrix (MLc) representing the landuse changes 
that occurred during that period. Under the assumption that the sample is 
representative of the region, these proportional changes become probabilities 
of landuse change over the entire sample area and form the transition 
matrices. The three matrices created above were then assembled to form a 

 
Where U t represents the probability of any given point being classified as 

urban at time t, and LC ua   represents the probability that an agricultural point 
at t will change into urban land by t + 1 and so on. Iteration of this matrix 
equation derives the equilibrium matrix Q which by definition occurs when 

Simulating Land Use/Cover Changes of Nenjiang County 

the 20–30 GCPS were collected from the topologic map at a scale of 

the land use/cover classifying information. We used 6 main classes and 24 

2006) were used to interpret and extract the vector data of land use/cover 

88.95% (YE Baoying, 2002). 

Markov chain 

Michael R et al.,1994): ‘link’ in the Markov chain using the following equation (
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the multiplication of the column vector (landuse distribution) by the 

LC * M t = Mt+ 

2.4 CA model 

Cellular automata (CA) were firstly used by Von Neumann (Von 
Neumann J, 1966) for self-reproducible systems. CA is discrete dynamic 
systems in which the state of each cell at time t+1 is determined by the stated 
of its neighboring cells at time according the pre-defined transition rules. CA 
as a method with temporal-spatial dynamics can simulate the evolution of 
things in two dimensions. This method has been widely applied in many 
fields of geography. Especially, it was used earlier to modeling the city 

CA is inherently spatial and dynamic, which makes them ideal choices for 
the representation of spatial and dynamic processes. Because of these 
properties they have been widely used in land use simulations. Furthermore, 
they are simple and computationally efficient and therefore make it possible 
to model land use dynamics at high resolution. 

The similarities between CA and raster GIS data structure have led to the 
implementation of CA models inside GIS by many researchers. CA serves as 
analytical engines to enable dynamic modeling within GIS. Integrated GIS 
and CA models for the dynamic simulation of land use changes can generate 
realistic simulations of land use patterns and spatial structure. 

2.5 CA－－－－Markov model 

Markov chain and CA both are the discrete dynamic model in time and 
state. One inherent problem with Markov is that it provides no sense of 
geography. The transition probabilities may be accurate on per category 
basis, but there is no knowledge of the spatial distribution of occurrences 
within each landuse category. We will use CA to add spatial character to the 

well. In this paper, we take the Idrisi GIS software to simulate the land use in 
this region. This model needs some parameters as follows: 

(1) Landuse data of 2000 is specified as the initial image. The transition 
probabilities areas from the years 1985 to 2000 were used for Markov 
conditional probability matrix.  

(2) Generate the suitability maps: according to the underlying landuse 
change dynamics between the years 1985 and 2000, a series of suitability 
maps consisting of cropland, forest, grassland, urban/built-up land were 
empirically derived from the land cover images, which values are 

Baoying Ye, Zhongke Bai 

M
1 = Mt . 

transition matrix yields the original column vector, i.e., 

1985, 1989; White R, 1993)  

model. The Idrisi 15 (Clark Labs, 2006) integrates CA with Markov very 
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growing and the land use evolution (Tobler WR, 1970; Couclelis H, 



 standardized between 0 and 255 waters, swamp are 

         

           

contiguity filter as follows: 

 
  
 
 

0 0 1 0 0 

0 1 1 1 0 

1 1 1 1 1 

0 1 1 1 0 

0 0 1 0 0 
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Fig. 2. The suitability map 
of croplands    

   

    Fig. 3. The suitability map 
of forests  

   Fig. 4. The suitability map 
of grasslands 

Fig. 5. The suitability map of 
urban/built-up land map of waters 

   Fig. 7. The suitability map 
of swamps 

factor to change the state of cells based on its neighbors. The filter is a 5 × 5 
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(Figs. 2–5). The 
conditional constraints, which is a bool value (Figs. 6–7). 

 (3) A CA filter is used to generate a spatial explicit contiguity-weighting 

(4) CA loops times: over a 15-year period to 2000 is used to predict the 
landuse in the 2015, and a 30-year period to 2030. 

  Fig. 6. The suitability 



 
3. RESULT AND ANALYSIS 

3.1 Changes from 1985 to 2000 

This region is the ecotone of cultivation and forests production. The forest 
covers on the low hill in the north of county. The cultivated land distributes 
in the plain of south, which is the part of Nenjiang River alluvial plain. From 

use type, covering the 48 percent of the total areas. The second main land 
use type is the cropland, which occupied 26.12 percent. Subsequently, the 
swamp occupied 17.53 percent, which distributes near the sides of river. 
Other landuses are less than 10 percent.  

From the year 1985 to 2000, the cropland increased rapidly from 26.12 

decreased substantially from 48.46 percent in 1985 to 39.03 percent in 

grassland decreased 2.22 percent, waters increased 0.6 percent, urban and 
built-up land increased 0.04 percent and the swamps decreased 0.73 percent. 
An analysis of the changes in table and figure shows: The forested lands 
have given way mainly to the expanding agriculture. The forests were felled 
took place on the foot of hill near the sides of river. An area of 147,231 hm2 

1,661 hm2 were converted into grasslands, and 609 hm2 replaced by the 

Baoying Ye, Zhongke Bai 

the land use/cover maps of the year 1985 (Fig. 8), the forest is the main land 

of Nenjiang County in 1985 County in 2000 

Fig. 9.  The classified land use/cover map 
of Nenjiang 

forests were converted into croplands during the year 1985 and 2000. Only 
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2000, a record loss of 9.43 percent. Other landuses changed slightly, which 

Fig.  8. The classified land use/cover map 

percent to 37.42 percent (Table 1, Figs. 8–9). The forested lands have however, 



 2

13,955 hm2 respectively. 
 

2

3.2 

Making use of the CA-Markov model, the land uses in the year 2015 and 

percent in 2000 to 39.95 percent in 2015, an increment of 2.43 percent. In 

percent. In the year of 2030, the cropland would account for 40.27 percent 
and the forested 36.48 percent. From this trend, the cropland increased is 

Simulating Land Use/Cover Changes of Nenjiang County 

Land use/cover simulation 

in 2030 were predicted. From Figs. 10–12, the cropland increased from 37.42 

2015. The forested lands decreased to 36.51 percent in 2015, a loss of 2.52 

limited since 2000. No more land is suitable to cropland.  

Fig. 10.  The land use/cover changes in 1985, 2000, 2015 and 2030 

 
   2000 

1985 Cropland Forest Grassland Waters Urban/built-up Swamp  

Cropland  0 1263  298 0 170 1666 

Forest  147231  0 1661 0 405 609 

Grassland  19693 686 0 194 28 679 

Waters  0  0  0 0 0  0 

Urban/built-up  0 0 0 0 0 0 

Swamp 13955 0 37 661 19 0 
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converted into croplands, which the converting areas are 19,693 hm  and 

Table 1. Major land use/cover conversions from 1985 to 2000 (unit:hm ) 

swamps. Besides of forests, the grasslands and swamps were also partly 
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4. CONCLUSION  

This paper presents the results for analyzing and predicting land use 
change by using remote sensing data, CA-Markov model. From this study of 
land use/cover changes in Nenjiang county between 1985 and 2000, some 
conclusions were obtain: The increase in agricultural areas from 26.12 
percent to 37.42 percent is closed related to the increase in population . The 
population has increased the demand fro food and has led to intensification 
of the shrink of forest and expansion of cultivated land. The simulation of 
land uses in the year 2015 and 2030 indicated that the suitable to croplands 
decreased rapidly after 2000. 
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Abstract: There are a variety of approaches to identify groups of genes that change in 
expression in response to a particular stimulus or environment. We here describe 
the application of suppression subtractive hybridization (SSH) for isolation and 
identification genes in the brain of common carp (Cyprinus carpio) under cold 
temperatures. The materials were prepared through cooling the hybrid F2 of 
purse red carp (cold-tolerant strains) and bighead carp (cold-sensitive species) to 
different regimes of temperatures. A subtracted cDNA library containing 2000 
clones was constructed. About 60 positive clones were identified to express 
differentially by dot blotting in screening 480 clones. Sequencing 26 clones and 
aligning in GenBank/EMBL database using blastn searching engine, 15 genes 
showed higher similarities with 85-98%. These annotated genes contained  
(1) genes for transcription factors and gene products involved in signal trans-
duction pathways such as zinc-finger protein, brevican; (2) genes involved in 
lipid metabolism such as Acyl-CoA synthetases, and (3) genes involved in the 
translational machinery such as cytochrome c oxidase, ependymin glycoprotein. 
In addition, real-time PCR was also conducted to validate these genes. To sum 
up, we believe this study will make an important contribution to elucidate the 
possible mechanisms on fish cold tolerance at a molecular level. 



 1. INTRODUCTION  

Temperature has been recognized as a major environmental factor at the 
molecular, cellular, tissue, organism and ecosystem levels of biological 
hierarchy. Low temperature may make the cell threaten by a number of 
physiological and developmental changes. For aquatic ectotherms, visually 
observed changes associated with decreased temperature include changes in 
behavior and coloration. As the decline of temperature, fish exhibits a 
general decline in activity, respiration capacity, immune capacity and an 
abrupt loss of equilibrium. In addition, many fish will cease feeding and its 
muscle become more rigid until to death. It is very necessary to improve the 
ability of cold tolerance in fish, which may be expected to enlarge the 
culture areas of some thermophilic fish and improve their disease-resistant 
ability. It is also important for the study of cold tolerance in all other 
organisms. 

Common carp (Cyprinus carpio) is a major kind of fish in the aquaculture 
industry around China, which can survive at the temperature ranging from 
0� to 35�. Many documents reported common carp could alter enzyme 
activities, membrane fluidities and behaviors to adapt to lower temperature. 
It is reported that lower temperature had an effect on lipid composition of 
cell membrane (Yeo et al., 1997). With the decline of temperature, fish 
produce lots of long-chain unsaturated fatty acid, which will promote 
membrane fluidity of cells. Cossins et al. (2002) also verified the importance 
of desaturase induction in the inducible cold tolerance of carp. As for the 
enzyme activities, Brown (1960) brought forth that there are two pathways 
of glucose metabolism and activities of LDH isoenzyme increased response 
to cold acclimation in carp liver. Few studies reported the effect of 

induced genes have been isolated in teleost fish, including cytochrome c 
oxidase, cytochrome P450, antifreeze protein, methallothionein-1, carnitine 
palmitoyltransferase I, adenine nucleotide translocase and ependimin 

1983; Beattie et al., 1996; Rodnick & Sidell, 1994; Roussel et al., 2000; 
Tang et al., 1999). The brain is the organ that senses temperature and makes 
instructions to cold acclimation. It is possible that cold-induced genes in the 
brain contribute to the control and regulation of the acclimation responses. 
Besides of the cold-induced alternations in the composition of the 
phospholipids, the release of neurotransmitters and hormones in the brain 
has also been reported (Yeo et al., 1997; Tiku et al., 1996; Poli et al., 1997). 

Liqun Liang et al.

temperature on behavioural decision-making under predation risk. Fraser 

(Hardewig et al., 1999; Kloepper-Sams & Stegeman, 1992; Pickett et al., 
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et al. (1993) found that Atlantic salmon juvenile use low water temperature as 
a cue to switch from diurnal to nocturnal foraging. At present, many cold-



 

However, little knowledge are known on the molecular mechanism under 
temperature acclimation. 

In the present study, we set out an experimental fish system and describe 
the application of suppression subtractive hybridization (SSH) on isolation 
and identification of the cold tolerance-related genes in the brain of common 
carp in order to further understand the molecular process involved. 

2. MATERIALS AND METHODS 

2.1 Construction of experimental fish system 

Bighead carp (♀, cold sensible ) and red purse carp (♂, cold tolerance) 
were selected to be the parents of experimental fish. Considering that 
bighead carp cannot survive safely while red purse carp can survive in 
winter, segregation in F2 of the crosses may exhibit cold tolerant and cold 
sensitive respectively. Therefore, F2 was chosen as the experimental fish 
system in this study. 

2.2 Cold acclimation of experimental fish 

The hybrids of F2 weigned ranging from 58-70mg were maintained in a 
temperature-controlling aquarium at 16� for one week. Then water 
temperature was decreased to 10� and 4� at a rate of 2� per hour, and 

fish of each temperature-controlling point under 10� and 4� and stored in 
liquid nitrogen quickly. 

2.3 RNA preparation 

Brain tissues were ground with a mortal and pestle, and then homogenized 
in Trizol reagent (Invitrogen Life Technologies, Carlsbad, CA). Total RNA 
was extracted according to the manufacturer’s instructions. The cDNA of 
cold-treated tissues was synthesized by long distance PCR method using 
SMART PCR cDNA Synthesis Kit (Clontech). 

Moreover, studies on the activities of AchE in brain showed that AchE of 
some thermo fish becomes unstable at low temperature and possibly exists 
two isomers at different temperature (Baldwin & Hochachka, 1997). 

Differentially Gene Expression in the Brain of Common Carp 

maintained for 5 days separately (Fig. 1). Brain tissues were collected from 5 
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Notes: Samples collected from temperature-controlling point represented by solid asterisk  

2.4 Construction of subtracted cDNA library 

The mixed brain samples from 10� and 4� were selected to be the object 
of study. SSH was carried out using Clontech PCR-Select cDNA Subtraction 
Kit and Advantage Klen-Taq Polymerase Mix (Clontech). One microgram 
each of prepared tester and driver ds cDNA were digested by Rsa 
�enzyme,and the tester cDNA was separated into half parts and then each 
was ligated to adaptor 1 and adaptor 2R in separated ligation reaction 
mixture at 16� overnight. The reaction was stopped by EDTA/glycogen and 
ligase was inactivated by heating the sample at 72� for 5min. For the first 
hybridization, an excess amount of driver cDNA was added to each tester 
cDNA (ligated with adaptor 1 and 2R) in separate sample. After denaturation 
at 98� for 1.5min, the first hybridization was performed in a hybridization 
buffer at 68� for 8h. The two samples from the first hybridization were 
mixed and fresh denatured driver cDNA were added. In the second 
hybridization, new bybrid molecules corresponding to differentially 
expressed cDNA with different adaptors on each end were formed. Two 
PCR reactions were performed using different primers to selectively amplify 
the differentially expressed sequences. The PCR products were cloned into 
pMD 18 T-vector (Takara). The subtracted cDNA library was constructed 
after transformation into DH5α Escherichia coli strain. 

2.5 Screening of differentially expressed clones by dot 

blotting 

After purification by phenol-chloroform extraction, PCR products of 
forward- and reverse-subtracted cDNAs were used to be the probes labeled 
by α-32P dATP separately. 480 clones were selected at random from the 
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Fig. 1.  Schematic diagram showing the cooling time course and sampling regime used 



forward subtracted library enriched for cold-related sequences and the cDNA 
inserts were amplified. The PCR products were then blotted onto membranes 
together with control cDNAs and probed with the forward and reverse 
subtracted cDNA pools. 26 of positive clones screened were sequenced and 
performed alignment in the GenBank/EMBL database using blastn searching 
engine.  

2.6 Real-time PCR 

Another group of fish produced through inducing the gynogenesis of 
bighead carp was conducted the same temperature decreasing experiments 
described above. The purpose of this experiment is to further validate the 
genes isolated by SSH. Two tissues of livers and intestines were sampled 

respectively. Parts of sequences obtained by SSH were used 
to design primer pairs with software Beacon Designer (version 4.0). Real-
time PCR was carried out in the Rotor-Gene 3000 PCR (CORBETT) using 

QuantiTectTM SYBR
standard curves of comparative quantitation method was used to analyze the 
differences of gene expression at different temperature points.    

3. RESULTS AND ANALYSIS 

3.1 Selection of the experimental fish 

In this study, the mixed brain samples from 10� and 4�were selected to 
be the object of study. It is reported that low temperature firstly have an 
effect on the central nervous system of fish. In addition, carp can live at 10-

� normally while abnormally even to death at 4�. Therefore, it is 
hopefully to find cold-related genes through comparing these two 
temperature points. 

3.2 Experimental key steps: the quality of total RNA, 

adaptor ligation efficiency and subtracted hybridized 

efficiency 

Total RNA was extracted by Trizol reagents and visualized on 2% agarose 
gel. The value of OD260/280 was more than 2.0. It is very important to 
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and prepared single strand cDNA from three temperature points of 16°C,

10°C and 4°C

Ro Green PCR kit (QIAGEN). In this study, double 

16
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 perform the ligation well before subtracted hybridization. The results show a 
successful ligation and subtraction using α-tubulin as gene the control
(Fig. 2). 



3.3 Dot blotting analysis 

Sixty of the 480 clones were screened positive by differential screening 
with forward and reverse subtracted probes and 26 cDNA clones were 

selected for sequencing. As figure 3 showed, duplicate dot blots hybridized 
with forward (A, C) and reverse subtracted cDNA probes (B, D), 
respectively. 

 

subtracted probes  

3.4 Sequence analysis 

To characterize the 26 differentially expressed genes, we used blastn 

searching engine to find homological genes in GenBank/EMBL database. 
Fifteen genes show more than 85% homology to known genes, the 
remaining genes are unkown function. The major categories of differentially 

expressed genes in this study included (1) genes for transcription factors and 
gene products involved in signal transduction pathways such as zinc-finger 
protein, brevican; (2) genes involved in lipid metabolism such as Acyl-CoA 

Liqun Liang et al.

M: DNA Marker DL2000; Lane 1,5: 18 cycles; Lane 2,6: 23 cycles; Lane 3,7: 28 cycles; 
Notes: PCR was performed on subtracted cDNA(Lane1-4) and unsubtracted cDNA(Lane5-8);

Notes: A,C: probe was prepared by the forward SSH PCR�products; B,D: probe was prepared

 by the reverse SSH PCR�products 
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 synthetases and (3) genes involved in the translational machinery such as 
cytochrome c oxidase, ependymin glcoprotein. 

Fig. 2. The results of three key steps of this study 

Fig. 3. Differential screening of SSH-selected cDNA clones with forward and reverse 

Lane 4,8: 33 cycles 

 



3.5 Validation of real-time PCR 

common carp was used to amplify the housekeeping gene (Table 1). Double 
standard curves of real-time PCR were constructed individually and showed 

that the values of relative coefficients (R) are >0.99, most values are even 
beyond 0.999. Melt curves were also conducted and showed that the primer 
pairs are very specific in this study. The results of real-time PCR 

demonstrated that the concentration of LKE-25 decreases generally with the 
temperature decreased in different tissues, while, the concentration of LKE-
62 is on the rise in livers and intestines with the temperature increased. 

According to our results, we considered LKE-62 is a up-regulated gene and 
LKE-25 is a down-regulated gene at lower temperature. 

Primers Primers sequence  (5′→3′) Annealing temperature Melt temperature Cycles 

LKE-25 
F:CATAGCCGATCAACGAACC 
R:TAGAAACTGACCTGGATTGC 

55 65-95 35 

LKE-62 
F:CTTCGTGGAGTGTGGCTAATC 
R:CGGTTACATAGGAATGGTCTGAG 

55 65-95 35 

18srRNA 
F:CCTGTCGCCGCTGAATACC 
R:TCGCTTTCGTCCGTCTTGC 

55 65-95 35 

4. DISCUSSIONS 

There are many studies reported the influences of low temperature in 
common carp, but mainly focued on the changes of membrane fluidity, lipid 
composition and enzyme activities. Brain is the most important organ during 
cold acclimation that can sense temperature and make instructions. Thus, it 
is necessary to do some research on the response to low temperature in the 
brain. By cold acclimation, the concentration of unsaturated fatty acid in the 
membrane increases, thereby promotes membrane fluidity (Roy et al., 1997). 
In addition, it is reported that ependymin (EPD) expressed increasingly in 
the brain and play an important role in fish to cold acclimation at an early 
stage. Up to now, a system analysis of differentially expressed genes in the 
brain is not available. 

In the present study, some cold-induced genes in the brain of common 
carp were examined using SSH and validated by real-time PCR. It is resulted 
that 12.5% clones of the subtracted library showed differentially expression 
at low temperature. Among 26 differentially expressed genes, fifteen genes 
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Two putative genes (4°C) isolated by SSH named LKE-25 (col-t 22) and 

LKE-62 (col-t 29) were applied to amplify the target genes, 18srRNA of 
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Table 1. Characterization of primers for real-time PCR 



 showed more than 85% homology to known genes while the remaining were 
still unknown. Because of the large numbers of unknown genes involved in 
cold acclimation, it is not yet possible to draw a clear picture of the 
molecular events that lead to adaptation or tolerance to adverse 
environmental conditions. Ju et al. (2002) hypothesized that a number of 
molecular events must occur to prepare the organism for environmental 
stresses including a cascade of signal transduction, activation of 
transcriptional factors that direct synthesis of new proteins to cope with low 
temperature. Many of these molecular events are rapid and transitory, but 
some of them may be persistently induced.  

Brevican is a brain-specific proteoglycan that has been suggested to play a 
role in central nervous system fiber tract development (Gary et al., 1998). 
Besides preventing the formation of new synapses, it has been speculated 
that brevican might function as an insulator, sealing the synapses and 
preventing loss of transmitter substances from the synaptic cleft to the 
periphery. As the decline of temperature, brevican expressed up regulated 
that may prevent the formation of new synapses and lead to the low 
immunity of organisms. Arnab et al. (2004) isolated an intronless gene from 
rice encoding a zinc-finger protein and found this gene over-expressed after 
cold stress. However, here we characterized zinc-finger protein down 
regulated. It is necessary to make a further study. 

Recent studies suggest that the long-chain acyl-CoA synthetases (ACS) 
may play a role in channeling fatty acids either toward complex lipid 
synthesis and storage or toward oxidation. Acyl-CoA binding protein 
(ACBP) was involved in fatty acid elongation and membrane assembly and 
organization (Gaigg et al., 2001). The detection of this gene showed that 
there must be some changes of cell membrane exposure to low temperature.  

As for the genes involved in the translational machinery, several studies 
have shown that acclimation to low temperature provokes a compensatory 

1998; Thillart & Modderkolk, 1978; Wodtke, 1981). Ependymin encoding 
glycoprotein (EPN) is probably associated with collagen fibrils and has the 
capacity to bind calcium and results in a conformational transition. It is 
speculated by Tang et al. (1999) that EPN plays an important role in the cold 
acclimation of fish. The increase of EPN under cold stress not only prevents 
the nerve system from damage but also promotes its regeneration. 
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1. INTRODUCTION   

Given a labeled dataset (training dataset) (xi, yi), i = 1, 2, …, l, xi ∈ {0, 
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( ),1 ,2 ,, , ,
t

i i i i nx x x+ + + +=x L  for positive instances, where { }, 0,1i kx+ ∈ , i = 1, 2, 

…, l+, k = 1, 2, …, n, and similarly, denote ( ),1 ,2 ,, , , t
j j j j nx x x− − − −=x L  for 

negative instances, where { }, 0,1j kx− ∈ , j = 1, 2, …, l−, k = 1, 2, …, n. And t 

denotes the transpose of a vector. Of course, l = l+ + l−.  
Indeed, there are many approaches that can solve this problem, such as 

NN (Neural Network) (Haykin, 1999), SVM (Support Vector Machine) 
(Vapnik, 1998; 1999), and many others. However, from an entirely different 
perspective, Rampone (1998) put forward the BRAIN (Batch Relevance-
based Artificial INtelligence) learning algorithm. The aim of the algorithm is 
to infer a consistent DNF (Disjunction Normal Form) classification rule of 
minimum syntactic complexity from a set of instances, i.e., training dataset. 
Here, the minimum syntactic complexity means the minimum number of 
clauses, each one with the minimum number of literals. A Boolean 
classification rule g is consistent with a training dataset if, and only if, it 
matches every positive instance and no negative instance in the set. That is, g 
is consistent with a training dataset if, and only if, g(x) = 1 for all positive 
instances, g(x) = 0 for all negative instances. Once such Boolean 

The major advantages of this algorithm are the low error rates and high 
correlation coefficient, the explicit classification rules description as a DNF 
formula, a polynomial (cubic) computational complexity, and robust and 
stable “one shot” learning. However, the space and time complexity of this 
algorithm are very high, which heavily limit the range of its application in 
real world. On the other hand, by many reasons, errors may be present in the 
training dataset. That is, the training dataset may be contaminated by noise 
to some extent. The structural risk minimization (SRM) principle (Vapnik,  
1998; 1999) tells us that a function which makes a few errors on the training 
set might have a better generalization ability than a larger function (with 
more literals and more clauses) which makes zero empirical error.  

Soon, Rampone (2004) realized this point, and gave a fast BRAIN 
learning algorithm with an error tolerance, which will be described in next 
section. From theoretical viewpoint, there are no problems, but from the 
viewpoint of numerical computation, there may be a problem, which will be 
analyzed in section 3. Finally, an improvement will be given in section 4. 

 

classification rule is found, then our final classification rule is f (x) = 2g(x) –1. 
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dataset such that f will correctly classify a new instance (x, y), that is, f (x) = 
y for this new instance, which is generated from the same underlying 
probability distribution as the training data. For convenience, we denote 
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2. FAST BRAIN LEARNING ALGORITHM  

i, j

drawback, whose time complexity is O (n × l+ × l−), and space complexity is 

O (l+ × l−). By definition of Si, j, the sets Si, j can be derived from the given 
positive and negative instances. When a new literal ek  arg max R (ek) (If 
there is a tie, that is, the literals that reach the maximum value are not just 
one. At this time, we prefer the literal with lower subscript and the one with 
true form.) is selected, the following two steps are performed:  

(1) Delete the Si, j sets for j = 1, 2, …, l− if ek ∉ Si;  

(2) Delete the Si, j sets if ek ∈ Si, j.  

In fact, the Si, j update step (1) can be done by deleting i

+
x  having 0 in 

position k if ek is in true form, or i

+
x  having 1 in position k if ek is in negated 

form, i.e., the positive instances whose indices belong to  

, ,0,     1,     

, 1,2, , , 1,2, ,

i k k i k k

i i

x e is in true form x e is in negated form
II i i

S i l S i l

+ +

+ + + +

   = =   
= ∪   

∈ = ∈ =      x xL L
(1) 

And the Si, j update step (2) can be done by deleting j

−x  having 0 in 

position k if ek is in true form, or j−x  having 1 in position k if ek is in negated 

form, i.e., the negative instances whose indices belong to  

, ,0,     1,     

, 1,2, , , 1,2, ,

j k k j k k

j j

x e is in true form x e is in negated form
JJ j j

S j l S j l

− −

− − − −

   = =   
= ∪   

∈ = ∈ =      x xL L
(2) 

In this way, we can substitute the l+ × l− sets Si, j for a set S containing at 

most l+ + l− instances. The space complexity can be dramatically reduced.  
Now, the extended relevance can be evaluated by  

( )
( ),

1 ,

,l
i j k

k

i I j i j

e S
R e

d

δ
−

∈ =

=∑∑                                          (3) 

where { }, 1, 2, ,iI i S i l+ += ∈ =x L , ,i jd  is the  Hamming distance 

between i

+
x  and j

−x , which can be calculated once and used for all, and  

 was a main computational Rampone (2004) found that building the sets S
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( )

( )

, ,
,

, ,
,

1,  if 1 and 0
,

0,  otherwise                 

1,  if 0 and 1
,

0,  otherwise                 

i k j k
i j k

i k j k
i j k

x x
x S

x x
x S

δ

δ

+ −

+ −

 = =
= 


 = =
= 


                    (4) 

These quantities can be calculated just once for each clause. In fact, by 
Si,  j

corresponding extended relevance update is for step (1):  

( ) ( )
( ),

,

,i j knew old

k k

i II j J i j

e S
R e R e

d

δ

∈ ∈

= −∑∑                 (5) 

where { }, 1, 2, ,jJ j S j l− −= ∈ =x L , and for step (2):  

( ) ( )
( ),

,

,i j knew old

k k

i I i II j JJ i j

e S
R e R e

d

δ

∈ ∧ ∉ ∈

= − ∑ ∑            (6) 

3. A PROBLEM ON FAST BRAIN LEARNING 

ALGORITHM 

From theoretical viewpoint, iterative formula Eq. 5 and Eq. 6 can work 
well. But from the viewpoint of numerical computation, there may be some 
problems, especially when there is a tie for ek  arg max R (ek). In what 
follows, we will give the analysis.  

Though there are several different representations of real numbers (Matula 
and Kornerup, 1985), by far the floating-point representation is widely used 
in computer system, from PCs to supercomputers. However, most floating-
point calculations have rounding error anyway. So the IEEE standard (IEEE, 
1987) requires that the result of addition, subtraction, multiplication and 
division be exactly rounded. That is, the result must be calculated exactly 
and then rounded to the nearest floating-point number (using round to even). 
According to theorem 2 in (Goldberg, 1991), the relative rounding error in 
the result for addition and subtraction with one guard digit is less than or 
equal to 2ε, where ε is machine epsilon. That is, each addition or subtraction 
operation can potentially introduce an relative rounding error as large as 2ε, 
then a sum involving thousands of terms can have quite a bit of rounding 

point addition or subtraction operations than necessary (see below), that is, 
they introduce quite a bit of rounding error.  

error. The iterative formula Eq. 5 and Eq. 6 introduce much more floating-
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using Eq. 3, it is easy to see that, when we update the sets , the 
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More specially, let’s consider a simple example 
1

n

ii
x

=∑ , assuming the 

calculation is being done in double precision. If the naive formula 
1

n

ii
x

=∑  is 

( )
1

1
n

i ii
x δ

=
+∑ i

Though there is a much more efficient method which dramatically improves 
the accuracy of sums, namely, the Kahan summation formula, the relative 
rounding error is still related to the number of operations. Since at this time 

the calculated sum is equal to ( ) ( )2

1 1
1

n n

i i ii i
x O n xδ ε

= =
+ +∑ ∑ , where | δi 

| ≤ 2ε (Goldberg, 1991). In this way, it is very possible that for the two 
literals, say e1, e2, it should be R (e1) = R (e2) (or R (e1) ≠ R (e2)), but it 
becomes R (e1) ≠ R (e2) (or R (e1) = R (e2)) after several update calculations 
using Eq. 5 and Eq. 6. Eventually, it will possibly result in the Boolean 
classification rule obtained by the fast BRAIN learning algorithm (Rampone, 
2004) is not same as the one derived by the origin BRAIN learning 
algorithm (Rampone, 1998).  

4. AN IMPROVEMENT ON FAST BRAIN 

LEARNING ALGORITHM 

According to above analysis, let’s consider how to avoid this underlying 
problem. Assume the training dataset is self-consistent, the Hamming 

distance between i

+
x  and j

−x  must be at the interval [1, n], i.e., 1 ≤ di, j ≤ n. 

Thus we can count the number of each Hamming distance for each literal ek 

and denote it as count (ek, di, j), i ∈ I, j = 1, 2, …, l−. Now, the extended 
relevance can be evaluated by  

( )
( )

1

,n
k

k

i

count e i
R e

i=

=∑                                   (7) 

It is not difficult to see that count (·, ·) can also be calculated just once for 
each clause. In fact, Eq. 5 can be replaced by Eq. 8 and Eq. 7, and Eq. 6 by 
Eq. 9 and Eq. 7.  

( ) ( ), ,, , 1, ,  new old

k i j k i jcount e d count e d i II j J= − ∈ ∈        (8) 

( ) ( ), ,, , 1, ,  new old

k i j k i jcount e d count e d i I i II j JJ= − ∈ ∧ ∉ ∈    (9) 

Because the results of integer addition and subtraction calculations are 
exact so long as operands and result are not out of range represented by 
computer system, and it is nearly impossible to reduce further the number of 
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(n- i)ε, that is, each summand is perturbed by as large as nε (Goldberg, 1991). 

,  where  | δ  | ≤ utilized, then the computed sum is equal to 

 
floating-point operations in Eq. 7, the underlying problem on the fast 
BRAIN learning algorithm can be overcome. Compared with the version of 



Rampone (Rampone, 2004), the cost that we pay is the additional space (to 
be precise, 2n2) for count (·, ·). But in general, for many applications, e.g., 

splice sites prediction, the order of magnitude of l+, especially l− is usually 
several orders of magnitude of n. That is, the additional space for count (·, ·) 

subtraction operations, we can still enjoy the speed advantage of the fast 
BRAIN learning algorithm.  

In what follows, the improved fast BRAIN learning algorithm can be 
sketched:  

Improved Fast BRAIN Learning Algorithm 

Input: { }1 2, , ,
l+

+ + + += x x xLX and { }1 2, , ,
l−

− − − −= x x xLX  for positive 

instances and negative instances, respectively, where i

+
x  ∈ {0, 1}n, i

−
x  ∈ {0, 

1}n, andε +
, ε −

 for the error tolerant parameters;  

Output: a Boolean classification rule or a consistent DNF formula g(x);  

Initialize: g(x)  FALSE, rl
+

  l+
;  

Calculate the Hamming distance d i, j, i = 1, 2, …, l+, j = 1, 2, …, l−;  

While ( )/rl l ε+ + +>   

S   
+ −= ∪X X X ;  

Count the number of each Hamming distance for each literal ek, i.e., 

count (ek, di, j), i ∈ I, j = 1, 2, …, l−;  
c  TRUE;  

rl
−

  l−
;  

Build the clause c: While ( )/rl l ε− − −>  

Calculate the extended relevance R (ek) by Eq. 7;  
ek  arg max R (ek);  

c  c  ek;  

Let II the set of indexes [Eq. 1], and update count (·, ·) by Eq. 8; 

Delete from S the instances i

+
x , i II∀ ∈ ;  

Let JJ the set of indexes [Eq. 2], and update count (·, ·) by Eq. 9;  

Delete from S the instances j

−x , j JJ∀ ∈ ;  

   rl
−

  rl JJ− − ;  

End  

g (x)  g (x) 

Delete from +X  the positive instances matching c, and update rl
+ ;  

End  

v c;  
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is negligible. In addition, since Eq. 8 and Eq. 9 are similar to Eq. 5 and Eq. 6, 
respectively, and Eq. 8 and Eq. 9 are only involving integer addition or 

∧
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5. CONCLUSION 

In this paper, we analyze the reasons that an underlying computational 
problem on the fast BRAIN learning algorithm may occur, and give an 
improved algorithm, which is numerically more stable. Furthermore, its 
speed advantage can still be enjoyed only at a cost of a little additional space. 
In the end, since the algorithm will give an explicit classification rule 
description as a DNF formula, we think it can be utilized for feature 
selection with binary value data, thus the data will be compressed heavily in 
some cases.  

AVAILABILITY 

The source code implementing the improved fast BRAIN algorithm is 
available from the authors upon request for academic use.  
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1. INTRODUCTION 

Agricultural knowledge is a special kind of domain knowledge, and is a 
significant basis for An Intelligent Agricultural knowledge-based knowledge 
service system, such as agricultural instructional systems, agricultural 
language processing systems and agricultural expert systems.  
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Herbal Plants. Based on the knowledge sources and the advice from our 
consultants, we started to develop an ontology of agricultural objects, called 
AgriOnto.  

In AgriOnto, each category has a frame-based representation, and each 
category has a list of slots (attributes or relations) for describing its instances. 
Categories can be inter-related in several semantic relationships; some are 
general, such as is-a and have-part(s), and some are more specific to 
agriculture, such as IsVariantOf(x), immune-disease(x), Harm(x). 

In addition to offering a terminology for describing its instances, AgriOnto 
plays other two significant roles. Firstly, attributes and relationships in a 
category are knowledge ‘place-holders’ of the instances of the category, and 
they are to be filled in during the knowledge acquisition for the instances. 
Secondly, axioms in an ontology can be used both in knowledge inference 
and knowledge verification during the knowledge acquisition procedure. 
When acquired knowledge violates such axioms, the knowledge engineer is 
alarmed to identify and solve the problems. 

We designed a semi-automated method for agricultural knowledge 
acquisition sources (Cao et al., 2002). In practice, it is a valid and feasible 
method by building ontology-based base. In essence, the work is primarily 
divided into the following steps: Firstly, to build AgriOnto hierarchy. 
Secondly, to formalize the text knowledge on the basis of AgriOnto. Thirdly, 
to compile and check the knowledge. Fourthly, to built knowledge-based 
service systems. The primary step is knowledge acquisition, that is to say, 
knowledge formalization depicted in figure 1. 
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the Encyclopedia of China (Cai, 1996), 2) A Dictionary of Agriculture (Com 
et al., 1998), 3) Illustrated Handbook of Food Crops, Economic Crops and 

Figure 1. The flow of Ontology-based knowledge acquisitions 



 

2. AGRICULTURAL ONTOLOGY 

In general, ontology is an explicit specification of conceptualization 

term ontology has been controversial in current AI practice, and so far no 
formal definition exists. In our work, we have selected to use the term of 
domain-specific ontology (DSO). In practical term, developing AgriOnto 
includes three steps: 

instances. 

2.1 Agriculture knowledge hierarchy 

AgriOnto indicates formal definition of agriculture and their relation 

agriculture. With labor object as the center of agriculture hierarchy, we 
divide agriculture knowledge into seven taxa: labor object, production 
process, production technology, agriculture engineering, agriculture branch, 
and agriculture environment and agriculture regulation. The labor object as 
the center of agriculture knowledge hierarchy aims at facilitating the people, 
who want to know the labor object knowledge, to access to the related 
knowledge of other taxa. 

Agriculture branches are divided into farm branch, forest branch, herd 
branch, sideline branch and fishery branch. Agriculture engineering is 
classified as agriculture machine, soil and water conservation, land and land 
utilization, rural building and structure, agricultural product and by product 
processing and rural energy resources by agriculture production requirement. 
Agriculture environment and agriculture regulation are classified by 
agriculture branch characteristic. 

The paper is organized as follows. Section 2 presents how to build the 
hierarchy of agriculture knowledge and the overall description of 
agriculture-specific ontology. Section 3 gives the method of agriculture 
knowledge acquisition. Section 4 exemplifies the application of agriculture 
knowledge. Finally, Section 5 concludes the paper. 

– Defining slots of the categories and representing axioms 
– Building a domain-specific knowledge hierarchy  

– Knowledge acquisition, this is to say, filling in the value for slots of 

(Fig. 2). The definition and relations form an integrated hierarchy of 
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(Chaudhri et al., 1997; Cao et al., 2002; Gu et al., 2003). Nevertheless, the 
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To represent AgriOnto, we have designed a formal language that 

description the category definition and axiom. The syntax of the language is 

have classified the attributes of a category when we classify the categories of 
agriculture knowledge, but this is not yet describe the natural character of a 
category and need be divided into deeper subclasses so that a concept can be 
clearly represented. 

First, considering the knowledge connection between different domain-
specific and the redundancy of NKI base (Cao et al., 1998; Cao et al., 2002), 
we share many botanical concepts by inherit relations in botanical ontology. 
In addition to this inheriting knowledge, we must analyze the particular 
character of crop. The crop knowledge has a close relation with other subject 
knowledge such as botany, zoology, physics, etc.  Firstly, crop knowledge 
can be look as one part of botany, so it contains the attribute category such 
as heredity category, form and structure category, distributing category and 
so on. From agricultural view, there are crop growth category such as plant- 
disease and insect-pest category, crop environment category. Each attribute 
category also contains many slot definition like concept category. Figure 3 

given in (Gu et al., 2003; Zhang et al., 2002). In practice, to some degree we 
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Figure 2. This shows some parts of agriculture knowledge hierarchy 



 

crop attribute 
category

plant character

heredity attribute 

category

crop growth 

attribute category

crop sorting 

attribute category

distribution attribute 

category

form and structure 

attribute category

evolution attribute 
category

species statue

attribute category

crop environment category

plant- disease and 

insect-pest category  

 
defcategory  Biological-distribute-attributes

{
attribute: original-pro-area

: typeStringArray

attribute: producing-area

: typeString Array
attribute: distributing-area-in-China

: typeStringArray

attribute: foreign-distributing-area

: typeStringArray
attribute: original-pro-area

: typeStringArray

…

}

defcategoryCrop-distribute-attribute

{

IsSubClassOf: Biological-distribute-attributes

attribute: planted-area

: typeStringArray

attribute: cultivated-area

: typeString Array

attribute: origin-of-plant-area 

: typeStringArray

attribute: most-production-area

: typeStringArray

attribute: wild-area

: typeStringArray

…

}

 

categories and 

their relations 

2.2 Slots of category 

In agriculture domain, Addition to attribute, relation is an most important 
definition in category. It primarily describes the relationship of entity 
concept. It indicates a proposition or an assertion so we usually use verb to 
represent it, but sometimes we also use noun to represent it. Relation can 
connect knowledge between concepts so that we can get the related 
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Figure 3. The hierarchical structure of crop- crop attribute categories  

Figure 4. This figures shows biological-distribute and crop-distribute-attribute  

biological-distribute category and then contains all slots in biological-
distribute category (Figure 4). 

shows crop attribute hierarchical system. crop-distribute category inherit 



 

In order to describe relation and attribute correctly, in other words, to 
implement the semantic integration, in category we define many facets such 
as time, confidence, basis, cause, etc. facet gives additional explanation for 
relation and attribute. Facet plays important role in maintaining the 

integration of frame knowledge. For example, x⋅Identical-to: y {facet: 
length} indicates x is identical to y in length, so get an integrated semantic 
representation. 

2.3 Axiom of category 

We have been building a very large agriculture knowledge base from 
several knowledge sources (Cai, 1996; Com, 1998). In our practice, we find 
that it is extremely important to ensure that the agriculture knowledge stored 
in the knowledge base is accurate and consistent. For each slot defined in a 
category, we have to specify one or more axioms to constrain their 
interpretation. These constraints are actually integral components of our 
categories. We have summarized a list of agriculture-specific axioms both 
for identifying inconsistency and inaccuracy in the acquired knowledge and 
for reasoning with the acquired knowledge. They form a first-order 
axiomatic system, and are an integral part of our whole ontology of crop. 
When a piece of crop knowledge is stored into the knowledge base, it is first 
checked by these axioms. If one of the axioms is violated, relevant 
information is reported to a knowledge engineer.  

354 Nengfu Xie et al.

knowledge when we look for part of concept knowledge. An important point 
is that a word as relation is also as attribute, which we call it attribute-
relation definition. In table 2, it shows some common relations in the current 
AgriOnto. Cultivate-technology and breed-technology relation also represent 
a plant attribute.  

Table 1. Distribute attributes Table 2. Some common agriculture relations



 

3. KNOWLEDGE ACQUISITION FORM TEXT: 

ONTOLOGY-DRIVEN METHODS 

In recent years, knowledge acquisition from text has received much 
attention (Zhang et al., 2002). A key reason is that majority of the 
knowledge of a domain are presented in domain texts and documents.  

In this paper, we utilize two methods to acquire agriculture knowledge 
from free-structured text. The first KAT system is a frame language for 
knowledge engineers to formalize text, together with the frame compiler 
mentioned above in OKEE. After the text is formalized, a frame compiler 
compiles frames into IO-models based on relevant categories. Although this 
method is not natural, most of our project knowledge engineers choose the 
frame language (NKI-FL) in formalizing domain knowledge. The second 
system is OMKE system which is an ontology-mediated knowledge 
extractor. The input to this system is semi-structured text (Cao et al., 2002). 
By semi-structured text, we mean that the syntax of the text is relatively 
fixed and thus can be easily summarized manually. Experiment in AgriOnto 
shows it can extract 50,000 Chinese characters per minute, this is, about 40 
pages of A4 size per minute.  

4.  AN INTELLIGENT AGRICULTURAL 

In knowledge engineering, ontology is used to share and reuse knowledge 
and as standard for communication between computer and man. We develop 
some ontology-based applications on basis of knowledge base. In following, 
we introduce An Intelligent Agricultural knowledge-based knowledge 
service system: a Web-based consultant system. 

SERVICE SYSTEM 

KNOWLEDGE -BASED KNOWLEDGE 

 A Web-based consultant system is a platform building on AgriOnto base. 
It can provide a user with what he wants to know quickly and correctly when 
he put logical query into its human knowledge interface (Feng et al., 2002). 
A query may have many expression forms, but they represent the same 
meaning. The consultant system will answer the query by relating the 
query’s intension with corresponding ontology. For example the two queries 

question that discuss wheat’s cultivated technology, so the answer must be 
same (Fig. 5). In our system, it provides two means for user to communicate 

菜豆的栽培技术是什么
菜豆怎样栽培？

“ ” (what’s  wheat’s cultivated technology?) and   
“                              ” (how to cultivate wheat?) can be look as to ask the same 
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？

is voice communication, that is to say, a user query the computer by 
with computer: the first means is keyboard communication. The second



 

system will give when  the “             ” (submit) button is pressed  

This paper presents ontology-based acquisition of agriculture knowledge. 
In practice, ontology-based knowledge facilitates the sharing and the 
application of agriculture knowledge. At last we give an example of the 
application of ontology-base knowledge. With further study of AgriOnto, 
much future work immediately suggests itself: 

language complexity. The rate of acquiring knowledge is very low. the 
ongoing automatic acquisition tool is still more work. 

automatic evaluation algorithm of knowledge is necessary including 
insistency checking, incompleteness analysis and knowledge redundancy 
removing. 

systems. 

microphone and the computer will give the answer in voice. But in voice 
communication, there exists noise and then causes many ambiguous 
semantic sentences which it is difficult or impossible for the computer to 
answer them. On basis of AgriOnto base, we restore these sentences to their 
original before the computer processes them. 
 

5.

–  A most acquisition of knowledge is still not automatic for natural 

–  We have done some work about knowledge analysis (Xie, 2007). The 

–  Further research on intelligent agricultural knowledge-based service 
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CONCLUSIONS 

 Figure 5. It is Web-based consultant system interface. The  “ 问询  ” (ask) edit box is 

used to put the query. The “         ”  ( feedback) edit box is used receive the answer the 
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natural water content with the least 3. The rational sampling number 

sampling number. Measuring the natural water content for each management 

zone and comparing with the corresponding saturated water content, field 
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 production cost, American agriculturists brought forward the concept of 
precision agriculture (PA) in the 1990s (Peng et al., 2001). PA is based on 
3S technique. According to the spatial variability of soil characters, water 
and fertility status, environmental background and climate condition among 
crop growing, an integrated series of modern farming operation and 
management are actualized quantificationally, locationally and timely. PA is 
also explained as “farming by inch”. Different farming modes are taken for 
diverse soil types in the interest of getting the highest income with the least 
or the most saving devotion, protecting and improving environment, utilizing 
various agricultural resources efficiently and obtaining economical and 
environmental benefit (Cheng, 2004). 

PA includes precision fertilization and precision irrigation. PA was started 
at the research of precision fertilization techniques abroad. Because soil 
fertility affects crop yield directly, and the technique combing with modern 
variable rate fertilizer can both decrease funds investment and get high crop 
yield, scholars in China and abroad put much vigor on it (Shiel et al., 1997; 
Wang et al., 2004; Hou et al., 2003; Wu et al., 2004). Soil moisture content, 
water demand status of diverse crops in different periods and variable 
irrigation technique are all needed for precision irrigation, so it is hard to be 
actualized. Few papers about precision irrigation are published, and it is just 

research significance and prospect of precision irrigation in China (Liu & 
Feng, 2006). Liu G. S. utilized GPS water saving irrigation to research 

system under plastic film on cotton farming to irrigate cotton precisely in its 
total growth periods, and provided hardware support for precision irrigation 
(Sun et al., 2004). Hu L. studied on real-time irrigation prediction model of 
the irrigation distinct and provided accurate prediction model for precision 
irrigation (Hu, 2004). Most scholars in China put attention on the research of 
precision irrigation system and device, and less on irrigation management 
zone and the quantification of irrigation water. Geostatistics, GIS and 
sampling technology were used to study the spatial variability of soil water 
characteristics in western semiarid area of Heilongjiang province in China, 
and delineate management zone. The implementation scheme was decided 
by the measurement of natural water content in each management zone. 

precision irrigation (Liu, 2000). Sun L. et al., used automatic drip irrigation 
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1. INTRODUCTION  

For the sake of decreasing resource waste, relieving environmental 
pollution, enhancing land utility efficiency and reducing agricultural 

underway in China (Tian et al., 2002). Liu D. J. et al., expatiated on the 



 

2. MATERIALS AND METHODS 

2.1 Study Area 

The study was conducted on a 1 ha dry farmland of  the dry farming 
science-technology demonstration park of Chahayang Farm locating at 
Gannan County in western area of Heilongjiang province, China. The area 
belongs to cold-temperature continent monsoon climate and semiarid 

One hundred sample points were sampled in the central point of each grid. 
At each point, three samples were got in diverse depths of the crop growing 

measured and their mean values were considered as the value of each sample 
point. The experiment was conducted on Sep. 25 in 2006 after harvesting 
crops and before fall plowing. Sample location was decided by GPS device 
and basic measurement tools. 

2.2 Measured Items and Methods 

Measured items included natural water content, field moisture capacity, 
saturation moisture content, wilting point and soil dry bulk density. Soil 
texture is nearly associated with soil water characteristics, so soil dry bulk 
density is one of measured items. Drying method was used to measure 
natural water content, Wilcox method to field moisture capacity, ring knife 
method to SMC and soil dry bulk density and maximum hygroscopicity 
method to wilting point. 

2.3 Research Methods 

2.3.1 Geostatistics 

In 1970s, geostatistics was introduced in the field of soil science to 
overcome the deficiencies of classical Fisher statistics theory in researching 
the spatial variability of soil characters. The concepts of regionalized 
variable, random function and stationarity hypothesis are the basis of 
geostatistics; semi-variance function is its main tool and Kriging 
interpolation is its means. It is the science used to study nature phenomena 
which having both randomicity and structure or spatial relativity and 
dependence (Hou & Yin, 1998). Using semi-variance function and Kriging 
interpolation can ascertain the variant degree and spatial relative scale and 

area extending 30 cm from the surface. Soil water characteristics were 

agriculture climate region. The study area was divided by a 10 m×10 m grids. 
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 predict the spatial distribution of soil characters to guide precision irrigation 
and fertilization. Presently using the theory and method of geostatistics to 
study soil spatial variability quantitatively is the main trend in China and 
abroad. 

2.3.2 3S Technology 

Precision irrigation based on 3S technology utilizes the macroscopical 
control of RS, the collection, memory, analysis and output of GIS to the data 
in field and the ground precise measurement of GPS. Then cooperating with 
the transform of ground information and time control system, according to 
soil moisture and water demand of diverse crops in different growing period, 
precision irrigation is actualized timely and properly. GIS with its powerful 
function is dominant in precision irrigation. 

ArcGIS produced by ESRI has perfect function including data input, 
compilation, query and cartography and powerful ability of second 
development. It is the most representative product in GIS field recently 
(Tang & Yang, 2006). ArcGIS has mighty spatial analysis function which 
combined GIS and geostatistics perfectly through the module Geostatistics 
Analyst providing software system for spatial variability research. In ArcGIS, 
user can import the geographic coordinates and attribute values and utilize 
Geostatistics Analyst module to get semi-variance function model of 
regionalized variable and various spatial interpolation figures. ArcGIS also 
has the functions of zoning, cutting and splicing for the spatial distribution of 
regionalized variable; powerful calculation function. User can get the results 
both in figure and data form (Li, 2006). 

2.3.3 Sampling Technology 

In a certain acceptance of sampling error, different sampling techniques 
would be adopted for diverse samples and requires reflecting the general 
features in the most degree with the least sample number. Simple random 
sampling and layered sampling are the usual sampling techniques. Random 
sampling is brief and intuitionistic, but inefficient to estimate population. 
Layered sampling has high estimating precision and can compute the index 
of population and layers simultaneously, different layer with diverse 
sampling method. So layered sampling is used in the study to make sampling 
survey on soil characteristics (Jin, 2002). Samples quantity is decided by the 
optimal distribution method one method of layered sampling, and the 
formula is as follows. 
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3. RESULTS AND DISCUSSION 

3.1 Classical Statistics Analysis of Soil Water 

Characteristics 

The statistic analysis software SPSS 11.5 was used to analyze the soil 
water characteristics and the results was shown in Table 1. 

Table 1. Classical statistic analysis and normality test of soil water characteristics 

SWC  Mean Max Min SDb) CSc) CKd) CVe) (%) TDf) 

NWC (%) 19.16 22.61 15.79 1.499 -0.06 -0.66 7.82 Normal 

FMC (%) 29.77 33.12 25.91 1.632 -0.09 -0.31 5.48 Normal 

SMC (%) 43.91 53.79 32.24 4.933 -0.13 -0.69 11.24 Normal 

WP (%) 12.59 13.92 11.33 0.625 0.26 -0.52 4.96 Normal 

SDBD (g/cm3) 1.25 1.45 1.10 0.074 0.22 -0.57 5.92 Normal 
a)SWC: soil water characteristics; NWC: natural water content; FMC: field moisture capacity; 

SMC: saturation moisture content; WP: wilting point; SDBD: soil dry bulk density;  

b)Standard deviation; c)Coefficient of skewness; d)Coefficient of kurtosis; e)Coefficient of 

variation; f)Type of distribution. 

 
As shown in Table 1, the mean value of soil moisture had an array as 

saturation moisture content>field moisture capacity>natural water content> 
wilting point. The natural water content at that time was between field 

Population sample size: 

a)

where, h
h

N
W N=  and 2 2( ) ( )d r YV t t= = , hW  is the weight of h  layer, 

hN  is the sample number of h  layer, N  is the sample number of the 
population, hS  is the standard deviation of h  layer, V  is the variance 
decided by sample estimation, d  is absolute error, r  is relative error, Y  is 
the mean value of the population, t  is the double side α  fractile of standard 
normal distribution, while p = 95%  and N =100 , t =1.984 . 
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of saturation moisture content was larger than 10% belonging to medium 

should be run on them. For the sample size was big, skewness-kurtosis joint 
test method was used in the study to test data normality (Shi & Li, 2006). 
According to calculating results, random variable belonged to normal 

distribution. 

3.2 Semi-variogram Analysis of Soil Water 

Characteristics 

Semi-variogram is implemental function to research spatial variability in 
geostatistics. It is utilized to represent the spatial variability structure or 
spatial continuity of random variable. Semi-variogram was calculated and its 
model was fitted by the geostatistics software GS+. In GS+, the maximal lag 
and lag distance should be selected appropriately. When lag exceeds a 
certain distance, the quantity of sampling point pairs will decrease which 
leads to increase the randomicity of semi-variogram calculating value, play 
down the precision of model fitting and even possibly distort the regularity 
of variability, so the maximal lag is commonly half of the maximal sampling 
distance (Liu & Shi, 2003; Cambardella et al., 1994). The maximal lag was 
64 m and lag distance was 10 m in the study, for the maximal sampling 
distance was 128 m and the minimal distance of sampling by grid was 10 m. 
According to the results form GS+, semi-variogram values of soil water 
characteristics expressed the same quality on every orientation under 64 m, 
therefore they were calculated in term of isotropy. After the semi-variogram 
was calculated, the model was selected and the parameters were adjusted, the 
model parameters of semi-variogram of soil water characteristics and their 
fractal dimensions were shown in Table 2. 

Table 2. Semi-variance function model and fractal dimension of soil water characteristics 

SWC
 

Theoretical 

model 

Nugget 

C0 

Sill 

C0+C 

C0 /(C0+C) 

(%) 

Range 

(m) 

R2

 FDa)

 

NWC (%) Exponential 0.68 2.30 29.52 30.3 0.967 1.919 

FMC (%) Spherical  0.57 2.63 21.49 23.4 0.938 1.919 

SMC (%) Spherical  4.80 23.19 20.70 19.1 0.678 1.964 

WP (%) Spherical  0.11 0.53 20.64 94.2 0.934 1.742 
3 Spherical  0.001 0.005 22.92 19.2 0.829 1.958 

a)Fractal dimension 

 

biggest SD (4.933), whereas soil dry bulk density had the least (0.074), and 
that of natural water content and field moisture content were close. The CV 

variability (10% –100%), and the others all belonged to small variability 
(0 –10%). Before the data were analyzed by geostatistics, normality test 
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moisture capacity and wilting point. Saturation moisture content had the 

the  test and criterion, all soil water characteristics belonged to normal 
distribution when CS and CK less than 0.48 and 0.94 respectively. Under 

SDBD (g/cm ) 



 
The theoretical semi-variogram model of natural water content was 

exponential model, and the others all were spherical models. The fitting 
precisions (R2) of all models were high. According to the comparison among 
the ratios of nugget and sill 0 0

characteristics can be met. The ratio of nugget and sill of natural water 

CV and the ratio of nugget and sill to partition variability, because CV was 
relative to mean value, it represented the variant degree of random variable 
to mean value; whereas the ratio of nugget and sill represented the variability 
among variables. And rather the proportion of random and structural factors 
affecting system total variability could be described via the ratio of nugget 
and sill. Compared with CV, it could represent the variant degree of 
regionalized variable and its affecting factors more directly. The ranges 
(relative distance) of soil water characteristics were greatly different. Wilting 

study could satisfy the estimating need of the soil water spatial variability. 

3.3 Ascertainment of Irrigation Management Zone

As the parameters of theoretical semi-variogram model in Table 2 were 
imported into the Geostatistical Analyst module, the spatial distributions of 
soil water characteristics were delineated by ordinary Kriging interpolation 

content and soil dry bulk density had the similar distribution representing 
banding, and strong negative-correlation existed between soil dry bulk 
density and field moisture capacity, saturation moisture content respectively. 
The area that had small soil dry bulk density had large field moisture 
capacity and saturation moisture content. The coefficients of soil dry bulk 
density and field moisture capacity, saturation moisture content were -0.98 
and -0.85 respectively, which was significant correlation. The distributions 
of natural water content and wilting point all represented patch. 

The tenet of precision irrigation was actualizing different irrigating 
schemes according to diverse soil moisture. For field moisture capacity, 
saturation moisture content and wilting point were the important index of 
deciding irrigation quantity and time, they were main soil water 
characteristics for delineating irrigation management zone. In addition, the 
similarity of the spatial distribution and convenient field management were 
the principle for partition. For the banding distribution of field moisture 
capacity and saturation moisture content and north-south ridges in study 

(C / (C +C)), the variant degree of soil water 

content was 29.52% belonging to medium variability (25%–75%), and the 
others belonged to low variability (0–25%). There were differences between 

the shortest (19.1 m). The result implied that sampling distance (10 m) in the 
point had the longest range (94.2 m), whereas saturation moisture content had 

and Reasonable Sampling Number 
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and shown in Figure 1 (a–e). Field moisture capacity, saturation moisture 

field, the study area was divided into four rectangle subareas (Figure 1(f)). 



 

From the superposition of the spatial distributions and management zone in 

subarea were homogenous and large difference existed among management 
zones. It accorded with the principles of partition. 

The tenet of precision irrigation was actualizing different irrigating 
schemes according to diverse soil moisture. For field moisture capacity, 
saturation moisture content and wilting point were the important index of 
deciding irrigation quantity and time, they were main soil water 
characteristics for delineating irrigation management zone. In addition, the 
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Figure 1 (a–e), it could be known that the soil water characteristics in each 

Figure 1. Distribution of soil water characteristics (a–e) and management zone (f)  



 
similarity of the spatial distribution and convenient field management were 
the principle for partition. For the banding distribution of field moisture 
capacity and saturation moisture content and north-south ridges in study 

From the superposition of the spatial distributions and management zone in 

subarea were homogenous and large difference existed among management 
zones. It accorded with the principles of partition. 

After partition for the study area, the statistical eigenvalues of soil water 
characteristics in each subarea shown in Table 3 had certain differences. The 
results indicated that diversity existed among eigenvalues of each subarea. 

 subarea compared with that of 
total area had been reduced by 31.68% and 29.35% respectively, 
simultaneously that of other subareas had been reduced by diverse degree. 
So the two eigenvalues should be considered for the ascertainment of 
reasonable sampling number. 

After the optimal distribution method was used to calculate the reasonable 
number for each subarea, at the confidence level of 95% and the relative 
allowable error of 5%, the distributing results of the reasonable sampling 
number in each subarea were shown in Table 3. 

Table 3. Statistical eigenvalue and reasonable sampling number of soil water characteristics 

for each management zone 

Subarea Sampling 

number 
SEa) NWC 

(%) 

FMC 

(%) 

SMC 

(%) 

WP 

(%) 

SDBD 

(g/cm3) 

Mean 19.59 29.59 45.24 13.19 1.24 

SD 1.51 1.71 4.77 0.55 0.08 

CV 7.69 5.78 10.54 4.14 6.06 
25 

RSN 2 1 4 1 1 

Mean 19.17 29.83 43.44 12.57 1.25 

SD 1.35 1.17 3.92 0.56 0.06 

CV 7.07 3.92 9.03 4.43 4.88 

RSN 2 1 3 0 1 

Mean 19.40 30.78 45.87 12.44 1.22 

SD 1.34 1.52 4.74 0.50 0.07 

CV 6.92 4.95 10.33 4.00 5.66 
30 

RSN 2 1 4 1 2 

Mean 18.43 28.68 40.60 12.17 1.29 

SD 1.59 1.27 4.49 0.43 0.07 
 

25 
CV 8.64 4.41 11.06 3.51 5.37 

  RSN 2 1 4 1 1 

Mean 19.16 29.77 43.91 12.59 1.25 

SD 1.50 1.63 4.93 0.62 0.07 
 

Total area 

 

100 
CV 7.82 5.48 11.24 4.96 5.92 

  RSN 8 4 15 3 5 
a)SE: statistical eigenvalue; RSN: reasonable sampling number 

 

The SD and CV of wilting point in the IV 

Research on Precision Irrigation in Western Semiarid Area 367

Figure 1 (a–e), it could be known that the soil water characteristics in each 

I

20 II

III

IV 

field, the study area was divided into four rectangle subareas (Figure 1(f)). 



 Among the reasonable numbers of each soil water characteristic, 
saturation moisture content had the most (15) in total area for its biggest SD, 
whereas wilting point had the least (3). Natural water content had 2 
reasonable sampling points in each subarea. The reasonable sampling 

actual sampling, which greatly retrenched human and material resources for 
sampling and decreased the investment of precision irrigation. 

3.4 

The spatial distributions of soil water characteristics were transformed 

spatial distributions were cut by management zone to get the grid figures of 
each subarea. The mean values of soil water characteristics in each subarea 
were inquired in the attribute table of grids and were shown in Table 4. 

Table 4. Mean value of soil water characteristics for each management zone 

MTAa) 

19.45 19.27 19.32 18.46 19.12 

29.64 29.80 30.74 28.67 29.74 

45.33 43.50 45.78 40.52 43.88 

13.12 12.64 12.38 12.28 12.59 
3 1.238 1.248 1.216 1.292 1.248 

a)Mean of total area 

 

For greatly affected by climate, natural water content had high variability 
in time, and so the mean values calculated in the study just represented the 
status at the sampling time. The other characteristics were considered as 
non-variability in time, because they were all relative to soil parent material 
and particle composition. Therefore, natural water content was the only item 
requiring to be measured while processing precision irrigation. 

In the process of precision irrigation, natural water content needed to be 
known timely and moisture monitoring devices should be buried in the field 
to get the data. The quantity of the device was the reasonable sampling 
number of natural water content in each subarea and the distance between 

mean value of the natural water content at the two point in each subarea was 
compared with the mean value of field moisture capacity, wilting point and 
saturation moisture content in the same subarea to determine whether it need 
to be irrigated. When the natural water content was between saturation 
moisture content and field moisture capacity, irrigation was not required. 
However, when it was less than field moisture capacity and close to wilting 

number decided by layered sampling method was 85%–97% less than that of 

Actualization of Precision Irrigation 

into grid figures with the resolution of 0.33 m×  0 .33 m by ArcGIS. Then the 

them should be larger than its maximum relative distance (range) 30.3 m. The 
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NWC (%) 

FMC (%) 

SMC (%) 

WP (%) 

SDBD (g/cm ) 

ISWC II III IV



 
point, irrigation was needed. Field moisture content was the upper limit of 
irrigation. While water was ample, 70% of field moisture content was the 
lower limit. If water saving irrigation techniques were utilized, the lower 
limit of irrigation should be ascertained according to the requirements of 
diverse crops and the water saving irrigation experiments of main crops in 
the study area. Usually, the lower limit of irrigation should be the lower limit 
value of the feasible moisture content of the main crops in different stages 
(Hu, 2004). 

4. 

and soil dry bulk density have the similar distribution representing banding. 
Furthermore field moisture capacity and saturation moisture content have 
strong negative-correlation with soil dry bulk density respectively. The 
distributions of natural water content and wilting point all represent patch. 

For the banding distribution of field moisture capacity and saturation 
moisture content and north-south ridges in study field, the study area is 
divided into four rectangle subareas. In all the subareas, the soil water 
characteristics in each subarea are homogenous and large differences exist 
among management zones. It accords with the principles of partition. 

After the reasonable sampling number of soil water characteristics are 
calculated by the optimal distribution method of layered sampling method, 
saturation moisture content has the most sampling number (15), whereas 
wilting point has the least (3). The reasonable sampling number decided by 

which will greatly retrench human and material resources for sampling and 
decrease the investment of precision irrigation. 

As the natural water content of each subarea is measured, it will be 
compared with field moisture capacity, wilting point and saturation moisture 
content in the same subarea to determine whether it needs to be irrigated. 
When the natural water content is between saturation moisture content and 
field moisture capacity, irrigation will not be required. However, when it is 
less than field moisture capacity and close to wilting point, irrigation is 
needed. Customarily, field moisture capacity is the upper limit of irrigation 
and 70% of it is the lower limit. When water saving irrigation technologies 
are adopted, the lower limit of irrigation will be the lower limit value of the 
feasible moisture of the main crops in different stages. 

As the maximum lag by 64m and the lag distance by 10 m, the range of 
wilting point is the longest by 94.2 m and that of saturation moisture content 
is the shortest by 19.1 m. Field moisture capacity, saturation moisture content 

layered sampling method is 85%–97% less than that of actual sampling, 
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Abstract: The fishing industry not only acts as foreign exchange earner but also plays an 

important role in China’s economy. But with the development of technology 

and liberalization of international trade, the foreign countries adopted in 

succession trade barriers to limit China’s fishery product export, which had 

make China’s fishery product export disproportionated with fishery products 

production. By the literature analysis, we find practical research aiming at 

aquatic products export trade is in shortage greatly. So it is necessary to 

provide risk management for export trade of aquatic products. A decision 

support system for risk management in aquatic products export trade had been 

developed by China Agricultural University. Based on questionnaire and 

interviews, we analyze the decision problems, user needs and the difficulties 

involved in developing the aquatic products risk management system. The 

system architecture and its components, such as database, knowledge base and 

model base are described. At last we discussed on problems we had 

encountered during development and promotion. 

Keywords: aquatic products, export trade, decision support system, risk management, 

China 
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 1. INTRODUCTION 

In China, aquaculture has been the fastest growing subsector within the 
agricultural economy, and the fishing industry not only acts as foreign 
exchange earner but also plays an important role in the China’s economy by 
creating significant employment opportunities in various sectors of the 
seafood industry (Shekar Bose et al., 2005). China had exceeded over the 
Thailand in volume and been the world’s largest exporter of aquatic products 

Xiaoshuan, 2005). The export value is now around $9.36 billion at 2006, up 
18.7%, and ranks first in bulk agricultural exports all the same. 

However, with such tremendous growth in the export volume of aquatic 
products and the globalization of fish trade, the new problems are emerging. 
Many foreign countries have tightened food safety controls, imposed 
additional costs and requirements on imports, and adopted technology 

 et al., 2003; 
Lahsen Ababouch, 2006). Secondly, the international market for fish and 
seafood products is dynamic greatly in nature due to some factors (Shekar 
Bose et al., 2005). Moreover, China’s aquatic products export market is 
excessively concentrated in Japan, Korea, EU and US. When those countries 
adopt new trade policy, the export trade of aquatic products will be severely 
influenced. All these risk contributed to the instability and restrained from 
exerting advantage of China’s aquatic products export trade.  

Recent theoretical literature had provided some useful information 
concerning some of above mentioned problems. The cases and theoretical 
analysis, which focus on analysis on influence extent, internal and exterior 
reasons of trade friction, and the market conditions when the cases occur 

many literatures about fishery forecasting model and information system, 
which are powerful and useful to support participants of aquaculture industry 
to predict market risk and related information (Max Nielsen, 2000; Zhang 
Xiaoshuan, 2004; Helmut Herwartz, 2005). 

It can be found that the practical research on risk management of aquatic 
products export trade is almost inexistent. So it is necessary to provide a 
useful risk management tool for aquatic products export trade. A decision 
support system (DSS) for export trade risk management can be typically 
used to detect any change in international aquatic products market via 
integration of market segmentation, risk early warning and forecasting, and 
offer ways to automate decision-making by generating information 
immediately accessible to all actors in a straightforward way. 

Based on the above analysis, this paper introduces and discusses the 
experience in developing DSS-RMAPET, a decision support system for risk 

Feng Wang et al.

since 2002, and average export volume has increased 17% (Zhang

barrier to limit China’s fishery product export (Zhou Deqing

2006; Meng Di
(Lahsen Ababouch, 2000; Zhang Fan, 2006; Chen Li, 2005; Yu Yahong, 

et  al., 2006; Titus O. Awokuse, 2006). Moreover, there are  
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 management in aquatic products export trade by China Agricultural 
University. The following is organized as: section 2 describes the users’ 
need analysis; Section 3 and 4 show the system design and implementation. 
Then the last section draws some conclusions and further improvement. 

2. THE SURVEY AND USERS’ NEED ANALYSIS 

2.1 The decision-makers and decisions 

Table 1 identifies the decision problems that the different decision-makers 
need to face by analyzing the results of questionnaires and interviews based 
on aquatic products export trade. 

 

production, trade and macroeconomic aggregate by species and quality of fish to 

�  Early-warning risk by trade protectionism (anti-dumping, TBT, and so on.) to 

avoid potential dumping and protect healthy development of fishery sector. 

�  Set out an enabling policy and regulatory environment at national and 

international levels with clearly rules and standards. 

�  Establishing appropriate food control systems and programmes at national and 

local levels. 

�  Collect information about the new aquaculture management and development 

policies, economical direction, rules and laws of import country, which play an 

important role in risk prevention. 

�  Understand the objective reasons and conditions bringing about trade risk, which 

are gathered for accounting, statistics and forecasting the future potential risk. 

�  Establish the factors which influence the international fish products market, and 

select appropriate time entrance to target market. 

�  Sum up and classify results and losses caused by export trade risk, such as 

exchange rate, anti-dump law, TBT etc. 

�  Seek how to shift the pertinent risk to the other memberships. 

2.2 The needs for DSS-RMAPET 

Table 2 illustrates the key function modules after analyzing the results of 
questionnaires and interviews based on aquatic products export trade. 

 

 

Table 1. Decision-makers and decisions 

institution), who give service to aquaculture production enterprises and farmers to 

Government at national, provincial, County level, who need evaluate product prices, 

Export enterprises of aquatic products and some organizations (including fishery 
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 Table 2. Modules and their functions 

Module Function 

Data management module Responsible for collecting data involved in import 

country’s economical condition, trade policy, trade risk 

cases and so on, and analyzing and preparing the data 

sets for market classification, forecasting and early 

warning. 

Market classification module Assessing all import countries enables effective 

comparison, then selecting reasonable export markets. 

Forecasting module Responsible for monitoring and forecasting the export 

volume of aquatic products with relevant analysis. 

Risk early warning module Evaluating the degrees of trade risk and issue a warning 

signal.  

3. SYSTEM DESIGN 

3.1 Database module 

The module is with responsibility for preparing the data sets for the model 
base and knowledge base needed for export trade risk management. It is 
composed of a database management system (DBMS) and a series of mini-
databases. The DBMS provides all required data management capabilities 
including commands for adding, deleting, updating, browsing, and sorting 
records as well as importing and exporting (Omar F, 2000). The database is 
composed of three sections, including: Macro-economy information; Trade 
barriers information; Trade policy, rules and regulations of aquatic products 
safety and quality, such as import protection, new safety regulations and 
standards of import country, etc. 

3.2 Knowledge base module 

The knowledge base contains both factual and heuristic knowledge. Factual 
knowledge is that knowledge of the task domain that is widely shared, typically 
found in textbooks or journals, and commonly agreed upon by those 
knowledgeable in the particular field. Heuristic knowledge is the less rigorous, 
more experiential, more judgmental knowledge of performance, which is the 
knowledge of good practice, good judgment, and plausible reasoning in the field. 

In the research, the objective of developing a knowledge base is to provide 
expert interpretation of available data regarding trade risk, which have an 
important impact on China’s aquatic products export. Therefore, the 
knowledge base stores abundant knowledge including the forms of 

Feng Wang et al.
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 international aquatic product market classification, the cases of trade risks, 
relative risk forecasting and early warning result, an indication of the relative 
possibility in the accuracy of that result, and the preventive measure, as well 
as some advice for decision-making. 

3.3 Model base module 

The model base is the core component of this system, which operates a 
series of models to provide the managers with important risk decision 
reference.  

In order to avoid relying on these markets excessively and improve the 
ability to resist aquatic products market risks, it is necessary to develop and 
exploit new markets and reduce make market concentration degree. So the 
classification and selection of international aquatic products market are the 
first and most important step in export strategy. 

Factors impacting international aquatic products market are fuzzy, 
uncertain and complicated. A neuro-fuzzy system, which can combine neural 
networks and fuzzy logic, and provide the advantage of reducing training 
time. Moreover, such results emphasize the benefits of the fusion of fuzzy 
and neural network technologies as it facilitates an accurate initialization of 
the network in terms of the parameters of the fuzzy reasoning system 
(Muhammad Aqil et al., 2007). Therefore, the Fuzzy Artificial Neural 
Network Inference System (FANNIS) classification model is established, 
which can offer the comparatively accurate division of the international 
aquatic products market and reduce aquatic products export market risk 
effectively. 

FANNIS is not a fixed inference system in advance. It needs to learn 
according to the regulations which experts have established, then forms a 
network that can classify international aquatic products market. So there are 
two processes to ensure reasonable classification for international aquatic 
products market: learning and classification. 

In recent years, China’s export volume of aquatic products show growing 
trend, but the strict trade barriers of foreign country are increasing rapidly, 
which will have a profound impact on export volume of aquatic products. It 
is a perceivable need to develop forecasting models able to capture export 
volume changes.  

Considering that all the raw sequences about export trade are vibrating 
and changing in a certain variety trend. To improve the predication 

the Markov chain with the GM(1, 1), which can forecast the future by 
capability, the research introduced Markov(1, 1)-GM model by integrating 

1) The international market classification model 

2) The export volume forecasting model 
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 analyzing the inside regulation of development in time to come, and it 

single variable first order grey model integrated with Markov Chain. 

The model is responsible for integrating information and operational 
experience of experts with forecasting results to evaluate the degrees of trade 
risk and issue a warning signal. When the warning situations emerge, the 
system need to analyze and evaluate the creditability and impact degree on 
export trade of aquatic products with domain experts, then provide effective 
decision advice on dealing with, avoiding and breaking through. According 

(2005), the early-warning process include searching the origin/source that 
warning condition is produced, choosing warning signs, determining 
warning limits of the warning signs, computing the early-warning index, 
compartmentalizing warning grade and determining warning degree. In this 
paper, the early-warning model for export trade risk is developed based on 
Support Vector Machines (SVM).  

4. SYSTEM IMPLEMENTATION 

The fishery market data are constantly being updated and the 
mathematical models are also potentially changeable. So a B/S/S, i.e. three-
tier architecture, was adopted as our system’s fundamental architecture to 
provide the transparency among the data layer, business logic layer and the 
user interface layer. 

There are many solutions for developing the web-based systems. The 
solution, which is Microsoft .NET Framework 1.1+ASP.NET+MS SQL 
Server 2000 +IIS 6.0 +COM, is adopted to develop this system. Among the 
development plan: 

 Microsoft’s Visual Basic .NET is one of the core development 
languages in the new Visual Studio .NET and it remains a critical component 
in almost every enterprise wide development effort. It is serving as the main 
develop language to bridge user interface and web server and database 
server.  

 MS SQL Server 2000, a relational database management system and 
data warehouse development tool, is serving as the back-end of the 
workstation to facilitate data storage and retrieval and as a means to preserve 
analysis methodologies and knowledge. 

 IIS 6.0 is serving as a web server to provide information service. 

Feng Wang et al.

reflects the influence degree and laws. The GM(1, 1)-Markov model, i.e. a 

to the procedure of early-warning system proposed by Fulai Huang

3) The trade risk early-warning model 

•

•

•
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components together to build applications, and take advantage of Windows 
services.  

5. CONCLUSION AND DISCUSSION 

From the above analysis, the main outcomes can be outlined as follows: 
 Different software modules for data storage, communication, 

processing, early warning and evaluation as well as forecasting have been 
successfully developed and combined into DSS-RMAPET software package. 
We also integrated fuzzy logic, ANN and grey theory to produce a hybrid 
intelligent algorithm for solving evaluation, forecast and early warning 
models. The integration has enhanced the system performance. Results of 
this study have important implications for the refinement of aquatic products 
risk assessment model and optimization of aquatic products export trade 
configuration. 

 The system provides a comprehensive decision support for users due 
that it integrates multiple knowledge including macro-economic theory, 

 By utilizing crossing validation to select anova as the kernel function, 
indicators of warning situation and warning omen as variables, an early-
warning model based on support vector machine is established to study the 

 Based on the theory of fuzzy inference system, the author establishes 
an FANNIS classified model of international aquatic product market by 
introducing the artificial neural network as fuzzy inference device and non-
fuzzy device. This classified model has simplified the procedure structured 
by fuzzy inference system. It can offer the comparatively accurate division 

 An effective DSS-RMAPET depends on both the model and data. The 
availability and accuracy of data are major constraints to the usefulness of 
such models. In China, the fishery market data are scattered among a 
multitude of producers with dissimilar formats, resolutions. Moreover, it is 
difficult to acquire relevant trade data about import countries, and new trade 
risk cases and fish trade policy need to be tracked timely, so the update of 
track record of system models for risk management is not so good. 

 Further research is to integrate more effective forecasting and early 
warning method into the system to improve the system’s intelligent 
functions, for example, Knowledge Discovery in Database (KDD) can be 
used to produce the rules automatically for the knowledge base embedded in 
the DSS. 

 Microsoft COM technology enables software components to 
communicate. COM is used to create re-usable software components, link 

trade policy, forecasting and early-warning methods and so on. 

export trade risk of aquatic products. 

of the international aquatic products market. 

•

•

•

•

•

•

•
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Abstract: 

reliable network environment and a powerful Data Center. In this paper, the 

constructing of high reliability in Data Center will be discussed according to 

the requirements of large agricultural enterprise; an effective solution will be 

presented that adopts structural redundancy and double VPN in the aspect of 

network and application. This solution has been carried out effectively in 

practical application, and proved that it is an exercisable example for the 

constructing of Data Center in large agricultural enterprise. 

Keywords: large agricultural enterprise; data center; high reliability 

1. INTRODUCTION 

Usually, Data Centers are constructed in large industrial enterprises, banks, 

telecom, portal sites, etc (Gao GQ, 2004) (Wan XJ et al., 2003), but the 
application in agricultural enterprises is somehow unusual. The reasons are that 

constructer is limited by person, finance and environment etc. One example is 
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agriculture, and has more than one hundred branches or sub-companies, every 
branch has constructed Local Area Network and application system severally, 
but the information communication is poor between headquarters and branches. 
As a result, “Information Island” appeared, the statistic and feedback of 
enterprise information is delayed, it is not helpful to establish and implement 
decision. 

Thereby, this enterprise decided to construct Data Center based on Internet in 
order to manage data centrally and to serve branches. In the beginning, Data 
Center needs to build up a reliable network system, and then construct the 
application software based on the network. As constructors of this project, the 
authors think that large agricultural enterprise (especially large livestock- 
breeding enterprise) has characteristics as following:  

1) Wide and interlocal location: large enterprise has many branches and they 
are located in wide area, even the whole country;  

2) Out-of-the-way site for connecting: agricultural enterprises, especially 
livestock-breeding enterprise, always locate in the rural area where is far away 
from city or town, and the telecom establishment usually not good enough, this 
make it more difficult for network connection;  

3) Various types of user: although the production bases are always in rural 
area, but its main market and clients are located in the edge of cities or towns. 
there are various types of user and connection mode. 

The above characteristics make it more difficult to build up Data Center of 
agricultural enterprise. The main task is to ensure the reliability of network, 
consequently to ensure the steady running of enterprise business across wide 
area and out-of-the-way locations. 

2. RELIABILITY OF DATA CENTER 

The characteristic of Data Center is “centralized data and distributed 
application”, its importance for enterprise is obvious. When designing the Data 
Center, the requirements of enterprise shall be thought over in aspects of 
business, management and technology. The design will have certain foresight as 
well as keeping stabile, so advanced and accredited technology is adopted, the 
system should be implemented step by step (Gao GQ, 2004). 

designing Data Center: 

1) Scalability: supporting fast and seamless growth without major disruption; 

3) High availability (HA): having no single point of failure and should offer 
predictable uptime. 

Guangdong Wen’s Food Corporation, which is a national leader enterprise of 

Hanxing Liu et al.

2) Flexibility: support new services without a major overhaul of its infra- 
structure; 

Arregoces et al. (2003) thought that three aspects should be considered when 
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Center should be satisfy with corresponding national standards or constraints, 
such as temperature, humidity, dust, fire protection, thunderbolt prevention, 
grounding, weight bearing, power supply, illumination etc. Main measures 
include: installing air-conditions to ensure constant temperature and humidity in 
computer rooms; setting gas fire system in network rooms and server rooms, and 
water-spray fire system in monitor rooms and test rooms; preparing plenteous 
backup electric power (Kieffer S et al., 2003). 

2) Reliability of network. The reliability of network is the hardware base of 
Data Center’s reliability; it is related not only with performance of devices and 
topology, but also with environment of communication network (Luo PC et al., 
2000). Network with high reliability will be redundant and having no single 
point of failure, so as to support various applications and ensure system safety 
(Jiang WJ et al., 2000). 

3) Reliability of application. Apart from reliable function of software itself, 
optimization is needed according to characteristic of hardware during designing, 
operating system and topology of server cluster are also pivotal for reliability.  

Large agricultural enterprise depends on network and relative application 
system increasingly in routine producing and official business. No doubt, Data 
Center can decrease cost of producing and increase advantage of competition for 
enterprise, but in malfunction befallen case, it might confuse the producing and 
management of enterprise, and cause unnecessary lost, so it is important to pay 
more attention to reliability of Data Center. The reliability of network and 
application is analyzed in this paper, and a solution for constructing Data Center 
with high reliability will be presented. 

3. THE DESIGN OF NETWORK RELIABILITY  

The principal objective of Network Reliability is fault-tolerance (Jiang WJ, 
Xu YH 2000). The way of fault-tolerance is to seek regular points of failure, 
make them robust with redundancy, so as to shorten fault time of network 
furthest. It has two principles as following: parallel backbone and double 
network centers. For Data Center of enterprise, the key measures are redundant 
network topology and connection mode. 

3.1 

In order to ensure business persistent, the network must be persistent, 
especially in interlocal agricultural enterprise having distributed applications. 
Network is charged with transferring business data, business will be break down 
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1) Reliability of environment. The environment of computer rooms in Data 

Redundant network topology in data center  

Authors of this paper think that the reliability of Data Center includes three 
aspects as following: 
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Mode of network connection Bandwidth 

Intranet in Corporation 100M 

FDDI 2M, 10M 

ADSL, modem <2M 

ADSL, wireless, modem <2M 

 
The types of connection are various, and the quality of connection is often not 

controllable (except Intranet in Corporation). So, the emphasis is made to ensure 
the reliability of Intranet and response for various connections in order to avoid 
network breaking, Network topology in Data Center is suggested like in Fig. 1. 

To ensure the reliability of connection with Internet, double network 
redundancy is adopted for fault-tolerance, i.e., two communication links that 
provided by different telecom providers were used at the same time. Even if one 
of the redundant links have malfunction, business can connect with Internet by 
the other link. Synchronously, the pivotal network devices might also be 
redundant, such as IPS (Intrusion Prevention System), Switches, VPN (Virtual 
Private Network) Firewall and Main Switch. 

Hanxing Liu et al.

if network broken. In large agricultural enterprise, users connected with Data 

 

Center by several types, which were shown in Table 1. 

Table 1. User types of Network Connection 

 

Fig. 1. Network topology in Data Center 

Corporation headquarters

Suburb branch

Out-of-the-way branch

Mobile or sporadic user

User type
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Item Strategy of high reliability 

Communication link FDDI provided by different telecom providers, two gateways, route to the other 
gateway automatically when former gateway faults; 

IPS Up-connect with communication link and down-connect with Switch, prevent 
intrusion; 

Switch Down-connect crosswise with Firewall, route to the other gateway automatically 
and connect with Firewall when the former Switch faults (i.e. former link break 
down); 

VPN Firewall Up-connect crosswise with Switch, adopt VRRP between two Firewalls, VRRP 
chooses the other Firewall to connect with Main Switch when the former 
Firewall faults; 

Main Switch Two Main Switches up-connect with Firewalls respectively, but connect with 
each other through VRRP and TRUNK, Firewall connect with the other Main 
Switch through TRUNK when the former Main Switch faults;  

Data Center’s High Reliability in Large Agricultural Enterprise

Table 2. Strategies of Network Reliability in Data Center 

3.2 Strategy of double VPN connection 

Besides the reliability of device and link in network level, clients’ connection 
might also be redundant. Double VPN is set up, end-user will choose VPN 
Tunnel and route automatically according to the state of network link, and 
submit VPN connecting requirement.  

In large agricultural enterprise, possible modes of client VPN connection are 
various and Table 3 shows several connection modes. 

IPS up-connects with two communication links, and down-connects with 
Switches. Switches connect crosswise with Firewall. Firewalls achieve high 
reliability via VRRP (Virtual Router Redundancy Protocol), Firewalls down-
connect with Main Switches. Between Main Switches, the interface of VRRP 
with TRUNK is set up. In such architecture, Firewall can be load-sharing or 
redundant backup, and redundant backup is more frequently. When users 
connecting with VPN, Switch will build a Tunnel with one of the Firewalls that 
connected crosswise, and switch to another redundant Firewall if the former 

Firewall through another good Switch. Limited by Firewall’s ports, Firewalls 
don’t connect crosswise with Main Switch, and actually, it is not necessary to 
connect crosswise. Main Switch is used as VRRP, and TRUNK port is used to 
connect two Main Switches, this TRUNK port will not fail even when one of 
Main Switches faulting. Thus, Firewalls are ensured to connect with Main 

to the other communication gateway automatically, and connect with other 
Firewall faulting. If the former Switch faults, the client VPN device will route 

Switch reliably (Liang XJ et al., 2004) (Stallings W, 2006). Table 2 shows 
the strategies of Network Reliability in Data Center. 
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In corporation headquarters, users don’t need VPN connection; it is needed by 
corporation branch and other users. VPN connection of corporation branch is 
just discussed here. If only IPSec connection is adopted, the high reliability of 
double VPN will not be realized. The reason is that IPSec itself can’t route 
automatically in common device, i.e., device can’t route to another VPN Tunnel 
when one of VPN Tunnels unavailable. If only GRE connection is adopted, 
route can be achieved automatically, but security prevention will be lack. 
Thereby, IPSec is suggested to be integrated with GRE in this paper. GRE 
Protocol encapsulates message of some network-level protocols (such as IP, 
IPX), and make these encapsulated message able to be transferred in another 
network-level protocol. GRE is the third level Tunnel protocol of VPN, and a 
technology called as Tunnel is adopted between different levels of protocol. 
Tunnel is a virtual point-to-point link, and can be regarded as a virtual interface 
supporting point-to-point link, this interface provides a thoroughfare to transfer 
encapsulated message. The message will be encapsulated and de-encapsulated in 
two ends Tunnel. An IPX message encapsulated in IP Tunnel has the following 
format:  

Fig. 2. The format of massage transferred in Tunnel 
 

When actualizing double VPN, two Tunnels are set up, their target 
addresses are corresponded with certain gateway of different links. One 
Tunnel is the preferred route, normally it will be chosen automatically. If 
this Tunnel is detected to be unreachable, the other Tunnel will be switched 
to, thus double VPN connection is actualized. Actually, target address of 
message can be recognized when de-encapsulated after GRE encapsulates 
route data. But GRE itself can’t transfer message safely. In order to transfer 

Hanxing Liu et al.
 
 

User type Mode of network 
connection 

Mode of VPN connection Connection device 

Corporation 
headquarters 

Intranet in 
Corporation 

None None 

Suburb branch FDDI GRE (Generic Routing Encapsulation), 
IPSec (Internet Protocol Security) 

Router, firewall 

Out-of-the-way 
branch 

ADSL, modem IE, client plug-in 

Mobile or 
sporadic user 

ADSL, wireless, 
modem 

SSL IE, client plug-in 

Table 3. Mode of client VPN connection 

SSL (Secure Socket Layer) 
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Fig. 3. GRE-IPSec Tunnel 

4. THE DESIGN OF APPLICATION RELIABILITY    

Data Center based on WEB requires server has high performance of real-time 
and throughout, it will receive clients’ requests reasonably and response in a 
short time, Cluster is an effective way to implement high performance for WEB 

multi congener or heterogeneous servers. It offers transparent services and 
fulfills tasks cooperatively. It has the following advantages: avoiding temporary 
halt when updating server’s software and hardware; joining or exiting of single 
server will not influence the whole cluster; avoiding single point of failure; high 
usability, reliability, performance and expansibility; transparent load-balance. 

Application Reliability can be guaranteed by Server Cluster in this paper. Fig. 
4 shows the topology of Server Cluster, Server Cluster is behind Main Switch 
usually consist of Database Server, Application Server and Disk Array. 

Fig. 4. Topology of Server Cluster 
 

Data Center’s High Reliability in Large Agricultural Enterprise

message safely, the data will be encapsulated by GRE at first, and then the 

GRE integrated with IPSec.  
encapsulated message will be encrypted by IPSec. Figure 3 is the description of 

server (Lin C, 2000) (Zeng BQ et al., 2004). Server Cluster System consists of 
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which means multi Ethernet adapters in one server is colligated to form an 
Ethernet port having higher bandwidth. 

Multi links ensure Application Server to access Database Server reliably, 
Application Server and Database Server themselves will achieve High 
Availability in system level, and be set up according to different Operating 
System and application. Additionally, data and files in Data Center will be 
stored in Disk Array, Database Servers transfer data with Disk Array through 
SAN (Storage Area Network). Two SAN Switches backup each other and down-
connect crosswise with the controller of two Disk Arrays, up-connect crosswise 
with FDDI adapter of Data Server. System-level mirror is implemented in two 
Disk Arrays. One Disk Array is located in Data Center, and the other in 
computer room of another building, this strategy of disaster-backup on different 
locations could be complex but quite effective.  

Clients access Application Server, the fault of single Application Server and 
communication link were considered. Application Servers request data from 
Database Servers, Database Server itself is high reliable with backup storage. 
Data in Database store in Disk Arrays, two arrays mirror each other. Data is 
transferred in independent SAN; there is no single point fault in the path from 
servers to disk arrays. Under the control of multi-path balance software, data 
stream will be loaded balancedly when paths no problem, once a path faults, all 
of I/O will switch to another path for accessing, and after the problem path is 
resumed, data stream will be loaded balancedly again. SAN is highly reliable 

Center. 

Item Strategy of high reliability 

Application Server Achieve High Availability by backup, multi link up-connect with 

Main Switch 

Database Server Achieve High Availability by backup or parallel accessing, multi link 

up-connect with Main Switch, multi link connect with SAN Switch 

SAN Switch Achieve High Availability by backup, multi link connect with 

Database Server and Disk Array 

Disk Array Mirror, multi link connect with SAN Switch, storage in different site 

5. ANALYSIS OF RELIABILITY 

The design of reliability in Data Center has taken several aspects into account, 
such as management, technology personnel, financing, information security and 

Hanxing Liu et al.

Main Switch down-connects with Application Server and Database Server. 
For high reliability and high-speed transference, two Switches will connect 
crosswise with four servers, and network port shall be colligated if possible, 

Table 4. Strategies of Application Reliability in Data Center 

telecom establishment, this paper focus on the reliability of network and 
application.  

under such design. Table  4 figured the strategies of Network Reliability in Data 
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involves the reliability of network under purposive destroying, so it emphasizes 
particularly on the reliability of topology, always being used to evaluate army’s 
network. For enterprise network, purposive destroying is hardly probable, so 
Invulnerability is seldom evaluated. Survivability involves the reliability of 
network under random failure (or being destroyed), it covers the concept of 
Network Robust, such as dynamic route, fault resume, prevention and 
redundancy etc, so Survivability was always evaluated. At the present time, 
hardware devices have been quite reliable, and been easy to inspect even 
faulting. In real running, system failure was infrequently caused by the 
malfunction of network devices, so designer of Data Center has concerned about 
the business performance of network, such as throughout and delay, i.e. how to 
ensure Application Reliability.  

Take example for Guangdong Wen’s Food Corporation (a national leader 
breeding enterprise), the above strategies were actualized when constructing 
Data Center, and high reliability of system is achieved. The frequent fault of 
network in routine, including device fault and link fault, were prevented thanks 
to redundant system framework. Double VPN solves the problem of link 
intermittence in client level, and keep business 24 hours running. In server level, 
cluster is adopted reasonably, links are highly reliable, and the speed of cluster 
switching is fast when single point failure, so the Data Center never intermits 
business in routine running due to fault. This shows that the above strategy of 
high reliability is reasonable and feasible. 

6. CONCLUDING REMARKS 

The primary goal of constructing Data Center is the centralized data 
management for uniform service, the design of reliability is essential guarantee 
for stabile running. For large agricultural enterprise, especially breeding 
enterprise, its characteristics of trade are wide area, distributed branch, out-of-
the-way location, various user and complex mode of connection. All of these 
cause difficulties for constructing Data Center and ensure high reliability of 
network and client application.  

Network Reliability and Application Reliability were analyzed based on 
practice. Network Reliability was achieved by redundant link, device, VPN and 
adapter, cooperated with VRRP, GRE, IPSec technologies of Switch, Firewall, 
router, etc. Application Reliability was achieved by redundant links between 
servers, server cluster and mirror of Disk Array. Based on these strategies of 
reliability, the loss caused by single point failure will be reduced effectively. 

Data Center’s High Reliability in Large Agricultural Enterprise

communication network: Invulnerability and Survivability. Invulnerability 
Luo PC et al. (2000) thought that there are two evaluations of reliability for 
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Abstract: 

We respectively discuss the following five points: relationship between role 

and party; the category of the role within CMS; the influence of roles to the 

design of Virtual File System; the influence of roles to the design of content 

category; the role
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1. BACKGROUND  

The rural economic information center of Sichuan is a governmental 
organization which serves the rural economy. It contains a provincial center, 

is Sichuan Rural Economic Information Net. This website is established on 
the basis of CMS (Content Management System). All centers’ daily routine 
is managed through this system. 

APLAWS+ (Accessible & Personalized Local Authority Websites) 
(APLAWS, 2004) is the national technical standard which is developed by 
the government of UK. It is an expanded content management system which 
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This paper is about role’s main functions in the content management system. 
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Sichuan Rural Economic Information Net is made up of several channels, 
such as, Chinese version, English version, Calling Center website and 21 
sub-sites which represent 21 subordinate centers. 

In order to construct such a software system which has organizations with 
four levels from content management and information service point of view, 
the following questions must be answered. 

How to make the user and its corresponding role have different meanings 
on different occasions?  

How to classify the roles in the view of content management and content 
service in order to make the content management in order? 

What does the functions of the role in Virtual File System? 
Does the role and content category (Redhat, 2003) have relation between 

each other? 
What is the relationship between the role and workflow? 

2. RELATIONSHIP BETWEEN ROLE AND PARTY 

In the content management system, Party is an individual which manages 
content or accepts content service (Redhat, 2003). It can be a concrete 
person or the pronoun of a group. The scope of the function of the party is 

management of the resource is organized according to the section and each 
section has a corresponding and exclusive Virtual File System. Therefore, 
every body can visit all sections (such as, system administrator) or some 
sections after they are privileged. For example, the privileged “A” can be 
both the party of Chengdu and Beijing (Chengdu and Beijing are two 
sections). 

In the content management system, role is the grouping to a party in a 
section (Redhat, 2003). Despite of the system administrator role, the scope 
of role’s function is not aimed at the entire system, but limited to a concrete 
section. For example, the editor (editor is the role) of Chengdu and Beijing 
may not only contain different party, but also have different management or 
visit privileges to their own sections. 

A same party can have various roles in the same section. For example, 
“A” can both be the editor and the publisher. A same party in the different 
sections can have different roles. e.g. “A” can be editor in Beijing section 
and it can be publisher in Chengdu section. 

bases on CMS. On the basis of the APLAWS+, Sichuan Rural Economic 
Information Net has established a content management system to manage 
organizations of the province at different levels. 

aimed at the entire system–all sections. Because, in APLAWS, all the 

Xianfeng He et al.
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3.  THE CATEGORY OF THE ROLE WITHIN CMS 

From the content management and service angle, the party in the content 
management system can be divided into two kinds: one is content 
management user; the other is service object user. 

3.1 Content management role 

Content management role is usually aimed at the party which is in the 

Author: Creates new content items. The privileges for this role include 
creating, editing, and previewing items.  

Editor: Verifies new content items. The privileges for this role include 
editing, modification and categorizing items. 

Publisher: This role with the privilege of an editor, it also has the 
privileges of approving and deploying content to the website.  

3.2 Service object roles  

Public user: public@nullhost. In APLAWS, public users are defaulted to 
read the resource of Virtual File System of all sections. Through assigning 
privileges to folders, the permission of public users of all folders or a certain 
sub-folder in a certain section   can be cancelled. 

Viewer: The privilege of this role is viewing folder in a certain section. 
VIP member: A specifically folder in a certain section with privileges of 

viewing, editing and publishing. It is the member of this non-organizational 
member. 

4. THE INFLUENCE OF ROLES TO THE DESIGN 

OF VIRTUAL FILE SYSTEM 

The Virtual File System is introduced into APLAWS content management 
system in order to making the following three aspects come true.  

are (Redhat, 2003): 
corporation’s organization. According to their working duty, common roles 

Content administrator: The privileges for this role include role adminis-
tration, category administration, content type administration, workflow 
administration and lifecycle administration. Meanwhile, it still has the 
publisher’s privileges. 

System administrator: The privileges for this role include content cate-
gory, account administration, role administration, portal administration, 
creating the Virtual File System and privileging to it.  
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The Principle of Humanity is the foundation of content management. 
Use the transparent mode to reflect the function and the working state of 

groups and individuals at all levels of organization in order to restrict each 
role’s function in the way of giving permission. 

File system replaces files and catalogs which are stored in the computer. 
In the system of Linux or Unix, File system stipulates the users, groups and 

File System in APLAWS content management system simulates the 
file, catalog and their safe management. In the content 

management system, the content is transparently stored in the Web virtual 
file management system which is characterized as folder. (Figure 1 virtual 
File System on the web) All the information is stored in this virtual File 
management System, including each branch structure in the enterprise; every 
person of the branch; the content of everybody, everyday, every month and 
every year. So, the virtual file management system is the basis and the 
symbol of the corporation’s information management. 

Based on taking the role and individual as the unit, one of the important 
management works to the virtual File management System is to assign 
permissions to folders at all levels. 

Figure 1. The virtual File System on the web 
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others’ access permission to the file and catalog. Through Web, the Virtual 

computer’s 
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4.1 Folders of content management roles 

Author, editor, publisher, content administrator and system administrator 
which have the character of content management role can take part in the 

a folder; “005” is a virtual System. 

this folder can be managed by “005 

items, excepting publish privilege) and “005 Administration 

Administration 0100 成都信息员呼叫中心 ”  and “ 005 Administration 

The party with the character of content management role can not only 
create new documents in their own folder but also create sub-folders under 

4.2 Folders of service object roles  

Service object roles and content management roles have the same folders 
with each other. The advantage of this design is that once “publisher” 
deploys content to the website, users who enjoy services can immediately 

service object role, it has the privileges of viewing and previewing the folder 

of “ ” contents under this folder). Once 
“publisher” deploys content to the website, the corresponding users of 
“viewer” can receive the corresponding voice and text information in their 
voicemail and website. 

5. THE INFLUENCE OF ROLES TO THE DESIGN 

OF CONTENT CATEGORY 

According to the connotation of contents and the pre-designed content 
category tree, Content Category is a working way of managing contents. In 
other words, any “document” in the content management system must be 

File  

content items, editing items, viewing–search content items, preview content 

see that  

“ 01-成都市信息”  is 

呼叫中心省中心发布员 ” . 0100

0100 呼叫中心省中心发布员”  is that the latter has the publish privilege. 

“ 01-成都市信息”, and all the documents of “2006年” are stored in 

“ 01-成都市信息”. 

0100 呼叫中心成都信息员”  (it has the privileges of creating items–

“ 01-成都市信息 ” is one of the sub-folders in the 005 section. We can  

Administration  

“005 between difference The 

01-成都市信息

get the content service. In (Figure 1), “005 Administration  浏览员” is a 

(including 

daily content management working in their own folders. In Figure 4–1, 

their own folder. e.g. In Figure 4–1, “ 2006年” is a sub-folder under 
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File System and content category organize content items according to the 
treelike diagram and both of them have the meaning of convenient search. 
But, they have the following essential differences. 

The tree node of Virtual File System is the limitation which contains the 
access permission of a role. But, content category has no this limitation. So, 
Virtual File System can not be shared between sections, but content category 
can be shared. Content category which belongs to a section (navigation of 
the website) can also be shared by other sections. As a result, a content item 
can not only be deployed in its own website, but also can be deployed in the 
shared website.  

The content item in Virtual File System is located at a confirmed place 
among the tree nodes. But, content item in the tree of content category or 
even in the forest of content category can appear time after time, and it also 
can change freely and flexibly.  

The content item actually exists in the physical way in Virtual File 
System, and it exists in the link way in the tree of content category. So, the 
content item in the Virtual File System has privileges of copy, move, 
physical delete. But, there is no such operation in the content category. 

In a word, the content can be perfectly shared between or in the sections 
when the content category is independence from the Virtual File System. 
Because of aiming at the visit permission and workflow of Virtual File 
System, roles have no influence on the content category and sharing content. 

One needs to be point out is that not all the content management system 
has the character which content category is independence from the Virtual 

unity which content category is not independence from the Virtual File 
System. 

6.  THE FUNCTION OF ROLE IN WORKFLOW 

Workflow is a series of mutually linked and automatically worked content 
management tasks. A workflow contains a group of tasks, their mutually 
ordered relationship and the description to every task. In (Figure 2), there is 

content management describes the process which a content item evolves 
from the type task into publish task. 

Xianfeng He et al.

File System. For example, the widely used MS CMS and Open CMS is a 

a typical content management workflow. The “technical support” phase of 

attached to one or more content category trees. In form, both of the Virtual 



Role’s Functions in CMS 395

Figure 2.  The relationship between workflow and roles 
 

After the workflow is introduced, there are at least three advantages: first, 
it is not necessary to give the training to the party about the workflow and 
the change of the workflow can easily be implemented. The second, it is 
good for the worker to focus their attention to the data which they care 
about. At last, the worker can go to work either in unit or at home or even at 
other places. 

According to the definition, each task of the workflow can only be 
implemented by the party who has roles. That is roles and workflow directly 
linked; the confirmed tasks are accomplished by the confirmed role. In 

the computer and the network. Then, they come into the technical support of 

we need “author” to accomplish the task of “input”; we need “publisher” to 
accomplish the “approval” task. 

7. 

Confirm the role of each member. 
Give proper name and assign corresponding duty to the role. 

问题” (means Question) and “ 创建 ” (Creating) are two Figure 6–1, “

(Schedule) and “管理 ” (Management) and both of them need not the help of 

documents, they are respectively located at the phase of “ 规划 ”  

CONCLUSIONS  

This article discusses the following questions at the very beginning:

content management–workflow phase. In this phase, each task needs the 
party’s participation, and all party must have the confirmed roles. Such as, 
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All the questions above are still considered by the content management 
design at the very beginning.  

of the content management system can be comparatively popularized and the 
operation efficiency can be raised by confirming the name of role, the 

E-government plans or standards, please refer to http://www.govtalk.gov.uk 

http://www.aplaws.org.uk 

In https://www.redhat.com/docs/manuals/waf/pdf/rhea-dg-waf-en-6.1-1.pdf 

Red Hat, Inc. WAF Developer Guide. 
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Abstract: Researches on information quality standard is few both domestic and abroad, 

furthermore, there is no research on quality standard of rural information. In 

order to meet the need of China’s rural information construction, promote the 

authors. New conceptions such as relativity, essential requirement, external 

expression, requisite element, optional element have been put forward 

creatively. Besides, researches on commonality extracted from diversified 

rural information and standardized treatment on relativity of rural information 

have been taken. Moreover, a qualified expression method based on the 

organic integration of essential requirement and external expression has been 

explored. The dialectical relationship between essential requirement and 

external expression, internal elements within the essential requirement, 

requisite element and optional element has been highly concluded in this 

paper. Consequently, “essential requirement, four necessities; external 

expression, classified description; pursuing integrity, not inexhaustibility; 

simple and clear, stressing on utility” as the clew of compiling this standard 

has been extracted and the grades and standard of rural information quality 

have been preliminarily brought up. 

Keywords:      rural information; quality standard; research 
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1. INTRODUCTION 

“The quality is our life” has become the guideline of so many enterprises 
and organizations. It goes through the whole process of production, 
operation and development. Not only in the fields of production and sales of 
agricultural products or industrial goods, but also covers medical services, 
culture and education, catering and entertainment, and thus rural information 
service is without exception. 

High quality rural information is the corner stone and premise of 
improving the effectiveness of rural information service. To enhance the 
research on rural information quality is one of the most basic and key point 
in the process of promoting rural information construction. We get troubled 
when facing an ocean of trash information even though great manpower, 
material resources and financial strength have been put in. And even the 
more you put in the more you waste and aftermath follows. 

Many people have realized the importance of information quality but most 
of them are still at the stage of perceptual cognition or verbal expression. 
Take agricultural websites which produce, operate and spread rural 
information as an example, if we pay a little attention, a great number of 
trash information would be found. Website undertakers may definitely know 
the importance of information quality, but they haven’t put it into practice 
and haven’t deeply realized that those trash information comes from their 
website would be concerned by the government or officials, attacked by their 
competitors, becomes constraint when negotiate with partners such as 
communication operators, becomes the fear point when users clicks the web 
pages again, becomes the legal dispute and speculation of major medias. 
Finally, trash information develops as deadly poison of ourselves. On the 
contrary, high quality information would become the shinning point and core 
competency of our websites. 

2. RESEARCH PURPOSE ON QUALITY 

STANDARD OF RURAL INFORMATION 

2.1 Meet the social demand 

In a sense, “quality is our life” drives the construction and development of 
quality standard system worldwide. Standards is a ruler, a basic tool for 
improving the product quality, enhancing comparability, raising management 
effectiveness, decreasing management cost, unifying and regulating the 
market, promoting the production share and exchange capability. 

Mingtian Wang et al.
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What information to gather, when to publish, how to accurately describe 
the information need unified and normative quality standard. Furthermore, 
information transportation mode, information executions such as analyzing, 
utilizing, exchanging and sharing, and technical trainings on web editors also 
require the guide of unified and normative quality standard. 

If there is no quality standard, we have no way to judge and compare the 
quality of goods accurately, objectively and effectively. If there is no quality 
standard of rural information, how can we doubt what kind of information is 
“trash”? 

However, up to now, there is no unified and normative quality standard. 
Just for this reason, the editing, approving and monitoring of rural 
information are inefficient; we have to be so cautious on the service, usage 
and development of rural information, or great loss may happen because of 
fake information, false information and incomplete information; difficulties 
come out in integrating, exchanging and sharing resources among websites 
and relative departments. Rural information service requires us to research 
on quality standard of rural information. 

2.2 Promoting the development of science 

Research on information quality should be an important constitution to the 
construction of information science, and also research and establishment of 
information quality standard should be an important constitution to the 
construction of information quality standard system. However, the result 
after our web search both in Chinese and English is that information quality 
studies are few and it is almost vacant in the field of quality standard of rural 
information. Therefore, no matter the development of information science or 
the construction of rural information needs the research and establishment of 
quality standard of rural information. 

3. RESEARCH ON QUALITY STANDARD 

3.1 Making clear the research objective 

As the name suggests, rural information implies information which related 
to agriculture, rural areas and peasants. It is much extended than agricultural 
information. From the definition we may know that rural information is great 
in number, with various types, complicated relationships, dispersed sources 
and diversified styles. For example, rural information could be displayed by 
narration, exposition and argumentation, or in the way of diagram, sound or 

OF RURAL INFORMATION 

image. 
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 3.2 Analysis on difficulties 

3.2.1  Research on information classification 

Different types of information decide different ways of expression such as 
news item must be different with price information. Therefore, we have to 
classify the huge and complicated rural information, and classification itself 
is a research hotspot and difficulty (authors of this paper have taken research 
on rural information classification and now is asking for advice. This will be 
introduced specially in other papers). 

3.2.2 Quality commonality extraction from diversified rural 

information 

The types of rural information is numerous and if establish standards 
respectively to all types may seem ponderous and complicated, hard to 
remember and carry out. Through years of studying, authors have 
summarized the ways of expression on rural information quality and 
characteristics have been put forward: authenticity, accuracy, punctuality and 
utility. Namely, these characteristics are the fundamental criteria for the 
judging of rural information quality. 

3.2.3  Standardized treatment of information quality relativity 

The fit and unfit of information quality is relative. Relativity means the 
uncertainty of information quality. We often call useless information as 
“trash information”. However, utility itself is a variable. Stock information is 
useful to those stockholders, but useless to those who are not care about 
stock market. A piece of information may be useful to me yesterday but 
useless today. Within the same piece of information, some people just 
glimpse at the title but others may read the full text without satisfaction. 
Therefore, information quality varies with people, time and circumstances. 
This is the relativity of quality information. Relativity may hold back the 
pace of researching on information quality. Two conceptions: requisite 
element and optional element are put forward in this paper. By effective 
collocation between them, the way of standardized treatment would be 
fulfilled and then the key arduous problem be solved in the course of 
compiling the standard. 

Mingtian Wang et al.
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3.3 Expression style of information quality standard 

By studying on different types of rural information quality, we take up the 
position that quality standard of rural information could be described with 
combination of essential requirement and external expression. 

3.3.1 Essential requirement for information quality 

Essential Requirement indicates that it can reflect the implicit attribution 
of description objectives by passing through the external expression. 
Generally, it contains authenticity, accuracy, punctuality and utility.  

requires gathering reliable and unbiased information not figment. Editors 
should check carefully and not trust too readily on any false news or the 
information provided would lack fidelity. 

Accuracy: totally conforms to the reality or expectation. We should 
accurately gather or describe objects, truthfully reflect things as they are, 
fully states the information and use statistics when necessary.  For example, 
a piece of information on fruit, a complete description should be provided 
such as production history and actuality, variety, amount, shape, flavor, grade, 
transportation and etc. Readers would gain a full understanding on the goods.     

Punctuality: means catch the time, meet the needs; not delay, handle right 
away; pursue speed in collecting and transporting messages, pay great 
importance on concept of time. Message out of date is useless and even have 
side effect. As information which reflects market changes usually passes in a 
twinkling, we have to catch them promptly and win in the competition. 

Utility: as the name suggests the information should be with practical use 
value. It requires us considering the uses of the information not only from 
our own perspective but also from the perspective of the public. For example, 
a supply message of well-known goods which with high authenticity may 
have small production scale, low amount of goods. This kind of information 
has low utility. So we have to consider its usefulness when providing 
information. 

Among the four requirements, authenticity is the basis and premise. Both 
accuracy and punctuality are important guarantee of utility; utility is the 
starting point and essential destination of information service.  

Essential requirement is the commonality of information quality. Namely, 
any types of information should be a combination of authenticity, accuracy, 
punctuality and utility. Or it would become “trash”. 

Authenticity: information expression is in accordance with objectivity. It 
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3.3.2  The external expression of quality standard of rural 

information 

The external expression: It is the outward appearance, the external 
relations of things and the surface depiction of information description 
object.    

Different types of information have different quality external expression, 
and the difference may be huge. For instance, the expression style between 
price information and news information is apparently different. Therefore, 
the external expression of quality standard is certainly different. Due to 
different service objects, time and environment, same types of information 
may also have different outward appearance. That is the relativity of 
information quality. 

In order to reach a simple, standardized and unified format, improve the 
universality of the standard and satisfy objective requirements of information 
quality relativity, we have explored a way to standardize the external 
expression of information quality standard: requisite element organically 
collocates with optional element. 

The information would have apparent quality defects without any one of the 
elements. For example, the elements of news information are time, place, 
person, events and so on. The elements of supply and demand information 
are supplier and purchaser, the content, quantity, contact information and etc. 

Optional element: These elements are not essential, but they are useful for 
some customers. Without these elements, the information itself has no 
apparent drawback or it may be also high-quality information. But, some 
customers may pay their attention to these elements and even these elements 
are very important. There is a piece of news: “It is published by provincial 
price bureau that the price index of Sichuan province rose 5% in the first 
quarter of 2007; because of macro regulation and control, it is predicted that 
the price index would fall down in the second quarter, but it would keep an 
increase of 3%.” This news has no obvious problems, but some customers 
may pay more attention to other elements, such as the concrete increase in 
prices in the first quarter, the measures of macro regulation and control, 
commodities whose price would go up in the second quarter, regions where 
price would get higher. Some customers still attach importance to the 
elements which usually appear in the supply and demand information, such 
as color, shape of goods and etc. 

Different types of information have different requisite and optional 
elements. For example, the requisite and optional elements of laws and 
regulations information are apparently different from the requisite and 
optional elements of supply and demand information. Requisite elements of 
the same kind of information are the commonality of the quality external 

Mingtian Wang et al.

Requisite element: Some types of information must have requisite element. 
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expression. As previous stated, news information must have the following 
elements such as time, place, person, events and etc. Optional elements are 
the embodiment of individuation and relativity of information quality. 

3.3.3 The relationship between the essential requirement 

There are mainly three aspects: firstly, essential requirement is the 
fundamental requirement of information quality and it reflects the internal 
relations of things. It is in the first place; the external expression is the 
surface depiction of information description object, it reflects the external 
relations of things. Secondly, essential requirement is the commonality and 

personality and relativity expression of information quality. Thirdly, the 

the external expression and it has the function of regulating the external 
expression. The external expression is the external expression of essence. It 
must be embodied and described around the essence. It is the concrete 
description of the information quality surface, the supplementary illustration 
and the embodiment of the essential requirement. The essence decides the 
external appearance and we can see through the appearance to perceive the 
essence. 

4. THE CLEW OF COMPILING THE QUALITY 

STANDARD OF RURAL INFORMATION 

4.1 Essential requirement, four necessities 

Authenticity, accuracy, punctuality, utility are the essential requirements 
of all the information quality. The concrete expression of different types of 
information quality standard must have four basic attributes mentioned 
above at the same time. 

4.2 The external expression, classified description 

Because different types of information quality have different external 
expressions, the requisite element differs from the optional element. Thus, 
classified description becomes an inevitable choice. 

and the external expression 

the  special expression of different types of information quality, it is the 
universal demand of all types of information; the external expression is

essential requirement and the external expression are unified in the in- 
formation quality and they are inseparable. The essence is the essence of 
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information can be divided into 13 types. They are news, laws and 
regulations, science and technology, product introduction, organization 

reduction, price, supply and demand, training, job seekers, employment. 

4.3 Pursuing integrity, not inexhaustibility   

Firstly, we should aim for the integrity of the classification object and try 
to avoid omitting important ones. But we do not require all the information 
have well-defined quality standard. Secondly, we should also aim for the 
integrity of the external expression of information quality. The utility of the 
information will not be influenced without some elements under some 
conditions. Therefore, it is not necessary to have all elements.  

4.4 Simple and clear, stressing on utility 

The quality standard of rural information should be studied deeply and 
systematically. In order to improve the maneuverability and practical value 
of the standard, we should try to simplify, standardize and unify the standard 
through extracting the essence and removing the unnecessary details. 

5. THE GRADES OF INFORMATION QUALITY 

5.1 High-quality information 

High-quality information authentically, accurately and punctually reflects 
events which are concerned by people. This kind of information has good 
utility, complete requisite elements, outstanding characteristics of optional 
elements, refined and accurate expression. 

5.2 Incomplete information  

This kind of information is authentically, punctually reflects events which 
are concerned by people. It has some practical value, but, it has incomplete 
requisite elements or roughly described elements. These disadvantages 
influence the efficiency of information. 

Mingtian Wang et al.

According to the external expression of information quality, the rural 

introduction, character introduction, investment, disaster prevention and 
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5.3 Fake information 

This type of information is fictitious and concocted out of thin air; it may 
be out of date or cribbed from someone else. 

6. CONCLUSION 

The research of quality standard of rural information is an important 
component of construction in quality standardization of rural information 
and information science. As rural information is great in number, with 
various types, complicated relationships, dispersed sources and diversified 
styles, the research has many difficulties. Besides, there are few researches 
and references on quality standard of rural information both domestic and 
abroad. As a creative study, imperfectness is inevitable. This article intends 
to start further discussion on this issue. 
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Abstract: This essay is about agricultural content management system (ACMS) based on 

project implementation and Internet, which defines; consist of content, system 

structure and the established foundation of Red hat content management 

system (CMS) open source council. 

1. SUMMARY 

Information-based is the objective trend of the economic and society 
development in the world today and it is the mark and key to agricultural 
modernization. With the development of internet, web-based agricultural 
information-based has already become the main channel of information 
exchange. Agricultural content management system based on the World Wide 
Web has to be produced.  

Agricultural Content management system (ACMS) contains digital, network 
of agriculture and its realization. In this way, the organization departments of 
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agricultural organization structure and workflow on network. Breaking the 
limitation of time, space and individual departments, it provides all-around 
management and service to the society with efficiency, quality and regularity.   

The significance of ACMS is of consequence. It can built new Net-connected 
model, breaking the traditional isolated office model. It may contribute new 
concept and practices to have management, operation, services education and 
training of agricultural academy integrated. 

2. HARDWARE BASICS OF ACMS WAF 

An ACMS WAF (Web Application Framework) (http://www.redhat.com, 
2002) site is a Computer Cluster application system, which is based on one 
database server, and subjected to several Web servers, and led by Load Balance 
server. ACMS site demands to offer 24 hours non-stop service with agricultural 
management, information communication and application. That is to say, 
Intranet should satisfy the need of agricultural informative communication and 
various public services. Therefore, it has to introduce Computer Cluster 
technology for hardware basics of ACMS. Below is the realization of it: 

Figure 1.  The typical hardware and operational system scheme under Red Hat WAF 

 tion and communication, realizing the Optimization and Reorganization of 
agricultural academy at all levels can use the modern technology of informa-

Xianfeng He et al.

The realization of ACMS refers to many aspects of CMS, the foundation of 
Web Application Framework, ACL (Agricultural Category List) of ACMS, AMS 
(Agricultural Metadata Standard) of ACMS, e-AIF (Agricultural Interoperability 
Framework) of ACMS, the framework showed by information of ACMS, CMS 
(Content Management System) of ACMS, and the Portals management of 
ACMS and so on. This essay will give a simple project based on concept and 
practice of CMS in the IT circle, to discuss the implementation scheme of 
ACMS. 
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Web App Server to comply with the request of client-side according to the 
running state of Front-End Servers. 

In order to relieve the stress of Database Server in Web App Server, the 
Object Cache based on Squid in Apache Web Server is introduced, so as to solve 
the bottle-neck problem of Database. 

At least 2 front-end Web Servers based on Apache Web Server are in 
convenience to comply several Virtual Webs on one IP.  

A stand of Database Server apply to save operation, service and management 
data. 

The essay only lists the hardware basis under the significance of ACMS WAF, 
but not to take e-AIF of ACMS into consideration. One reason is to avoid the 
great length, the other is that e-AIF of ACMS is the author’s ideal, but no 
practice. Finally, it prefers to lay emphasis on the key point in the realization of 
ACMS. 

3. WAF (WEB APPLICATION FRAMEWORK)

WAF (Web Application Framework) is not only the basis of ACMS, but also 
the abstract of all kinds of Web applications. It should follow the principle of 
open source code, and based on Database, Cross-Platform, and safety, extensible, 
capable of adapting to the need of various client terminals (e.g. PC, PDA, 
Mobil-phone, and numerical TV). 

The reason why it follows the aforesaid principle is that it saves the cost of 
Software development and application, and it is also in line with the universal 
open source and become one of the members in the revolution of open-resource 
software, and it makes to spread quickly in industry, and it makes CMS standard 

According to the aforesaid principle, based on the analysis and comparison to 
nearly 100 CMS systems, Oracle 10g commercial database is selected as 
foundation, J2EE based and open source Red hat WAF is taken as the 
application framework to ACMS. 

Red hat WAF designed as N layers model, which separates into presentation 
layer, domain (business logical) layer, data layer, data model layer. Various 
applications based on WAF (e.g. CMS-content management system, file 
management, forum…) design according to the layering model.  

A Load Balance receives the request of all Web client-sides, and selects one 

OF ACMS 

CMS proceed without interruption through developing of agricultural under-
taking. 

 WAF basic structure as shown in Figure 2, WAF is a Web application 
management system based on database application, which is built on operating 
systems, database and J2EE. Above database and J2EE, is CCM system. Many 

to follow certain scales of universal standard, of course, it also insures that 
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Figure 2. Redhat Linux Web Application Framework basic structure 

web-based functions can be achieved on a basis of CCM, including content 
management, forum, bulletin Board, channel management, theme management 
and portal management etc. 

CCM kernel layer of MAF is completed. 
The interaction between database and Java object through successive layers 

lays a solid foundation for extensible, integrated, and congruity of system. That 
is to say, users need not to tangle with database directly, but to comply UDCT

based on Web application, without ever needing to write Java code and SQL 
Create Table Script. 

Security realization based on Web application. That is to say, member, group, 
role and authorization are the basis of WAF, and every domain object example 
works in its own scale of security.   

Basic Web services realization. That is, WAF regards version control of data 
item, workflow control, Category list management, to inform users group by 
bulletin, to alarm to assigned users as basic Web services, no duplication of 

Xianfeng He et al.

effort of research staff. 

application of Doppler radar puzzle, it completes UDCT of puzzle in CMS 
(User Define Content Type) in database. For example, in order to comply Web 
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necessary technology to present data item of database. Bepop is also Mark 
Language to meet XML standard, which is not only to present Web information, 
but also to transfer the information of event and session between servers and 
client terminals. The services supplied by ACMS could adjust different client 
terminals and language environments because it mainly uses XSL technology. 

4. AGRICULTURAL CATEGORY LIST OF ACMS 

security certification system, work standard, and quality system to be up to the 
demand of Internet. Content management and service of ACMS essentially 
follow as hierarchy category for clue. It particularly comes down to tabulation 
and management of agriculture terminology list, agricultural category list, 
domain list, navigation list and loose-leaf folder list. 

Domain list is the top category of Agricultural terminology list. 
ACL is tree-category of Agriculture terminology list. 
When some terminologies are both belong to A and B, ACL support link-

category concept. For example, civilization contains education, science and 
technology also contains education, in this way, science and technology is set for 
the link contained education. 

Navigation list is URL of ACL. 
Folder list is another form of sorting assigned items by users. Different from 

ACL, every file in folder list corresponds to different access-rights and security 
precautions mechanism. The particular dividing regulation is determined by soft 
science achievements. 

5. AMS (AGRICULTURAL METADATA 

STANDARD) OF ACMS 

Metadata is first of all data about data, and then it is about the frame 
information of resources. The metadata standard of ACMS is e-AMS, whose 

Presentation and alternation of Domain object. XML, XSL, JSP are the 

is aimed at different areas, various departments, different services and manage-
ment. LACL and ACL can set up mapping relationship. Generally LACL is to
further detail of ACL. 

design objective is to adjust to any content and resource in ACMS, and Web site 

and data recorded management of ACMS. E-AMS complied with Dublin core 

Agricultural terminology list is the basis of information organization, com- 
munication and ACL. It defines the scope of database and technology standard.

(Local Agricultural Category List), whichA database admits of several LACL

ACL (Agricultural Category List) is the start and end of information organ-

ization and category. If it prefer to application of ACMS, it should built 
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E-AMS is mainly applied to search for the information and resources on 
agriculture for the public and agricultural staff. 

ACL and the element subject category in e-AMS are corresponding. 
There will be an assay especially on e-AMS.  

6. AIF OF ACMS 

Agricultural information is the resources within the agricultural department, 
but also social assets, which is just like fuel for the national knowledge economy. 
It should be shared by both the departments and other members in the society. 
Because of ACMS based on Web, distributed Web service and Database are 
inevitable features. How do we ensure the consistency of the web content? How 
do we complete the information exchange among each database? How do we 
ensure all levels of agricultural organizations follow the regulations admitted by 
inner department and the society, when agricultural information is shared to 
public? 

With the need from strategic management, e-AIF selects XML and XSL as the 
core standards for data integration and presentation data. E-AIF also defines and 
applies e-AMS, which provides quick queries on agricultural information and 
resources. 

Figure 3. AIF structures 
 

E-AIF structure is as shown in Figure 3. E-AIF on top level is Framework, 
which is responsible for formulating and action of a higher level policy, system 

Xianfeng He et al. 

standards. Besides its own elementary metadata, the support of MCL and ADSC 
is also required (Agricultural Data Standards Catalogue). E-AMS is the com-
ponent of E-AIF. 

E-AIF (Agricultural Interoperability Framework) is the standard of infor-
mation exchange followed by ACMS members. It makes a seamless linkage to 
agriculture knowledge, services and management in agricultural departments 
within or cross provinces. At the same time, It offers a more accordant and 
broader service mode. 

and standard. E-AIF on second level is the exact approach and realization of 
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Framework, in other words, the realization content of e-AIF standard, which are 
e-AMS, ADSC (Agricultural Data Standards Catalogue), XML Plan Schemas, 
TSC, e-SDF (Service Development Framework).  

It is presentation below that e-AIF is framework. There will be an assay 
especially on all items on the second place. 

The main line and principle of e-AIF Framework 
Completely follow by Internet and World Wide Web standard  
Make XML the chief standard of data integration 
Brower is taken as the main interface with other interfaces as additional  

Develop and maintain the authority of ACL in all-level administrations 
Develop and maintain the authority of e-AIF in all-level administrations 

Market support: Capability of standard to win mass support in the market in order to 
reduce expenses and risk of agricultural department. 

Scalability: Capability of standard can be adjusted to system extended. For instance, it can 
adjust to the expansion of quantity of data, work disposed and quantity of users. 

Openness: Capability of standard to be general applicability. 
Main application scope of e-AIF standard 
Between Chinese agricultural and citizens  
Between Chinese agricultural and world business  
Among Chinese agricultural organizations  
Between Chinese agricultural organizations and the other world agricultural organizations   
All new research systems of agricultural organizations and information exchange within 

the listed above, e-AIF standard is necessary.   
E-AIF standard can be adjusted to all present and future channels such as Internet, digital 

The technology line is related to at least 4 parts, which are Net link, data integration, e-
service and content management. 

The realization content of e-AIF standard 
XML schemas of ACMS 
E-AMS of ACMS 
E-Services Development Framework 

In this essay, e-AIF framework is rough, and it does not contain the way of 
practice and management of XML schemas of ACMS, the organization and 
management of e-AIF etc. A special thesis is planned to write to discuss these 
issues. 

7. INFORMATION PRESENTED FRAMEWORK 

In the ideal situation, agricultural department information makes the seamless 
linkage according to public’s habits and the operational rules. That is also the 
start point of the information presented framework model and technology 

OF ACMS 

support of building the unified external image of ACMS.  

Add metadata to agricultural information resources 
Develop e-AMS based on Dublin Core Model 

Interoperability: Capability of standard in Net Link, data integration, e-service and content 
Key evaluated indicators of e-AIF standard  

management among systems. 

television, WAP phone, PDA and so on. 
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The CMS Website bases on web technology. It not only has the standard 
recognized by all the levels, which contain affairs category, sub-category, and 
sub-sub-category, but also the navigation standard which is in accordant with the 
Web browse habit.  

The CMS focus on the information framework model on the programming of 
information framework, information displayed template, overall page element, 
inquiring, landing, dictionary, site map etc. 

The basic contents of information framework are: 

Category Bill It is the start point of information framework. Generally, the first 
ten categories are also the basis of navigation guide. 

Top Category It defines a general category over subordinate department 
categories, and abstracts the same category, as for the public to 
browse information on different Webs among different 
departments. 

Top guidance  

Z 

List BBC. It 

resets Category Bill. 

A set of Public page 
element 

The page element and style followed by all subdivisions. 

A set of URL A group of standardize resources location, by which the public 
only need to enter URL to look for the kind of information.  

  
The main function of the information display model is to make the web 

phone and PDA. The CMS mainly uses XML and XSLT technology to assure 
the information could be exchanged from one platform to another.   

Every spec of XSL works with corresponding inf. model. 
The element of overall page is made up of common tools on the top of page, 

8.  ACMS (AGRICULTURAL CONTENT 

MANAGEMENT SYSTEM) 

CMS (Content Management System) is the start point of agricultural content 
management and the core part of the whole system. CMS makes creation and 
processing in all-levels agricultural organizations be in accordant with each 
other, hence sustainable and extendable. The updating of agricultural 
information is not limited by the place of work, because CMS allows the 
individual to create and maintain the content. In addition, management activities 

Xianfeng He et al.

It is information inquiring based on list like Yahoo,

inf. (information) not only used in the PS, but also in the digital TV, mobile 

and related link information on the right. 
category of page top, page position indicator, navigation on the left, page bottom, 

A set of guide label placed on the top of every page. 

Information dictionary arranged alphabetically. 

Title Explanation 
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focal on content management improved the capabilities from knowledge sharing 
and communication in organizations, and improved the work efficiencies, 
removed the communication barriers. 

Generally, CMS contains creation and practice of content type, version 
control, file management, Workflow managing, life cycle of data item, people 
managing, security management, loose-leaf folder management, file style 
definition, page model management, category management, file nationalization 
management, and information exchange with other CMS by RSS. 

Content type is the basis of communication and work on the Internet. Because 
of content type management (create, modify, delete) being contained by Red hat 
CMS, therefore it is easy to extend to agricultural service system, resources 
agricultural service system, agricultural management system, financial system, 
and human resources system and so on. 

Version control is completed with managing of work process. 
File management is completed with creation, modification and deletion of 

various content types, and it contains all kinds of editors such as MS Word. 
Workflow managing regulates a series of stages similar to creation, 

modification, deletion, check-up, and the publishing of contents. 
Life cycle of data item regulates save time of data item in database. 
People managing contain the assigning of roles and security authority of 

members besides creation, deletion and modification of members. 
Security management contains role, user, group management and authorized 

management. 
Folders management contains creation, deletion, modification, and security 

management of file and sub-file (hierarchically authorized to work group and 
staff).  

Category management determines that the clues of CMS are terms and the 
classification of them. The determinate term is correspondent with the type of 
the determinate content. A category contains one or more terms. Every category 
and terminology has its own URL label.  

9. PORTALS MANAGEMENT OF ACMS 

Generally, ACMS is made up of several sub-Webs. Every sub-Web has its 
own theme page which is consisting of several xsl, css, and jsp. The portals 
management model realizes developing, testing and releasing of various theme 
pages, and applies it to the allocation of sub-Web. 

10. TESTS 

Website for 96999 Call Center: http://96999.scnjw.gov.cn 
Website for Meteorological Bureau of Sichuan, China: http://www.scqx.gov.cn  
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They are all bases on Redhat WAF and CMS. They can also be viewed as 
tests for the systematic construction of ACMS. Steps are as follows: 

It forms as the working group contained Sichuan Provincial Agricultural 
Academy, city-level, and county-level branches. The service object is the public; 

Install Java environment, Oracle date base, set Apache server, set Resin, 
install Red hat CMS;  

Establish terms, terms category and navigation address; 
Confirm labor division. Establish members, assign roles and authority; 
Build content type, content life cycle and workflow; 
Build homepage and theme-page template. 

Sichuan Provincial Agricultural Website has been completed according to 
WAF and CMS technology, and optimized on that base. The test shows that 
ACMS systems engineering in each information center is practicable. 

At present, the system has been applied in the construction of Sichuan Rural 
Economic Information Net with 6000 working staff and English version of it, 
Sichuan Meteorological Intranet. It can be seen that those websites share one 
Database and work in different sections of CMS. 

11. DISCUSSION 

terms of information management. Therefore, it gets the concept of Agricultural 
Content Management System. 

The relationship between technology and strategy: When construction of 
ACMS implements, first of all, it has to face the relationship between 
technology and strategy. The meaning of “Science and Technology is the First 
Impetus” has to be reviewed. Although ACMS solves a series of technology 
problems, it is the basis of founding and practicing the strategy. In other words, 
the technology determines the management regulations, methodologies, service 
functions and implementation of strategy. On the other hand, strategy both 
affects and boosts the development of technology. The application of ACMS 
construction is up to the orientation to strategic development.  

The relationship between technological engineering and soft-science: When 
implementing the construction of ACMS, there is a problem of coordination 
between technology and management. ACMS is involved with establishment 
and implementation of a large amount of standards, terms, management 
regulations, workflow and etc. On one hand, administrators should understand 
the terms in ACMS and form a complete management system. On the other hand, 
obstacles in management and trainings should be cleared in the process of 
technological realization. 

Formation of overall objectives: There are three steps in the construction of 
ACMS. Firstly, the development and application of technology are under the 
basis of open source code Web CMS. Secondly, it builds standards and guides 

Xianfeng He et al.

e-government can be applied in the agricultural information management in the 
The origin of ACMS: Through the study of e-government, many aspects of
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Tasks in the near future: The construction of ACMS cannot be achieved in one 
move, but a long and tough process of spiral. Application tests and technology 
development with CMS as the core will be carried out in the near future. 
Meanwhile, it should be paid close attention to the establishment of standards 
with category as clue. The most complicated thing is to build e-AIF before 
which technology guide should be realized. 
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Abstract: This paper is on the background of content share in CMS implemented in 

Sichuan Rural Economic Information Net, discussing the intentions and 

significances of content share. Instances during application are demonstrated. 

Content Management System (CMS), Content Share, Navigation Category 

1. BACKGROUND 

Sichuan Rural Economic Information Center is a government organization 
dedicated in the information service to agriculture, rural areas and peasants. 
It consists of one provincial center, 21 municipal branches, 188 county-level 
service stations, 3380 township-level service stations, and 100 market 
service stations. Sichuan Rural Economic Information Net is a web portal 
under Sichuan Rural Economic Information Center and its daily information 
is managed by the Content Management System (CMS) which is based on 
the web. 
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APLAWS+ (Accessible & Personalized Local Authority Websites) (http: 
//aplaws.sf.net, 2004) is a national technological standard launched by the 
UK government for the project of e-government (http://www.govtalk.gov.uk, 
2004). It is a system which develops and enlarges itself on the basis of 
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2. SHARE OF CONTENT ITEM IN NAVIGATION 

CATEGORIES 

Xianfeng He et al. 

Redhat CMS. Sichuan Rural Economic Information Net has built a content 
management system at all levels in Sichuan Province by applying the open 
source of APLAWS. 

Sichuan Rural Economic Information Net consists of websites such as 
Chinese version, English version, and Call Center at the province-level and 
21 second level websites operated by municipal branches. 

Many challenges are faced in the process of building a 4-level application 
system in the angle of content share: 

How can one content item shared among different “navigation categories”. 
In other words, once a content item created, how to make it appear in several 
categories or subcategories; 

How can one “navigation category” shared between province-level and 
city-level websites. In other words, once a content item created, how to make 
it appear in different websites; 

How to establish its own particular features while share the same content 

contained in content share; 
How to make the contents be directly acquired or understood by other 

websites with the same or different structures; 
How to realize the exchange of contents between two same (different) 

structured content management systems by RSS. For example, to exchange 

Navigation category is a basis of content category in content management 
system. In public users’ view, content category shows the function of navi-
gation. Therefore, navigation category manages information in accordance 
with the core of content information—standard of content category. It is 
evident that navigation category is the building line of content management.  

In CSM, content item is a byword for document files, images, audio files 
and videos. Usually, one single content item has connection with one 
category. However, it is often happened that one single content item belongs 
to both category A and category B. For example, a news item which belongs 
to three categories: “domestic news”, “provincial news”, and “hot spot”, it 
can be easily realized that this item be put into these three different 
categories in APLAWS CMS. (See Figure 1)      

contents between APLAWS and OpenCMS (http://www.opencms.org, 2000). 

among different channels and websites—“navigation categories” are not 
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3.  SHARE OF CONTENT ITEM IN NAVIGATION 

CATEGORIES OF DIFFERENT SECTIONS 

In order to represent the particular features of different channels or sub 
sites, keep apart administrators of different websites, ease the pressure of 
web servers and database servers, the concept of section has been introduced 
in APLAWS (http://aplaws.sf.net, 2004). In the angle of Web Application 
Framework (WAF), each section has a corresponding web application. In the 
CMS, content center is a gathering of sections. 

Usually each section has its own navigation category. However, it doesn’t 
mean one navigation category can serve only one section, but much more. In 
other words, one navigation category can be used in different sections. (See 
Figure 2) 

The example of figure 2 is a tree diagram of category of Institute of 
Plateau Meteorology in Content Section. (There are first level categories 
such as “organization structure”, “scientific and technical personnel”, etc.) 
Categories in Section 001,002 and 003 are also introduced into Content 

Section. If the tree diagram of category of Institute of Plateau Meteorology 

Figure 1. The test item belongs to two different categories 
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under Content Section is introduced into other sections, administrator can 
create a new item in one of the sections and put it into the same category, 
take “organization structure” for instance, then this newly created item can 

realization of sharing content item in navigation categories of different 
sections is achieved. 

4. CATEGORIES WITH PARTICULAR FEATURES 

If all sub sites in CMS share the same information with each other and 
don’t have its own information, it will bring us the feeling of similarity and 
we will lose control in content management. Therefore, the balance between 
content share and particular feature is very important. For example, sections 
with the feature of “prices” should not contain information of sections with 
the feature of “news”; Sections with categories served for “province-level” 
should not accept categories from “city-level” sections; However, categories 
in “city-level” sections” should take categories at the “province-level” into 
consideration in order to make the information be shared in Sichuan 

Xianfeng He et al. 

002 and 003 
Figure 2. The navigation category of Institute of Plateau Meteorology  shared by Section 001,

Province. Figure 2 shows the featured category of Institute of Plateau 

be seen in all “organization structure” in different website navigations—the 
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Meteorology in Content Section and at the same time, this section deals with 
information from Section 001,002,003. The aim of both sharing content in 
different sections and showing particular features are reached. 

5.  EXCHANGE OF INFORMATION BY SEMANTIC 

XML  

All web pages contain the information in CMS. Theoretically, all contents 
can be separated from the web page by the method of program analysis. 
However, too much unexpected information such as locale, colors is 
contained in web pages. It seems that other ways are necessary for the 
exchange of information among websites.  

The concept of semantic XML has been introduced in APLAWS. It brings 
the possibility of acquiring pure content information with architecture 
description by HTTP with “? output=xml”.  

Figure 3. Contents with architecture described by semantic XML 
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zh?output=xml in the browser and transfer the information into XML, result 
in figure 3 shows. It contains semantic information such as <language>, 
<title>, <content>, <auditing>, <objectType>, <terms.assiegnedTerms>. 
Such semantic XML has established architecture information, so it is not 
difficult to exchange and share information between two websites. 

6. CONCLUSION 

Through the content share realized in APLAWS CMS, we can understand 
that content share happened in different levels. The lowest level is to share 
content within a section; content share among sections can be divided into 
two kinds: content share section and section with particular features; the 
concept of semantic XML has built the foundation of sharing information 
among websites. Besides, APLAWS has provided service in RSS Feed, 
application of Dublin Core, input and output of XML, etc. They will be 
introduced specially in other papers. 

http://www.aplaws.org.uk 

E-government plans or standards, please refer to http://www.govtalk.gov.uk 

 

Xianfeng He et al. 

By entering http://96999.scnjw.gov.cn/ccm/005/snwzx/xxb/zlj/2007/1/996. 
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Abstract: The objective of this study is taken to realize pesticide precision spray of fruit 

when the real time sensing technology was used in the pesticide target spray. 

nozzles fixed in horizontal direction, to investigate the influence of spray 

probability distribution model of the pesticide deposition was constructed 

based on the experiments, and the pesticide spray distribution range was 

simulated by using Matlab statistic toolbox. The simulation result showed that 

maximum spray distance. With the increase of the spray speed, the spray 

under the speed above 1.20km/h and nozzle 300 is under the speed above 

2.22km/h, the deposition range was reduced greatly. So the computer 

simulations make a reference for the choice of the spray control parameters. 

Keywords: 

1. INTRODUCTION 

It’s essential that the spray solution distribution range of the level placed 
nozzle must be given for precision spraying. In order to reduce the pesticide 

the spray pressure and the ground speed had the great influence on the 

conducted with two different volume median diameter (VMD) hollow cone 

In this paper the Pesticide solution deposition distribution experiments were 

 College of Mechanical and Electrical Engineering, Henan Agricultural University, 95 

trees and the other crops and reduce the deposition losses outside the canopy 

pressure and spray ground speed on the spray deposition region. The 

computer simulation, pesticide deposition, lognormal distribution, target spray 

deposition distribution range decreases gradually, when the nozzle 200 is 
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loss in target sprays, the level spray distribution should be controlled by 
spray pressure and spray ground speed. It is known that level spray range of 
the droplets has relationship with quality of the droplet, nozzle moving 
velocity and the air conditions. The flying of the droplets has turbulence 
flow state, mix flow state and laminar flow state. Flying distance of single 
droplet can be calculated on the given conditions (Wanzhang Wang, 2005). 

increase of the pressure, the speed of big spray droplet increases rapidly and 
small droplet speed increases slowly. The higher the pressure of pesticide 
spray droplet, the greater the distinction of speed becomes in the spray 
droplet spectrum (Giles et al., 1992). The spray ground speed affects the 
spray solution distribution not only in the direction of the spray, but also in 
the moving direction. Horizontal movement of the nozzle is equivalent to the 
airflow moving relative to the nozzle act on the spray droplet, this will 
change the movement direction of the droplet, thereby the spray scope is 
reduced and the spray solution distribution is changed (China Agricultural 
University. 1999). When the speed of the nozzle is low, it only has effect on 
the movement of small droplet. When the speed of the nozzle is big, it has 
big effect on the whole spray cloud. But in actual spray, the size and speed 
of the spray droplet out of the nozzle are different. It is difficult to quantify 
the scope of the droplet sediment because of the influence of the spray 
velocity and many other complex factors. This thesis uses the method of 
pesticide spray experiment to obtain the changing regularities about the 
deposition distribution by the change of spray ground speed and pressure, 
and then carry through the computer simulation analysis. 

2. PESTICIDE SOLUTION DISTRIBUTION 

2.1 Pesticide spray solution distribution test  

are type 320 and type 200 produced in Ikeuchi, Japan. Their VMD are 
210µm and 130µm respectively. The diffuser angle of two nozzles is 80° and 

and spray ground speed have been designed on the spray test stand. The test 

Phase Doppler particle analysis under different pressure shows that with the 

Wanzhang Wang et al.

groove and the centerline distance of the “V” shaped groove is 80 mm. 

Two hydraulic hollow cone nozzles are used in experiments. Their models 

stand is made of two or more 960 × 2000mm tables, each has 12 “V” shaped 

operating pressure is from 0–7MPa. Experiments of different spray pressures 
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experiments. In order to study the rule of the pesticide spray solution 
distribution, three parameters lognormal distribution functions are chosen to 
construct the probability distribution model of it. The three parameters 
lognormal distribution probability density function is shown below. 

Where d is position parameter, which represents the minimum distance of 
the pesticide deposition; σ is the standard deviation, which shows the 
centralize degree of the pesticide spray, when σ is small the spray sediment 
scope becomes narrow, and σ big the scope becomes wide; χ is random 
variable which represents the spray range. 

 

Figure 1 shows the pesticide spray solution distribution histogram of the 
experiments in different pressure and speed with two type nozzles.  It can be 
seen from the pesticide spray distribution histogram that, the pesticide spray 
distribution shows skew distribution in the spray pressure and spray speed 

Figure 1. Distribution histogram of pesticide spray deposition
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2.2 Lognormal distribution model 

The method of quick optimization parameter estimation of three 
parameters lognormal distribution function is chosen to calculate d according 
to the test datum (Liu Dianrui et al., 1995). 

             (2) 

Where xmo, xmin, xmax

the test sample. 
And 2xmo-xminxmax≠0 
Standardize formula (1) and Let standard normal distribution value as:  

Then ln( )x d Dµ σ− = +  

Formula (1) corresponding to the cumulative probability distribution 
function can be written in standard normal form: 
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It can be calculated according to the experimental data: 
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correlation coefficient R can be calculated by linear regression analysis. 
When the absolute value of the correlation coefficient is greater, the linearity 
of the function is better, and the consistency of the lognormal distribution 
function is better. Then the normal probability distribution model of the 
pesticide spray solution distribution can be established: 
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speed in the same spray pressure and under different spray pressure in same 
spray ground speed. In order to simplify the calculation according to the 
experiment datum, d is regarded as constant in pressure experiment and 
speed experiment. Table 1 and 2 shows respectively the fitting results of 
pressure and speed experiment for the nozzle 200. Table 3 and 4 shows 

Wanzhang Wang et al.

 are respectively the mode, minimum and maximum of 

D  can be calculated by the inverse function of formula (3), then a set of 

The minimum distance d change very little under the different spray ground 

data (ln (x -d), D ) (i=1, 2, 3…, n) can be obtained. The parameters µ σ

Π

 

Π

Where i is spray test groove number; x  is the distance from the nozzle 
v is the spray solution collection to the number i groove centerline; 

volume of the number i groove. 

and 



429

 
respectively the fitting results of pressure and speed experiment for the 
nozzle 320. 

 
Table 1.  Nozzle 200 distribution parameters of pressure test     d = 584 

P/MPa 0.75 0.98 1.18 1.41 1.66 1.94 2.23 

R2 0.959 0.969 0.972 0.955 0.968 0.983 0.964 

σ 0.771 0.715 0.727 0.723 0.770 0.694 0.769 

µ 5.716 6.077 6.122 6.239 6.318 6.546 6.483 

 

Table 2.  Nozzle 200 distribution parameters of ground speed test    d = 0 

0.51 1.21 1.91 2.60 3.30 4.00 

R2 0.99 0.969 0.959 0.915 0.914 0.897 

0.437 0.501 0.497 0.432 0.432 0.399 

6.747 6.583 6.564 6.497 6.447 6.393 

 

Table 3.  Nozzle 320 distribution parameters of pressure test     d = 442 

0.67 0.87 1.06 1.29 1.53 1.78 2.06 

R2 0.954 0.960 0.971 0.974 0.973 0.978 0.979 

σ 0.652 0.654 0.657 0.639 0.615 0.635 0.625 

µ 6.222 6.301 6.420 6.487 6.536 6.578 6.647 

 

Table 4.  Nozzle 320 distribution parameters of ground speed test    d = 0 

0.51 1.21 1.91 2.60 3.30 4.00 

R2 0.996 0.965 0.958 0.951 0.905 0.907 

σ 0.379 0.533 0.559 0.555 0.467 0.458 

µ 6.906 6.780 6.775 6.767 6.678 6.616 

3. COMPUTER SIMULATION OF THE PESTICIDE 

DISTRIBUTION 

Establishing X-axis in the direction of nozzle spraying, and Y-axis in the 
direction of nozzle moving, the deposition of the spray droplet on the X and 
Y direction can be viewed as two independent probability event, and the 
probability density function f(x, y) =f(x)•f(y) can be constructed according 
to test datum of the horizontal fixed nozzle above the plane area. 

Computer Simulation of the Pesticide Deposition Distribution

σ

µ

P/MPa 

V/km/h 

V/km/h 
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The test datum under different spray pressure and speed shows that the 

By construct two-dimensional probability density function of the pesticide 

program can be compiled using Matlab6.0 statistic toolbox function Logndf 
and Normdf (Su Jin et al., 2000). Spray solution deposition distribution on 

to know where and how much the pesticide deposited. And then get the law 
of spray distribution change with the spray pressure and speed. Figure 2 
shows the pesticide distribution of the static nozzle 200 under pressure 1.2 
MPa. Figure 3 shows the pesticide distribution of the nozzle 200 under 
pressure 1.2 MPa, speed 1.21 km/h, and spray control distance 960mm. Figure 4 
shows the pesticide distribution of the static nozzle 320 under pressure 1.2 MPa. 
Figure 5 shows the pesticide distribution of the nozzle 320 under pressure 1.2 
MPa, speed 1.21 km/h, and spray control distance 960mm. 

Wanzhang Wang et al.

simulation with a given reasonable boundaries. A visual representation is 
obtained by the surface and contour diagram using Matlab drawing function 

Y-axis and lognormal distribution function on the X-axis, the simulation 

the plane area below the nozzle can be computed by the Monte Carlo 

spray distribution together with the normal distribution function on the

pesticide spray solution distribution has normal distribution on the Y-axis. 

Figure 2. Static nozzle 200 distribution with pressure 1.20MPa

Figure 3. Nozzle 200 distribution with speed 1.21km/h
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4. CONCLUSIONS  

Based on the spray experiment datum the pesticide deposition distribution 
can be simulated on computer by using the probability density function and 
inverse function of cumulative distribution in Matlab Statistic Toolbox, then 
the minimum spray distance D (0.1), the maximum distance D (0.9) and the 
average distance D (0.5) can be computed and the region of the spray 
solution deposition under different speed and pressure can be calculated.  

The simulation result shows that the minimum spray deposition distance 
D(0.1), the average distance D(0.5) and the maximum distance D(0.9) have 

Computer Simulation of the Pesticide Deposition Distribution

Figure 4. Static nozzle 320 distribution with pressure 1.20MPa

Figure 5. Nozzle 320 distribution with speed 1.21km/h



432 

 
linearity increased with the increase of the spray pressure, and have linearity 
decreased with the increase of the spray speed. The influence of pressure and 
speed on the average distance is smaller than that on the maximum distance, 
but bigger than that on the minimum distance. The simulation and 
calculation to the two nozzle spray test shows that, among a certain scope of 
low speed, with the increase of spray speed, the spray deposition range D 
(0.9)-D (0.1) is to remain stable. But, when the type 200 nozzle is under the 
speed above 1.20km/h and the type 300 nozzle is under the speed above 
2.22km/h, the deposition range decreases significant Figure 6 shows spray 
distance standard deviation changing with the spray ground speed for nozzle 
200 and 320 under spray pressure 1.2MPa respectiveIt is known that the 
nozzle with big VMD has a wide spray ground speed control range. This 
simulation result is consistent to the theoretical analysis. 
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Abstract: With the development of rural power market in our country, how to improve 

the operation more correctly and timely of power quantity collection, 

transmission and processing becomes a problem. The requirement of 

equipment in power quantity collection needs new and higher demands. The 

advantage of using dual-port RAM and main-spare CPU structure, when main 

CPU running, spare CPU supply monitoring of main CPU status messages, 

once main CPU break down, spare CPU could instead of main CPU 

completely. This paper introduces collectivity design in flow chart, hardware 

design include theory and application in detail. Using dual-port RAM to 

communicate between the main and spare CPU not only make sure the 

transmission efficiency, good anti-jamming performance, improve the speed of 

disposal, but also reduce the costs, making the operation of rural power 

network more security, economy and reliability. In rural power terminal 

system of power quantity collection has broad application prospects. 

Keywords: dual-port RAM, main-spare CPU, terminal of power quantity collection, 
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1. INTRODUCTION 

To meet he need of power industry change into commercial operation has 
many requirements, how to improve power quantity collection, transmission, 
accuracy, reliability and operation in time are all the factors to be considered. 
With the development of Chinese power industry market, electric power 
department has already adopted power quantity as standard for expense, test, 
rewards and punishment. Therefore, higher requests are required on device of 
power quantity collection. Building a power quantity management system that 
based on automation is imperative under the situation. 

Terminal system of power quantity collection provides multi-route data 
collection, information storage, inspect, check, balance calculate, prevent 
analysis of steal electricity, analysis of degradation loss, assess and so on, the 
most important thing is reliability. Therefore adopt one CPU will have some 
risks, once CPU has some problems, the data should be lost. If adopt two 
systems that supply for each other, need two powers, machine interfaces and so 
on. In this way the cost should be higher. Therefore, this system adopts the 
structure of main-spare CPU; both of them adopt the chip of ARM that has high 

performance (Chen et al., 2005). When main CPU running, spare CPU supply 
monitoring of main CPU’s status, once the main CPU appears the problem, the 
spare CPU can instead the main CPU to carry on the work completely. Moreover, 
using dual-port RAM to communicate between the main and spare CPU not only 
make sure the transmission available, improve the speed of disposal, but also 
good at anti-jamming, making the operation of electric power system more 
security (Jia et al., 2006). 

2. THE MAIN DESIGN PLANNING OF SYSTEM 

The main-spare CPU is different from the master-slave CPU. If the system 
adopt the master-slave of CPU, the relationship of master CPU and slave CPU 
are leader and subordination, which means master CPU and slave CPU can be 
seen one CPU to carry out all the functions, just burden the different work in the 
system (Huang et al., 2004). 

This terminal system adopts the structure of the forward plug-in type, each 
plug-in passes communicates using panel bus, and display and keyboard link the 
CPU through the cable, this system contains 5 plug-in parts, including copy 
meter panel, pulse panel, remote control panel, remote supervision panel and 
CPU panel (Ti et al., 1999). This design of plug-in provides the convenience to 
the install and debug for spot, any plug-in passes have no differences and can 
insert any module, but its address are different and each slot contains an unique 
address, thus any module has its own address after inserting the slot, this method 
can eradicate stir the wrong address completely (Liu et al., 2006). 

The system adopts main-spare CPU, there are isolated in the functions, 
which means the two CPU can achieve the terminal’s functions 

Ping Yang et al.
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 independently. Therefore, the two CPU have their own connection, including 
broadcasting station, alternating equipment is interface between man and 
computer, other function panels (Jia et al., 2006). The configuration of the 

Replace
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3. THE DESIGN OF HARDWARE  

3.1  CPU panel 

The dual-port RAM adopts CY7C028 of CYPRESS corporation. It has 
64K x 16 static RAM, the access speed is less than 25ns, it has a true dual-

location, the both ends has the independent control signal bus, the address 
bus and data bus. The CY7C028V consist of I/O and address lines, and 

These control pins permit independent access for read or write to any 
location in memory. 

Program memory adopt SST39VF160 as NOR FLASH, it is CMOS multi-
function FLASH (MPF) machine piece of the SST corporation, the memory 

FLASH have the same interface as SRAM which provide enough address to 
lead the pin to seek address, which can access each byte in chip easily and 
address lines and data lines of the NOR flash are divided, thus the efficiency 
of transmission is very high and the performance can be implemented in the 
chip.  

The Hardware Research of Dual-port RAM for Main-spare CPU

whole system is shown in figure 1: 

ported memory cells which allow simultaneous access of the same memory 

Figure 1. System configuration chart 

capacity is 2MB, 16 bit data width, work voltage is 2.7V–3.6V. NOR 

control signals (CE, OE, R/W) (Cypress Semiconductor Corporation, 2002). 
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3.2 Copy meter panel 

Copy meter module adopts ST16C552 and extend RS-485 interface with 
two photoelectric isolations as the communications to meter. Each RS-485 
interface can connect 32 blocks electricity meter with RS-485 interface 
(Mladen et al., 2001). 

3.3 Remote supervision pulse panel 

Remote supervision and pulse interface are consisted of import transform 
circuit, photoelectric isolation circuit, sampling circuit. Electromagnetism 
disturb of import signal is absorbed by pressure-sensitive resistor, after RC 
filter, then it enter photoelectric isolation circuit, last sampling is sent to XA-

2004). 

3.4 AC sampling unit 

AC sampling circuit adopts ADS7864 that controlled by main CPU. AC 
sampling unit consists of voltage PT, current CT, corresponding analog 
signals disposal circuit and sampling A/D circuit. Main control panel can 
achieve all controls of circuit and data collection. 

3.5 Broadcasting station 

Broadcasting station adopts data transmission radio station. The customer 
can choose to use MODEM, fiber, GSM, GPRS or other communication 
methods. This broadcasting station is the vehicle radio stations with 
200MHZ which made by New Zealand, it can place 16 pairs frequency of 
receive, dispatch and different blast-off powers, it also has call function, 
having the characteristics of channel establishment in a short time and high 
reliability (Deng et al., 2005). 

4. 

Because this system adopts the structure of main-spare CPU, therefore the 
interfaces of data exchange become important parts that affect the whole 

showed in figure 2. 

Ping Yang et al.

FOR PARALLEL COMMUNICATION 

system data processing ability. The whole hardware circuit connection is 

IMPLEMENTATION OF DUAL-CPU 

S30. The eliminate buffeting of signal is operated by software (Wang et al., 
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4.1 Data exchange 

Using dual-port RAM achieve parallel communication between main-
spare CPU means to share memory, which can lead data conflict, how to 
solve one memory for two sides to use together is the key point. CY7C028 
has many solution modes, including hardware logic, interrupt logic, and 
semaphore logic (Cypress Semiconductor Corporation, 2004). According to 
the request of this system, when the main-spare CPU switching, need a great 
deal of data to communicate, and the data exchange is concentrated, 
therefore this system adopts the interrupt logic mode.  

The interruption function of the CY 7C028 chip is use “mailbox” to 

R and /INTL of 
CY 7C028 and the main CPU and spare CPU respectively (Li, 1999). For the 
software only needs to write operation program and the interruption 
program. 

4.2 Switching between main CPU and spare CPU 

Here is discussing how to implement switching from the main CPU to the 
spare. Firstly, need to think about how to judge whether the work of main 
CPU is normal or not. Malfunction information of the main CPU can be 

The Hardware Research of Dual-port RAM for Main-spare CPU

achieve. For the hardware only need to link between the /INT

Figure 2. Hardware circuit connection chart



438 

 
exchanged by dual-port RAM. The main CPU will accumulate data to the 
0xE000 element regularly when the main program working that is the region 
of malfunction information in dual-port RAM. Then the spare CPU read 
Data_a from this element regularly and compared with the Data_b that is 
read before (Ji et al., 2004; Li, 2001). If the result D-value minus between 

main CPU must be in trouble. At this time, the spare CPU can compel the 
main CPU to reset. If no effecting, the main CPU can be judged have error 
or breakdown. Then the system changes into main-spare switching program.  

After the spare CPU make sure the main CPU can not fulfill the task, it 
will take over the whole work of the main CPU automatically and write the 
main computer sign (main FLAG) to main-spare switching sign region 
0xF001. When the main CPU resume normal, it must read the main-spare 
switching sign region 0xF001 first, if it’s read main FLAG, then main CPU 
automatically change into spare CPU and write spare computer sign (standby 
FLAG) to 0xF000. At the same time, spare computer report terminal 
information to the main platform, the trouble is got away timely (Tang et al., 
2001; Wang et al., 2005).  

appear of 32-bit CPU provides conditions for main-spare CPU system. At 
beginning, because of processing speed of chip accelerating increasingly, 
only one chip can achieve the functions of system perfectly; moreover, with 
the chip price reducing, the cost of main-spare CPU system is lower (State 
Economic and Trade Commission, 2001). Main-spare CPU in a system, but 
independence with each other, can fulfill the task of system independently. 
That is say the main CPU in function is equal to the spare one. When the 
main CPU is in trouble and cannot resume back independently, after 
judgment system can switch main CPU to the spare one automatically. Then 
spare CPU can take over all work of main CPU that can prevent system’s 
breakdown from main CPU’s problems. In terminal system of rural power 
quantity collection, this structure can prevent loss of mass instant data from 
emerging issues of problem CPU and can reduce the cost of the whole 
system. 

5. CONCLUSIONS AND FUTURE WORKS 

Using high speed dual-port RAM and main-spare CPU structure to deal 
with the information, not only in the share data in the parallel network, make 
sure the information can easy get across the channel, improve the speed of 
transmission, be good at anti-jamming, but also with the price of lower-end 

Ping Yang et al.

Data_a and Data_b is constant which as same as schedule in advance, the pro- 

Nevertheless, with the development of electronic technology, the mass 

gram should be judged working normal; if the D-value is not the one, the 

processor reducing, the cost of using main-spare CPU also can be decreased, 
in order to get more benefit in economy of rural power network.  
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The dual-port RAM and one-way store are the same in data store ability, 
simple interface, convenient operation, easy for communication, the 
communication processing and protocol in the two sides CPU are easily, 
only need to make sure the store space of data, the two sides CPU operate 
this space independently, in this way, the whole system can achieve high 
speed and reliability in the parallel communication. Otherwise, the dual-port 
RAM has good expansibility and easy for bit and byte expand, make sure the 
update operation for the future. Therefore, compared with the traditional 
double CPU communication, dual-port RAM has more superiority in main-
spare parallel communication. Based on the dual-port RAM embedded 
multi-CPU system has good broad prospects in application of rural power 
enterprises. 

To be worthy, when the designing of hardware and software, the 
distributed of store space, security issues of access in memory, failure 
handling, recovery and data redundancy should still be considered in detail 
of this main-spare CPU system, and also need to do some deeper research in 
the future. 
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Abstract: Human is a crucial factor responsible for local and large scale environmental 

change and is a key factor in rural management. Accurate simulating and 

introduced the development of a spatial-explicit agent-based population model 

predict the population in China. The validation result shows that agent-based 

model performances well in population prediction in China. 

Keywords: Agent-Based Model, SVERIGE, Population, Prediction, China 

1. INTRODUCTION 

Our planet has suffered great changes at very strong intensity world wide 
since industrial revolution. There are a lot of evidences from various 
observations, investigations and scientific researches showing that the 
amplitude of global change has been enhanced since the mid-term of last 
century. The causes for global change are various and very complicated, 
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to environmental scientists as well as social scientists. In this paper, we

predicting population change and its spatial distribution is of great interests 

among which anthropogenic factors contribute a lot (Turner et al., 1995). 

for China based on a prototype from SVERIGE model. The model was used to 
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Accurate simulating and predicting population change and its spatial 
distribution is of great significance in various fields of research and 
application including global changing, land use/cover change, rural 

The world population has been doubled in the past 40 years, and is still 
increasing at a very rapid pace. The rapid population growth is not only a 
demographic problem. It also concerns the social and economical development, 

effect brought by the population growth, family planning program has been 
applied in China since late-1970s. So there are other demographic problems 
in China, such as age structure shift, the increasing of aged people, etc. The 
rapid population growth have great impacts on the following issues, such as 
economic development, food security, the demand of educational resources, 
population migration and urbanization, land use and land cover changes and 

and there are a lot of population monitoring and survey data, yet the demand 

can be used to predict the future trend of the population in China, and it can 
also be used to aid the decision-making of the population-related issues, such 

up the China population simulation and prediction model by employing 
individual based micro-simulation model, i.e. agent-based model. (Bankes,  

2. DATA PREPARATION 

2.1 The national demographical census data in 1990 

The 1990 population Census of China was conducted by the State 
Statistics Bureau of China. This dataset (1% sampling) was prepared taking 
villages as sampling unit, and contains a record for each household and 
supplies variables describing the location, type, and composition of the 

Zhongxin Chen et al.

management and so on (Ziervogel, 2005). 

of a robust, accurate demographic prediction tools is very strong. The tools 

as well as worldwide. China contributes more than 1/5 to the world’s 

resources configuration, etc. To meet the urgent demands, we decided to set 

food security, environment and sustainability and so on in specific regions 

The population in China increases rapidly. In order to alleviate the side-

other environmental and social issues, etc. (Brown et al., 1999). 

population. And the ratio has been quite stable during the past half century. 

2002; Bonabeau, 2002; Holm et al., 2002;  Nuppenau, 2002;  Thomas et al., 

as population migration management policy, land use planning, educational 

2006; Rykiel, 1996; Michael et al., 2006.) 

The world population is about 6.6 billion in 2007 (US Census Bureau, 2007). 

Although there have been 5 national demographic censuses in China 
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individual residing in the household. Information on individual includes 
demographic characteristics, occupation, literacy, ethnicity, and fertility.  

2.2 Aggregation data of 2000 national demographical 

census 

China, and it was published in 2002. 

2.3 County-level demographical database 

There are the frequently used demographic indices in 1990 for more than 
2000 counties from 30 provinces, autonomous regions and municipalities. 
These indices include: total population, sex ratio, size of family, population 
in cities, population in towns, the ratio of illiterate and semi-illiterate among 

people, the number of middle-school-educated people per 10,000 people, 

65, population older than 65. 

2.4 Provincial migration database 

This database summarized the population migration data from 1949. It 
included the outputs from the 4th national demographic census in 1990, and 
some other large-scale sampling survey since 1980s, such as the migration 
survey in 74 cities in 1986, 1‰ national sampling of population in 1987, the 
national sampling survey on anti-pregnancy in 1988, the sampling on 
pregnancy and delivery in 1992, and other related data from police’s 
registering system. 

2.5 County-level agro-eco-environmental database 

The database is from Information Center, Ministry of Agriculture of 
China. It contains the statistics for agriculture production in 2523 counties in 
China. The data is for 1986 to 2001. The data items include population, 
cropland acreage, acreage and yield for each crop, GDP, etc. 

An Agent-based Population Model for China 

The 5th National Demographic Census in China was committed on 
November 1, 2000.  The Aggregation dataset was compiled by Population 
Census Office of The State Council and National Bureau of Statistics of 

the population over 15, the number of college-educated people per 10,000 

households. Each household record is followed by a record for each 

population aged between 0–14, population aged 15–49, population aged 50–
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2.6 County-level administration region’s map 

The map is from Columbia University’s Center for International Earth 
Science Information Network (CIESIN). The original scale for this 
administrative map is 1: 1 000 000. The ID for each county for each dataset 
is based on “Codes for the Administrative Divisions of the People’s 

3. MODEL DESIGN AND IMPLEMENTATION 

model, which was developed by Spatial Modelling Centre (SMC), 

Microsoft Visual C++, other data preparation tools include SPSS, SAS, 
ESRI ArcGIS, etc. 

3.1 

The China population simulation model is an individual based model. The 
basic agent in this model is an individual person, but with a household (or a 
family) as the basic operational unit. There can be one or more individual 
person(s) in one family. The reason for us choosing household as the basic 
organizational unit is that the members in a same household usually share a 
lot of resources such as housing, income, etc. But the household is not static 
but dynamic. It means that either the members can leave or join a household 
by migration, death, birth, etc. Even the household itself can migrate, 
emerge, or disappear. Then each household has an attribute of geographical 
location. Herein, a county code is assigned to it to represent its geographical 
location. The household as well as the household members can share the 
resources and limitations in this geographical region. 

3.2 

The attributes for a household and an individual person can be very 
complex. In this paper, we only consider the critical and essential features 
for them. The following is the data structure for an individual person in the 
model. 

Zhongxin Chen et al.

Republic of China” 1990 version (GB 2260–90). 

The prototype for the China population model is the Swedish SVERIGE 

Department of Social and Economic Geography, Umeå University (Holm 

(System for Visualising Economic and Regional Influences in Governing) 

et  al., 2002).  The developing tools for the China population model include 

Overall structure of the model 

T he attributes of individual agent 



445

 

 unsigned EducationLevel  :3; // 0-7 

 unsigned EducationSector  :3; 

 unsigned Relat    :2;  

// Relation in the family //1=Head,2=Spouse,0=Child 

 

 unsigned Sex    :1;  

// 0 = male, 1 = female  

 unsigned BirthYear   :9;  

// Base year is 1870 

 unsigned OutOfLabor   :1;  

 unsigned InEducation   :1; 

  // In school or university 

 unsigned Working    :1;   // Working 

 unsigned Unemployed   :1;  

// Unemployed 

 unsigned MaritalStatus  :2;  

// (0-3) 0=Single, //1=Married,2=Widowed,3=Divorced 

 unsigned LARegion   :12;  

//region identifier 1-2500 

 unsigned RuralUrban   :1; 

 unsigned School    :3; 

            

 unsigned EthnicGroup   :6; 

 unsigned ffiller    :26;           

} ChinaBuffer; 

3.3 Parameterization 

The demographical attributes of the individuals as well as households are 
correlated with other demographical parameters and environmental factors. 
Herein, the China population simulation model is running in a simple way. 
The parameters for the model are estimated mainly be probability tables and 
rules. The probability tables are from the census data or other investigation 
data. The rules are either based on the demographical theories or related 
studies or investigations. The parameterization for each processes are being 
explained as follows. 

(1) Aging 
The simulation step for the China population simulation model is 1 year. 

In the beginning of each simulation step, each active agent in the model will 
automatically gain one year in age. Age is also a basis to determine the 
parameters for other processes, such as education, marriage, migration, 
giving birth to a child, death, etc.  

(2) Fertility 
The fertility of the women older than 15-years-old and younger than 50-

years-old is estimated based on the 1990 censuses data. The conditional 

An Agent-based Population Model for China 

typedef struct chinastruct { // ------------------- 

 unsigned FID    :24; 
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rural area or the urban area (city or town), (b) different martial status, and  
(c) if she has already given birth to a certain number of child(ren).  

Also the ethnic groups of the wife and the husband can affect the fertility. 
We used rules in this regard. If either of the couples is from a minority 
ethnic group, they can have more than one child. If the couples live in rural 
area and they have a 4-year-older child, they can have the second child. 

(3) Mortality 
The mortality module in the China population simulation model is 

employed to terminate the lives of individual agents. A lot of factors affect 
the mortality. But in order to keep the model simplicity at the beginning, 
age, gender, and residential type (either in rural area or in urban area) are 
considered as the main impact factors to determine the mortality for a 
specific person in the model. The mortality probability is parameterized 
based on the 1990 and 2000 census data, and the mortality database of 
China. 

(4) Education 
The education is estimated based on simple rules and probability. The 

rules are as follows: (a) A child begins to go to primary school at 6 or 7 at a 
probability; (b) He or she will spend 6 years in primary school, after that he 
or she goes to junior high school at a probability; (c) He or she will spend 3 
years in junior high school, after that he or she goes to senior high school at 
a probability; (c) He or she will spend 3 years in senior high school, after 
that he or she goes to Junior college or university at a probability. The 
probabilities at the critical ages are from statistical data. 

(5) Marriage 
Marriage module is used to set up families in the model. It affects the 

fertility and the number of families. An agent tries to find a partner to get 
married after certain age. In this model, age, gender, education level, the 
residential type, and geographical location are considered as the main factors 
to determine the probability for the potential partners to get married. 

(6) Migration 
The migration rates between provinces are used to estimate the probability 

of migration for a specific agent in the model. The data is from 1990 and 
2000 national census data. 

(7) Retirement 
The retirement model is used to let the agents to quit from the labor 

markets. It is a rule-based module. The women agents retire at 55, while the 
men agents retire at 60. 

Zhongxin Chen et al.

probabilities of the women in each age falling in this age group were given. 
We considered the following conditions: (a) whether the woman lives in the 
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4. RESULTS AND DISCUSSION 

After running of the model, we can get the year-by-year population 
distribution map of China like Fig. 1. 

Fig. 1. The population distribution map from the model 
 

The model outputs are evaluated by the existing population datasets 

dataset from 1990. The preliminary validation of the total population is listed 
in the following table. The projected population for China is very close to 
the statistical figure. The relative errors are less than 0.64%. We can 
conclude that the model is quite good overall. 

 

Table 1. The validation of the model 

1991 1158.23 1165.70 0.64 

1992 1171.71 1177.78 0.52 

1993 1185.17 1190.04 0.41 

1994 1198.50 1202.48 0.33 

1995 1211.21 1215.14 0.32 

1996 1223.89 1227.67 0.31 

1997 1236.26 1240.14 0.31 

 

We succeeded in setting-up of the spatial-specific population mode for 
China with employing agent-based technique. The validation result shows 

An Agent-based Population Model for China 

during 1990–2001, which includes 2000 census data, provincial population 

Year Statistic Population 
(Million) (Million) 

Projected Population Relative Error 
(%) 
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that it can accurately simulate the population in China. But there are still a 
lot works to be done. These works include: 

1. More accurate estimation of the parameters for the processes in the 
agent. The multiple regression method could be used to investigate the 
relationships which control the key demographic factors, such as fertility, 
mortality, migration and education, as what have been done with the 
SVERIGE model.  

demanding for more accurate estimation of the parameters and rule building. 
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Abstract: This paper analyses the status of rural informatization of China from different 

of development as follows: (1) Strengthening government promotion and 

infrastructure construction. (2) Increasing optimism and confidence of farmers. 

ICT, recommendation 

1. INTRODUCTION 

Global history has shown that science and technology are the main drivers 
of social and economic development. In the past two decades, information 
and communication technologies (hereafter abbreviated as ICT) have made 
rapid progress, which has resulted in science and technology quickly 
becoming widespread (Wang, 2006). Currently, traditional agriculture is 
undergoing a process of modernization, the development and dissemination 
of rural information and the application of ICT in the agricultural field can 
not only improve rural conditions, but also raise the level of agriculture 
currently being practiced. 
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From the beginning of the 21st century, ICT have become more common 

and expanded around the globe. On one hand, computers are more readily 
available to the ordinary person and the costs (table 1) of computers are 

information network development has enlarged the digital divide, which not 
only exits between developed countries and developing countries, but also 
between urban and rural areas in developing countries (Li, 2006). Currently, 

side of the divide. 

Table 1.  Falling Costs of Computing (dollars)  

1 Mhz of processing power 7 601 0.17 

1 megabit of storage 5 257 0.17 

1 trillion bits sent 150 000 0.12 

2. THE STATUS OF RURAL INFORMATIZATION 

IN CHINA 

China is now one of the most important developing countries in the world. 
The nation’s rural informatization has been developing for over 20 years, but 
there are characteristics of China’s rural informatization that must be taken 

From a time perspective, rural informatization of China is currently 10 to 
20 years behind that of developed countries, but its progress has been made 
at a particularly rapid rate. In the 1980s, computer technology was applied in 
the field of agriculture, and subsequent to the 1990s, agricultural 
informatization systems were established and rural informatization 
developed For instance, the “Golden Agriculture Project,” 
agricultural websites and national agricultural informatization systems were 
promoted and established by the Ministry of Agriculture and other 

developing rural informatization was listed in the Outline of the Tenth Five-
Year Plan for National Economic & Social Development of the People’s 
Republic of China and additionally in the Eleventh Five-Year Plan. 

From an info-platform perspective, the government has invested a large 

number of both fixed line telephones and mobile phones in China is the 
largest in the world, and the number of people with access to the internet has 

Junjing Yuan et al.

Costs of computing 1970 1999 

declining rapidly (Singh, 2003). On the other hand, the imbalance of the 

into account, such as late entry, rapid development, unbalanced disemination  

many poor families or/and minority families are living on the less fortunate 

and so on. 

quickly. 

amount of funds to construct the info-platform, and has established the  tele- 
communication network with relatively advanced technology. Today, the 

agricultural institutes at this time. After the turn of the 21st century, 
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reached 123 million on the Chinese mainland (Tong, 2006). According to the 
Chinese Ministry of Information & Industry, by implementing the “Village 
Coverage Project,” the volume of telephones in rural areas increased rapidly. 
By the end of 2005, there were 11 provinces and cities where every basic 
village could be reached by telephone, and 97.1% of all villages in the entire 
country could be reached by telephone.  By the end of 2006, the proportion 

could be reached by telephone (Yao, 2007). According to the China 

Chinese people and the number of rural fixed line telephone subscribers has 

statistical information from the State Administration of Radio Film and 

the proportion of towns and villages covered by radio and television 

 
4

 
From a resource perspective, rural or agricultural informatization 

resources are consistently deficient and many resources are out of date. The 
17th statistical report of CNNIC shows that there were 694,200 websites in 
China by Dec. 31, 2005 with only 0.66% of the total related to agriculture 
and rural communities. 

increased to 98.9%, with 24 provinces and cities where every basic village 

Statistical Report (NBSC, 2001–2007), the telephone volume per 100 

Television shows that, after the extension of the “Village Coverage Project,” 

increased quickly from the year 2000 (see fig. 1 and fig. 2). Additionally, 

broadcasts is respectively 99.16% and 96.43%. 

Fig. 1. Telephone volume per 100 Chinese people 

Fig. 2. Number (×10 ) of rural fixed line telephone subscribers 
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agricultural websites and information service stations are mostly based in 
Beijing and some coastal regions, with only a few located in China’s western 
provinces. The total proportion of agricultural websites in five areas 

more than 50% of the total number in the whole country, while in Yunnan, 
Gansu and other western provinces, the quantity of agricultural websites and 
libraries is considerably less (Wang, 2006; Wan et al., 2006). 

From an income perspective, the proportion of rural population to total 

decreasing trend of the Engel coefficient for rural households is obvious, 

poverty.  However, absolute poverty and low income are still important 

Chinese population reached 1,314.48 million, of which the rural population 

annual per capita net income below 693 yuan numbered 21.48 million, and 
the low-income population in rural areas with annual per capita net income 
between 694 and 958 yuan numbered 35.50 million. This widespread 
poverty stands in the way of rural informatization. 
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From a geographic perspective (NBSC, 2000–2007), the majority of 

population is very high, and the degree of modernization is low. In fig. 4, the 

(including Beijing, Shandong, Zhejiang, Jiangsu, and Guangdong) exceeds 

while fig. 3 shows a stable reduction in numbers of rural people in absolute 

problems (NBSC, 2001–2007). For instance, at the end of 2006, the total 

constituted 56.1%. The population in absolute poverty in rural areas with 
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3. RECOMMENDATIONS 

After analyzing the status of developing rural informatization in China, 
there are some simple recommendations put forward in order to accelerate 
further rural informatization.  

3.1 Government promotion and infrastructure 

construction 

In the construction of villages and dissemination of rural informatization, 
the government’s role as leader should be the provision of funds, 
development of legislation, regulation of inter-departmental relations, and 
construction of infrastructure and so on. Bridging the digital divide and 
solving “the last mile” requires the leadership of government (Guo et al., 
2006). 

3.2 Optimism and confidence 

Although developing quickly in the past twenty years, the internet is still 
very young. The internet is becoming increasingly more established and 
individuals around the world are learning to use the web’s many functions. 
For people on the wrong side of the technology tracks, the government and 
non-profit organizations should provide residents of rural and remote areas 
with more training opportunities. It is important for them to relinquish 
doubts and fears and take part in training programs with confidence and 
optimism. 

3.3 Training and discussion 

The internet is accessible to everyone, irrespective of age, gender, 
religion, income, nationality and level of literacy. Training is a key process 
to assist disadvantaged farmers. After training, farmers should be able to 
master sufficient expression skills to be able to describe problems clearly 
and obtain detailed explanations from experts. Without relevant training, 
farmers are unsure how to put forward a problem, or problems are outlined 
in terminology that is too general and ambiguous for experts to understand 
and resolve. 

A typical example (Singh, 2003) shows the necessity of training. Before 
training, experts received this question from a 32-year old resident of a 
village:  “I observed flowers dropping in my castor field, please advise me.” 
The advice of experts to this situation was “We need adequate information to 
understand the problem.” After training, the same question was repeated as 
follows:  “In the 3-month-old castor crop on my 4 acres of land, I have 



454 

 
observed two kinds of flowers, red and green; only the red ones turned into 

more detailed question, the advice of experts was: “Green flowers are male 

turn into fruit. This is natural and there is no need for taking any measure.” 
(Dileep et al., 2006). 

3.4 Solution of localization issues 

China is a large country with a vast territory, comprising 56 ethnic groups 
with their own language or dialect. Localization is a serious issue in the 
spreading of agricultural informatization, because local names vary from one 
location to another even within a province. Experts often use scientific 
names in their discussions (Guntuku et al., 2006). How can this problem be 
solved? There are two effective measures. One is to popularize agricultural 
knowledge in all rural areas, which is a long-term task, and the other is to 
train local personnel at an information station and broadcast information 
downloaded from the internet to the rural population in the local language, 
which will quickly solve some problems to a certain extent. 

3.5 Satisfactory goods and service 

According to American researchers, the consumer will disseminate his/her 
dissatisfaction at an astonishing speed when he/she is not content with the 
goods or services provided by enterprises, government or organizations 

consumer who expresses his/her discontentment to the providers of the 
goods or services, there are 26 dissatisfied consumers who remain silent. 
However, each of the 26 dissatisfied consumers will transmit his/her 

in fact, many more people become potential consumers affected by negative 
information. The detailed calculation is as follows: 

Level 3    1/3 10 26

In level 1, there are 27 dissatisfied consumers; in level 2, there are 260 
potential consumers affected; and in level 3, there are 1733 potential 
consumers affected. 

Junjing Yuan et al.

fruit while the green flowers fell from the plants.  Please advise me.” To this 

flowers. After fertilization, male flowers fall off and the red female flowers 

(Chen, 2004). Fig. 5 describes the process of dissemination. For every 

transmit the information to a further 20 people. 
discontentment to 10 other people, and one-third of each of those 10 will 

In reality, only one consumer is dissatisfied with the good or service but, 

Level 2     26×

× × ×

Level 1    1+26 = 27  

10 = 260 

20 = 1733 
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During the process of developing rural informatization, residents in rural 
and remote areas are sensitive consumers. High quality facilities and high-
grade services will attract consumers step by step, and inferior production 
will hinder the development of rural informatization. 

4. CONCLUSION 

The aim of developing rural informatization is to improve agricultural 
yields and improve rural conditions. There are many differences between 
different areas; it is impossible and unnecessary to purchase a computer for 
every resident of rural and remote areas. Which model and which technology 
should be adapted? Although a “one-size-fits-all” solution does not exist: 
different circumstances may dictate different choices, the following 
measures are important to develop agricultural and rural informatization: 
strengthening government promotion and constructing infrastructure, 
increasing the optimism and confidence of farmers, providing training and 
facilitating discussion and providing satisfactory goods and services to 
farmers. 
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Seed industry is an important basic industry in agricultural, an emerging 

industry as well. However, the new varieties are driving force and providing 

most appropriate place are important issues that seed industry needs to 

address. East of North China as an example, the county for the evaluation unit, 

on the basis of average daily meteorological data of all meteorological stations 

in the 50 years and the test data of new varieties of maize in the district, this 

paper discussed the suitability evaluation model of new maize varieties based 

on the characteristic values of new maize varieties (temperature, plant diseases 

of the environment; besides, quantifies the relationship between all 

characteristic values and their effect on yield; finally, recommends the region 

premise basis for maize varieties matching. 

1. INTRODUCTION 

Seed is the most basic, indispensable and irreplaceable agricultural 
production and the internal of yield, the carrier of various production 
technologies as well. Therefore, requirements of improved varieties greatly 
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Abstract: 

source for seed industry development. How extending the new varieties to the 
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efficiency agriculture establishing, farmers urgently call for stronger 
competitiveness of the varieties. The dominant of seed production is new 
varieties. New varieties can be used in production, transformed into real 
productive forces after regional test, validation and promotion. Vigorously 
promoting the excellent new varieties of crops is to promote the 
development of agricultural technology in the most effective measures and 
the important guarantee. 

At present, as a member of WTO, There are higher demands on the corn 
seed industry development because of international economic integration in 
China. Promotion of new varieties of maize, as the focus of seed industry 
development, we must make improvements. However, the current 
agricultural production, cultivation of maize, some did not fully take into 
account the suitability and stability, blindly promoted based on past 
experience and resulted in undue losses. So, we need to create a best 
suitability assessment model of maize varieties, quantitative calculate the 
extent appropriate, reduce the choice to promotion region blindness and 
subjectivity and the promoting risk, improve the average corn yield, and 
adapt seed market for the new competitive situation. 

2. STUDIES ON SUITABILITY EVALUATION 

New maize varieties suitability evaluation can be divided into two types: 

which new varieties of maize in the region fit, while which not, quantify the 
appropriate extent as well. The appropriate level will be measured by the 
average yield per acre. The second method was adopted in the paper, with 

2.1 Determining evaluation factors  

study area. Including climate, pests, soil and so on (Liao, 2002; Li, 2002; 

accumulated temperature (Yu, 1997; Wang, 1997), pests and lodging that 

Weili Wang et al.

(1) Given a new maize variety, study its suitability for promotion of the 
region and quantify the appropriate extent. (2)  Given a study area, determine 

MODEL OF NEW MAIZE VARIETIES 

There are many factors in judging whether a new maize variety suits the 

Liu, 2003; Huang, 2004; Zhang, 2006). This paper mainly discussed the 

east of north China as the study area. 

will impact on the suitability. Thus, evaluation factors include: temperature

exceed other productions. Especially the high-yield, high-quality and high-

(°C),  big spot disease(level), small spot disease(level), bending fungus(level), 
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The first condition that new maize varieties promotion should be satisfied 

 environmental temperature will meet the 

required temperature during the growth period. Once the environmental 
temperature does not meet, 100% losses will be resulted in. Therefore, the 
counties can not participate in suitability evaluation if the varieties are not 
met all the required temperature in growth period in the counties. Since the 
suitability evaluation is carrying out according to the yield per acre in the 

cause the production and the degree of reduction not the same. Put the loss 
of production rate caused by the most serious reduction as weight of a factor. 
Such as, big spot in the event of a serious disease in the year, susceptible 
output maybe about 50%. Thus, put 50% as a big stain on the weight. By 
analogy, all factors affecting the weight, as shown in table 1: 

Table 1.  Factors and corresponding weights 

Factors Big spot Small spot Bending fungus Gray spot 

 1 0.5 0.6 0.6 0.5 

Factors Black silk Corn borer smut Stem rot Sheath blight 

0.7 0.2 0.3 0.5 0.2 

Factors MDM Rough dwarf virus lodging   

0.1 0.5 0.4   

2.2 Establishing the evaluation factor membership 

function  

2.2.1  Accumulated temperature membership function 

According to the required accumulated temperature under new maize 

east of north China. Based on the following formula we can calculate 
temperature suitability of a certain new variety  

                                
sum

sum

T

T
S

∗

=                                   

Study on Suitability Evaluation Model of New Maize Varieties 

with is that no less than 10°C

(V)

(V)

(V)

(1)

varieties growing period and counties no less than 10°C accumulated data in 

the yield, using V to stand for. 
end, the weights of each factor are determined by the extent affecting on 

blight(level), MDM(level), rough dwarf virus(%), corn borer(%), lodging 
gray leaf spot disease(rank), black silk(%), smut(%), stem rot(%), sheath 

rate(%) Weights of each evaluation factor. 

 Kinds of diseases and pests and lodging in the event of a serious will 

Temperature 

Weight

Weight

Weight
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period. Under the appropriate size, the results will be divided into 
appropriate and inappropriate. Classification as shown in table 2: 

Table 2. Suitability classification 

One grade  

Two grade  

S>1, illustrates that the provided temperature does not satisfy with the 

required data, so it should not promote in this environment. While S 1, is 

on the contrary. However, the value of suitability degree is not the same. The 
value of production was affected by the difference in size. We set the true 

value of S when S  [0.9, 1.0], while 0.9 when S<0.9. This is because when 

S

       (2) 

From this we can see that the smaller the value, the more suitable it is 
within the scope of 0.9 to 1.0, for which the waste temperature will be less, 
and the maize varieties mature in the shortest time under the conditions of 
required temperature. 

2.2.2 Lodging and diseases and pests membership function 

The evaluation of diseases and pests can be described of two aspects from 
the qualitative and quantitative. From the qualitative evaluation, four 
conditions exist as follows: 

promotion.  

promote.  

Weili Wang et al.

1≤

>1 

≤

∈
∈ [0 .9, 1.0], environmental temperature can be sufficient for maize varie- 

ties growth period. When the large accumulated to a certain extent, more
temperature does not engage in other activities in the agricultural.  Thus,
a formula can be expressed in quantitative the effect upon yield as follow:

 A resistance of the corn varieties in a low stress environment(1) 

(2)  A resistance of the corn varieties in a high stress environment to

sumT
north China. 

∗
sumT  is the required accumulated temperature under growing 

 is the no less than 10°C accumulated temperature of region in east of 

Level Suitability 

(inappropriate)

(appropriate)
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susceptible reliability and environmental stress will be researched and 
established. This paper attempted to quantitatively evaluate the impact of 
pest on yield. The formulas can be expressed as follows: 

∗

−
=

max

ˆ

D

DD
K ii

i     (i=1, 2…, 12)   02 ≠R  

01.0−=K  or -0.11               02 =R             
∗∗

+=
max21 **ˆ

iii DWDWD
                               

bxaDi +=
∗

     
2

1 RW =      
2

2 1 RW −=              

In formula 5, x is the stress degree of diseases and pests and lodging rate 

of each county, 
∗D  is stress degree of diseases and pests of some variety in 

∗

iD
∗

iD 100] at random, 
2R

In formula 4, 
∗

iD  which amended by the management pessimistic act, 

represents the forecast of degree of the maize varieties flu disease, a function 

about environmental stress as well. 
∗

maxiD  is the maximum value of a variety 

of lesions to the disease, Taking into account 
2R of 

∗

iD smaller, iD̂ is a 
method when the diseases and pests sensitivity and the degree of 

environmental stress linear fit is not so good. When 2R small, only 

illustrates the extent of fitting not good, and lack of regularity, however, 
could not explain the resistance of the variety. Then pessimistic assumption 

iD̂

mainly decided 
∗

iD
1W 2W respectable weights of 

∗

iD and
∗

maxiD . When 
2R of 

∗

iD
∗

iD

Formula 3 is on behalf of that diseases of a certain type of a variety 

increase or reduce production levels. i is the type of the diseases and pests 

and lodging (such as big spot disease, lodging), iD  is an average value of a 
variety of disease extent, the average level of a variety in the study area 

susceptible also. If ii DD ˆ−

Study on Suitability Evaluation Model of New Maize Varieties 

(3)

(4)

(5)

 is a linear function about environmental stress, x,different environment,

 is a  cor- 

relation coefficient of the linear function. 

 is a number belonging to [0, 9] or [0,

 is mainly decided by the maximum value. On the opposite side, is 

by . ,  are the 

is larger, otherwise, smaller.  larger, the weight of 

(  ) >0, then it expressed the susceptible of the

promote.  

(3)  N ot an anti-corn variety in a low stress environment promotion.

(4)  A resistance of the corn varieties not in a high stress environment to

While, from the quantitative evaluation, the relationship between varieties 
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variety in the region less than the average value of the variety, which means 
the variety is more appropriate in the region to promote, and increases the 
production, vice versa.

2.3 Model establish 

Suitability evaluation of new maize varieties is based on the average yield 

(Tong, 1997; Wang 2006). Therefore, we need to forecast the new varieties 
of maize yield per acre after establishing accumulated temperature, lodging 
and diseases and pests membership function, finally, ascertain the suitability 
evaluation model of new maize varieties. 

2.3.1  Method of forecasting new maize varieties average yield

The method is similar to the method of calculating diseases and pests 
susceptible. The formulas can be expressed as follows: 

+=
∗

min21 **ˆ
iii CWCWC                              

bxaCi +=
∗

   
2

1 RW =   
2

2 1 RW −=            

 Formula 7 is a linear function based on the environmental average yield 
per acre within east of north China trial regional and average yield per acre 

of a variety, 2R is larger, the fitting of the linear equation is better. x is 
 

In formula 6, 
∗

iC  which amended by the management pessimistic act, 
represents a forecast of the maize varieties average yield per acre in every 

counties, a function on environmental average yield per acre, miniC  is the 

minimum average yield. Pessimistic assumption that when 2R smaller, that 
is the extent of fitting not well, the weight of the lowest average yield is 
larger. 1W

2
W

∗

iC and miniC . 

2.3.2 Suitability evaluation model of new maize varieties 

membership function, we can establish the evaluation model, which can be 
used to compare the appropriate level of a maize variety in every county, can 
be compared the suitable degree of new maize varieties in a particular 

Weili Wang et al.

(6)

(7)

∗

∗

∗

environmental average yield per acre in each county.

,  are the respectable weights of 

per acre under climatic conditions, lodging and diseases, pests in the end 

According to the impact factors, the weights of each factors and the 

per acre 
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county. The suitable degree is measured by average yield per acre. The 
higher the average yield, the better appropriate in the county, the better 
promotion. Comprehensive above formula, we can get the suitability 
evaluation model of new maize varieties, as shown below: 









++= ∑

=

12

1

*1*ˆˆ

i

ii VKTCY

ˆ

environmental average yield per acre of every counties in east of north 

China. Calculation is Similar to iK , Ŷ  is average yield per acre forecasting 
by considering temperature, lodging, diseases and pests. Thus, we can judge 
a variety suitable for which counties and not by the level of forecasting 

value, meanwhile, the appropriate level can be judged as well. Different 
varieties comparison, the model can calculate the average yield per acre 
level, with a judgment in which the county more suitable. 

3. SUITABILITY EVALUATION 

Take the new variety 628412 and HAOYU12 for reference, we can judge 
which will be more appropriate in the east of north China through the 
suitability evaluation model of new maize varieties. Take the 628412 
suitability evaluation as example: 

3.1 Introduction to 628412  

In 2005, the production of the region test was 760.0kg per acre; increasing 
17.70% compared to NONGDA108, The effect was remarkable, occupied 
1st, 22 fields increased, and didn’t have decreased fields. 

NONGDA108. The height of the adult plants is about 330 centimeters. The 
height of the tassel is 120 centimeters, and the length of the tassel is 19.8 

of one hundred corn kernels is 39.0g. It resists various diseases and pests 
through appraising. If diseases and pests appear in the fields, it resists all the 
plant diseases. 

Study on Suitability Evaluation Model of New Maize Varieties 

      

 (i=1, 2… 12) (8)

The average growth period of the variety is 127 days, earlier 4 days than 

centimeters, 16–18 rows. The weight of the single tassel is 245g. The weight 

In formula 8, C  is the average yield per acre of a variety in one county by 
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3.2 Process of 628412 evaluation  

3.2.1 Calculation of the suitability of the accumulated temperature 

in the new maize varieties promotion fields in the 223 counties of four 
provinces in the east of north China according to the method of the 
suitability of the accumulated temperature. As shown in figure 1: 

According to the rank of the suitability of the accumulated temperature 
and the suitability of the 223 counties, 223 counties will be divided into two 
categories of appropriate and inappropriate, as shown in figure 2: 

Weili Wang et al.

The accumulated temperature of growth period of 628412 requires 2434.2 °C.

So we can get the suitability of the accumulated temperature of 628412 

Figure 1. The accumulated temperature of 628412 in the 223 counties 

Figure 2. The map of accumulated temperature suitable counties of 628412 in the promotion
fields (four provinces) in the east of north China 
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218 counties are appropriate for promoting 628412. The inappropriate 
counties are Kang Bao County, Zhang Bei County, Shang Yi County, Gu 
Yuan County, and Ping Shan County. The data of inappropriate degree of 
these counties as shown in Table 3: 

Table 3. 628412 inappropriate counties in the promotion fields in the east of north China 

County Kang Bao Zhang Bei Shang Yi Gu Yuan Ping Shan 

Appropriate of accumulated temperature 1.12 1.04 1.09 1.04 1.04 

3.2.2  Yield forecasting 

The scatter gram on average yield per acre in trial areas of varieties and 

From figure 3, we can see the dots distribution showing a certain linear. 
According this, we can get the linear equation on varieties average yield per 
acre and environmental average yield per acre. 

xC 023.1462.37 +−=∗
    

2R = 0.462 

( ) 1.341*538.0023.1462.37*462.0ˆ ++−= xC  

Study on Suitability Evaluation Model of New Maize Varieties 

We can know from the figure, in the new maize varieties promotion 
regions of the east of north China, 5 counties are inappropriate. The other 

Figure 3. The relationship between 628412 average yield and environmental average yield 

3.2.3 Big spot disease 

 
∗

iD linear equation fitness and 2R

The scatter gram about the degree of the sensitivity of big spot disease in 

 solution(1) 

trial areas and environmental stress on big spot disease is shown in figure 4. 

environmental average yield per acre is shown in figure 3. >?@A BC@ DE @F G
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stress 

From figure 4, we can see the dots distribution showing scatter, 
2R  will 

be smaller. According this, we can get the linear equation on the degree of 
the sensitivity of big spot disease in trial areas and environmental stress on 
big spot disease. 

xD 177.1081.01 +=
∗

  
2R = 0.332 

iD̂  calculation amended by 
∗

iD

By fitness equation D1

∗
 and environmental stress on 

big spot disease in 223 counties of east of north China, we can calculate the 
sensitivity of big spot disease, get the maximum 5 as

∗

maxiD

5*668.0)177.1081.0(*332.0ˆ
1 ++= xD  

For 1D̂
spot disease in 223 counties under pessimistic assumptions. 
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Figure 4. The relationship between 628412 sensitivity of big spot disease and environmental 

 using pessimistic assumptions(2)   

, Thus:

= 0.081+1.177x

Figure 5. The impact of big spot on yield of 628412 

, it is the forecasting value of the degree of the sensitivity of big 
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Similarly, we can calculate the impact of evaluation factors on yield for 
small spot disease, bending fungus, gray leaf spot disease, black silk, smut, 

stem rot, sheath blight, MDM, rough dwarf virus, corn borer and lodging 
rate. 

3.3 Calculation by model 

According to the formula 8, putting the output of 628412 variety 
evaluation process into evaluation model, it may be: 

( )



























+
−

+
−

+
−

+

−
−

+
−

+−
−

+

−
+

−
+

−
+

−
+−

=

14.0*
100

ˆ788.3
2.0*

100

ˆ514.1
5.0*

100

ˆ333.1

1.0*111.02.0*
9

ˆ381.1
5.0*

100

ˆ615.2
3.0*01.07.0*

100

ˆ441.1
5.0*

9

ˆ132.1
6.0*

9

ˆ179.1
6.0*

9

ˆ097.2
5.0*

9

ˆ186.1
1*1

*ˆˆ

121110

875

4321

DDD

DDD

DDDD
s

CY

on 218 counties. We can forecast the average yield per acre under the 
influence of the weather, pests, lodging integrated in every county, as shown 
in figure 6: 
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 1D  

9

ˆ186.1 1
1

D
K

−
=

 K calculation(3) 

We can get the impact of pest on yield by taking the average 1.861 as

There are 218 counties meeting temperature, so the calculated only carries 

Figure 6. The average yield per acre forecasted of 628412 

.
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The higher average yield per acre forecasted the more suitable for 628412 
promotions in this county. In the results map of suitability evaluation of 
628412, we use different legend shapes and colors to distinguish the fitness 

In the same way, HAOYU12 is assessed. We can obtain the formula: 

Weili Wang et al.
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Figure 7. Distribution of average yield per acre forecasted of 628412 in suitable counties 

.

level among them. 

Figure 8. The average yield per acre forecasted of HAOYU12 
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4. 

We can draw the following conclusions after the suitability evaluation of 
628412 and HAOYU12: 

628412 in appropriate counties. It shows HAOYU12 is more suitable for 
promotion than 628412 in most parts of the east of north China. 

Study on Suitability Evaluation Model of New Maize Varieties 

Figure 9. Distribution of average yield per acre forecasted of HAOYU12 in suitable  counties

sheath blight, bending fungus have greater impact on corn yield in east of 
north China. In other words, varieties of maize resisting the above diseases 
should be more suitable for promotion in the east of north China. 

suitability evaluation model of new maize varieties avoids undervaluing a 
variety of inappropriate, provides a reliable guarantee to promote the new 
maize variety. 

traditional mode of promoted region choosing and make up for the 
deficiencies in agricultural expert system, assist in raising the accuracy and 
scientific choice. It is of great practical significance to new maize varieties 
promotion evaluation from the qualitative evaluation and experience to the 
quantitative model. 

 (1) The average yield per acre forecasted of HAOYU12 is higher than
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Abstract: As the development of embedded GUI, the human-computer interface is more 

and more important in embedded system. In order to achieve simple operation 

we use 

MiniGUI to develop human-computer interface of the wireless monitoring 

TFT LCD and 

touch screen with four line resister, the relative software is ARM-Linux. This 

human-computer interface is used in the wireless monitoring system, provides 

a visible and friendly platform for customers, and runs steady in the real 

system. 

Keywords: MiniGUI, Human-computer interface, Monitoring system, Wireless 

communications, Installation agriculture. 

1. INTRODUCTION 

As the constant development of the facilities agriculture, the requirements 
to the supervises-control system of agriculture are more and more high. In 
order to realize the human-computer interface better, set the system 
procedure and equipment more convenient, look into the system real time 
data immediately, manipulate correspond of control equipments, such 
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and visual display, the better to achieve human-computer interaction,

system. The hardware of the system includes the S3C2410X,
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modernization, intelligence and precise. The user interface is the foundation 
of human-computer interaction; the user control and computer respond all 
carry out through the user interface. Unceasing development and wide 
application of embedded system have injected new vitality to agricultural 
fields. Embedded system develops from the initial systems in the form of 
single-chip as the core of the programmable controller to the present 
embedded system based on Internet. The present hardwares of embedded 
system include ARM, DSP, Power PC and so on, the operating systems 

introduced graphical user interface support system, which runs on embedded 

MiniGUI. Because of networking function components without proper 
adjustment, Nano-X has not too many ready-made application programs to 
be used. Because the kernel of OpenGUI is achieved by compiled language, 

portability will be  has high  hardware 
requirements and the structure is too complex, is hard to be bottom 
expansion, customization and transplant.  

MiniGUI is such a light open source graphic interface support system with 
the features of  less resources occupancy, high performance, high reliability 

pSOS, uc/OS, but also on the Linux operating environment which the kernel 
is 2.4 edition. We use ARM9 to realize this wireless monitoring system, and 
the operating system is ARM-Linux. We can conveniently set system 
program and parameters of the control devices, display Real-Time system 
working conditions and environmental information according to human-
computer interface developed by MiniGUI. In order to satisfy the real-time 
requirements of system, MiniGUI is compiled to Threads mode. 

2. SYSTEM HARDWARE STRUCTURE 

In order to overcome the less coordination, wiring and maintenance 

controller working mode and wire communications, we design the universal 
wireless monitoring system. It is a new type of monitoring system developed 
by the combination of wireless communication technology and information-
processing technology, adopts monitoring center-front-end wireless module, 

Zhihua Diao et al.

human-computer interface with some merits such as easy operation, reliable, 
and taking up a little resource, is required to realize the control of 

QT-Embedded affected.its 

Linux operating systems are Nano-X, OpenGUI, QT-Embedded and 

and configurable (Sun et al., 2005). It can not only run on the VxWork, 

disadvantages of the traditional monitoring system as a result of using PC- 
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(An et al., 2005). From the 90s of the 20th century, the embedded systems 
running on them include ARM-Linux, ucLinux, uc/OS, Wince and so on 



 
6.4-inch TFT-LCD display produced by yuan tai company, its type is 
PD064VT5, its pixel is 640X480. Monitoring center is responsible for 
receiving the required monitoring information from wireless modules, 
sending operational orders to wireless modules, to control the action of 
control devices linked to wireless modules. We use the existing module 
JN5121 as wireless modules, and the wireless technology is Zigbee. 
Wireless modules are deployed away from the monitoring center in the 
monitoring point, are responsible for completion of communication link to 
monitoring center, front-end monitoring information collection and 
responding to control orders that the monitoring center sends. 

System can not only be set the parameters of control devices and alarm 
parameters, but also be set logical condition and system operation programs. 
Then system will control the corresponding devices to work according to the 
setting program. System can not only store the setting parameters in 
databases, but also store the data that received from front-end modules. 
Meanwhile system also supports the control of the most primitive ways: 
manual control mode. 

3. DESIGN OF SYSTEM INTERFACE 

According to the system requirements, we design system software 

realization 
and development of system human-computer interface module below. 

Human-computer Interface Development 

its whole structure is as shown in Fig. 1. Monitoring center is the core of the 
entire system, realized by ARM9 system which core is S3C2410X. LCD is a 

Fig. 1. System whole structure chart 

structure as shown in Fig. 2. Then we focus on the introduction, 

473

 



 

3.1 Introduction of system interface 

To achieve system functions, we design system human-computer interface 
as shown in Fig. 3.  

System input setting interface can be set the parameters of control 
equipment and the definition of various types of sensors.  

We can choose control methods according to the actual needs in program 
setting interface, for example, using poll irrigation as a mean of achieving 
the purpose of irrigation.  

Setting Logic condition is set up in interface of logic condition setting, 
besides using linked conditions to achieve more complex logic control 
conditions.  

Alarm interface can be set up to achieve the output numbers and the 
setting of alarm time.  

Display of real-time data interface can show real-time irrigation program 
working, sensor information and some information of control equipment.  

Manual operation interface can be achieved by controlling the most 
primitive ways: manual control, including manual suspension and manual 
operation. 

 
Fig. 3. System human-computer interface chart 

Zhihua Diao et al.

Fig. 2.   System software structure chart 
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 3.2 Realization of system interface 

MiniGUI provides three kinds of window, Main window, Dialogue box 
and Control window (Feynman, 2003).  

Generally, every MiniGUI application should sets up a main window as 
the main-interface or start-interface. Main window usually includes some 
sub-windows, which are usually control window or user-defined window 
class, and the application can also create other types of windows, such as 
dialogue box and news box.  

In MiniGUI, Dialogue box is a special kind of the main window, which 

more are for input. It can be interpreted as a kind of main window after sub-
classified.  

Controls can be understood as the sub-window of the main window, and it 
acts as the main window. Not only receive the keyboard, mouse and other 

activities restricted in the main window.  
In this wireless monitoring system, using Modal Dialog create MiniGUI 

main window as the main interface, and the six sub-pages which 
representatives of the functional modules all express with a single button in 
this main interface. All these buttons are taking the form of arrays in the 
main interface controls layout definition.  When opening the main interface, 
and clicking a button, then a sub-interface will be pop up correspondingly, 
according to the sub-interface functions, all those setup of system input, 
irrigation program, real-time-data display and other operations can be carry 

3.3 Development of system interface 

MiniGUI is a graphical user interface support system, and the concepts of 
GUI programming are also applicable to MiniGUI programming, such as 
windows and other time-driven programming (Kang et al., 2006). The 
system is used in Threads model, which is based on messages and window 
management mechanism of POSIX thread, MiniGUI intercommunicates 
with outside through receiving messages. Messages are produced by system 
or application procedures, system produces message for input event and 
response of input event meanwhile. Applications could complete a particular 
task through message, or communicate with other application window. 
System send message to the process of application window which contains 
four parameters: window handle, message identifier and two 32-bit message 
parameters. Applications must promptly deal with the messages that 
delivered to its message queue, and the application generally handles the 
message queue news through a message cycle in MiniGUIMain function 

just concerned communications with users – output information to users, but 

external input, but also could output in its region – were just all of its 

out. 
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 (Feynman, 2003). Message cycle is the cycle of body. Programs obtain 
message from the message queue continuously using GetMessage function 
in the body, then send message to the specified window using 
DispatchMessage function, which is same to call the designated window 
process, and impart information and parameters.  

The various functional modules program in this system is realized by 
modular design, and the interfaces of modules are realized in the form of 
model dialog. Meanwhile system uses information-driven mechanism to 
complete the realization of the system function. Callback function of the 
application procedures verdicts incidents occurred on the current interface 
based on receiving message identifier, then transfers the corresponding 
processing function to operate. There are six buttons totally in the main 
interface, and each button has an identifier. When the corresponding button 
is pressed, the system will receive message and send this message to main 
system process function, then call the corresponding functional modules and 
show the corresponding sub window based on different identifiers. The 
specific system main callback function is as follows: 

static int MainwindowProc (HWND hDlg, int message, WPARAM wParam, LPARAM 
lParam) 

{   switch (message) { 
        case MSG_INITDIALOG:     return 1; 
        case MSG_COMMAND:    {     
           int id = LOWORD(wParam); 
           int nc = HIWORD(wParam); 
if (id == IDC_SYSTEMINPUTSETBUTTON && nc == BN_CLICKED) 
 {   //enter into system input set sub interface when pushed  
  DlgSysteminputset.controls = CtrlSysteminputset; 
  DialogBoxIndirectParam (&DlgSysteminputset, hDlg, SysteminputsetProc, 0L);} 
if (id == IDC_IRRIGATIONSETBUTTON && nc == BN_CLICKED) 
{   //enter into procedure set sub interface when pushed  
  DlgIrrigationset.controls = CtrlIrrigationset; 
  DialogBoxIndirectParam (&DlgIrrigationset, hDlg, IrrigationsetProc, 0L);} 
if(id==IDC_LOGICALCONDITIONSETBUTTON && nc == BN_CLICKED) 
{   // enter into system logical condition set sub interface when pushed 
DlgLogicalconditionset.controls=CtrlLogicalconditionset; 
 DialogBoxIndirectParam(&DlgLogicalconditionset, hDlg, LogicalconditionsetProc, 0L);}   
if (id == IDC_ALARMSETBUTTON && nc == BN_CLICKED) 
{  // enter into alarm set sub interface when pushed 
  DlgAlarmset.controls = CtrlAlarmset; 
  DialogBoxIndirectParam (&DlgAlarmset, hDlg, AlarmsetProc, 0L);} 
if (id == IDC_DATADISPLAYBUTTON && nc == BN_CLICKED) 
{// enter into data display sub interface when pushed 
   DlgDatadisplay.controls = CtrlDatadisplay; 
   DialogBoxIndirectParam (&DlgDatadisplay, hDlg, DatadisplayProc, 0L);} 
if (id == IDC_MANUALLYOPERATEBUTTON && nc == BN_CLICKED) 
{   // enter into manual operation sub interface when pushed 
DlgManuallyoperate.controls= CtrlManuallyoperate; 
DialogBoxIndirectParam (&DlgManuallyoperate, hDlg, ManuallyoperateProc, 0L);} 
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 4. CONCLUDING REMARKS 

In this system, we have transplanted MiniGUI - 1.3.3 version to the ARM 
development transplant board successfully, received executable file using 
ARM-Linux-GCC compiler to cross compile system procedure on the PC. 
We have copied executable file to the development board and set it as startup 
operating procedure. Then system human-computer interface have run on the 
development board and worked well on the ARM-Linux operating system. 
In order to satisfy the characteristics of operating system easily and adapt it 
as the habit of operation of touch screen input, therefore, in the choice of 
man-machine interface controls, the use of button controls, frame 
composition controls, the drop-down controls will be adopted regularly to 
make the users operate conveniently. Based on the embedded system 
MiniGUI developed can achieve beautiful interface, complete functions, 
good real-time, better scalability and maintainability, and other advantages 
can be widely used in the development of man-machine interface of 
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Abstract: The method of sluice control applied to reservoir is executed manually in field 

at present. To fix this problem, sluice remote monitoring system based on 

GPRS and PLC is provided. Some advanced technologies used in system are 

discussed. The system structure and principle are introduced. The system 

realizes wireless network connections between local control unit and center 

control unit based on GPRS technology, and it provides remote monitoring of 

reservoir sluice with a new technique. 

Keywords: General Packet Radio Service, Programmable Logic Control, Sluice, Remote 

Monitoring 

1. INTRODUCTION 

storm or the hot sun, the operator must operate system on the dam, and 

position, stop time, stop position, etc of the sluice, and regularly process the 
data and summarize the information. The manual mode can’t satisfy the 
requirements of development. 

With the development of control theory, communication, computer 
technology and network, putting remote measurement and control, wireless 
communication and network technologies into sluice’s control is the main 

Agricultural University, Taian, 271018, Tel: +86-0538-8249755, Fax: +86-0538-8249755,  

At present, the field manual operation or field automatic operation is  
applied to sluice control in XueYe reservoir . Whenever it is of the violent 

record the system movement condition. The operator records the open time, 
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stream of the reservoir sluice control system. The monitoring way of sluice 
is changed from individual centralized structure control to the hierarchical 
structure control (Wu et al., 2002).  

This paper proposes a sluice remote monitoring system based on 
Packet Radio Service) and Logic 

Control). Its hardware and work principle are illustrated. The system 
implements automatic measurement and control of ascending height of the 
sluice, manual and automatic control of headstock gear, collection, data 
process and transmission of real-time information. The remote automatic 
control of sluice is an important part of water conservancy modernization. It 
provides a better tool to save water and energy, to manage water resources 
and optionally dispatch accomplished automatic measurement and control of 
ascending height of the brake (Dai, 2002; Zhang et al., 2002; Han et al., 
2003). 

2. INTRODUCTION TO GPRS 

GPRS transmits data using grouping exchange with high efficiency. GPRS 
mobile telecommunication network is formed by adding nodes to the public 
communication telecommunication network, SGSN (Server for GPRS 
Support Node) and GGSN (Gate GPRS Support Node). It adopts grouping 
data exchange and provides users connection in the form of mobile grouping 
IP or x.25. It has same frequency slot, bandwidth, retransmission structure, 
wireless modulation, frequency-hopping and data frame of TDMA as GSM. 
GPRS can be divided into two parts: wireless access and the main network. 
The wireless access part is responsible for communication between mobile 
node and BBS (Base Station Subsystem) while the main network is 
responsible for communication between BBS and router of the standard 
digital communication network. 

The advantages of GPRS are: 

(1) No extra network needed, only application to be user of the public 
mobile communication network. 

(2) The coverage of the public communication network is huge and the 
public communication network is extendible. 

(3) Fee can be base on the usage or on the monthly plan.  
User can be online all the time and fee is charged according to the data 

amount. When there is no data transmission, even the user is online, no fee is 
charged. Or, user can pay a monthly fee without usage limitation. 

(4) Transmission speed is high. 
Grouping data exchange is the necessary condition for data transmission 

and enhancement of the user capacity. 
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GPRS (General PLC (Programmable 
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communication network is low-cost, extendible, non-constraint, low-error 
and stable system with advancement and standards. GPRS is especially 
suitable for low data rate with high usage frequency communication like 
transformation of the data relevant to water quality (Wavecom Company, 
2001). 

3. INTRODUCTION TO PLC 

internals such as logical operator instructions, sequential control instructions, 
counting instructions and arithmetic operations instructions. PLC can control 
various types of mechanical equipment or production process through 
Digital or analog input and output. PLC has the function of network 
communication. It can exchange information between PLC and PLC, PLC 
and host computer, PLC and other intelligent devices. It can form an 
integrated, separately centralized control. Major PLC has the RS-232 
interface and the interface which can support individual communication 
protocol. 

PLC can adapt to the bad environment easier than single-chip processor 
and computer acting as filed controller. It has the advantages of convenient 
configuration, reliable remote communications and easy maintenance. 

4. SYSTEM DESIGN 

The layered distributed open architecture is adopted in the sluice Remote 
Monitoring System. The System consists of three parts: monitoring center, 
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Thus, wireless communication network making use of the public mobile 

GPRS network and field controller (Fig. 1). 
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PLC is a programmable controller.  PLC storages instruction in the 

Fig. 1. Function architecture of  system 



4.1 Field Controller 

The main part of the field controller is PLC which collects the information 
and controls sluice. The data collection instrument of Field controller 
collects the real-time information such as ascending height of the sluice, 
water level, temperature and Humidity of sluice chamber. The information of 
sluice is coded by the coding program in PLC. PLC forwards it to GPRS 
wireless DTU (Data Terminals Units) through the RS232 communication 
interface. The data is processed and packaged by Embedded Processor of 
GPRS wireless DTU, which is transmitted to the data processing and 
monitoring center through wireless GPRS network. 

of control procedure of the sluice, man-machine interface of the scene 

intermediate relays, man-machine interface board (switches, buttons, signs, 
show devices, alarm devices). 

The command coming from sluice monitoring software of monitoring 
center is transmitted to GPRS wireless DTU through GPRS wireless modem 
and then retransmitted to PLC through RS232 communication interface. The 
code of command is translated by translation software of PLC. Then PLC 
completes corresponding control operation through calling automatically 
corresponding sluice control program. 

Electric control mainly consists of electric equipments such as air switch, 
AC contactor, and intermediate relay. Automatic (manual) dial switch on the 
control cabinet can shut off or connect two different circuits. Electric control 
unit has the function of multiple protections. Motor overload protector can 
automatically shut off power in order to protect equipment when motor is 
overload. Limit switch can automatically shut off power of headstock gear in 
order to protect motor when height of sluice is out of limit location. It can 
avoid running abnormally of motor because of disorder phase sequence of 
three-phase power supply. 

The system provides three control modes: manual control mode in field, 
automatic control mode in the scene, automatic remote control mode. 
Manual control mode in the scene has the highest priority. The remote 
operation is invalid and sluice only response to operation buttons of PLC 
cabinet when manual operation is selected. It guarantees that the dispatch of 
the water is normal when remote monitoring system is failed or in 
maintenance. 

On the filed automatic control mode, setting the prospective height of the 
sluice on the Touch-screen, PLC can track and monitor the height of the 
sluice. The sluice stops when it reaches to the prospective height. 

Selecting “PLC Automation” on the PLC control cabinet and “remote” on 
the remote monitoring computer, inputting the height of sluice with 
keyboard, click increase or decrease buttons with mouse, the sluice 

Qiulan Wu et al.

The Control part is the core of field controller.  The control system consists 

operation, warning devices etc. The system mainly includes PLC, 
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automatically runs, and it can stop when it reaches the prospective height. At 
the same time the operation button is invalid on the PLC control cabinet. The 
ascending or descending process of the sluice is showed on the image 

4.2 Monitoring Center 

Monitoring Center consists of server, monitoring computer, manage 
computer and image surveillance computer. 

The server of monitoring center applies for assigning fixed IP address, 
using of DDN special line provided by mobile communication company to 
connect with GPRS network. Because DDN special line could provide 
relative high bandwidth, when the number of data collecting sites increased, 
monitoring center could meet the need without enlarging the capacity. 

After receiving the data transferred from GPRS network, the server will 
firstly verify, and then transfer the data to the main control computer. The 
system will restore and process the data. 

The function of monitoring center as follows: 

(1) Remote Control 
Monitoring center can transfer ascending or descending command of 

sluice. 
(2) Surveillance Running  
The image surveillance computer browses the website embedded in the 

video server. The picture of sluice is showed on the website. Camera and 
scanner can be adjusted remotely. 

(3) Statistics and Print  
Do statistics on the running of sluice and various performance indicators; 

print various tables of events and operation.  
(4) Accident Analysis and Fault Diagnosis  
After accident, accident analysis and anti-accident measures can be done 

according to a list of accidents, operating records and accident record. At the 
same time online real-time diagnosis can be done such as the front 
monitoring diagnosis, communication interface diagnosis, network interface 
diagnosis and computer equipment diagnosis.  

4.3 GPRS Network 

The data transmission uses GPRS wireless network. GPRS network 
communicates with DTU through GPRS modem, a product from Hongdian 
Company in a single-point to multi-point manner. There are several water 
data sampling instruments whose data are packed into IP packages and 
transmitted to the data processing and monitoring center through GPRS 
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surveillance computer in the monitoring center (Liu et al., 2004; Zhang et al., 
2007; Shi et al., 2007; Zhang et al., 2003; Huang et al., 2003). 
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wireless network. GPRS network assigns fixed IP addresses within 
information center, according to the IP address assigned DTU set up data 
pathway with the information center. 

GPRS DTU based on GPRS network of Chinese mobile has advantages of 
higher reliability and better anti-interference ability. It can connect computer, 
RTU, PLC, GPS receiver, digital cameras and data terminals through RS232 

function of remote diagnosis, testing and monitoring can meet the needs of 
data acquisition and control between control center and a large number of 
remote sites (Shenzhen Hongdian Technologies Co., Ltd. 2002). 

5. SOFTWARE DESIGN 

The software adopts modular design. It is easy to debug, modify, 
promotion and expand. The program module mainly includes automatic 
control module of sluice, the acquisition and process module of the sluice’s 
height, the acquisition and process module of water level, the fault diagnosis 
and Analysis module etc. 

6. 

After onsite simulation in irrigation district and hydropower plant of the 
reservoir, the system runs stably and dependably, and meets the requirement 
of remote monitoring. But it is still not satisfying for control of the flood-
releasing sluice. The system needs further improvement. 

The sluice remote monitoring system based on GPRS and PLC achieves 
automatic control of sluice. It can make the better use of water resource and 
improve the utilization rate of water energy. It is an important measurement 

It not only greatly enhances the automatic control capacity of sluice and 
reduces labor intensity and the number of duty, but also receives a lot of 
economical benefits. 
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interface. It can support high-speed data transmission up to 171Kbps. The 

CONCLUSIONS 

to implement automatic and information China’s water conservancy projects. 
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Abstract: The wireless localization service is called Location-Based Services (LCS), is 

an value-added service provided by mobile communications network. This 

paper introduces a self-adaptive fuzzy decision algorithm based on GIS buffer. 

Candidate matching roads information is stored in GIS buffer. Through self-

adjusting and fuzzy decision, the algorithm advances the 

differentiation degree between the right road and wrong. We can judge the 

matched road immediately, so it is a real-time algorithm and high accurate 

still. Changing the Coefficient-Value of measure factor by itself, the algorithm 

adjusts the weight of position information and direction information in judging 

the best matching road very well. In this way, the whole algorithm is 

optimized in many aspects. 
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1. INTRODUCTION 
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The wireless localization service is called Location-Based Services (LCS),
is an value-added service provided by mobile communications network, 
obtains the location information of mobile subscriber (for example latitude 
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 and longitude coordinates data) through some location technologies, 
provides for mobile subscriber or other people as well as the 
communications system, realizes each kind of the location relatives services. 

Xin which is dedicated in telecommunication consultation indicated that the 
Chinese LCS service will enter the high speed growth phase in 2006 the 
second half year. The report thinks that the main reasons of the location 
service development so slow are that the LCS service technology, the 
content all quite complex, operation business and the SP preparation are 
insufficient, and faced with various development barrier, the cognition, the 
content, the technology, the terminal, the privacy, the backstage, cooperates 
and roams and so on. 

This paper divides the LCS service correlation technology into three parts: 
Position technologies based on the mobile network, the core network side 
implementation technology about LCS services and the location service 
provider side implementation technology about LCS services. Through 
contrast current positioning accuracy and LCS service demand, no matter 
which one localization method uses, the mobile network all cannot guarantee 
stably provides real-time and precise location information. Along with the 
development of LCS services gradually, some service required high precise 
location information will be needed more precise requirement inevitably. 
Like the position accuracy which needed by navigation or track services is 
30 meters and the system corresponding time in 5 seconds. There are two 
methods solve this problem, one method is that from access network side 
and the core network side adopts more precise position technology, but there 
is no feasible solution currently. Another solution is that joins a second 
position module in GIS engine in SP side, which function is implements map 

positioning algorithm. 

2. MAP MATCHING ALGORITHM 

Map matching is a method of modifying location at the basis of software. 
The main idea is locating the position by connecting the position information 
with the road network in electronic map. 

For different map matching algorithms, they are different only in the 

“Chinese Location-based Service Market Analysis” reported by Bo Tong Zhi 

matching (Bernstein et al., 2002). The core of this paper is just the second 

model and criterion, but the flow is same. 
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2.1 Set the area of matching error 

The first step of map matching is determining the error area (that is 
judgment area), so that we can get the information of candidates of matching 
road from the map database. 

2.2 Choose the suitable criterion for map matching 

After step (1), we have already got the candidates of matching road from 
map database. In this step, we begin matching with the defined matching 
criterion. It’s the core of the whole matching algorithm, and different 
criterion will lead to different matching results. 

2.3 Judge the matching results synthetically 

GIS buffer technique is the basic function of GIS. We can get the 
geography information in buffer being in a distance to the positioned object. 
The core is GIS topological relation and advanced database links and query 
technique. The prior condition of buffer analysis is that the electronic map 
has complete topological relation and powerful database engine. Buffer 
analysis can extract the information of different layers within the buffer, 
which is useful for map matching. For example, we can analyze the road 
traffic and other geographic information in the circle of some point, some 
line and some area with buffer technique. For map matching, the task is 
searching the roads and nodes information near the location results in the 
system, and finding out the best matching point and matching it.  

Above-mentioned algorithm is a typical map matching algorithm based on 
GIS buffer. We can see that it is suitable for the straight sparse highway. The 
solution for turning or intensive highway is to wait for presenting only one 
same value of highway, then position the current location using position data 
ahead. The flaws of this algorithm are as below: 

The performance of real-time is not very well for solving turning or 
intensive highway section, even it would not respond for a long time. 

The adaptability and the performance of dynamic adjusting are also not 

The reason for above is because of low positioning precision now, for 
example, GSM cell-phone positioning depends on the methods of 
TOA/TDOA or CELL-ID mainly, but the positioning error may reach tens of 
meters even more than one hundred meters. In this condition, it is very 
difficult to recognize the object turning real timely, and it is more difficult to 
match when it happens in intensive highway. 

very well (George et al., 1999). 
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 3. SELF-ADAPTIVE FUZZY DECISION MAP 

MATCHING ALGORITHM BASED ON GIS 

BUFFER 

The paper gives some supposing for introducing more explicitly. 
First of all, the algorithm demands for more precise electronic map and 

position information. From the introduction at the head of the paper we can 
see that the precise of positioning has been improved in large extent with the 

condition, the precise of positioning can reach within thirty meters. It has 
been possible to recognize the turning of highway. The special traffic 
electronic map is also needed to implement this algorithm. The precise of the 
electronic map must be limited less than 15m2.  Additionally, it is important 
to enrich the information of the electronic map, such as the integrality of the 
electronic map, the type of turning (right-angle, round square and crossroad), 

et al., 2001). 
Second, the positioning information refreshes every one second, and the 

data is saved in server. Dividing the positioned object into Fast-Moving 
Object (FMO) and Slow-Moving Object (SMO), Matching for FMO mainly 
adopts Straight Line Map Matching algorithm (SLMM) and Matching for 
SMO adopts Turning Map Matching algorithm (TMM). Generally speaking, 
FMO is more possible moving on the straight and wide highway, it would 
move longer distance in one second, so the position information showing on 
the electronic map can be refreshed in one second. SMO frequently runs in 
the area of turning, it could not move long distance only in one second, we 
can refresh the position information every three or four seconds, the position 
information in this interval is used as criterion for judging in what type of 
motion the object is moving. Then we can locate the object position in the 
electronic map by combining with the type of highway in the error area of 
the object. 

On the basis of the supposing above, this paper introduces a judging 
model of candidate matching roads. 

H (hc, hr) = cos (hc - hr)                 (1) 

hc is introduced as the direction of the moving object. 
hr is introduced as the direction of each candidate matching rode. 

( )rc hh −
 

The range of DF is: (0, 1] 

integration of GPS and mobile network (Huang, et al., 2004). In this 

one-way street, left-forbidden and right-forbidden of the road and so on (Sinn 

The DF (Direction Function) is defined as (Takagi et al., 1995):  

The PF (Position Function) is defined as (Takagi et al., 1995): 

≤ 90°
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pc = (xc, yc) is the position coordinate of the current moving object. 
pr = (xr, yr) is the position coordinate of the point that is on the candidate 

matching road to which if current matching point matches. 
σ

defined as 30 in this paper according to current positioning precision. 
The range of PF is: (0, 1]. 
The function involved measurement factor of the positioning object is 

defined as:  

),(),( rcrc PPDhhHF βα +=                                 (3) 

, β is coefficient of measurement factor. The value of α, β is relative to 

several cross roads in GIS buffer, α will be bigger. Because the moving 
object is more possible to turn in this situation, the proportion of DF should 
be enlarged in function (3). 

Measurement factor α, β is defined as below: 
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M is the number of candidate matching roads in the GIS buffer. The 
weight of PF in function (3) of PF is invariable in the algorithm, so β = 1. In 
order to improve the robustness of the algorithm, the connectivity amount 
the roads must be taken into account. So it is necessary to introduce the 
information of the previous matching points. 

DF is modified as:  
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PF is modified as:  
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The measurement factor is modified as:  
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 is defined as standard deviation of the position data. The value of is 

α

the number of the cross roads which are fetched form GIS buffer. If there are 
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 K is the current candidate matching point. N is the number of previous 
matching points which are used to enrich the information of the current 
matching information. In order to decrease the complexity of the algorithm, 
N is always 2 or 3. As a result of the joining of the previous N matching 
points, the judgment information of current candidate matching point is 
enriched. The robustness of the algorithm is improved and matching 
vibration is avoided at the same time.  

For example, the matched roads of the matching points in center will 
switch between road A and road B. Certainly, we can also use the method of 

in this paper solves the problem by the method of adding previous matching 
information to current judgment, the method is convenient and high-
efficient, it also makes the algorithm more universal. Additionally, 
considering some road is one-way, we define θ as the valid direction of the 
one-way street. Then the measurement factor of DF is modified as below:  

α′ = γ α            (9) 

 is a Step Function, it is defined as below:  
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Finally, we define the Judging-Function as below:  

J (K) = max (F1 (K), F2(K), ……FC(K) )    (11) 

Here, C is defined as the count of roads in the GIS buffer. The matched 
road judged by the algorithm is one of the candidate matching roads which 
makes J(K) reach maximum. The Self-Adaptive Fuzzy Decision Algorithm 
based on GIS buffer can be concluded as below: 

the information of the candidate matching roads in GIS 

2) Get the matching information about the nearest N previous matching 
points; 

3) Compute the measure values of every candidate matching roads 
through formulas of H (K) and J (K); 

4) Confirm the matched road according F (K) and J (K). 

4. EMULATION TESTING AND DISCUSSION 

The following table is the object running logical traveling route in some 
region of road network:  

filter to solve this problem (Zhang et al., 2003). But the algorithm proposed 

γ

1) Get 
buffer (angle, coordinate, one-way street or not); 
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Anchor point serial number coordinate value Anchor point serial number coordinate value 

1 (2.731, 3.909) 9 (2.631, 3.772) 

2 (2.710, 3.907) 10 (2.653, 3.744) 

3 (2.680, 3.911) 11 

4 (2.650, 3.906) 12 (2.681, 3.695) 

5 (2.595, 3.882) 13 (2.709, 3.684) 

6 (2.588, 3.849) 14 (2.735, 3.678) 

7 (2.616, 3.824) 15 (2.758, 3.680) 

8 (2.620, 3.800) 16 (2.788, 3.677) 

According to the data of position, we can normalize the value of F (K) in 
every second as membership of each candidate matching road and make in 
one figure. 

Changing the Coefficient-Value of measure factor by itself, the algorithm 
adjusts the weight of position information and direction information in 
judging the best matching road very well. In this way, the whole algorithm is 
optimized in many aspects. 

 In the test, we find that there are several matching points whose 
positioning errors became larger when the moving object entered some road, 
but we can still get the matched road rightly. Obviously, the robustness of 
this algorithm has been improved after importing the matching information 
of the nearest N previous matching points. 

too. The membership-values of the right matching road and the wrong 
matching road change very fast when moving object enters one road from 
another. That is also attributed to importing the matching information of the 
forward matching points. Both of the right and wrong information are 
accumulated because of the previous information. So it advances the 
differentiation degree about the current matching information, then we can 
just spend little second in finding out the right road. 
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Abstract: Functions and construction of agricultural products logistics system based on 

.NET and WAP technology are introduced in detail. The problems 

encountered during the process of system development and corresponding 

solutions are also illustrated. The Windows 2003 Server and SQL Server 2005 

serve as the platform and background database server respectively, and 

windows are designed using the ASP.NET mobile controls. This system will 

be beneficial to the circulation of agricultural products in undeveloped area. 

The information can be released and browsed through WAP mobile phone 

anytime and anywhere, so a convenient means of exchanging information is 

provided by this system. 
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1. FOREWORDS  

Traditional circulation of agricultural products is keeping through fairs or 
market. This approach suits to the small areas while the circulation 
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areas, but it is not so realistic to buy a computer in the countryside where the 

increasing improvement of living standard, mobile phone was not a luxury 
any more, and it has become a reality for farmers to have own cell phones. 
Meanwhile, the communication costs of mobile phone gradually reduced 
because the amounts of users increase violently. Both provide a possibility 
of access to Internet through mobile phones. At present, it has become 
popular to access to Internet using the WAP-enabled mobile phone with the 
standardization of wireless access protocol (WAP). In this way, users can 
visit the websites that provide WAP functions, view information and 
download resources by cell phone at any time. The WAP-based agricultural 
logistics information system is submitted according to these considerations.  

2. SYSTEM BASIS: .NET AND WAP 

2.1 .NET Technology 

.NET is a collection of applications supported by Web Services 
programming and is a technology used for the seamless interoperability 
between applications and computing equipments and the realization of Web 
interface, which is proved to personal and commercial users by 

ASP.NET is a technology used to establish dynamic Web applications. 
ASP.NET applications can be written by any .NET-compatible languages 
such as Visual Basic .NET, C# and J#. Compared to the original Web 
technology, ASP.NET provides a programming model and structure, and can 
build flexible, secure and stable applications rapidly and easily. Web Forms 
can create powerful windows based on the web sites. Once the Web Forms 
established, the common user interface elements can be built using 
ASP.NET server controls and the tasks can be accomplished by 
programming. These controls allow the use of built-in reusable components 
and user-defined components to quickly build Web Form, and simplify your 
code. In this system, the ASP.NET mobile controls are used for pages design 
and websites development. 

easily (Shu Geng et al., 2006). Computers has become very popular in urban 

economy is relatively undeveloped (Sun Wei et al., 2004). However, with the 

Microsoft (Hou Yingchun et al., 2003). As a part of .NET framework, 
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development of Internet technology, network has been applied to all levels 
of society, and the exchange of information has become more timely and 
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 Internet and a variety of business can be introduced into mobile phones and 
PDA wireless terminals through this protocol without any restriction on 
network types, network architectures, business of operators and terminal 
equipments. Thus, users can get the online information resources expressed 
in unified format through WAP-supported cell phone anytime and anywhere.  

WAP network consists of three parts, that is, WAP gateway, WAP phones 
and WAP content server. The network structure is shown in Figure 1.  

Figure 1. WAP network structure 

3. SYSTEM CONSTRUCTIONS 

3.1 Platform Construction 

The IIS of Windows 2003 Server functions as the WAP server and SQL 
Server 2005 acts as the background database. Both of them construct the 
platform of agricultural products logistics system. To enable the server to 
support WAP functions and to ensure normal operation of the WAP 
modules, it is necessary to set up the server as follows: (1) Configured 
WWW services on the IIS server. (2) Add WAP-supported document types 
on WWW server. To achieve the transmission of WAP documents, supports 
of MIME that is the unique type of WAP are needed. The specific extensions 

2005). 
 

 
 

 
 
 
 
 

Different from the client/server architecture of Internet, the structure of 

and content types are shown in Table 1 (Gao Lei et al., 2003; Xu Haoyue, 
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2.2 WAP Technology 

WAP is an open global standard for the communication among digital 
mobile phones, computer applications, Internet and personal digital 
assistants (PDA) (Ma Xiaojin et al., 2006). A wealth of information from 



 
 

Table 1. Document types needed for WAP 

Extensions Content Types (MIME) Remarks 

.wbmp image/vnd.wap.wbmp WAP-supported bit maps 

.wml text/vnd.wap.wml WAP-supported WML web page text 

files 

.wmlc application/vnd.wap.wmlc WAP-supported WML application files 

.wmlsc application/vnd.wap.wmlscriptc WAP-supported WML script application 

files 

.wmlscript text/vnd.wap.wmlscript WAP-supported WML script web page 

text files 

.wsc application/vnd.wap/wmlscriptc WAP-supported WML script application 

files 

3.2 System Architecture 

Yang Rui et al., 2004), as is shown in Figure 2. 

(1) Presentation: mainly carry out the functions of interacting with final 
users. This layer is some web pages and codes with extension of .aspx; 

(2) Middle layer: mainly use to package business logic and rules. This 
layer is packaged into .NET components in applications; 

(3) Data Access: interact with SQL Server Provider through the data 
access components in intermediate layer.  
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3.3 Functions Design 

The agricultural products logistics system contains the following modules:  

(1) The latest developments: access to the agricultural products market, 
including the latest market news. The information is updated by the system 
administrator through the background database.  

(2) Information Release: mainly release the information of supply and 
demand. 

(3) Information retrieval: retrieve the information of supply and demand 
according to the product types entered from mobile phones. 

The system structure is divided into three layers (Qi Zhiyin et al., 2004; 

Figure 2. Architecture of system 
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 (4) The market price: provide the recent prices of agricultural products in 
different regions. Users can also retrieve the relevant prices of agricultural 
products according to their requirements. 

The main data tables used during the system design are shown in Table 2. 

Table 2. Main data tables 

Fieldname Meaning Field name Meaning 

InfId ID number Content Content of information 

Flag Supply or demand Sort Product types 

Price Price Place Producing area 

Time Released time Deadline Valid before 

Contact Contact person Phone Phone number 

Fax Fax number E-Mail E-mail address 

4. PROBLEMS AND SOLUTIONS 

(1) The system needs the support of background data, and some data that 
used in background database management system SQL Server 2005 are 
imported from Microsoft Excel. When the data are imported with the DTS 
Wizard that is built-in SQL Server 2005, any data cannot be found in the 
required table. On the contrary, a table with the name of imported table plus 

Although the structure of this table is similar to the original one, the data 
field types in this table is different from the original data and the constraints 
to the field length are also not the same. So, the current table is not 
equivalent to the original one. To import data from Excel into SQL Server 
2005 correctly and to generate a table with the same name, some SQL 
statements are needed. The SQL statements used to import data is shown as 
follows:  

GO 
RECONFIGURE 
GO 

GO 
RECONFIGURE 
GO 
Insert into NCPLeiBie select * from 

(2) In the process of dealing with information, a lot of IF statements are 
needed to write in the denotative layer in order to detect the information 
received by the clients whether accords with norms or not. Thus, the 
response time of mobile phones will be postponed to some extent because of 

a “$” is generated in SQL Server, and this table has all the data imported. 

EXEC sp_configure ‘show advanced options’, 1 

EXEC sp_configure ‘Ad Hoc Distributed Queries’, 1 

OPENROWSET(‘MICROSOFT.JET.OLEDB.4.0’,‘Excel 
5.0;HDR=YES;DATABASE=d:\data.xls’, NCPLeiBie $) 
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their relatively weak capacity. The processing time of wireless terminals can 
be reduced by setting proper restraints for the related fields in the 
background database tables.  

(3) In the process of writing a code to receive the agricultural products 
information input from the client and submit it to the background database, 
the information can be submitted to the Datatable. But, the background 
database can not be updated using the Update method of SqlDataAdapter 
object. For this purpose, SqlCommandBuilder object is used to create 
command and update data sets in data adapters automatically. The concrete 
realization is shown as follows:  

‘sqladapt agricultural products information data adapters 
Dim cb As SqlCommandBuilder = New SqlCommandBuilder(sqladapt)  
‘tdatatable updated agricultural products data tables 
Dim table As Data.DataTable = tdatatable.GetChanges 
sqladapt.Update(table) 
sqladapt.Fill(tdatatable) 

5. SYSTEM DEBUGGING 

In this system, both the content and the interface of WAP site are written 
in Chinese. Therefore, encoding command must be used to designate 
Chinese character sets at the beginning of programs in order that WAP 
browsers can display correct Chinese characters. Code is written as 

The WAP browser M3Gate is adopted for system debugging. The main 
interface of this system is shown in Figure 3 where the menu can be selected 
through arrow keys of cell phones in order to access the corresponding link 
interface. The interface of information retrieval is shown in Figure 4 where 
the users can retrieve the available supply by inputting the agricultural 

pressing the “next page” button. The main interface shown in Figure 3 can 
be returned to from arbitrary interface through the “home” button. 

follows(WAP-Forum, 2002): 

<? xml version=“1.0” encoding=“gb2312”> 

product’s name. The results of retrieval are displayed in a pattern of Figure 5. 
Only one item can be displayed each time and others can be seen by 

Completing the debugging through simulators on the PC does not mean 
system can be used normally. After all, there are differences between 
simulators with real WAP terminals. The view effect of webpage must be 
debugged to make some adjustment by using the real WAP mobile phones in 
final stage of WAP development. In addition, the standard implemented by 
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Figure 3. 

 
 

Figure 4.  

 

Figure 5. 

different WAP client equipment may have differences on the details. 
Therefore, constant adjustments are required in the process of WAP 
development to make the WAP site be compatible with most equipment. 

6. CONCLUDING REMARKS 

An agricultural products logistics system is constructed by using the 
ASP.NET of Visual Studio 2005 as the development tools and the SQL 
Server 2005 as the background database. The architecture of system is given 
firstly. Then, the overall function modules and the main background data 
table structures of system are introduced by taking the actual needs of 
system development into account. Finally, the specific solutions in 
accordance with the problems encountered in the debugging process are 
illustrated in detail. The system is debugged and run by using the M3Gate 
simulator, and part operating results of the system is shown. 

The agricultural products logistics information system will be beneficial to 
the circulation of agricultural products in economically underdeveloped 
regions, especially in non-urban areas. In this system that consists of WAP 
gateway, WAP content server and WAP terminals, users can browse 
agricultural products information released by others or submit his own 
information through WAP mobile phones anywhere and anytime. The 
agricultural products logistics system provides a new channel for the 
exchange of agricultural products information. 
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Abstract: 

modernization of reservoir management. This paper expounds the structure of 

automatic monitoring system of reservoir firstly. The system consists of three 

terminal is studied, which realized the design of hydrological data collection 

terminal  including hardware design based on embedded system and software 

offered, and the transmission mechanism of mixed-mode network, in which 

the elementary channel is wireless mobile communication and the backup 

channel is wire communication, is achieved. Finally, the data management 

subsystem is briefly introduced. The system is proved to be useful and 

efficient by the application on Xueye Reservoir. 
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subsystems, which are acquisition subsystem, transmission subsystem and 

data management subsystem. Secondly, the design of the data collection 

The automatic monitoring system of reservoir is an important means to realize 
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1. STRUCTURE OF AUTOMATIC MONITORING 

SYSTEM OF RESERVOIR 

Reservoirs are important water conservancy facilities and water resources 
protection bases. They are key facilities which ensure industrial and 

rapid response to flood prevention, drought control and flood warning. The 

the reservoir modernization, reservoir automatic monitoring system can 

forecasting and scheduling and the water resources management, achieve the 
optimal allocation of water resources, provide the scientific basis for 
decision-making on the efficient use of water resources, comprehensively 
upgrade the management level of the reservoir, and is an important means to 

Reservoir has become main water source of agricultural. But with rapid 
development of country economy and society, the conflict of water supply 

has touched our foodstuff directly. The foodstuff output reduces 700 hundred 
million to 800 hundred million every year due to lack of water. Along with 
population growth and industry development, the contradiction of water lack 
will be more outstanding. So saving agricultural water is imperative under 
the situation, while rebuild conventional management measures and 
irrigation establishments are essential instruments to realize water saving. 

Reservoir automatic monitoring system consists of data collection 
subsystem, data transmission subsystem and data management subsystem.  

Data collection subsystem includes the gate open degrees collection 
terminals, rainfall collection terminal, water level collection terminal, power 
output collection terminal, industrial water collection terminals and data 
center. Data collection subsystem mainly completes the automatic collection 
of hydrological information including water level, rain and flow, and the 
data center exchanges data with collection terminals through the GPRS 

wireless mobile communications (GPRS) as the main channel and cable 

transmitting the collected data to the database of data center. Data 
management subsystem uses SQL Server as the data management platform 
for data inputting, deletion, modification, storage, retrieval, sorting and 
statistics management. Figure 1 shows the structure of automatic monitoring 
system of reservoir. 

Chengming Zhang et al.

agricultural production and urban people’s life. Also, they are foreland of the 

efficiency and people’s life and property’s safety. As the main contents of 
management level of reservoir is directly related to the normal design 

as rainfall, water level and water scheduling, directly serve the flood 

and consume stands out increasingly (Liu, 2004). The lack of water resource 

realize the automatic collection and delivery of hydrological factors such 

realize reservoir management modernization (Liang et al., 2005).  

network. Data transmission subsystem is a mixed-mode network, which uses 

communications (PSTN) as a backup channel. It is responsible for 
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2. THE HARDWARE DESIGN OF SYSTEM 

flow collection terminals, reservoir water level collection terminals. 

2.1 Data Collection Terminal 

Data collection terminals are designed with embedded system. They have 
the following main features: stable and reliable operation, low power 
consumption, large storage capacity; high operational speed to deal with 

communication, and realize data on-line monitoring completely (Ye et al., 
2007; Shi et al., 2007; Shen, 2007).  

LPC2294 processor is used for data collection terminals. An embedded 
system platform is constructed by making use of the excellent core 
performance and the abundant external interfaces of LPC2294, which create 

Research of Automatic Monitoring System of Reservoir

Figure 1. Structure of automatic monitoring system of reservoir

complex algorithms and protocols quickly. They also can be connected 

control and transaction center, and rainfall collection terminals, irrigation 

to Internet and use public networks for data transmission, cost low

Hardware includes the hardware which is installed at the information 

data collection terminals. The hardware structure of terminals is shown in 
figure 2. 
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The processor LPC2294 used in collection terminal is 32 bits 

ARM7TDMI - S CPU which supports real-time simulation and tracking. 
With the 256 KB high-speed flash memory, 128 bits width memory interface 
and the unique accelerating structure, 32 bits code can run at the maximum 

A 12 MHz oscillator is taken as the system clock for the LPC2294 chip, 

clock signals that the system needed. FLASH memory can store boot loader, 
embedded operating system, application procedures and the user data need to 

where the operating system, user data and stacks are located. The system 
connects to GPRS modules through an RS232 serial link in order to finish 

wireless data transmission functions. The system expands IO modules 
through SPI interface, which links hydrological collection equipment sensor 
and collection card and completes inputting and outputting of digital and 

analog signals. 

2.2 

electromagnetic fields, lightning, electrostatic, switching power supply, 
motor starting current and other noise impact. These factors will affect the 
reliability and safety of whole system, and result in increasing of data 
collection errors, controlling state failure and procedures disorders. 

Chengming Zhang et al.

Figure 2. 

can supply power to LPC2294 and the other external circuits that need 3.3 V. 
clock rate. 5 V to 3.3 V and 3.3 V to 1.8 V DC-DC converters in power circuit 

preserve after the system restarts. RAM memory is the system’s main regions, 

and the internal clock which controls logic can produce different frequency 

Anti-jamming Technology 

Data collection terminals installed in the field are often influenced by 

Therefore, these factors must be taken into account during the design of the 
system.  
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1. Because the control output circuit load of system is relays, contactors, 
and other inductive load, high induced electromotive force (EMF) will be 
produced in inductance coils when they disconnected. This high EMF can 

cause spark or arc interference between contacts that affecting the normal 

effectively solved by adding discharge diode parallel absorption device at 
both ends of the relay J coil.  

2. Data terminals installed perennially at the field are vulnerable to the 
wind, the sun, the rain, the lightning and overload factors. The most 
important issue in terminals design is reliability in the harsh environment. In 
order to solve the problems, the following measures have been adopted.  

(1) All the hardware chips are the wide-temperate chips used in industry 
which adopted CMOS low-power structure with good anti-interference 
capability and very low power consumption. 

(2) In the layout design of PCB, the signal collection line, the memory 
data bus and control bus adopt the parallel multi-lane surrounded with a 
large area of land lines. The critical data lines will be siege by all land lines 
and TVS tubes are added between the data bus and the large area of land 
lines, which can absorb the over voltage. A very clear anti-jamming effect 
has received through above-mentioned measures. 

(3) In addition to high power or heating devices, all components used 
patch components. At this stage, patch components production need a high 
technological level, so there is little fake patch components. At the same 
time, patch components are small and easy to integration. The stability and 
reliability of the system is further enhanced by using hot air returned 
exclusive automatic welding equipment that can prevent the welding from 
damaging chips. 

waterproof jacks and the twisted paired lines use the sensor end grounding 
method. All the methods can avoid the interference from outside stray 
electromagnetic field. 

interference, that is, the system procedures lost control. Software anti-
jamming technology such as directive redundancy and software traps can not 

orderly running time. If the time is longer than the known cycle time, the 

Research of Automatic Monitoring System of Reservoir

work of microcontroller, or even “dies” phenomenon. This problem can be 

not only cause interference electromagnetic induction in circuitry, but also 

(4) A specially designed waterproof aluminum alloy frames is adopted. 

make these procedures from “death cycle.” Surveillance procedures, also 
known as the “watchdog” technology, can prevent the process from the 

3. Sometimes the system program may come into a “cycle of death” due to 

“death cycle”. “Watchdog” technology is constantly monitoring procedures 

procedure will be considered to be trapped in a “cycle of death” and then 

The outlet lines are four-core shielded twisted paired, the plugs use 
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forced it to return to the 0000H procedures entrance where a wrong 
procedure is arranged that allow the system to run onto the right track. 

2.3 

Data Collection Terminals include rainfall collection terminals, irrigation 
flow collection terminals, reservoir water level collection terminals, gate 
opening collection terminals and industrial water collection terminals. 

Rainfall collection terminals distribute in Chaye rainfall stations, 
Shangyou rainfall stations, Longzi rainfall stations, Luye rainfall stations, 
Yumen rainfall stations, Xueye rainfall stations, Kouzhen rainfall stations, 
Qiguanzhuang rainfall stations, Huzhai rainfall stations and Gushan rainfall 
stations. The rainfall tubes used in these stations are telemetry dedicated 

Irrigation flow collection terminals distribute in the main channel, the 
eastern entry, the western entry, Hebei-Sanshan junction, the Sanshan-
Kouzhen junction, the Kouzhen-Qiguanzhuang junction, the Qiguanzhuang-
Heguanzhuang junction and the Heguanzhuang-Huzhai junction. The 
ultrasonic sensors are used to measure the channel depth that will be 
converted into the flow values to calculate the flow.  

Reservoir water level collection terminals installed a platform with the 
altitude of 231.30m in the west side of the dam. A large-range ultrasonic 
sensor with the measuring range of 20 meters is installed at the height of 
231.70m. The minimum measurable height is 211.70m, which is lower than 
the dead storage water level, so it fully meets the range requirements of 
water level.  

There are six telemetry gate opening collection terminals: the main flood 
discharge gate, the 1st and 2nd sluice of irrigation area, the 1st gate of 
irrigation area, the eastern entry, the western entry. Photoelectric rotary 
encoders are adopted as the gate opening sensors. 

Telemetry industrial water collection terminals are Laiwu power plant, 
Laicheng district power plant and Xueyin Company. Ultrasonic flow meters 
are installed in these units, and the RS485 interfaces are taken as the data 
collection terminals which transmit the collected data. 

2.4 Remote Controller of Floodgate 

floodgate according to control information. The remote controller on open-
close degree of floodgate is composed of GPRS wireless data terminal, data 
analysis and processing circuit, floodgate up and down circuit, direction shift 

Chengming Zhang et al.

Distribution of Data Collection Terminal 

rainfall gauges with a resolution of 0.5mm. 

is to receive floodgate control signal from data center to open and close 
The main function of remote controller on open-close degree of floodgate
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delay circuit, over load and over flow protection circuit. Figure 3 is the graph 
of remote controller of floodgate. 

3. DATA TRANSMISSION MODE 

3.1 Transmission Network 

According to the availability of current domestic communication 
resources and the actual situation and also the operational 

Equipped with the the communication can be 

failure, and return to the main channel to transmit data after the main 

stations are situated in the coverage areas of China Mobile’s signal, the 
wireless mobile communications are taken as the main channel. Data are 

terminals and are sent to the data-processing and control center through the 
GPRS wireless network (Li et al., 2004; Cui, 2004). Transmission network is 
shown in figure 4. 
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Figure 3. 

channel and the cable communications (PSTN) as a backup channel. 

Remote controller of floodgate

“double 

taking 

channel”, 

management facilities of the system into account, a mixed-mode network is 

channel is normal again (Guo et al., 2007; Liu et al., 2006). Because all the 

designed with the use of wireless mobile communications as the main 

packaged into TCP/IP data packets in the GPRS modules of data collection 

automatically switched to the backup channel in case of the main channel 

GPRS modules adopted H7000 produced by Hongdian Company in 
Shenzhen. The unified mobile SIM cards are required to install in each 
module of collection points, and has the only ID in the mobile network just 

adopted by GPRS wireless data terminals and control center to access the 
wireless network. There are four modes for H7000 GPRS wireless DDN 
System, and different stations can choose arbitrary one mode according to 
the actual situation (Wu et al., 2007). 

as the mobile phone. Specialized APN distributed by China Mobile is 
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Always-on-line mode will maintain DTU model and data center 
connections. Its work is: DTU connects to GPRS network automatically 

operations center (DSC), and maintain and preserve the connecting link. 
DTU monitors the operation of link of the network, and automatically re-
establish link once the exceptions occur. 

Rainfall measuring stations are used to measure rainfall, the water level 
and water from the upper reaches of the river measuring stations are used to 
measure the water level in the reservoir and the upper reaches of the river 
water level. So, they are continuously working methods and GPRS modules 
in these stations use this mode.  

DTU uses regularly transfer mode to send data to the center regularly. Its 
work is to send and receive data to data center operations (DSC) according 
to the pre-set interval. After it’s over, automatically disconnect.  

Chengming Zhang et al.

Figure 4. 

Pressure tube water level measuring stations are used to measure the water 
level of pressure tube of the dam every week. GPRS module in these stations 
can choose this mode for this is a cycle of work.  

In this mode, the DTU initiates link only when the user need to transmit 
data. DTU connects to GPRS network and logs data operations center (DSC), 
and the data are transmitted. 

(1) Always-on-line mode  

(2) Regular transfer mode  

when it boots. Connect automatically according to the IP address of data 

(3) Data triggered mode  
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Gate opening measuring stations measure the opened extent of gate and 
will be used only in agricultural irrigation and flood. Water level measuring 
stations measure the water level of agricultural irrigation channels in 
irrigation areas and use only in agricultural irrigation work. These stations 
can choose this mode. 

Center call mode is used for transmitting data to the DTU from data center. 
The data center sends a data transmission request and the DTU responses 
and transmits data to operations center (DSC) according to the instructions 
of DSC.  

closed and come into a state of dormancy. Apart from rainfall stations, other 
stations in the system will be in this state if there is nothing. 

3.2 Communication Protocol Design 

There is a set of stringent response mechanism when transmit data using 

TCP is used for transmission. When the responsive signal sending from the 
receiving party is not received, the transmission party will be repeated 
sending until the responses received. If the TCP protocol used for telemetry 

However, UDP network broadcasting agreements don’t have the response 
agreement, and not suitable for high reliability telemetry data transmission. 
Therefore, According to water telemetry system characteristics, the data 
packets of the system use the first two bytes for station number, then after a 
number of byte values for telemetry, the last byte for CRC. Before the 
station sends the data, the first is to connect data center with IP connectivity, 
and transmit data directly without sending request signals, and then wait for 
sending the responsive signal from the data center. When the survey station 
didn’t receive response signals from the data center after delaying time, sent 
again, and then waited for the response from the data center. Such repeated 
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three times. It proves that the agreement is fully in response to satisfy the 
requirements of the telemetry system. 

4. DATA MANAGEMENT 

The main function of data management subsystem is to store the attribute 
data and spatial data, that is, to input, delete, modify, store, retrieve, sort and 
do statistics. 

(4) Center call mode 

(5) Dormancy mode  

data transmission, and transmission efficiency will be substantially reduced. 

If there is no data transmission, wireless transmission system will be 

TCP/IP. The headers of TCP are longer than the telemetry data when the 
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The attribute database management system mainly managed many data 
closely relating to the objective function in the form of database, such as text, 
tables and so on. Attribute data included: water characteristics, such as rivers 
data, hydrological station distribution and rainfall distribution; reservoir 
information, such as reservoir characteristics, water-storage capacity curve, 
inflow, the water level at the dam, the flow out; hydrological information, 
such as daily flow, the water level information; meteorological information, 

for agricultural, urban water supply, the local industrial water consumption 
and hydropower; reservoir scheduling information, such as water scheduling 
information, flood scheduling information, optimum scheduling information.  

Geographical information system is based on spatial database. When 
establishing spatial database, layered technology is used to separate a variety 
of geographic elements into a number of independent layers, establish the 
relationship between physical objects and geometric characteristics in order 
to edit, hide and display, select and analyze. spatial database, such as 1:10 
terrain database, the database of geographical names, land used classification 
map, river map, project distribution maps, digital elevation and so on, is built 
based on 0.6-meter satellite image shot in 2005 and consulting 10,000 maps, 
and the input of the spatial data (such as irrigation, drainage and irrigation 
stations, a field distribution) relating to irrigation management business is 
completed, and then the function such as the changes of spatial reference, 
spatial analysis, the inquiry and display of the feature elements, the exports 
of electronic maps and so on, is achieved. 

5. 

The automatic monitoring system of reservoir has been put into use in 
Xueye reservoir, Laiwu City, Shandong Province. The system completes 
real-time data collection, transmission and automatic management. It is 
timely, efficient, accurate, and has low operating cost. Managers can grasp 

Chengming Zhang et al.

the reservoir information immediately and accurately so as to take proper 
measures to regulate the water resources reasonably. According to the 
results, we can see, the system can provide detailed and accurate 
hydrological information in time, and can provide decision-making basis and 
reliable information for reasonable water schedule and scientific flood 
control, which is proved to have significant social benefits and great 
economic benefits. 

CONCLUSION
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such as precipitation, temperature, wind speed, air humidity, evaporation, sun- 
shine and vapor pressure; water consumption information, such as water 



ACKNOWLEDGEMENTS 

This study has been funded by Special Funds of Water Science and 
Technology of Shandong (Contract Number: 200357). Sincerely thanks are 
also due to the Xueye Reservoir for providing the data for this study. 

REFERENCES 

Research. 11:108-109 (in Chinese). 

Reservoir-bedload. Control & Automation. 2:85-88 (in Chinese). 

Li Tao, Fu Yongsheng 2004, Data Transmission Based on GPRS. Mobile Communications. 

7:76-79 (in Chinese). 

Liu Chunling, Wang Yanfen, Zhang Shihu 2006, Realization of Embedded Telemetering 

and Hydropower Engineering. 8:74-77 (in Chinese). 

Chinese). 

Shen Limei 2007, A Novel Platform Design of Data Acquisition Control System. Control & 

Automation. 2:130-133 (in Chinese). 

Shi Yi, Ran Shuyang, Zhang Shengjun 2007, Realization of Network-based and Intelligent 

Data Collection System. Control & Automation. 5:101-102 (in Chinese). 

Wu Qiulan, Liang Yong, Zhang Chengming, Ge Pingju 2007, Design of Wireless 

Hydrological Automatic Measurement System Based on GPRS. Computer Engineering. 

2:280-282 (in Chinese). 

Ye Dunfan, Xue Guojiang 2007, Data Acquisition System Based on Embedded Operating 

System. Control & Automation. 4:6-8 (in Chinese). 

 

Research of Automatic Monitoring System of Reservoir

Cui Ziqian 2004, Data Acquisition System for Industrial Based on GPRS. Mechanization 

Guo Chunyan, Yu Junqi, Song Xianwen 2007, Design of Wireless Remote System for 

Liang Yong, Zhao Ao, Zhang Maoguo 2005, Studies on Digital Reservoir. Journal of 

Liu Jianbiao 2004, Research of Digital Reservoir. Water Development Studies. 3:44-46 (in 

Shandong Agricultural University (Natural Science). 2:313-316 (in Chinese). 

System of Hydrological Signal Based on ARM for Irrigation District. Water Resources 

513



 

  

LONG-RANGE MONITORING SYSTEM 

 

Tinghong Zhao
1
, Zibin Man

2
, Xueyi Qi

,*1
 

1  

730050  
2  Laboratory, Lanzhou University of Technology, Gansu, China, 730050 

Abstract: In order to improve irrigated automatic degree of irrigated area, and make the 

control center and telemeter station to intelligent complete the task, structures 

the control center and telemeter station Agent union by instruct Multi-Agent 

theory, and make use of GSM network to finish the communication between 

the control center and telemeter station, at last make up the long-range 

monitoring system of irrigated area based on Multi-Agent and GSM. In this 

system, telemeter station finishes its functions, such as collection, memory, 

dealing with of the data, and while to carry control out according to the treated 

data, send the data that the control center needed to the control center Agent 

union through GSM network; control center Agent union store and deal with 

the accepted data information from telemeter station at first, then send the 

treated data to telemeter station Agent union to carry out new regulation and 

running. The setting-up of this system, not only make the work of the control 

center and telemeter station have higher intelligent, but also make the 

communication amount reduce greatly, communication is swifter and high-

efficient, which make the real-time character of long-range controls improve 
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1. INTRODUCTION 

With the constant development of the technology of computer and 
network, it is easier and easier to realize irrigated area long-range 
monitoring. The wired network is fast and swift in communication, used 
widely in a lot of fields, but for the scattering of distribution of irrigated area 
telemeter station, very difficult to wiring, so is less applied in the long-range 
monitoring system of irrigated area. Modern wireless communication 
network GSM is relatively suitable in the long-range monitoring system of 
irrigated area, and it has got certain application in long-range monitoring of 

irrigated area and has got better effect.  

network is only a communication media, only play a role in transmitting 
information of monitoring and controlling, so in the monitoring system, most 
work need staff member to finish. To reduce the staff member participated 
and easily control, these works only can finish in monitor center. Thus, 
telemeter station has accurately and swiftly telemeter, but the course that 
telemeter station send telemeter message to monitor center through GSM 
network, which is analyzed by monitor and sent back telemeter by through 
GSM network, need longer time, make the real-time character of the long-
range monitoring system of irrigated area relatively bad. 

In order to change this kind of phenomenon, this paper combines Multi-
Agent theory and GSM network together, set up a kind of new-type long-
range monitoring system of irrigated area. In this system, structure a Agent 
union respectively in monitor center and telemeter station, through defining 
structure, function etc. of each one Agent inside the union, to make them 

intellectual behavior. The monitor center Agent union finish such functions 
as the dispatching calculate of irrigation water of the whole irrigated area, 
storing dispatching information and sending control information etc. through 
the negotiation among inside Agent. Telemeter station Agent union is used 
to finish such functions of monitoring in real time, dealing with and 
calculation of monitoring information, analysis and storing of calculation 

not send monitor information to the monitor center again and only send 
message when telemeter station is unable to finish the task. Thus, GSM 
network only transmits the task message that telemeter Agent union unable 
to finish and need monitor center to finish, thereby reduce the 
communication amount of GSM network greatly, improve communication 
efficiency; At the same time the telemeter station will not wait the control 
information of monitor center again, improve the real-time character of the 
long-range monitoring system of irrigated area greatly. 

Tinghong Zhao et al.

(Zhang, 2005)
However, as to long-range monitoring system of irrigated area, GSM  

have certain intelligence, they can finish one’s own task through one’s own 

result etc. confirm one’s own control task in time and real-time control, will 
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 2. AGENT AND MULTI-AGENT 

Generally speaking, Agent is one kind independent calculation entity or 
procedure that can perceive the environment under specific social 
environment, and can realize a series of design objects by flexible and 
independent operate. As independent individual, under urged by certain goal, 

positive behavior, effectively utilize various kinds of data, knowledge, 
information and calculation resource that can utilize in the environment, 
offer fast, accurate and satisfied services to user. (Zhang, 2004) 

Multi-Agent systems is one computing system that one group Agent 
finishes some tasks or achieve some goals through cooperating, these Agents 
should cooperate and solve the problem that exceed each individual ability, 
they independent and distributed to run, and coordination and service each 
other, the goal and behavior between Agents contradiction and conflict, 
which is coordinated and solved through the means such as competition or 

the coordination of intelligent behavior between independent Agent, 

produce the corresponding behavior or solve the problem. While the 
question is solved, for a common goal, these Agents share relevant 
knowledge of questions and solving method. Multi-Agent system requires 
system the exchange of every Agent has intelligence or self-organize ability 

2007; Thibaud, 2007) 

3. 

3.1 

The long-range monitoring system of irrigated area is generally make up 
of the monitor and manage center, telemeter station and communication 
network between them. The monitor and manage center is a key part of 

range monitoring system of irrigated area based on Multi-Agent and GSM, 
structured a monitor Agent union formed by a lot of Agent; In same way, the 

Long-range Monitoring System of Irrigated Area 

and understand users’ true intention as accurate as possible, adopt the 
Agent has certain self- control ability of it’s own behavior and inside state, 

consulting, to finish a task together.  The important of Multi-Agent systems is 

coordinate one’s own knowledge, goal, skill, and scheme between them to 

(For instance reasoning, planning, studying, etc.) (Herry, 2006; Mohamed, 

Systematic structure 

LONG-RANGE MONITORING SYSTEM 

ON MULTI-AGENT AND GSM  

OF IRRIGATED AREA BASED 

monitoring  system, its task can divide into many son tasks, so in the long-
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task of telemeter station also can divide into many son tasks, so structured a 
telemeter station Agent union; To counter the dispersiveness that telemeter 
station distribute, this system adopt GSM wireless network to realize the 
communication between monitor center and telemeter station, the concrete 
system structure is as Fig. 1 shows  

3.2 Classification and function of Agent 

Can be found from the systematic structure chart, the long-range 
monitoring system of irrigated area based on Multi-Agent and GSM make up 
of monitor Agent union and telemeter Agent union these two kinds of Agent 
unions and GSM communication networks, the important part used to 
finishing system task is two kinds of Agent unions. Each of These two kinds 

own tasks, and the completion of their task is serves for the completion of 
the overall task of the union. 

3.2.1 Subdivision of the indicators 

The monitor Agent union is a monitor center of the whole system, it is 
make up of one manage Agent and a lot of function Agents, the concrete 
structure is as Fig. 2 shows. Manage Agent1 (M-Agent1) manage the 
distribution of monitor center inner task and carries on communication with 
the external world; Information storage Agent1 (IS-Agent1) is used for 
storing the concretely information of water proportion of all telemeter 
station; Calculate Agent1 (C-Agent1) is used to calculate the water quantity 
distribution among a lot of telemeter stations; Data store Agent1 (DS-

Tinghong Zhao et al.

(Zhao, 2007).

of Agent unions is composed of a lot of Agents, each one Agent has one’s 

Agent1) is used to store the result that C-Agent1 calculated for after using. 

another data output Agent (DO-Agent). 
If there are data in the monitor center need to output (type), it is may add 
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Fig. 1. Monitor system structure chart



 

 

3.2.2 Telemeter station Agent union 

The telemeter station Agent union is make up of one manage Agent and a 
lot of function Agents too. Manage Agent2 (M-Agent2) responsible to 
distribute and resolve the task inside telemeter station and carry on 
communication with the external world. Information store Agent2 (IS-

storing the concretely relationship data of the water level with the gate level; 

water level and the gate level; The water level monitor Agent1 (WLM-

the gate level and obtaining the gate level information; Operate control 

telemeter station Agent union is all finished through M-Agent2. The 
concrete structure is as Fig. 3 shows 

 

 

Long-range Monitoring System of Irrigated Area 

Agent2) is used for storing the relationship curve information of the water 
level with the gate level; The data store Agent2 (DS-Agent2 ) is used for 

Calculate Agent2 (C-Agent2) is used for calculating the relation of the 

Agent1) is used for monitoring the water level and obtaining water level 
information; Gate monitor Agent1 (BLM-Agent1)  is used for monitoring 
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Fig. 2. Monitor agent union structure chart

Fig. 3. Telemeter agent union structure chart

the gate. For the validity of communication, the communication inside the 
Agent1 (OC-Agent1)  is used for controlling the opening and close of 



 
 
 

3.3 

The key of the communication coordination within the long-range 
monitoring system of irrigated area based on Multi-Agent and GSM is the 
coordination communication between monitor Agent union and telemeter 
station Agent union. 

 Because the telemeter station of irrigated area is distributed more 
scattered, use the wired network though communication is high efficiency, 
but it is very difficult to concretely implement, so adopt GSM wireless 
network to carry on communication. Monitor Agent union and telemeter 
Agent union all with one manage Agent, each manage Agent is a 
administrator inside own union, responsible for coordinating 
communication with external besides responsible for distributing the union 
inside task and communication coordination among so the 
communication coordination of the whole big system is the communication 
coordination between manage Agent1 in monitor Agent union and manage 
Agent2 in telemeter Agent union. The communication of the wireless 
network is different from wired network, in order to realize communication, 
need to set up a communication and control module within each two kinds of 
management Agent, as the data communication interface of GSM network. 

At present, communication agreement interface adopted by mobile 
communication of GSM is the AT order collection, which norm is had 
described in detail by GSM07.05 standard and GSM07.07 standard of ETSI 
standard, in the world all mobile communication equipment terminal such as 
short news terminal module, GSM cell-phone support above standards at 
present. Sending and receiving SMS message has two ways: Text Mode (the 
mode of text) based on AT order collection and PDU (protocol description 
unit) mode based on AT order collection. Because the mode of the text is 
simple and easy to realize, and does not need to encode and decoding, so the 
communication between two kinds of manage Agent adopts the mode of the 
text to carry on the communication. 

3.4 Air quality assessment based on extension

the demand of water quantity of each telemeter station, and carry on the 

Tinghong Zhao et al.

of matter-element model 

Air quality assessment based on extension 

of matter-element model 

As to this system, the total task is to distribute water quantity according to 

result of this distribution. It is can be find out from the above discussion, 
every function Agent finishes the task of subsystem under coordination of 
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one’s 

Agent, 

 



 

 manage Agent, and the subsystem and subsystem finish the transmission of 
the task information between them through the communication of GSM 
network, the concrete realization step is as follows: 

Step1: M-Agent1 receives this task of water amount allotment from the 
network of rivers (or the message of water amount allotment imported by 
administrative staff), and send water amount allotment information to DS-
Agent1;  

Step2: DS-Agent1 inquires in its database according to the information of 
water amount allotment, and sends the result inquired to M-Agent1;  

Step3: M-Agent1 receives the information, and analysis, if there is 
corresponding information, send information to M-Agent2, carry out Step9; 
Without, send a request of  accessing information to IS-Agent1;  

information of the water amount allotment of all gates and send to M-
Agent1;  

Step5: M-Agent1 send the information of water amount allotment of all 
gates and the information of overall water amount allotment to C-Agent1;  

Step6: C-Agent1 calculates the allocation program and sends to M-
Agent1;  

Step7: M-Agent1 sends the information of  new allocation program of 
water amount to M-Agent2, carries out Step9; Send this information to DS-
Agent1 at the same time;  

Step8: DS-Agent1 stores the new allocation program of water amount in 
its database for accessing next time;  

Step9: M-Agent2 send the information of water amount to DS-Agent2;  
Step10: DS-Agent2 inquires in its database according to the message 

received, sees whether there is a corresponding water level - gate level  
relation data, if it is exist, access this information and send to M-Agent2; If it 

Step11: M-Agent2 receives the reply message of DS-Agent2, and 
analysis, if there is corresponding information, send the corresponding 
relation data of water level - gate level to OC-Agent1, namely carry out 

carry out Step12;  
Step12: C-Agent2 receives the water amount information, and calculates 

the relation of water level - gate level, then send the result of calculation to 
M-Agent2;  

Step13: M-Agent2 receives the result of calculation by C-Agent2 and 
sends it to OC-Agent1 carries out Step15; and send the result of calculation 
to DC-Agent2, carry out Step14;  

Long-range Monitoring System of Irrigated Area 

Step4: After received the request, IS-Agent1 accesses the proportion 

is not exist, send the message of “without” to M-Agent2;  

Step15; Without, send water amount information to C-Agent1, namely 
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Step14: DS-Agent2 stores the result of calculation received in its database 
for accessing next time;  

Step15: OC-Agent1 controls the opening and close of the gate according 

Step16: After the gate is opened, WLM-Agent1 and GLM-Agent1 begin 
to run, and the data monitored are sent to M-Agent2;  

Step17: M-Agent2 sends the data to C-Agent2;  

relation data, and returns the result to M-Agent2;  
Step19: M-Agent2 sends the relation curve information to IS-Agent2;  
Step20: IS-Agent2 compares the new relation curve with already existing, 

if the result is same, do not send reply information, if does not agree, store 
new relation curve information in its database, and send the result to M-
Agent2;  

Step21: After M-Agent2 received the reply of IS-Agent2, send the new 
relation data of water level-gate level to OC-Agent1, carry out Step15; Send 
to DS-Agent too at the same time, carry out Step22;  

its databases. 

4. CONCLUSIONS  

Multi-Agent system is composed of a lot of Agents, finishes the 
systematic task common and intelligence through the communication 
coordinating among them; GSM network is the wireless communication 
networks that is modern generally adopted. The long-range monitor system 
of irrigate area built by combine Multi-Agent system theory and GSM 
network together  has a lot of advantage: at first, the monitor center forms a 
Agent union, finish its inside task by a lot of Agent through negotiation, 
instead of be finished by staff members through coordinated; Secondly, 
telemeter station (spot)  construct a Agent union too, has more functions use 
it to replace the simple monitor equipment, some problems which can be 
solved inside the telemeter station no longer send information to the monitor 
center, thus reduce the communication to bear; Finally, the ones that 

through GSM, but only manage Agent within them, communication amount 
reduces greatly, communication is more effective and swift. 

It can find out through the test data, the application of the long-range 
monitoring system of irrigated area based on Multi-Agent and GSM can 

water expenses burden. This system is low costs, convenient to safeguard, 
with complete function, and has the functions such as real-time control gate 

Tinghong Zhao et al.

to the received relation data of water level - gate level;  

Step18: C-Agent2 calculates out water level - gate level relation curve and 

Step22: DS-Agent stores the new relation data of water level - gate level in 

communicate are not again the monitor center and telemeter station (spot) 

greatly reduce losses of water quantity, thus can greatly reduce peasants’ 
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 and data gathering, storing, dealing with and automatic yielding water 
quantity, etc. in real time, overcome the phenomenon such as difficult to 
macroscopic distributing water quantity, bad to regulating water quantity in 
real time, reduce work intensity, economize the valuable water resource. 
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Abstract: In order to eliminate the drawbacks in grain reserve management, a grain 
reserve intelligent audit method was designed. It was achieved by using the 
edge detection technology towards image samples to determine the edge of 
each object in the photograph, including the grain, the wall and benchmarks, 
and then separately holding pattern recognition to ascertain the identity of each 
object. Then according to the basic theories of 3-D reconstruction technology, 
combining with the location information of these objects in the original 
photographs, the underlying quantitative information could be dug out. At last, 
using grain weight measuring algorithm, which had been combined with the 
perspective error correction method, achieve the real-time and precise audit to 
the grain in stock and each installment. 

Grain reserve; Intelligent audit; Image recognition; Perspective error 

1. INTRODUCTION 

Analyzing the drawbacks in grain reserve management of the China for 
the last years, such as virtual storage, false discount and so on, it reveals that 
the supervision and audit system are not effective, mainly because of the 
contradiction between the high supervisory requirements caused by the 
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geographical dispersion of the granaries and the serious lack of powerful 
management technologies in reality. Currently, at home or abroad, the 
research on grain situation’s surveillance (mainly including temperature, 
humidity and pest) have been conducted in depth, achieving several good 
results (Wei et al., 2004; Li et al., 2003). But on the area of grain audit, 
because an effective way to determine the weight of a large-scale object 
hasn’t been designed out, this becomes the major bottleneck in grain reserve 
audit. Therefore, the key of eliminating the drawbacks is to use modern 
technologies to solve the problem of grain’s weight determination in order to 
make the entire remote supervision comes true, instead of the manned field 
operations. 

management, based on the image recognition. As for the grain reserve audit, 
it includes the audit in two aspects, the weight and the time. So when 
designing the audit method, we focus on resolving the following three 
problems. The first is the recognition of a simple-frame image. Because, 
under the current technologies, it is relatively difficult to achieve dynamic-
flow recognition, a feasible idea is resorting to the recognition of numbers of 
simple-frame static images to refer the dynamic-flow recognition, in order to 
realize the real-time supervision and recognition. This is the foundation of 
this intelligent audit method. Further more, the installment judgment, as 
concerned to grain audit that is the judgment of the starting and ending 
between which each batch of grain were transport into or out of the stores. 
The last is perspective error correction. Because of the influence of video 
camera’s view angle, the far object is compress to smaller than the near one. 
So there must be a certain perspective error in the data dogged from the 
plane image, which will have seriously influence on the accuracy of 
recognition (Haven & Betty, 1977). So when designing the grain weight 
determine algorithm, the interference of the perspective error must be 
effectively excluded. 

2. GRAIN RESERVE INTELLIGENT AUDIT 

METHOD  

approach based on the direct measurement and the approach based on 
recognition. The former is usually to set up a dedicated channel and use 
correlative facilities to measure the weight, by which we can know the 
weight of each batch of the grain and the amount in stock. But this law 
requires a high cost in investment and maintenance. From the perspective of 
supervision, it asks for a high requirement of standardized operating, so if 
the grain custodians have illegal motivation, he also could carry out his 

This paper mainly introduces an intelligent audit method in grain reserve 

Generally, there are two approaches for grain weight measurement, the 
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 illegal action easily. Therefore, using this approach to change the weak 
power of supervision is largely meaningless.  

reports (in the field of grain management). Image recognition, have two 
approaches which are worthy of paying closely attention to. The first is 
based on the distance measuring, which can be come true by using of the 
infrared or laser scanning to measure the distance between the probe and any 
point on the surface of an object. Through multi-detection, we can deduce 
the fitting three-dimensional shape of the object, from which we can 
calculate the bulk date of the digital object body. This approach asks for a 
long time and a high cost of equipments, so it is obviously not suitable for 
such a large amount of dynamic sites in grain reserve audit.  Simultaneously, 
we can know that the key of this 3-D reconstruction, based on pattern 

The Research on Grain Reserve Intelligent Audit Method

Currently, the approach based on the recognition, has rarely to be seen in 

recognition, is the third dimension’s infers, by our experiential knowledge. 
(Qing et al., 2005). 
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purpose by pattern recognition. Obviously it can also achieve the dynamic-
flow recognition by the contrast between consecutive simple-frames. And 
this method can achieve remote automatic control just under the supervisory 
camera in granary, thereby significantly reducing supervisory strength.  

whose audit processes are as follows: At first, aiming at the requirement of 
quantitative information in grain weight measuring algorithm, we should 
correspondingly do some pretreatment in granary site. Secondly, after the 
dynamic image flow, which was taken by video camera, was transmitted to 
the center computer through the Internet, the system will automatically select 
a simple-frame image as a sample by a fixed time interval. Then the sample 
will be taken to edge detection and image recognition, in order to dig out the 
underlying quantitative information. Further more we use the grain weight 
measuring algorithm, which have been combined with the perspective error 
correction method, achieving the determination of grain weight. Finally, 
according to the fixed time intervals of the consecutive samples, we can infer 
each installment from the grain weight and time (as shown in figure 1). 

3. IMPLEMENTATION 

pretreatment of grain storage site, mining the parameters of quantitative 
information, the grain weight measurement and the installment judgment.  A 
experiment was held in the three-dimensional warehouse, a typical way of 
grain reserve. 

3.1 Pretreatment of grain storage site 

pretreatment was carried out to satisfy the need of mining the underlying 
quantitative information in the following steps. It refers to, firstly, setting up 
the supervisory cameras in the appropriate positions. Secondly, painting two 
benchmarks on the inner wall of the granary, using a color which is quite 
different from the grain and the granary wall in color and grayscale 
features(in accordance with this standard to paint the benchmarks is to 
distinguish the benchmarks from other objects easily). The height of 
benchmark A is the same height with the camera, while benchmark B is in a 
certain distance below benchmark A (as shown in Figure 2).  

Ying Lin , Xiaohui Jiang 

The other is based on plane image recognition, reaching the identification 

Based on the above analysis, we design a grain reserve audit method, 

The implementation of this audit method can be divided into four steps, 

According to the characteristics of the three-dimensional warehouse, the 

three-dimensional warehouse’s bottom area S, the camera and benchmark 
A’s vertical height H, the distance a between benchmark A and benchmark B. 

 

In this step, the information which can be directly measured out includes: 
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3.2 Mining the parameters of quantitative information  

This step is the key of this intelligent audit method. Concretely, it can be 
achieve by the following two stages. 

Firstly, select a simple-frame image sample from the dynamic flows by a 

unsatisfactory samples which have too much noise). Then with the 
computer’s system time to mark the time for these simple-frame image 
samples, intending to be more facilitate to judge each batch’s starting and 
ending of time. Evaluation of the selected samples is accomplished by 
scanning the image sample point-by-point, so as to form the phase-gray 
matrix. Then combining the basic principles of edge detection technology 
(Canny, 1986; Demigny, 2002), contrast the grayscale values of each point 
with the direction of the gradient near it, by which the image is divided into 

a kind of object). Therefore, through the contrast of the regions with the 
number of the objects we have known in advance, can prove whether there is 
too much noise.  

Secondly, to the eligible samples, we hold the image recognition with 
each meaningful region in the sample, in order to ascertain the identity of 
each object. Here, we use pattern recognition, which includes two major 
steps, the establishment of the standard database (that is, all of the 
information of possible objects and their parameters are established and 
saved in a database in advance), and the establishment of the test data 
(Cheng, 2006).  

In response to the determination of grain weigh, the main task of 
recognition includes the identity of two benchmarks and their location in the 

a set of meaningful regions (Liu, 2001) (each region can be considered to be 

a  fixed time interval and evaluate it (the purpose is to exclude the 

original image, the identity of the grain surface and its location, from which 
we can also know the number of the pixel (N1) between benchmark A and B 
in the original image, and the number of the pixel (N2) between benchmark 
A and grain surface C. Therefore, the information need to be saved in the 
standard database includes, the data of benchmark and grain surface’s 
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features, mainly including the color feature, the number-ration of pixel of the 
benchmark in vertical and horizontal directions, the grayscale feature and the 
texture information.  

The determination of the identity of the benchmarks (or grain surface) is 
through comparing the test data with the standard data. For the accuracy 
close to 100%, we make certain of the identity of the benchmarks (or grain 
surface) from the following four parameters: the color feature, the number-
ration of pixel of the benchmark in vertical and horizontal directions, the 
grayscale feature and the texture information.  

If a test data matches with the standard data in over 95% confidence 
interval of the above four types of features, we can conclude that it is the 
benchmark (or grain surface). Based on this, the parameters N1 and N2 can be 
measured out easily. 

3.3 The grain weight measurement  

Till now, the known information includes the height of benchmark A and 
B, the distance a between benchmark A and B, the height H of the granary, 
the bottom area S of the granary and density ρ. Then we can calculate out the 
weight of the grain in stock. The algorithm is as follows. 

Step 1: according to the ratio of N1/N2 and the length of a, we can acquire 
the length of AC’, namely b=(N2×a)/N1, which is the length of AC in the 
photograph reflect in the reality, having considered perspective err, and we 
can know that its length isn’t unequal to AC.  

Ying Lin , Xiaohui Jiang 

 

point C’ is a point in a circle whose center is point E and radius r is the 
length between point A and E, and we can know that C, C ', E has been in a 
same line; It comes to the equation:  

Step 2: combining with the theory of image forming and plane geometry, 
we establish Cartesian coordinate system XY, as illustrated in figure 3. Then 
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(x- r)2+y2 = r2        (1) 

and 

x 2+y2 = b2  (2) 

 From equation � and �, we got: 

 
Step 4: as we have know the rdinate of point E, we can got the equation of 

line CE from two point, point E and C’: 
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Then the coordinate of point C can be calculated 

 
At last, we can obtain the height of the grain in the granary: 
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So, the weight of the grain is easy to know by the equation of:  

m=ρ×S×h.                       

resolve the perspective error problem of the objects in the image due to 
different shooting angles. 

3.4 The installment judgment  

The former steps are mainly to solve the problem of the grain weight 
determination. The grain reserve audit, as we have said before, contains two 
aspects, the weight and timing. Therefore, the installment judgment is also 
very necessary. The algorithm is as follows. 

The Research on Grain Reserve Intelligent Audit Method

  (5) 

Aggregate analysis, the calculating method of the height of the grain can 

point C’(x, y), 

As shown in figure 2, according to the samples collected by every fixed 
time interval, after we have got the data of the grain’s weight mt in the 
granary, then contrast the data with the former one mt-1. If they are not equal, 
we think that the amount of grain is changing, this also indicates that this 
batch of grain haven’t not yet complete, so we continue to consider the next 
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Step 3: according to the length of b, we can calculate out the coordinate of 

C = ( 0, )
2 2 - b 2

4 2 - b2br r r

r



grain bulk hasn’t been changed for over at lease 48 hours. If so, we can get 
the conclusion that this batch has completed, thus combining the initial time 
when grain weight began to change, the start time and end time of this batch 
can be inferred. And according to the difference between the two time, we 
can got the weight of this installment, namely m = mt - mo. If it is less than 
48 hours, we will continue to select next sample and contrast their weight, 
until the grain weight hasn’t changed for over 48 hours. 
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Abstract: Because current remote monitor systems can’t deal with problems of real-time 

transmissions in the bad condition of network very well, this article presents a 

study which is combined with the evaluation of video streams, adjustment and 

sealing user-defined data pockets and discarding useless data pockets. The goal 

of this solution is to transmit video information of national grain depot. And its 

practical use shows that the system has good effect. 
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1. INTRODUCTION 

It’s known that, professional companies in China take responsibility of 
depositing the nation grain. But without strict supervision, someone will, 
aiming of private benefit, conduct corrupt behaviors, such as making the 
false bill of document and imitating good grain with bad grain and so on. On 
the view for this situation, government should construct a series of 
supervising system which can provide supervision at any time. The most 
important thing is how to copy with the quality and transmission of real-time 
videos. They are proof to accuse those criminal behaviors. This monitor 
system is operated depending on accuracy of real-time video data. However, 
the quality of video data is associated with conditions of network 
environment. If the bandwidth is stable and the speed of network 
transmission is ideal, the packet-losing rate will decrease to make sure video 
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transmitted successfully, besides phenomena of frame-losing and time-delay 
will disappear. But the bandwidth is varying from time to time. If there are 
so many data pockets in the channel, the increasing rate of packet-losing will 
impact the transmission of video stream very seriously (B.J. Kim et al., 
2000). The media streams compressed by MPEG4 technology become hard 
to transmit under such bad conditions. It’s because that MPEG4 technology 
split video stream into several layers, losing of key frames will damage the 
quality of video and the network spending will become larger result from 
error inspection and retransmission protocol (Talley et al., 1996). In order to 
solving this kind of problem, this article presents a method. It is based on the 
speculate speed of network with AMID algorithm and adjusted the speed 
rate of video transmission automatically and sealed data packets in user-
defined format and discarded some useless data packets. 

2. GENERAL DESIGN 

The system of real-time video transportation is composed by three 
components: sender, net medium and receiver. This paper concentrates on 
introducing the design of sender. The overall structure of transportation 

2.1 Obtaining and compressing real-time video streams 

Video streams are received at sending-port through cameras devised in 
grain depots. These videos will be transported to the media server and 
compressed into MPEG4 video streams. The reason to choose MPEG4 for 
transporting format is that, it’s apparently different with other video 
compressed technology. MPEG4 is based on objects and it spilt a video file 

system is shown in Fig. 1. 
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Fig. 1. Overall structure of transportation system



 
into different objects that are formatted by a special object layer. (The 

information about figure and texture and other aspects. Moreover, MPEG4 
affords extension of time-field and space-field. It will operate some changes 
on basic layer according with current conditions of network. Furthermore, in 
order to perfect the quality of video, MPEG4 technology could insert some 
frame into basic layer and increase or decrease the resolution. In a word, it is 
most suitable to be used in the field of long distance net TV inspection. 

2.2 Design of video transportation 

RTP/RTCP protocol is a real time transmitting method. It is specially used 
for the transportation of media data. This protocol could achieve stream 
media data for singleness & group play in internet. It can rearrange the video 
stream frame by correct order, checks the integrity of frames, and supplies 
some services such as security guarantee and so on. 

RTCP is one kind of controlling telegram that is sent by sender. Its main 
function is to afford QOS quality feedback. As a part of RTP protocol, it is 
relevant with stream control supplied by other protocols. And feedbacks 
operate adaptive code-control directly. The function of feedback is executed 
by both sender and receiver. 

At the conversation of RTP, all members send RTCP control packets 
periodically. Server can take advantage information to change transmitting 
speed optionally. The corporation between RTP and RTCP, can perfect the 
efficiency of transmission by necessary feedback and least cost. Therefore, 
this protocol is pretty suitable for real-time transmission. Considering 
information collected from feedbacks, it’s easy to make a fitful strategy.  

Step2: Evaluating the speed rate of transmission on the foundation of 
feedback data brought by RTCP pockets, the rate of video stream will adjust 
by itself. 

The solution is based on adaptively adjusting the speed rate of video 
stream transmission; the sender analyzes the current conditions of network 
through feedback information brought by RTCP pockets (J.Y. Tham et al., 
1998). Bandwidth can be calculated with the loss-pocket rate in the QOS 
report. After getting approximate value of rate, one can use programs at the 

Study on Real-time Video Transportation for National Grain Depot 

structure of MPEG4 frame is shown in Fig. 2.) Each layer contains much 

Step1: Choosing RTP/RTCP protocol for transportation. 
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sender to adjust transferring rate into a suitable value that is useful to real-
time transmission. 

There exits two algorithms to adjust the sending rate: the model algorithm 
and the detect algorithm. The foundation of model algorithm is loss-pocket 
rate and time for sending and receiving data pockets and maximum number 
of communicating data pockets, which should be used to calculate the 
sending rate (D. Mills, 1992). Detect algorithm is that sender evaluates the 
speed of network by frequent adjustment of sending rate. This solution 
chooses the detective and adaptive controlling algorithm AMID. Its 
description is as the follows: 

�

 value in a range of time; r means sending rate. MaxR and MinR separately 
stand for maximum value and minimum value of sending rate that has been 
set before. AIR means accelerating rate, � is subtrahend factor and its value 
is between 0 and 1 (Li, 2006).  

The meaning of this algorithm is that, in a defined range, one can increase 
the sending rate untill the loss-pocket rate is too great to assure affording an 
accurate play in the receiver. And the next step is to reduce the sending rate 
to make sure the loss-pocket rate in an acceptable range, following 
increasing sending rate gradually. 

Step3: Analyzing MPEG4 pockets and making a RTP pocket in a 
particular format. 

The chief difference between MPEG4 and other traditional video 
compressing standard is that MPEG4 is based on objects. This technology 
splits video data into many different objects and forms a layer for each 
object which contains figure and texture and other information (S. Palacharla 
et al., 1997).  

Grammatical layers of MPEG4 stream have four aspects: video 
communication, video objects, video object layer, and video object plane 
(VOP).  

VOP is a frame of video object. MPEG4 separately codes to every VOP 

B VOP. I VOP is 
very critical to the quality of video and it has no relations with other adjacent 
VOPs; P VOP needs I VOP in front of it as a consult to compensate 
movement (J. Shapiro, 1993); B VOP works with adjacent VOPs. Because 

Where: P stands for the actual loss-pocket rate; Pth stands for a trigger 

if(P<Pth) 

r=min((r+AIR), MaxR) 
else 
r=max( r, MinR)

I VOP, P VOP,and gender three different frame styles: 
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VOP is the basic unit for saving video information, so its construction will 
be introduced by blow picture. 

Synchronous code is very important to video play, if once it misses, video 
will not play well. Report head of video pocket is also crucial, because the 
receiver need it to sort a correct order for video pockets. Besides as the 
quantity of information contained by different video pockets, some huge 
pockets will be lost during the transmission in the network especially under 
the terrible net conditions, this is one of main reasons that I use the particular 
defined data pockets to do transmissions. 

 after analyzing each VOP 
pocket and getting relative information, one can seal a new pocket by RTP 
pocket structure which will be introduced in the next section. The focus of 
this article is to design a new RTP pocket structure which is suitable for 
special requirement. 

 
  

The meaning of each element: 

V: version  

PT: a introduction of sort of load interpreting the style of code 
Sequence Number: the number of each RTP data pockets. It’s used to set 

up a correct order of data pockets and inspect whether there are errors and 
damage in pockets. 

Marker
SSRC: help receiver identify the adscription of all streams with only one 

number that sender supplies. SSRC is a strict random number. 
CSRC: identify the streams. 
Besides (RSN) stands for synchronous code taken by this frame, and 

critical key (CK) stands that whether this frame is a key frame that takes 
great responsibility for video quality. This is because, under the conditions 
that bandwidth is terrible, and some huge pockets will be lost during 

V=2 P X CC M PT 
Sequence 

number 

Timestamp 

SSRC 

CSRC 

Mpeg4 Video data 

RSN CK 

The particular defined data pocket means that,

Extension  - X: defined by RTP structure 

- M: defined by operating structure 

The structure of New RTP pocket is shown in Fig. 3. 
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transmission. And there will be many chances to form congestions. The 
receiver has to attempt many times to send repeat requests. In this situation, 
the spending of network will become so large, and the quality of real-time 
transmission will be impacted seriously (H. Schulzrinne, 1995).  

So we can average huge video streams to many RTP pockets, this solution 
will alleviate the pressure of each pocket and fitful for transmission (B. Paul 
et al., 1999). Each pocket will take the same RSN to certificate that all 
pockets come from the same frame and the sequence number will increase 
by one to record their order. 

Step4: Discarding frames which aren’t key frames and adjusting the rate, 
if the condition of network is poor. 

Even though the speed rate can be evaluated from Qos report, it’s also 
difficult to operate a perfect transmission because of the abnormal variety of 
network. If the condition is much better than before, the transmission will be 
very successful. But if it’s worse, the bandwidth will be narrower and loss-
pocket rate will increase.  

So it’s hard to transmit video streams with the speed calculated before. In 
order to decrease the pressure of network, the reasonable approach is to 
adjust the rate again by discarding some useless RTP pockets that are not 
important for video play. 

For MPEG4 video stream, I frame is compression of static imagine, P 
frame is formed depended on previous I frame. I frame is consulting frame 
whose losing will bring great damage to the quality of video as other frames 
can be sorted by a correct order. This solution is that discarding some frames 
that do little impact with video quality, by precondition that video could be 
play well at the receiver. (A. Kantarci et al., 2000).  

Therefore, B frames which are relatively useless and P frames that are far 
away critical frames are should be discarded. This kind of operation should 
be done in the buffer. Buffers in this paper are sorted to two aspects, one part 
is buffer used to real-time transmission at the sender, and another part is 
used to save data pockets and wait for the command of retransmission. 

3. IMPLEMENT 

This experiment needs three personal computers to take responsibility of 
MPEG4 Collecting Server and Net Transportation Controlling Server and 

compressing the video stream, making video files and saving some videos to 
the hard disk; Main functions of Net Transportation Controlling Server are 
providing sending buffer for stocking real-time video stream, analysis of 
current net situation, speculating the speed of transportation next time span, 

of MPEG4 Collecting Server are collecting the spotted real-time video, 
MPEG4 Receiver Client. Their functions are different: main functions 
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producing a RTP pocket in a particular format and checking information 
coming from receiver; Main functions of MPEG4 Receiver Client are 
receiving video streams, checking and rearranging the order of video stream 
pockets, sending requiring messages to sender and playing videos and so on. 

The process of transportation is consisted by several steps as following: 

Video streams are collected by cameras settled at grain depots, and sent to 
the MPEG4 Collecting Server in special line. 

Net Transportation Controlling Server speculate the speed of net 
transportation with accordance to RTCP data pockets, and send messages of 
adjusting rate to MPEG4 Collecting Server. According to evaluated result, 
system has different choices to do the transportation. MPEG4 streams can be 
transported steadily in the range of rate between 4.8kbit/s and 64 kbit/s 
(Zhang, 2006). But the situation of network is varying from time to time. So 
the condition may be very terrible for transportation in some time spans. It’s 
hardly reach to the basic condition for video transportation. At this situation, 
system can call off these transportations, save video into the data base with 
unique mark. When the condition is suitable enough for video transportation, 
system will automatically search whether there are some videos without 
transportation, and send this kind of videos at prior. If current situation of net 
reaches the basic condition of transportation, system will adjust the 
compressing rate and send video streams to the buffer of Net Transportation 
Controlling Server. 

If there doesn’t exist some barriers in the network, system will 
immediately execute transportation; If the condition is getting worse and the 
transporting speed is fewer that evaluated speed, the system will remove 
some useless data pockets in order to reduce the bulk of the whole RTP 
pockets, and identify each pockets with particular mark to avoid making 
mistakes in checking process in the receiver. 

The structure of the circumstance of experiment is shown in Fig. 4. 

(1)  Collection of video streams: 

(2)  Disposal of video streams: 

(3)  Transportation of video streams: 
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The receiver will check the order of data pockets. And if there are some 
phenomenons of disorder, the receiver will send out messages. 

Comparing with other solutions dealing with the same problem, this 
solution has its advantages. This approach use a more positive way to copy 
with transportation of net. Because it constantly checks the condition of net 
and speculate the intending rate, so it’s positive for its evaluation. It uses 
different methods to change the state of video, whether decreasing the bulk 
or changing the rate. Obviously, it’s an efficient solution. 

4. CONCLUSIONS AND FUTURE WORKS 

It’s critical for supervision of nation grain depot to obtain real-time video 
data that supply the valuable evidences to the administrative officer. 
Therefore, it’s very important to assure the quality and uploading in time of 
video data which supervisors need to analyze and execute. In a view, this 
paper designs a series of solution which can deal with some difficult 
problems during the process of the real-time transmission of huge video 
information. But if the current condition is extreme terrible, it is hard to 
operate real-time transmission. In this situation, one had better cancel this 
transmission and save all data pockets into the hardware waiting for next 
transmission when the condition becomes better. Following with the further 
development of web technology and hard devices, you will have variety of 
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Abstract: According to requests of bulk warehouse grain quantity recognition, we take 

the scene video as identified object to obtain the object’s boundary from the 

result of edge detection difference iterative analysis. By using region iterative 

threshold value of gradient operator fitted closely with identified target carries 

to execute the picture characteristic second-extract and then to carrying on 

rectangular benchmark judgment using the membership functions of fuzzy 

And the experimental results show that this recognition algorithm effectively 

enhances the anti-jamming, robustness and the recognition precision and 

effect. 

edge detection difference, fuzzy recognition, membership functions, iterative 

analysis  

1. INTRODUCTION 

From the last 20 years’ practice of storage grain regulatory in China, the 
quantity of grain reserves supervision and auditing is still manual regulation. 
Because of the geographical dispersion of reserve granary and the features of 
whole process and real-time supervising, it leads to the failure of grain 
reserves effective supervision. So it is necessary to adopt a computerized 
intelligent recognition technology to achieve the precious quantity of grain 
reserves automatic monitoring and auditing in a smart method. The key for 
video-based grain reserves automatic monitoring and auditing technology is 
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recognition, we adopt the Visual C++  realized this recognition algorithm. 
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based on the result of scenes video image recognition to calculate the 
quantity of grain granary. 

area set S, grain density of ρ reserve granary high set T are known factors, 
grain surface above the benchmark length is L, M is the quality of grain, 
then:  

Grain quality M = V × ρ 

 H=T-L 

problem of real-scene recognition of granary reserves benchmark is how to 
identify the object boundary and discriminate the identified targets. The 

interference, and also the algorithm efficiency is not high efficiency enough. 

identify the benchmark by Robert Operator local detection and the overall 

2. INTELLIGENT DETECTION METHOD 

The use of computer recognition is mainly by computer automatic 
identification and understanding of images. To this purpose, the 
decomposition of image that contains a large variety of characteristic 
information as a key step. The accuracy level of intelligent recognition is 

interests), the image divided by Robert operator partial detection operator 
gradient method and operator of regional iteration threshold image 
segmentation algorithm combination of images to the second feature 

From (Fig. 1), it indicates that the bulk of the reserve granary bottom of the 

characteristic judgment method has become an issue that must be addressed. 
In this paper we introduce a combining intelligent detection method to 

 Where V=S ×H,

threshold detection algorithm (Canny  J., 1986). 

Therefore, seeking stronger anti-jamming detection methods and target’s 

According to the above statements, the key of grain quantity recognition is 

the object boundary (M.D. Kelly, 1973). But it has poor adaptive ability for the 

the identification and estimation of reserve granary benchmark. The key 

existing Robert operator partial detection methods can effectively extract
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Fig.1. Sketch map of bulk grain warehouse 

A key technology of image detection is how to determine ROI (region of 
directly related with the shape, color and specific size of identified targets. 
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extraction, a new intelligent detection method is involved (Pursuing 
technology, 2006).  

This method includes following three major steps. 

1. Color extraction: The setting of real-scene should fully consider the 
issue of the benchmark’s color. Firstly image is converted to color space, 
extracting specific benchmark for the red, tentatively identified ROI region. 

2. Edge extraction: Based on the edge of extraction from the red border 
regions, we use Robert segmentation local edge detection operator and 
combine with the iterative threshold to extract the pixel of the same 
difference, to some extent reduce the computational time and the complexity 
of the recognition (Cheng Xiao-chun, 2006).  

3. Rectangular benchmark judgment: Judging from the extracted targets, 
through certain principles found matching rectangular regional area. 

2.1 Color extraction  

Based on the specific color of rectangular benchmark, firstly we extract 
the color from the hue, saturation and intensity model (HSI) color space, 
initially identifying ROI region. In the actual image acquisition process, 
from the acquisition of Monitor RGB format for images, since the first need 

1986). 
First step will be a normalized mode: 

255
,

255
,

255

G
g

B
b

R
r ===  (1) 

Then proceed into: 

F
×







−

3
arctan

π
(2) 

Where: 

bg

bgr
F

−

−−
=

2
 (3) 

benchmark identification process, the design needs extract the red region, the 

determine the initial ROI region. 

2.2 

The main purpose of edge extraction is more accurately to reduce the 
number of pixels in ROI region, on the basis of color extraction result 

Edge extraction 

H = 90°
180°

+ {0, g > b; 180, g < b} 

It is known from HIS color model picture that one can extract the regions 

corresponding distribution of red region is 315°–360° and 0°–23°, we can 

of arbitrary color accord to our needs (Tou, J.T. & R.C., 1981). In the 

545

to achieve a conversion to RGB space HSI space (Kim, V. & L. Yaroslavskii, 
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acquired, in order to effectively improve the accuracy of feature extraction. 
Edge extraction carried on the source gray image, using the rate of change of 
intensity and direction of changes in the method Robert boundary 
segmentation local edge detection operator method checks each pixel point 
for the neighborhood, and the completion of the pixels in a neighborhood of 
gray rate of changes, which in the direction of quantifying the identification, 
then to the border Robert segmentation local edge detection operator method 

will have the same rate of difference of gray pixels constitute closure and 
connectivity region. (Marr, D. & Hildreth, E., 1980) 

pixels in a two-dimensional pixel-point benchmark of the abscissa, 
longitudinal coordinates, the position f(x, y) of the gradient can be expressed 
as a vector, using Gx and Gy Specific formula as follows: Gradient vector can 
be expressed as the following: 



















∂

∂

∂

∂

=







=∇

y

yxf

x

yxf

G

G
yxf

y

x

),(

),(

),(  (4) 

Set rθ  Represent gradient direction: 
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In the direction of rθ the rate of change velocity: 
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In the margin calculation gradient operator is equivalent to the following 
two ways calculated norm: 
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Or to use infinity norm: 
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In fact, the use of computers to handle most of the images is targeted at 
digital images, in the field of digital image processing, using the above 
difference for alternative differential. The definition of the form is as 
follows: 

 Then, For two-dimensional image x, y respectively, on behalf of the 

calculate the edge pixels gradient operator basis second operational threshold 

546 



The Key of Bulk Warehouse Grain Quantity Recognition 
 

),(),(

)1,(),(),(

),1(),(),(

fyxfyxg

yxfyxfyxf

yxfyxfyxf

yx

y

x

+=

−−=

−−=

 (9) 

The visualization of image threshold processing makes it easy to realize 
the image segmentation application; this is also the main factor to choose the 
method of threshold processing (Pavlidis, T., 1982). Adopted the idea of 
threshold to (i.e. difference value) implement threshold segmentation on the 
gradient operator, the key issue of the threshold treatment is how to choose 
appropriate threshold segmentation. Difference is the threshold for the 
acquisition to take recursive iterative approach is relative to the test selection 
of simple threshold segmentation (i.e. the average of the overall difference), 
the accuracy of operational results is greatly improved (J. Kittler, M. Hatef, 

shows: 
In i t ia l i z a t i o n  d e t e r m in e d  
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0 1

),( yxg > T0 pixels composition; V2 group: ),( yxg  <= T0 pixels 
composition;  

(x, y)

T h e  p ix e ls  c o m p a r e d  

2. Using T  for image segmentation, all pixels divided into two groups: V  

1. The process of edge calculates the gradient operator’s expectations as the 
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Fig. 2. Process of image division disposal 

R.P.W. Duin, and J. Matas, 1998). Specifically operational steps as (Fig. 2) 

B a s e  o n U U

a v e r a g e  U a v e ra g e U 

I t e r a t i v e  e n d

group :
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3. The calculation of two different sets of internal difference, on average, 

and recorded as µ
1

and µ 2 ; 
4. And the value of difference for the average operation, to calculate the 

difference the new threshold: T0 =1/2( µ1 + µ 2 );   

successive iteration is less than the value of T0 prior estimate the parameters 
T0 

2.3 

During the above process, there is likely to be the noise induced by the 
hardware or in the transmission process generated by the channel, because of 

1986), in order to improve recognition accuracy in the design, base on the 
above handled regional ROI pixels. But Robert conducting boundary 
segmentation local edge detection operator gradient method and operate of 
regional iteration threshold Image cutting algorithm, combining regional 

practical application of the design need to take connectivity judgment 
methods to judge, given the size of the noise, the design of the introduction 

template, and a description of the specific approach is shown in (Fig. 3). 

Input   320*240   p ixels  m atrix

Judge  neighborhood  

pixels  in  R O I 

Y N

RO I   regional  pixels 

and  m ark
Erase  the  pixel  as 

noise

Scan    end

Scan  num ber 

N <76800N O

 

region has been labeled, preparing for the conduct of the length calculations. 
Geometry of the pattern recognition is the key to determine the geometry 

5. Repeating the Step 2 to Step 4 of the calculation process, until 

Rectangular benchmark judgment 

Firstly, reducing the noise of extracted gray image, according to the 

Secondly, conducting the pattern recognition based on the ROI edge 

of 2 * 2 connectivity matrix judgment. Using 320 * 240 to the scene graph as 

approach to ROI for the second marginal results may still be some noisy 
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stop iteration. (Gao, J., Zhou, M. & Wang, H., 2001) 

A. Yuille, 1985).  
points misjudgment as the ROI edge pixels (T. Poggio, H. Voorhees and 

Fig. 3. Remove of image noise disposal 

the background and there are some isolated the noisy points (J. F. Canny, 
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and its membership function (i.e. fuzzy degrees), the right has been labeled 
rectangular gray two marginal value of the map edge smoothing and the 

A, B, C, D quadrilateral as four interior angle, a, b represent two adjacent 
edges Quadrilateral length, this is the number of pixels, and fuzzy correlation 

coefficient, 2ρ are respective the relative factor. 

Angle membership functions: 

[ ]
90

1
1))(( 11 −=uRE ρ         (11) 

Adjacent edges membership function: 

b

a
uRE 22 1))(( ρ−=  (12) 

When had withdrawn the rectangular ROI regional membership meets the 

8.0))(( 21 >=uRE  (13) 

rectangular benchmark.  

3. 

From the above implement, we can educe the conclusion of this intelligent 
recognition, as follows: 

(1) Divided by the border Robert partial edge detection operator iterative 

1981). Advanced intelligent recognition technology has certain value in 
practical application of the regulatory process of the grain reserves of real-
time monitoring.  

(2) The methodology used HIS color space conversion, the use of H-hue 
color space, so it has good robustness under different light circumstance. 

(3) Using the design methods in the actual recognition, all of the 10 
samples of the rectangular benchmark can be correctly recognized, and there 

Based on the grain reserves automatic video monitoring and auditing, the 
key technology is through the recognition of real-scenes video image to 
acquire the quantity of grain storage. In this paper, a boundary segmentation 
Robert partial edge detection operator methods and iterative threshold 
regional gradient operator segmentation algorithm are combined to complete 
the edge of the ROI region extraction, and use a fuzzy membership function 
of recognition for rectangular benchmark judgment, the scheme is simple 

ρ

following conditions: 

1 ,

) >= 0.8and (RE )(u

Then the computer will determine the ROI for the region to be identified 

(A−90°) + (B −90°) + (C −90°) + (D −90°)

AND CONCLUSIONS 

is not misjudgment, that is the correct detection rate is 100%. 

THE EXPERIMENTAL ANALYSIS
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methods to extract rectangular benchmark is feasible (Fu, K.S. & Mui, J.K., 

corresponding pixel matrix conversion (Duda, R.O. & Hart, P.E., 1973). 
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and the calculation is not too much, effectively remedy the processing 
failures that aroused by the edge detection operators to noisy image, and 
have good effect of edge detection. But the result of some processed image 
still has a certain edge of the width. For the department of grain management 
require a high precision for grain quantity calculation, the width of the 
benchmark length will result in errors for the subsequent calculation of grain 
quantity, therefore, the further refinement of the image edge extraction still 
needs further study and discussion. 
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Abstract: Thirteen polyporphic microsatellite markers suitable for population genetic 

structure analysis and ABC transporter and signal transduction coding genes 

variation measurement were developed for rice blast fungus, Magnaporthe 

grisea. Polymorphism was evaluated by using forty-six isolates collected from 

diverse geographical locations and rice varieties. Preliminary results indicated 

that each locus resolved multiple alleles ranging from two to ten. There  results 

showed that these SSR-containing genes are also polymorphic in the natural 

population. 
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1. INTRODUCTION 

Rice blast disease, caused by Magnaporthe grisea, is the devastated 
disease of cultivated rice in most rice-growing regions worldwide. The 
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fungus exhibits a high level of pathotype variation. Potential mechanisms 
contributing to this variation include mutation, migration, parasexual 
recombination or an as yet unobserved sexual stage in the field (Ou, 1985). 

understanding of the amount and distribution of genetic diversity in this 
pathogen. The completion of the fungus genome sequence project has made 
it possible to determine not only the total number of genes, but also the exact 
number of genes of a particular type and analysis their structure and function 

and how many genes contain simple sequence repeats (SSRs) within protein 
coding regions. Trinucleotide repeats are clustered in regulatory genes in 

are still unknown. 
Microsatellites are founded in both eukaryotes and prokaryotes. It 

nonrandomly distributes either in expressed sequence tags (ESTs) and genes, 

consequences of SSRs repeat-number changes are different in those regions 
of both prokaryotes and eukaryotes. For example, 14% of  protein-coding 
regions of all known proteins in eukaryotes was proved to containing 
repeated sequences, and it is  three times higher abundance of repeats than in 

inexpensive, microsatellites are favored for genetic research, it was not only 
applied to polymorphic resolve within species but also commonly used to 
identify specific chromosomal regions consistently across populations.  

Genes involved in ABC transporters play a key role in development and 
pathogenicity of fungal pathogens. The ATP-binding cassette (ABC) 

diverse prokaryotic and eukaryotic transmembrane proteins (Higgins, 1992; 
Michaelis and Berkower, 1995). The ABC transporters not only carry a 
variety of substrates into or out of the cell, but also are involved in 

from the hydrolysis of ATP to transport the substrate across the membrane 
against a concentration gradient.  

The previous work showed that microsatellite sequences, especially 
trinucleotide repeats are richness in protein kinase and ABC transporter 

was to determine the polymorphism of these microsatellite loci by PCR 

Lin Liu et al.554 

in details (Ou, 1985; Zeigler et al., 1997). As a consequence, we now know 

Disease management strategies would greatly benefit from an increased 

Saccaromyces cerevisiae (Young et al., 2000) and rice blast fungus (Li et al., 
2005), but all these SSRs are structurally and functionally polymorphisms, 

including protein-coding, 3’

superfamily of active transporters is composed of about 50 functionally 

-UTRs and 5’ -UTRs, or in introns. The 

exactly how many regulatory gene are encoded by the blast fungus genome, 

intracellular compartmental transport. These proteins utilize energy derived 

coding genes of fungus (Keleher et al., 1992). The objective of this study 

assay of loci among natural population in M. grisea.  

prokaryotes (Marcotte et al., 1998). Characterized with relatively rapid and 



2. MATIERIALS AND METHOD 

The DNA sequence, a database of known and predicted open reading 
frames (ORF) of eukaryotic ABC transporters were obtained from the 
Maganaporthe grisea genome database World Wide Web site: 
http://www.genome.wi.mit.edu/annotation/fungi/magnaporthe/ on July 14, 
2005, and was made sure by Maganaporthe grisea genome database World 
Wide Web site: http://www.broad.mit.edu/annotation/genome/magnaporthe_ 
grisea/ on May 12, 2006. We used the program software tandem repeats 

genomic DNA were extracted from mycelia using a simple extraction 

with microsatellite motifs using PRIMER3 (Rozen and skaletsky, 2000) 

China. 

2

Approximately 50 ng of genomic DNA was used for each reaction. 

by electrophoreses in 1.5% agarose gels stained with ethidium bromide. 
Those loci appeared polymorphic were further examined by 8% 
polyacrylamide gel to determine the product size of the PCR product and 
number of alleles per locus. Fragment size of PCR products were estimated 
on Bio-Imaging System E5000. 

3. RESULTS AND DISCUSSION 

Thirteen of the fifteen polymorphic loci produced amplicons from a 
majority of 46 isolates, and displayed two to ten alleles (Table 1). Observed 

Polymorphism of Microsatellite Sequence within ABC Transporter 555

finder (TRF) written by Benson (Benson, 1999) with the following 

PCR buffer (10 mM Tris-HCl pH 8.5, 50 mM KCl, 1.5 mM MgCl , and 

C, 35 cycles of 30 sec 

bases between two repetitive elements is 80%) and abundance was removed.

options: minimum size = 15 bp, 80% matches (namely number of matched 

protocol (Sweigard et al., 1990). Primers were designed for DNA sequence 

PCR amplifications were performed in 20 µL volumes containing 1 ×

grown regions) and various rice varieties of Yunnan Province, China. The 

of Taq DNA polymerase (Sino-American Biotechnology Co., Beijing). 

software and synthesized by Invitrongen Biotechnology Co. Ltd. Shanghai, 

0.001% gelatin), 125 µM each dNTP, 5 pmol of each primer, and 0.5 U

with the cycling parameters; 2 min and 30 sec at 94°
at 94°C, 1 min at 55° C and 1 min at 72° C followed by a final extension for 
10 min at 72° C. In initial experiments, amplified fragments were visualized 

Amplification were performed in a Eppendoff PCR thermal Mastercycler 

M. grisea collected from different regions (including japonica, indica rice 
Polymorphic loci were detected by screening a subset of 46 isolates of 
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4. CONCLUSIONS AND FUTURE WORKS 

The high degree of polymorphism in this set of microsatellite markers can 
be used to analysis of population structure and strain distribution in 
association with particular commodities and locations, as well as 
complemented for understanding function of regulatory genes in the fungus. 
With integration of such information into strategies of the functional 
genomics, it would facilitate SSR functions Study. 
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Abstract: Eighteen polymorphic microsatellite markers suitable for population genetic 

studies and protein kinase encoding genic variation measurement were 

developed for rice blast fungus Magnaporthe grisea. Polymorphism was 

evaluated by using 46 isolates collected from diverse geographical locations 

and rice varieties. Preliminary results indicate that each locus harbors two to 

fourteen alleles.  
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1. INTRODUCTION 
 

and the primary model organism for elucidating the molecular basis of 
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sequence for Magnaporthe grisea has made it possible to determine the total 

number of genes as well as to analyze and classify them according to their 
structure and function (Dean et al., 2005).  

of homologous proteins and genes. There are now hundreds of different 
members whose sequences are known within this family (Hanks, 2003). 
Although there are common structural features among protein kinases, 

differences in structural features, regulation modes, and substrate 
specificities divide them into separate groups.  In the phytopathogenic fungi, 
components of heterotrimeric G proteins, MAP kinases, and cAMP signal 

many protein kinase genes harbored SSR sequences within their protein 

abundant in plant genomes, highly polymorphic within species, relatively 
rapid and inexpensive to assay, and can be used to identify specific 
chromosomal regions consistently across populations. Distribution and 

frequency of SSRs in genomic scale or ESTs have been analyzed 
extensively, however, reports published to date clearly discussed SSR 

 

2. MATERIAL AND METHOD 

Chengyun Li et al.

The eukaryotic protein kinases comprise one of the largest superfamilies 

Yamada-Okabe et al., 1999; Xu et al., 1996). We previous revealed that 

           
morphic is unclear. 

  

transduction pathway are required for pathogenesis (Muller et al., 2003; 

polymorphism in genes has been limited (Li C.Y. et al.,  2005). 

The objective of this study was to develop PCR primer pairs targeting 

amplification product polymorphism of protein kinase encoding genes 
among natural populations.  

 

Microsatellites are favored for genetic applications because they are 

 
The DNA sequence and a database of known and predicted open reading 

magnaporthe/) on July 14, 2005. The program software tandem repeats 
finder (TRF) written by Benson (Benson, 1999) with the following options: 

between two repetitive elements is 80%) and abundance were removed.  
minimum size = 15 bp, 80% matches (namely number of matched bases 

Polymorphic loci were detected by screening a subset of 46 M. grisea 
isolates collected from different locations and from various rice varieties of 
Yunnan Province, China. Genomic DNA was extracted from mycelia using a 
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coding region (Li C.Y. et al., 2005), but whether these sequences are poly-

frames of eukaryotic protein kinases were obtained from the Magnaporthe
grisea genome database (http://www.genome.wi.mit.edu/annotation/fungi/ 

previously sequenced genes from M. grisea in order to compare the allelic 



DNA sequence with microsatellite motifs using PRIMER3 (Rozen et al., 
2000) software and synthesized by Invitrongen Biotechnology Co. Ltd. 
Shanghai, China. 

PCR buffer (10 mM Tris-HCl pH 8.5, 50 mM KCl, 1.5 mM MgCl2, and 

Approximately 50 ng of genomic DNA was used for each reaction. 
Amplification were performed in a Eppendoff PCR thermal Matercycler 

that appeared polymorphic were further examined by 8% polyacrylamide gel 
to determine the product size of the PCR product and number of alleles per 
locus. Fragment size of PCR products were estimated on Bio-Imaging 
System E5000.  

3. RESULTS 

Polymorphism of Microsatellite Sequence within Protein Kinase ORFs 

Eighteen of the 26 polymorphic loci produced amplicons from a majority 

(V1.32), and are shown in table 1. KMS02, KMS07, KMS18 showed high 
gene diversity in population used for the study. This suggests that genes 
harboring these SSR sequences are also highly diverse within the 
populations. 

these, 85 protein kinase genes, corresponding to – 0.76% of the total number 
of genes (Dean et al., 2005). More than 30% of these protein kinase 
encoding genes have SSRs within their protein coding regions. The high 
degree of polymorphism in this set of microsatellite markers can be used to 
analyze population structure and strain distribution in association with rice 
variety and location, adding to the fundamental understanding the function 
of protein kinase genes of the fungus. These results provide useful infor-
mation to study possible SSR functions and variation of protein kinases that 
harbor them.  
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simple extraction protocol (Zhang et al., 1996). Primers were designed for 

electrophoreses in 1.5% agarose gels stained with ethidium bromide. Loci 

0.001% gelatin), 125 µM each dNTP, 5 pmol of each primer, and 0.5 U 

PCR amplifications were carried out in 20 µL volumes containing 1 ×  

of Taq DNA polymerase (Sino-American Biotechnology Co., Beijing).  

at  72°C. In initial experiments, amplified fragments were visualized by 
1min at 54°C and 1 min at 72°C followed by a final extension for 10 min
with the cycling parameters; 5 min at 94°  C, 35 cycles of 1 min at 94°C, 

of 46 isolates, and displayed anywhere from two to fourteen alleles (Table 1). 
Gene diversity was estimated with the software program, GENEPOP 

 M. grisea has 11 109 proteins coding ORFs in whole genome, and among  



Table 1. Polymorphsims of SSRs in protein kinase encoding ORFs in M. grisea. Na, number 

d

* Contig is based on the M. griseea genome database, 
website: http://www.genome.wi.mit.edu/annotation/fungi/magnaporthg/ 

Chengyun Li et al.

of alleles; G : Gene diversity by Shannon’s Information inde 
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Abstract: One of the major components of precision agriculture is the precision 

fertilization. The basic principle of precision fertilization is to adjust the 

fertilizer input according to the specific circumstances or properties of soils in 

each location for the least waste and the highest profit. The paper presents a 

feasible approach for developing the spatial distribution map of soil nutrients 

based on a kind of GIS software, the ArcView. According to the field 

sampling data and localities measured by GPS a database of soil nutrients was 

set up. Using the semi variance function and the Kriging interpolations 

algorithm upon geostatistics theory the field data were analyzed, and then the 

graphic editor of the ArcView was applied to produce soil nutrient spatial 

Keywords: Soil nutrients; Spatial distribution map; ArcView; Geostatistics 

1. INTRODUCTION 

The ideas for sustainable development of agriculture and precision 
agriculture theory have been pushed forward. The precision agriculture 
requires a new theory and technology in terms of reasonable fertilization. 
The speedy development of the world agriculture was gained under the 
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distribution map, which describes the precision of the algorithm and distri- 
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bution range of soil nutrients. This research is a methodological contribution to

precision agriculture and lays the ground for precise application of fertilizers. 
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condition of a large amount of input of chemicals or mineral sources of 
energy, such as chemical fertilizer and pesticide (Liu Jintong, et al., 2002). 
But, ecological and environmental problems, for example, increased soil 
erosion, pollution of agricultural products and groundwater and enrichment 

international community.  
The traditional even fertilizing method is not scientifically suitable and 

efficient to apply fertilizer in places with different soil nutrients, because soil 
fertility at different regions differs from place to place significantly. And  
overuse fertilizers can certainly lead to a waste of fertilizer resources and a 
serious environmental pollution. The Geostatistics has been proved to be one 
of the most effective ways to analyze the characteristics of soil nutrient 
spatial distribution and the pattern of variation. The Kriging interpolation 
algorithm is the most useful and optimal one in geostatistics that uses of 
initial data in a region as well as the structural characteristics of variable 
function to estimate the unknown values by the linear unbiased estimation. 

2. COMPUTER ENVIRONMENT 

The computer tool of developing spatial distribution maps of soil nutrients 
is the ArcView GIS. The ArcView GIS is a geography information system 
software that was developed by the American Environment System Research 

desk mapping and spatial analysis, etc. Owing to its building on the object-
oriented data structure, data management and the analysis merit of ArcView 
can be fairly nimble, and ArcView can read the data taken from the 
Coverage and Grid of ARC/INFO, also the data from AutoCAD and data 
outside the base, etc. As far as his flexibility, user can control every element 

algorithms, one can carry on the geostatistics operations.  

Yong Yang, Shuai Zhang 

 
The basic technological principle of precision fertilization is to adjust the 

fertilizer input according to the specific circumstances or properties of soils 
in each location for the least waste and the highest profit by fully under-
standing the variation of soil nutrients. Therefore, understanding the spatial 
variability of soil nutrient is the first step and the pre-condition for precision 
fertilization. The spatial distribution map of soil nutrient, developed by using 
the geostatistics as a principle and the software GIS as a tool, can reflect 
the spatial variability of nutrient and also make the balanced fertilization 
possible.  

in ArcView’s environment because of Avenue’s programming language, 
through using Avenue’s script, man can visit the object and class of 
ArcView’s inside, and through its approaches of the internal geostatistical 

Institute (ESRI). As a GIS software, the ArcView GIS’s key function is the 
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of nutrition in water bodies, etc., have caused the extensive concern of 
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3.  ALGORITHM 

It is a science about studying natural phenomena of the randomness and 
structure in spatial distribution with the variable theory in region serving as 

characteristic of the soil nutrient spatial distribution and the law of variation 
(Sun Hongquan, 1990). 

3.1 Regional variable theory 

The regional variable theory is one kind of real function that possesses 
numerical values in the space, its every point in the space means a definite 
numerical value, and when the point moves to the next point, the function 
value changes (White J. G. et al., 1997). The main characteristic of the 
region variable is the spatial correlation that it assumes the fixed level in the 
fixed scope, and after transcending this scope, the correlation becomes so 
weak that it disappears in the end, this quality is very difficult for the general 
statistics methods to recognize, but very useful for geostatistics.  

3.2 The semi variance function  

Semi variance function is a group of functions to describe the spatial 
variation in soil, which can show the change between the observation values 
of different distances (Campbell J. B. et al., 1978). The so-called semi 
variance is the semi variance of the observation value between any two 
points, the same as:

nutrient, r(h) is for semi variance of an interval of h, it is enlarged along with 
the increase of h in the fixed scope, and this value is stable when the interval 
is more than the biggest correlation distance. 

3.3 The Kriging interpolations  

The data between samples need to be estimated. Because the soil is 
sampled intermittently, and this estimation course is called the interpolation, 
that is a method used to estimate the unknown soil data in the neighborhood 
with the data of sample (Gaston L. A., 2001). The Kriging interpolation is 
the most useful and optimal one in use of the initial data in region and the 
structure characteristic of variable function to estimate the unknown value 

r(h) = Var [ Z (X+h) - Z (X) ] /2  

in the equation, Z (X+h) and Z (X) are for the measured value of soil 

has been proved to be one of the most effective ways to analyze the 
foundation and the variation function as the basic tool. The Geostatistics
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by the linear unbiased estimation, the nature is actually a weighted average 
of partial estimation as below: 

∑
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interpolated estimation value on the point of X0. Z(Xi) are real measured 

values of a certain number of observation points near X0 λ i  

which describe spatial variation in consideration of spatial variation weights 
in semi variance map. Therefore, the estimation of Z value is unbiased.     

Because of  
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equation. 
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µ  is Lagrange’s parameter.  

4. MAPPING 

4.1 Data acquisition 

4.2 The data analysis and mapping 

An information database of soil nutrient and fertilizer information was set 
up by using small-size database tool Microsoft Access. The measured soil 

Yong Yang, Shuai Zhang 

, are weights 

in the equation, X  is a point waiting for estimation, Z(X ) is the 

where B is semi variance matrix between estimated point and other points,

the estimated bias is minimum, which can be worked out by the following 

The samples were taken in 34hm2 of dry farmland. For the difference of 
size and fertility, a sample (0–20cm) was collected from every 0.49hm2 in the 
net (70m to the south and 70m to the north) and 84 samples were obtained in 
total. The latitude and longitude of sampling sites were recorded by the 
global position system (GPS), and at the same time, we made a careful 
investigation about the outcome and manure application circumstances in the 
place for the recent years. After gaining the sample of soil, we started to 
analyze them in laboratory to gain each nutrient value of every soil sample. 

 
nutrient content and coordinate in samples, and all the concerned 
information of fertilization and yield over the past years were input into the 
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database. Through the extension module Database Access of ArcView and 
by using ODBC the ArcView is linked to the information database of soil 
nutrient and fertilizer information. Selecting a table which contains the 
coordinate and soil nutrient content of samples and using the event subject 
commands the table will be generated in map form, namely the distribution 
map of soil sample. Then, it is the time to realize the interpolation algorithm 

classifying the soil nutrient values again to define the precision of soil 
nutrient values and the colors of each region section to produce the spatial 
distribution map of soil nutrients. Different color represents different range 
of nutrient value. The corresponding area of color is to be used to examine 
each nutrient value scope and possibly to know the condition -rich or poor- 
of the soil nutrient in the map.  

4.3 Mapping example  

We can reclassify soil nutrients and determine precision of the nutrients 
and colors of various fields by using graphic editor provided by ArcView, 
and as the result we can generate the following map.  

Figure 1. The spatial distribution map of soil nutrients of corn field 
 

The above figure can be divided into two parts, the right part is map area 
and the left is the legend area. When a legend is selected, a corresponding 
map will appear in the right part. The different colors in the left part refer to 

in Avenue’s language, and with the ArcView’s graphic editor and by way of 
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the different ranges of nutrients values, from which one can know the status 
of a nutrient, while the nutrient level at a certain point can be known by 
using the “identity tools” of the ArcView.      

5. 

The core of precision agriculture is to obtain different information in 
space and time about the crop outcome of farmland and environmental 
factors in a small area (of soil structure, soil fertility, topography, climate 
and disease, etc.), to analyze different causes, thus to take some feasible 
technological measures. It has some disadvantages for wasting fertilizers due 
to over input and even use of fertilizers. The geostatistics method can be 
used for quantitative analysis in the research on soil nutrient spatial variation. 
The semi variance map is the foundation of explaining the spatial variation 

them can predict the soil nutrient values in the unsampled areas with the 
model of the semi variance utilization map.  

By means of generating the soil nutrient spatial distribution map on the 
geography information system platform, ArcView, the numerical map of soil 

nutrients. Utilization of the new technique can improve the quality of 
fertilizing, reduce environmental pollution resulted from over fertilization, 
and increase agricultural production efficiency. The research is significant to 
modern agriculture, and especially to precision agriculture.   
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 Composing application with plug & play (P&P) agriculture-crop business 

component on the domain-agriculture-crops software architecture (DAcSA) is 

an ideal implementation mechanism to develop the domain-agriculture-crop 

applied system. A black and white box framework for the adaptive DAcSA is 

built based on the agriculture-crop business component and hotspot subsystem. 

According to the domain-agriculture-crops rules, an administer center was 

designed to realize the plug and play of business component in domain 

framework by gluing component and hotspot subsystems up, which deposit in 

component lib and hotspot repository respectively. In line with the domain-

DAcSA was proposed and a supporting system based on virtual machine 

decrease the cost of development and maintenance. 
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1. INTRODUCTION 

Domain-specific software architecture (DSSA) is the core asset for 
domain-specific software development (Mei & Shen, 2006). It has the 
following features (Huang et al., 2006): � strictly-defined problem area and 
solution area; � domain-proper abstraction; � domain universality applied 
to specific application development in the domain; and � fixed, typical and 
reusable software element in the development process of the domain.  

Research on domain-agriculture-crops software architecture (DAcSA) 
oriented adaptive model is to explore the software system construction and 
adaptability in the domain of agriculture crop. As the fundamental and 
principle research in agriculture information, it involves the digitalized 

social economy factor) and the process (such as growth process, service 

mainly designs a universal and agile software architecture oriented to 
agricultural-crop domain, and eventually creates an application software 
system effectively and automatically (Cao et al., 2006). Therefore, this 
article will emphatically study a software process model to adapt for the 

process.  
The research on numerous domain-specific software architectures (for 

example, self-adaptive intelligent system, aeronautic electronic equipment 
system etc.) have been carried out with according achievements abroad. The 
domestic DSSA research mainly concentrates in EIS (for example, tobacco, 

which creates the executable code according to the software system model 
automatically; and �Run-time method, which runs the software system 
model in the Virtual Machine (VM) directly. The former has realized the 
automatic creation of code, but it is costly and disadvantageous to the 
supporting system development. Moreover, it is difficult to manage due to 
the numerous codes created automatically. The latter is implemented based 
on VM, thus it only involves the description of system script model with less 
code quantity, which is in favor of the code management and maintenance. 
In the article a DAcSA-oriented system model called “resource-model-
analysis (RMA)” is proposed, taking the digital agriculture-crops as an 
example. Furthermore, an RMA-based DAcSA is designed to meet the need 
of changeable, flexible and self-adaptive intelligent agriculture information 
system by a combination with virtual machine structure.  
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objects (such as biological factor, environment factor, technique factor and 
expression, design, control and management of domain-agriculture-crops 

process as well as management process etc.) (Yu & Cao, 2004). DAcSA 

�Compile-time method, realization methods about the DSSA. That is: 
1995, Li & Wu, 2005, Shang et al., 2006). At present, it has two kinds of 
insurance, city geology etc.) as well as the intelligent systems (Barbara et al., 

domain-agriculture-crops and the corresponding architecture to support this 



 
2. DACSA-BASED ADAPTIVE SYSTEM 

DEVELOPMENT  

2.1 Formal description of the DAcSA-based adaptive 

2.1.1 

AcEntity component 

AcEntity component is the set of business logic functions, used to depict 
any significant objects such as the static entity, dynamic event and 
processing logic. AcEntity would be described as follow. 

{ }Out)(In,Interf,Code,FuncName,: :AcEntity = (1) 

Of which, Func means component functional description; Code is the 
component binary target code entity; Interf is the component interface, 
including input interface and output interface.  
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DAcSA-oriented adaptive model must keep system logic function 
properly under different environmental conditions, and could covert the 
passivity of entity unit to initiativeness, the homogeneous coordination mode 
to diversity and static system evolution to dynamic one. Herein adaptability 
means software system can adjust its construction and algorithm auto-
matically along with the change of its operating environment, and achieve a 
balance between them in an evolutionary way. To facilitate the description 
of DAcSA model, this article gives some descriptions as follows. 

Domain-agriculture-crops business component is relatively fixed, typical 
and reusable software element in the domain-agriculture-crops. According to 
the definition by W. Koyacyuski (Kwozacznski, 1998), business component 
is the software business objects. Domain-agriculture-crops business com-
ponent is the domain-agriculture-crops business object component. It is the 
autonomous domain-agriculture-crops business concept and reusable soft-
ware unit, formed during domain-agriculture-crops software implementation. 
And it may be the domain-agriculture-crops object or the set of domain-
agriculture-crops objects or the structure involved some domain-agriculture-
crops objects, which can implement some specific functions. Hereinto, 
domain-agriculture-crops business entity component and data component are 
two basic components in domain-agriculture-crops. 

model  

Domain-agriculture-crops business component 



 
Data Component would transform the AcEntity component attribute into 

the data and store them in the database. That is, Data Component will 
execute the data processing function including data definition and data 
manipulating such as data storage, inserting, deleting, updating and so on. 

    (2) 

    (3) 

DAcSA is the mechanism or the framework for configuration agriculture-
crops business components, and the channel network for connection of the 
information flow and the control flow among components. Usually, the 
framework could be divided into white-box framework and black-box 
framework according to the framework extension and customization 
technique. To take both of their advantages, the black and white box mixed 
framework technology is used to construct DAcSA, that is, the fixed part 
would be designed in the form of component (black-box) and changeable 
part would be design in the form of hotspot subsystem (white box) based on 

In Figure 1, The DAcSA includes the management & glue center, black 
box business component library, white box hotspot knowledge library and 

component and saved in the business component library and the hotspots 
designed to hotspot subsystem based on the design pattern and saved in the 
hotspot knowledge library. The domain-agriculture-crops business rules are 
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Data Component 

Figure 1. Adaptive model: black and white box mixed DAcSA

extracted and stored in the domain regular library. The management glue 
center would be responsible for selecting constructing unit from the business 

the fixed spots in DAcSA framework are designed to generic business 

figure 1. 

business rules library. In the “black and white box” mixed framework,

2.1.2 

Data ::= Com(AcEntity,Val[, Val]...)

Com : := {Define, Store, Manipulation}

Domain-agriculture-crops software architecture, DAcSA 

the design pattern (Xu & Li, 2003, Li & Xu, 2005). It is illustrated in 



 

 

 Agriculture-crops applied system, AcSytem 

In accordance with the above specification, the self-adaptive AcSystem 
can be manifested by a unit triplet as follows: 

          (4) 

fundamental component and hotspot subsystem and management glue 

agriculture business rules set extracted from the agriculture domain analysis; 

and 

complete the evolution or instantiation of business component and the 
hotspot knowledge in DAcSA. Controller may be shown in the following 
unit triplet, 

        (5) 

Of which, Core means the logic structure of component for evolution; 
SensorInf means outside change information or input information. SensorInf 
deduces conditions triggering component evolution; EvolvedInf means the 
necessary evolution condition of the component. EvoledInf will justify 
whether the SensorInf triggers component evolution or designed for hotspot 
subsystem. 

Conceptually adaptive DAcSA has three abstract layers, namely 
requirement layer, service layer and operation layer, to map the environment 
change and dynamic property to the software realization. Specifically, user 
build a requirement model firstly and configure management mechanism as 
shown in Figure 1 to realize the dynamic mapping of requirement and 
service.  

2.2 

2.2.1

Adaptive DAcSA design would support the AcSystem production and 
system evolvement with requirement change. In AcSystem, the system main 
body is agriculture-crops simulation model. Crops simulation model is the 
model simulated by means of the crops key composing element during its 
growth, which the crops get natural resource and grow according to the 
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component library and the hotspot knowledge library respectively according 
to the business rules in the domain rules library, and plug & play upon the 
DAcSA to complete the realization and running of business logic. 

Controller : := {Core,SensorInf , EvolvedInf }

AcSystem ::= (DAcSA, Business rule, Controller)

Controller means to apperceive and adapt business logic change and(3) 

center; (2) Businessrule, i.e. agriculture-crop business logic set, is the

In formula (4), (1) DAcSA framework is a set of agriculture-crop 

2.1.3

Adaptive DAcSA-based RMA model, DAcSA-RMA 

 RMA model 



 ecophysiological and zoological rule, as shown in Figure 2. It illustrates the 
general concept framework of the crops system simulation, key sub-model 
and simulation element and the interrelation- ship between them. Hereinto, 
A-F presents the 6 sub-models respectively. A is the development phase sub-
model; B the biomass production sub-model; C the partition sub-model; D 
the organ formation sub-model; E the soil-water balance sub-model; F the 
soil-nutrition balance sub-model. And they are all restricted and influenced 
by climate state, conditions of soil, breed, cultivation and management. 

Crop simulation model is composed of some independent sub-model, 
status or velocity variables and process function, which will get a simulation 
of a given subject (Wang et al., 2002). The ordered set of these concepts 
forms the whole process of crop simulation. The different crops model 
construction is the collection of the different algorithmic under the same or 
similar concept model. The running foundation of these algorithms is the set 
of various data. 
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Of course, although the simulation means, methods and the decomposition 
degree may vary, their goal or destination of simulation is consistent. Taking 
crop development phase for instance, the aims are all to simulate the growth 

 

 

process and predict phenology. There are different methods and models for 
different crops and different model-construction staff, but the main concept 

Figure 2.  Generic concepts and framework for crop simulation 



 

From the analysis given above, the key to build DAcSA is to extract the 
relatively fixed business component and the relatively volatile hotspot 
subsystem from different models for different crops and different model-
construction staff. It is operation to data, whatever the abstract mode. From 
such viewpoint, DAcSA-based AcSystem is a status machine in nature. 

{ }λδ ,,,, SOIAcSystem =                 

AcSystem; δ status mapping function; λ output mapping function, and 
marked as: 

SSI →×:δ  
OSI →×:λ  

To analyze the data characteristics of crops simulation model further, 
there exists two kinds of data type sets with common character in the crops 
simulation model, one is describing resource data class (R), and the other is 
describing resource activity mark data class. The former is an objective 
resource or experiment-proved public data class, the latter is the data class 
result from analysis, reasoning and illation activity. In consideration of the 
characteristics of domain-agriculture-crops, this paper would separate the 
describing resource activity mark data into two types, simulation model data 
(M) and analysis data (A). It is called RMA model. In details: 
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considered to simulate wheat growth process and to predict phenology. For 
rice, because of no jarovization effect, only the temperature effect, light 
effect, growth process and predict phenology are considered to simulate the 
rice growth process and data. Meanwhile, both of them will also take into 
consideration of the restriction and influence of climate, breed parameters 
and cultivation condition. 

Therefore, it can also be marked as: 

Of which, I is input set; O output set; S the inner status set in the 

R: resource data, it is the mapping result of outside natural environment 
entity on AcSystem, including environment data, cultivation 

data about climate, soil, breed, cultivation condition and water and fertilizer 
management etc in different area; 

M: simulation model data, it is the mapping result of the AcEntity and 
interrelationship between them on AcSystem, e.g. independent sub-model, 
status or velocity variables and process function and breed parameters 

 related to simulation model, etc;

process and data model are similar (Yan et al., 2000). For example, in the 

vization effect and the interaction among every influence component are all 
wheat growth duration simulation, the temperature effect, light effect, jaro-

and 
management data and factual measured data of the crops growth, e.g., the 



 Obviously, mapping relationship exists in R, M and A data in AcSystem, 
e.g. there must be R in M and there must be M and R in A. The data 

MARARMAMR →→→ ∏∏∏=Γ ,,),,(               (6) 

Γ means the mapping relationship among data.  

MARARM →→→
∏∏∏ ,, represent relationship of data M to R, A to R, A to 

M respectively. 

On the basis of the RMA data model, its behavioral model can be further 
analyzed. Only from the viewpoint of structure, AcSystem behavioral model 
can be viewed as the set of three parts, i.e. 

{ }AMR MMMAcSystem ,,Λ=                         (7) 

Hereinto, RMRMR →∪: means R class data processing part, which 
would be processed for R class data itself, or M class data would be 
processed into the R class data; 

MMM M →: means M class data processing part, which would be 
processed for M class data itself; 

AARMM A →∪× )(: means M class and R class data would be 
processed into the A class data, or A class data would be processed into A 
class data itself. As shown in Figure 3. 
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relationship among R, M and A can be marked as:

M R

MR

MM
MR

AMA

M R

MA

 

Figure 3. Behavioral model  

support system as an example to explain RMA model. It can be described as: 

environment, human thinking activity or the change of user demand on 
AcSystem, e.g. the model prediction result data, the evaluation methods on 
crops etc. 

A: analysis and evaluation data, it is the mapping result of outside 

Now take a wheat growth simulation and management decision-making 

×



 A = {{model prediction data}, {index of strategy evaluation}, {project 
evaluation result}, {observed sensitive values}, {variety parameter debug}, 
{real-time prediction}, {temporal spatial analysis}, …} 

Well then, the data mapping set among them, 

Γ →
condition, variety parameter, water balance simulation, nutrient balance 

simulation}, ……{project evaluation result} → {M}, {sensitive observed 

values} → {model prediction data, observed values in field}, {variety 

parameter debug} → {R, variety parameter}, {real-time prediction} → {R, 

→
Among the above, the behavior model Λ for the project evaluation result 

can be described as follow. 

},,,{ MRMRMRM MA ×=Λ                  (8) 

In formula (8), the behavior model for the project evaluation result 
includes the processing of relevant resource data and model data. These 
behavior models embed by domain-agriculture-crops business rules is 
mapping to software implementation. Management glue center (in Figure 1) 
would select AcEntity business component or hotspot subsystem to be 
instantiated from hotspot knowledge and produce AcSystem. 

581Research and Design on DAcSA Oriented Adaptive Model

{{ wheat development phase simulation} {weather, growth= 

M, model prediction data, observed data in field}, { temporal spatial analysis} 

{weather, soil, variety description, growth condition}, etc. 

 

This article uses virtual machine framework to realize RMA. The virtual 
machine framework is constructed by the hierarchy pattern, and the data 
mapping layer, business logic layer, interactive control layer, interface 
presentation layer, the regulation control layer and the inner structure of 
regulation mapping layer would be design by the interpretation machine 
pattern (Guo et al., 2004). The inner structure of the virtual machine is as 
illustrate in Figure 4. 

M = {{variety parameter}, {wheat development phase sub-model}, 
{wheat biomass production sub-model}, {wheat dry matter accumulation 
and yield formation}, {wheat organ formation sub-model}, {wheat water 
balance simulation}, {wheat nutrient (N, P, K) balance}, (weather 
environment simulation)… };  

R = {{soil parameter}, {climate data}, {variety description}, {cultivation 
        condition}, {water-fertilizer management data}, {observed values in field}}...

2.2.2 Virtual machine framework-based system implementation 



 

Figure 4. Inner structure of the virtual machine  

Implementation process is as follow: 

(1) Agricultural experts and software engineers build RMA model 

(2) RMA model would be transferred into script form. Inner interpreter 
gets and checks the validity and correctness of the script according to 
business rules from rules library. Then instruction will be sent to inform the 
interpreter simulation engine in line with the script semantic content.  

(3) According to instruction, interpreter simulation engine inquiry the 
location of according business component from component directory to 
obtain component or instantiated hotspot subsystem. The management glue 
center would be responsible for glue and plug it upon DAcSA. Then these 
business component and subsystem would run dynamically to implement 
required functions. 

(4) When agriculture-crops business requirement or simulation model 
change, RMA model will change. Under the revised or new rules, the 
SensorInf in the Controller will get the input information and transform the 
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together. 

 

3. 

Research on DAcSA-based architecture adaptability can effectively meet 
the domain-agriculture-crops business requirement and adapt the system 
evolution with business requirement change for different simulation model 

condition (EvolvedInf) to evolve the existing component or produce the hot- 

ability of DAcSA will be implemented through selecting the new structure
block from component library and hotspot directory.  

spot library. Based on RMA model and in light of the new rules, the  adapt-

CONCLUSIONS & DISCUSSIONS 



construction and different crops, and improve the productivity of domain 
software. The proposal of RMA model and virtual machine framework 
concept is to simplify the domain-agriculture-crop software development, 
particularly to high efficiently implement the different simulation model or 
revise model from different domain specialist by software. DAcSA-RMA 
model has been applied in digital agricultural crops system, which proves 

The simulation model is different with different crops and different 
agricultural specialist. DAcSA-RMA is put forward to extract the common 
factors between them, implement the smooth transformation and flexible 
adaptability from business demand to software implementation. However, 
more research would be still necessary for different agricultural crops 
application system. Mainly they are: 

DAcSA uses unchangeable black-box component and changeable white-
box hotspot subsystem, i.e. DAcSA of the black and white box mixed 
framework to solve the constructing block. Evidently, change and fixedness 
are relative. When business requirement changes, the black and white box 
mixed constructing block will transform and evolve, which requires timely 
increase and update of component library and hotspot knowledge library. 
Therefore, the establishment and management of component and hotspot 
subsystem library must keep abreast of the time and be dynamic. 
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Extraction of business logic rules and management of rule library is 
another key. Extraction method of regulations, semantic description of 
regulations, grammatical structure and management of rule library are all 
crucial to adaptive model of DAcSA. 

Management glue center is the code collection to plug and play upon 
DAcSA for business component and the hotspot subsystem to be 
instantiated. Directory service in the virtual machine is use to label the 

preferable adaptability, as shown in Figure 5.  

Figure 5. Wheat growth simulation & decision-making supporting system 



 physical location of business components and other components. The 
common component interface is key technique to achieving seamless 
connection between constructing blocks, which is subject to further research. 
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Abstract: In the Digital Forestry area, there is more and more requirements for spatial 

information connection and processing. From a prototype of geospatial 

computational grid (GCG), the relationship between the geospatial 

computational grid and OGC Interoperability protocols is proposed in this 

paper. A prototype of geospatial information grid is given in this paper. Digital 

Forestry Grid is proposed as a case of implementing of geospatial 

computational grid with OGC interoperability at the end of this paper. 

Keywords: Geospatial Computational Grid; Digital Forestry; Interoperability  

1. INTRODUCTION 

Earth science is a data-intensive and computation-intensive scientific 
domain in which the applications always produce and analyze a large 
volume of distributed heterogeneous geospatial information. The grid 
concept is revolutionary, because it foresees the future integration of 
technologies to realize an observing and operating system with scalability 
and applicability over a broad range of earth surface phenomena. As forest 
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 management is a kind of earth resource science, we do the research on the 

discuss the relationship between the Geospatial Computational Grid and 
interoperability based the view of system construction. 

the forest management area grows, there is an increasing problem of 
providing sufficient computational resources to assemble and analyze the 
datasets for environment science research or forestry affairs decision-making 
supporting. 

dispersed computational resources, such as CPUs, storage 

which securely provide advanced distributed high-performance computing to 
users in one or more Virtual Organizations (VOs) (Foster, et al., 2001; Booth, 
et al., 2004). The Globus Project proposes the Open Grid Service Architecture 
(OGSA), Open Grid Service Infrastructure (OGSI) for Globus 3.0 and the 
Web Service Resource Framework (WSRF) for Globus 4.0 as the guidelines 
and specifications for system design and implementation to build a geospatial 

computational grid design, but it is not enough because of the particularity of 
geospatial information. As follows, the description of the paper structure is 

Then, a prototype of geospatial information grid is given, which is a case 
study and a simple implementing of our understanding of geospatial 
computational grid. From this, we discuss the methods to integrate the 

the case of the methods discussed above. Finally, an opening conclusion is 
given for further research. 

2. A PROTOTYPE OF GEOSPATIAL 

COMPUTATIONAL GRID 

2.1 Aims and structures 

A major goal of the geospatial computational grid is to make it as easy 
and transparent as possible for researchers to move jobs, GIS data and kinds 
of remote sensing data freely among the machines within the grid scope. The 
geospatial computational grid would consist of some resource provider (RP) 
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As the amount of remote sensing imagery and related GIS database in 

Grid technology brings together geographically and organizationally 

Geospatial Computational Grid for forest management. In this paper, we 

systems,  com- 
munication systems, data, software, instruments and human collaborators, 

computational Grid (Brunett, 2001; Moore, et al., 1999; Karl, et al., 2004). 
Although the grid technology can take an important role in geospatial 

given. First, we discuss the trends and problems which parallel and dis-

geospatial interoperability to grid application. The Digital forestry Gird is 

tributed computing for processing large-scale geospatial data would faced. 



sites. Each site connects through a dedicated geospatial data clearing house 
network, and provides high-end computing resources totaling more than 
specifically Floating Point Operations Per Second (FLOPS) of compute 
power and specifically available storage. Users have the option of storing 
their data, managing their jobs, and performing their computations on the 
machine most appropriate for their tasks, using grid technology for access to 
each resource. 

A prototype system of geospatial computational grid is a spatial 
information grid which designed by our research team and has resolved 
many problems. By applying WSRF, the spatial information grid is 

2.2 Functions 

such as geospatial data processing and core grid management.  

its information and its state, which also provide services through state 

registration, data modeling and local registry. By globe name service, the 
service in Geospatial Computational Grid could be understood. Task 
management is a Resource Allocation Manager for providing a common user 

interface for submitting a job to the dispersed multiple machines. The 
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constructed. Fig. 1 shows the structure of geospatial computational grid. 

The geospatial computational grid provides many functional modules 

Node management is for monitoring and discovery of node for providing 

Fig. 1. The structure of geospatial computational grid



 
will be run on the Grid. The geospatial metadata service and geospatial 
process service belongs to Metadata Catalog Service (MCS) for providing a 

mechanism for storing and accessing metadata of data and service. 

interoperability problems which involved in the related layers. 

3. INTEROPERABILITY AND GEOSPATIAL 

COMPUTATIONAL GRID 

3.1 Protocols for interoperability 

The non profit, international, voluntary consensus standards organization, 
Open Geospatial Consortium, Inc. (OGC) is leading the development of 
interoperable standards for geospatial and location based services. In the 
geospatial community, the meaning of “interoperability” remains somewhat 

the following interoperability mandate is suggested. To be interoperable, one 
should actively be engaged in the ongoing process of ensuring that the 
systems, procedures and culture of an organization are managed in such a 
way as to maximize opportunities for exchange and re-use of information 
and services, whether internally or externally (OGC, 2000; Vretanos, 2002; 
Cox, et al., 2003; Aktas, et al., 2004). 

The successfully executed series of web-based geospatial interoperability 
initiatives, including Web Mapping Testbed (WMT) I, WMT II, and OGC 
Web Service Initiative (OWS) 1.1, and OWS 1.2 have produced a set of 
web-based data interoperability specifications, such as the OGC Web 
Mapping Service (WMS) specification which allows interactively 
assembling maps from multiple servers, the OGC Web Coverage Service 
(WCS) specification which provides an interoperable way of accessing 
geospatial data from multiple coverage servers, especially those data from 

which is based on e-business Registry Information Model (ebRIM) and aims 
to provide an object-oriented registry system for registering, managing and 

et al., 2005). 
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retrieval of geospatial resources, e.g. services, data and other objects (Chen,  

remote sensing, and the OGC Catalogue Service-Web (CSW) specification 

security and authentication function provides generic security services such 
as authentication, authorization and credential delegation for resources that 

Anyway the operational geospatial computational grid must deal with 

ambiguous, as do many of the benefits of “being interoperable”. Therefore, 



 

Acronym Name Agents at GCG Location 

CAT Catalog Interface Geospatial metadata service 

CT Coordinate Transformation Services Geospatial data service 

Filter Filter Encoding Geospatial data service 

GML Geography Markup Language Geospatial data service 

Common OGC Web Services Common Specification Geospatial data service 

SLD Styled Layer Descriptor Geospatial data service 

WCS Web Coverage Service Geospatial data service 

WFS Web Feature Service Geospatial data service 

WMC Web Map Context Documents Geospatial data service 

WMS Web Map Service Geospatial data service 

3.2 Agents for interoperability 

How to put OGC interoperable Web Service into the common computing 

use the agents to integrate the interoperability and Geospatial Computational 

used in GCG. The basic methods to construct the agents can get from Li’s 

4. DIGITAL FORESTRY GRID AS A CASE 

Digital Forestry Grid (DFG) is a kind of specialization application grid 
which supports for forest resource information management and forestry 
eco-construction projects. A characteristic of the DFG is in specialization 
grid resource management, business logic development and running engine 
of grid application. By grid transform of forestry resource information, DFG 
integrates the data resources of forest and forestry eco-construction projects 
in four levels (namely state, province, city and county). The data resources 
have kinds of types, such as remote sensing images, vector data, thematic 
attribute data and etc. Thematic grid services, such as data resource service, 
spatial information analysis service, online statistic computing service, is be 
developed independently, which realizes the sharing and usage of forestry 
information resources in deeply extents. 
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grid is the key technologies to construct geospatial computational grid.  We 

paper (Li et al., 2005). 

Using catalog interface service (Table 1), DFG find the wanted thematic 
forest resources data service. Using filter encoding and Web Feature Service 
(Table 1), the forest resources map can be set out on the web. (Fig. 2) 

Grid. Table 1 shows the selected OpenGIS interoperable specification agents 

Table 1. OpenGIS interoperable specification agents for GCG 



5. DISCUSSION AND CONCLUSION 

From above, we give a short presentation of the design of geospatial 
computational grid in the view of interoperability. The importance of the 
interoperable features in GCG cannot be ignored in the digital forestry 
system. Agents can be used to integrate the web service. But more key 
technologies are not put up in this paper, which is for further research. 
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Fig. 2. A Web Feature service result presentation of digital forestry grid 
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Abstract: An improved genetic algorithm was applied and examined to optimize the 

weights of a neural network model for estimating root length density (RLD) 

distributions of winter wheat under salinity stress. Thereafter, soil water and 

solute transport with root-water-uptake in a soil-wheat system were simulated 

numerically, in which the estimated RLD distributions were incorporated. The 

results showed that the estimated RLD distributions of winter wheat using the 

neural network model combined with the improved genetic algorithm, as well 

as the simulated soil water content and salinity distributions, were comparably 

well with the experimental data. The method can serve in modeling flow and 

transport under salinity or saline water irrigated areas. 

genetic algorithm; root length density distribution; soil water content; salinity; 

simulation 

1. INTRODUCTION  

Because of water resources shortage in China, study on soil water and 
salinity distributions on the conditions of light-saline irrigation and root-
water-uptake was flourish (Khosla, 1997). A lot of root-water-uptake models 
included root distribution function. Constructing empirical model or fitting 
measured data were the common methods used for getting distribution 
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 parameters (Wu, 1999). Because the model of root distribution in soil profile 
was not standard and it would be different according to different crop and 
soil environment, there was more difference between root parameters and 
real data. Plant roots went hand in hand with canopy (Thornley, 1998). An 
improved genetic algorithm was applied in this thesis. This method can 
numerically estimate root distribution and get relative exact parameters of 
root distribution surrounding salinity in indirect and easy way. Then the 
parameters combined with water and solute transport model to study water 
and solute transport. These would be significant for study on crop growth, 
secondary salinization prevention and light-saline utilization surrounding 
salinity. 

2. 

2.1 Experimental design  

This thesis designed winter wheat indoor soil column experiment. Cultivar 
was NongDa 189 (ND189). Soil was sandy soil. Bulk density was 
1.64g/cm3. Field capacity was 0.07cm3/cm3. Soil column was polyethylene 
tube of 10cm inner diameters. Sandy soil was loaded in hierarchy which was 
5cm per layer. The total height was 40cm. There were respectively 
tensiometers and salinity sensors in 5cm, 10cm, 15cm, 25cm, 35cm. 
Experimentation which was designed one controlled disposal (no salinity 
stress), two salinity disposal (salinity disposal 1 and salinity disposal 2) and 
three repeats was practiced in wheat seedling. There was no NaCl in nutrient 
solution of controlled disposal. 3g/L NaCl was in nutrient solution of salinity 
disposal. 1.6g/L NaCl was in nutrient solution of salinity disposal 2. There 
were four wheat cultivars per soil column (equal to 4500000/hm2 in field). 
3cm quartz sand was used to cover sandy soil in order to prevent evaporation 
after seedling. Water content must be well proportioned and nutrient must be 
abundant. Gravimetric method was used to control water content. In the 
process of experiment, soil columns were taken apart once in 6d in order to 
get concerned data of root and canopy. 

CONDITION OF ROOT-WATER-UPTAKE  

AND SOLUTE TRANSPORT UNDER 

EXPERIMENTAL DESIGN OF WATER 
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2.2 Water and solute transport model under condition

On the condition of vertical one-dimensional unsaturated flow, water 
transport fixed solution problem which included root-water-uptake in this 
experiment was: 
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h- soil water matrix potential, cm. z- spatial coordinate, cm, adown. C (h)- 
water capability, cm-1. K(h)- unsaturated hydraulic conductivity, cm·d-1. t- 
time ordinate, d. h0(z),h1(t)- given function (or discrete points). lz- vertical 
total depth in simulation zone, cm. S(z, t)- root-water-uptake rate, d-1. E(t)- 
evaporation or irrigation intensity (evaporation:-, irrigation: +), cm·d-1. 

On condition that taking no account of soil static water influence and 
sorption and ignored influence of soil temperature gradient in this 
experiment, vertical one-dimensional unsaturated soil water and solute 
transport equation was: 
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C- soil salinity concentration, g·L-1. Dsh- hydrodynamic dispersion 

coefficient, cm2·d-1.  q- unsaturated DaXi flow velocity, cm·d-1. C0(z)- 
given profile concentration, g·L-1. C(t)- given concentration, g·L-1. )('

0 tC - 
irrigating water concentration, g·L-1, the value was 0 on the period of 
evaporation. 

of root-water-uptake  
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 3. ROOT DISTRIBUTION ESTIMATION MODEL 

BASED ON IMPROVED GENETIC 

ALGORITHM  

On the condition of crop in existence, in the simulating process of water 
and salute transport model, root-water-uptake source terms was the key for 
the accuracy of simulating soil water and salute distribution. But the model 
of root in soil profile was not standard and it would be different according to 
crop and soil environment. Based on close relationship of root and canopy, 
this research availed oneself of artificial neural network advantages for 
modeling information complex question to construct artificial neural 
network model in order to estimate root distribution parameters. It also took 
advantage of briefness, robustness and global optimization of genetic 
algorithm to optimize weights of artificial neural network model with 
improved genetic algorithm. The artificial neural network model based on 
improved genetic algorithm could provide root distribution parameters. 
Moreover, the parameters could combine with root-water-uptake model and 
water and solute transport model to simulate water and solute transport 
distribution on the condition of root-water-uptake. 

3.1 

Aboveground dry matter weight and leaf area have close relation with root 
growth. The two parameters should be used as input variables. Because crop 
growth time can show crop genetic characters on the whole and soil water 
and salinity were the main reasons of root growth and distribution 
difference, crop growth time, soil matrix potential in different depth and 
salinity should be input variables too. Root length density in different depth 
was the output variable. This search used feed forward artificial neural 
network which included three layers (Yuan, 1999). The three layers were 
input-layer, out-layer and middle-layer (hidden-layer). There were 
connections between upper layers nerve cells and under layer nerve cells. 
There were no connections between same layers. 

3.2 The process of genetic algorithm optimizing artificial 

neural network model weights 

Genetic algorithm was a computing model which simulating natural Bio-
evolution. People were taking more and more attention to genetic algorithm 
because it was simple, robust, global search and not be limited by search 

for estimating root distribution parameters 

Construction of artificial neural network model 
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space. Genetic algorithm has simulated propagation, mating and mutation in 
the process of natural selection and natural inheritance. It expressed 
questions as chromosomes which would form original chromosomes 
colonies. Then original chromosomes colonies were parked in question 
environment. The chromosomes which can adapt environment were selected 
according to the survival of the fittest and would be operated by copy, across 
and aberrance. Accordingly the new chromosomes colonies were brought. 
Circulation would be incessant until the fittest individual was selected 
(Chen, 1996). Finally the optimal solution was obtained. The main process 
of genetic algorithm to optimize artificial neural network weights in this 
thesis was: 

artificial neural network model weights. 
2 Produce the original chromosomes colonies. 
3 Calculate the individual fitness value of colonies. 

across and mutating operation according to certain rules was conducted. 
5 Recalculate the fitness value of chromosomes colonies. 
6 If the search criteria were met, iteration would stop and gave the optimal 

solution. Otherwise, turn to step 4. 

In order to prevent optimal individual to be destroyed by genetic 
operation, the optimal individual reservation strategy was implemented in 
genetic operation. 

3.3 Determinate fitness function in model 

Fitness function was a criterion to judge individual of chromosomes 
colonies. Genetic algorithm used fitness value to instruct search direction. 
The fitness function was used by us in this search as follows: 

Input and output variable formed training samples to train neural network 
which presented by individuals of chromosomes colonies in order to 
calculate learning error E of each individual. Formula was: 
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n- training samples number. m- output units number. yil-Cil - diffirence 
between real output and expectation output of No. l when No. i sample was 
training. Fitness function was decided by following formula. 

 

Fitness function assured error less the fitness value more large. 

4 Genetic operation which included turntable bet selection as well as 
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 3.4 Improve genetic algorithm 

When genetic algorithm was training artificial neural network weights, 
crossover operator and mutation operator played the great role in 
optimization process. Chromosomes may be likely to converge or diverge in 
search space while simple genetic algorithm was optimizing artificial 
network weights. This caused speediness and global convergence of search 
under expectation. After improved crossover operator and mutation (Luo, 
2000), the time of optimizing neural network weights would decrease and 
convergence and stability would improve. Realize concretely as follows: 

Crossover operator: 
If x1, x2 were parent individuals which were uniformly distributing 

random numbers in interval V=[xmin, xmax]. Progeny individuals z1, z2 
after crossover would be produced via formula as follows (Huang, 1999): 
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a- integer. MOD- modular arithmetic operator. 

cofNGPm ⋅+= 001.0                      (5) 

Pm- variance rate of present algebra. NG- continuously un-evolutional 
algebra since the last evolution. Cof- parametes which decided threshold of 
chromosomes coercive mutation (100% mutation). 

dynawrand ⋅⋅=var                      (6) 

1]. w- a fixed value 
in value range of weight. Dyna- dynamic parameters which decided mutation 

continuously un-evolutional algebra since the last evolution. nochange- 
constant used to judge alteration of dyna value. 

After combination application of crossover operator and mutation 
operator, on the one hand distribution of progeny individuals was even in 
search space, on the other hand a self-adaptive mutation mechanism could be 
constructed. Therefore these could keep upper efficiency in the process of 
genetic algorithm optimizing neural network model weights all along. 
Evaluation could refer to reference (Luo, 2005). In conclusion, improved 
genetic algorithm can improve convergence in the process of genetic 
algorithm optimizing neural network model and reduce the time of solution. 

distribution estimation model. 

var- mutation variables. Rand- random number in [0,

0.1 and counter = 0 , counter was counter which used to cumulate dyna×
variables var, and initializing dyna = 1.0. if counter > nochange, dyna = 

These could gain one’s ends to improve efficiency of optimizing root 
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Mutation operator conformed to rules as follows (Zheng, 2000): 



3.5 Obtain parameters of model 

In the above-mentioned experimental design, the model parameters can be 
obtained via following methods: 

Canopy parameters measure:  
Measuring frequency was once in 6d. Measuring items included dry 

matter and leaf area. Leaf area measure used Snapscan1236 scanner made by 
company AGFA of Germany. Then leaf area calculation used WinRhizo pro 
root analysis software made in Regent Instrument company. 

Root length density measure: 
Soil columns were taken apart once in 6d. At first cut open soil columns in 

lengthways. Then sandy soil with root was intercept per 4cm in transverse 
and put in sifter. The last, water used to wash root cleanly. Snapscan1236 
scanner was used to scan root and WinRhizo pro root analysis software 
calculate root length. 

 Soil salinity measure: 
 TYC-� soil salinity sensor was used to obtain soil salinity very day on 

time. 
Soil matrix potential measure: 

time.  
 Evaporation measure: 
Gravimetric method was used to measure evaporation once in 3d. 

4. APPLICATION AND ANALYSIS OF MODEL  

4.1 Analysis of root distribution prediction result 

According to description of constructing artificial neural network model 
for root distribution parameters estimation and experiment design in this 
research, winter wheat root distribution estimation model under salt stress 
was a 13-9-10 network. Input layer was composed of growth time, 
aboveground dry matter, leaf area, matrix potential in 5, 10, 15, 25, 35 and 
salinity. Nerve cells number was 13. Output layers were composed of root 
length density of each 4cm soil column in transverse. Nerve cells number 
was 10. There were no specific prescribe to design middle layers nerve cells 
number in theory. The number generally decided by experience. If middle 
layers nerve cells were less, the model global optimization would weaken. If 
middle layers nerve cells were more, the model generalization would 
weaken. This experiment design middle layers were 9. Improved genetic 
algorithm was applied to optimize neural network weights in this 

Tensiometer was used to measure soil matrix potential very day on 
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 experiment. Moreover, reservation strategy was applied in the experiment 
process. Colony scale was 31. Training precision was designed under 
learning error E<0.05. After learning, the samples which had neither part nor 
lot in learning were estimated as follows: 

 
 

Table 1. Error analysis of results between measured and estimated root length densities 

Average 
relative error 

Correlation 

0.24 
0.26 
0.27 

 
0.97 

 

individuals. Moreover, while the learning samples were composed of diverse 
learning samples in the estimation process for diverse samples, the model 
estimation could be preferable generally and show good convergence and 
stability. Pictures indicated that root mainly distributed in 25cm under 
ground. So we analyzed average relative error between root length densities 
estimated and measured data and calculated correlation factor of theirs. The 
result refers to table 1. In the process of calculating average relative error, 
less effect of exceptional points brought on the augment of estimation data 
average relative error. However, the general correlation factor which was 

showed that estimation of controlled disposal was better than salinity 
disposal 1 and salinity disposal 1 estimation was better than salinity disposal 
2. Taking complexity and diversification of interaction between crops and 
environment into account, estimation result of this model was receivable. In 
conclusion, based on soil water parameters, salinity parameters and canopy 
parameters which went hand in hand with root distribution and easily be 

factor (n=18) 

Fig. 1 was the comparision between measured and estimated root length 
densities. Fig. 1 showed holistic estimation was preferable except exceptional 

0.97 showed model estimation generally worked well. As well as Fig. 1 
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Fig. 1. Comparision between measured and estimated root length densities

Controlled disposal 
Salinity disposal 1 
Salinity disposal 2 

Disposal 



obtained, weights of improved genetic algorithm optimizing neural network 
model used to quantitatively forecast root distribution was feasible. This 
method can obtain parameters and root distribution data which was difficult 
easily. 

4.2 Construct water uptake model under salinity stress 

On the condition that salinity stress (no water stress), root-water-uptake 
model which was brought forward by Feddes etc was used broadly to show 
root-water-uptake rules. The model was: 

max0 )( ShS α=                                                   (7) 

S- root water uptake rate which denoted root water uptake amount in unit 
time and unit soil, cm3·cm-3·d-1. h0- soil water osmotic potential, cm. 
Smax- maximal root water uptake rate, d-1. Smax can be obtained by 
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z- soil depth, cm. Tp(t)- potential transpiration rate, cm·d-1. Ld(z,t)- root 
length densities, cm·cm-3. Ld(t)- maximal root depth, cm. a(h0)–revising 
coefficient of osmotic potential on the condition that not restrict water, no 
dimension. On the condition of no water and no nutrient stress, the better 
practical format of a(h0) as follows (Homaee, 1999): 
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*

0h - critical value of osmotic potential, cm. a- the reducing water uptake 
amount while add unit conductance rate (mS·cm-1), cm-1, a=0.073. The 
root-water-uptake model under salinity stress (no water stress) can be 
constructed by Formula (7), (9): 
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In above root-water-uptake model, root length densities derived from root 
distribution estimation model based on improved genetic algorithm via 
aboveground dry matter, leaf area, growth time, matrix potential and salinity 

parameters. 
*

0h  was the measured data in reverse and the method as follows: 

following formula (Wu, 1999): 

(h
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transpiration rate Tp in time t1, t2, if *

0h  was given an initial value, root-
water-uptake rate since t1 can be calculated by formula (10). Root-water-
uptake rate used as source terms to solve water and solute transport equation 
in order to figure out simulation value of soil water in time t2 and get square 
sum of the error between simulation value and measured data of soil profile 

water content in time t2. Then give *

0h  another value, the same method was 
used to calculate square sum of the error until the square sum of the error 

was least. The value of *

0h  was the parameter which we want to solve. In this 

experiment, the *

0h  was -560cm. 

 

4.3 Analysis of water and salinity transport simulation 

result 

Weights of improved genetic algorithm optimizing neural network model 
used to quantitatively estimate root distribution. The estimation root 
distribution parameters combine with root-water-uptake model to simulate 
water and salinity transport distribution. On the condition of salinity stress, 
water transport solution equation of root-water-uptake used Crank-Nicolson 
difference schemes to solve problems and salinity solution equation used 
Bresler (1973) second-order numerical differential method to solve above 
definite solution problems. The solving process used to simulate soil water 
and salinity. In the process of simulation, space step-length was ∆z=1cm. 
Time step-length was ∆tj+1=1.25∆tj. Subscript (j. j+1) was the ordinal 
number of time step-length. The control criterion of iterative water potential 

linear extrapolation. Lower boundary was 40cm. Water flux and salinity flux 
were 0. The maximal root depth was rL

result of soil water and solute transport model in soil profile. The simulation 
time was 3d. Average potential evaporation pT

showed that this method can estimate soil water distribution better under 
salinity stress. Moreover, except the exceptional points, the salinity 
simulation was generally good. In general, used as a tentative method, we 
thought that improved genetic algorithm quantitatively estimated root 
distribution and the estimation result combined with root-water-uptake 
model to simulate salinity stress, water and salinity transport distribution 
worked well. 

Given measured water distribution of soil profile, salinity concentration 
distribution, root length densities distribution Ld(z) and potential 

was ε=0.01. Upper boundary soil surface evaporation was E(t)=-0.038 cm d-1.
 Because limited by measured data, surface water content was given by

= 40cm. Fig. 2 was a simulation  

 was 0.38cm · d-1. Fig. 2 
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5. CONCLUSION  

Crop root-water-uptake was one of important studying problem about 
water movement in groundwater-soil-plant-atmosphere continuum. As well 
as it was the absolutely necessary data for soil water dynamic simulation in 
root area. A simple and practical method to get root distribution parameters 
was provided by improved genetic algorithm. The parameters which were 
obtained by this method combined with root-water-uptake model as well as 
water and salinity transport model can simulate soil water and solute 
distribution well. This method was of great significance to study relation 
between root distribution, salinity and crop growth as well as soil water and 
solute transport distribution regularity. This method can also provide 
decision-making gist for taking advantage of light-saline and preventing soil 
secondary salinization. 
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Abstract: Nowadays, the information in the field of Chinese rural economy circulation is 

not only plentiful but complicated. The current network information 

technology is insufficient when dealing with the supply-demand relationship, 

and it cannot fundamentally meet the real needs of rural economy. Based on 

the current situation of rural economy, this paper puts forward ways to 

establish, using computers and information technology, a new rural economic 

information exchange platform. The platform can realize Informatization of 

rural economy through the database processing technology and Geospatial 

Information Grid method, thus fundamentally solves Chinese information 
shortage.  

 

rural economy, information technology, database, geospatial information grid 

1. INTRODUCTION 

With the development of productive forces, rural economy has developed 
rapidly in recent years; rural areas have undergone tremendous changes, and 
gradually changed the backwardness of “natural economy”. However, at 
present, most of Chinese rural areas are still no large-scale production, and 
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belong to the basic self-production and sales of an inward-looking economy 
(Zhu Naifen, 2007). The main features of this kind of economic activities 
are:  

(1) The economic structure of exchange is miscellaneous. Economic 
activities of most commodities are only between suppliers and customers. 
Forms of commodities are diverse, and the commodities are with small 
quantities of miscellaneous;  

(2) Demand information seriously lags behind. As the product quantities 
of both suppliers and customers are too small, the existing ways of 
information circulation cannot meet the demand. The primitive market is in a 
“blind” state, where both suppliers and customers can only try to do 
unknown commodity activities in prescriptive time, and in this case, the 
economic information cannot be exchanged timely and effectively;  

(3) TV, newspapers and other media are mainly for cost-efficient 
commodities of large quantities, and do not yet meet the exchange of 
information in rural areas, which is complex, chaotic and small. 

In the global Informatization and Digital background, information 
technology has become indispensable means to promote agricultural 
economic development (Su Qizhi, 2007). Only full use of information 
technology, can fundamentally promote rural economic development and 
circulation. 

2. THE INSUFFICIENCY OF EXISTING NETWORK 

INFORMATION SERVING FOR RURAL 

ECONOMIC ACTIVITIES 

Taking a panoramic view of various network services systems in China, 
most of them take diffusive ways to disseminate information. Suppliers and 
customers directly disseminate the information to whole country and even 
the whole world through internet. 

In this way, there are several problems: 

(1) Information waste. If commodities for supply or for demand are too 
small or too little, it is unnecessary for the overall situation of direct 
distribution. For instance, farmers in Tianjin want to disseminate information 
to sell 100 kilograms of apples, which is effective information in some areas 
of Tianjin. However, this information is redundant for other regions of 
Tianjin and even the whole country. 

(2) Failure to establish effective communication. For example, 
Guangdong farmers issue a district desires 10 kilograms of strawberries. 
Strawberry has certain durability, coupled with less demand, so this 
information can only be effective within 50 km. Chinese Agricultural 
Information Network, relative to local network, has done a great 
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improvement in this aspect, as illustrated in Figure 1, but there are still above 
shortages, particularly in rural areas, where do not facilitate transport. The 
rage of effective information should be smaller, which is clearly unable to 
meet everyday needs of the farmers, if only confined to the provinces, 
municipalities (Pang Jiangang, 2007). 

 (3) Information region is too broad. Commodity information includes 
time efficiency and the range, but existing information network platform 
only pays attention to the time efficiency, ignoring range of information.  

3. RURAL ECONOMIC INFORMATION 

EXCHANGE PLATFORM  

For rural economic information is cumbersome and complex, rural traffic 
conditions is relatively poor, and information is with time efficiency and the 
regional characteristics, a new rural economic information exchange 
platform is established here, and the whole structure is depicted in Figure 2.  

Relative to other agricultural information platform, the new one adds 
geographic information processing module on the basis of the time 
information processing module. Figure 3 is the corresponding search engine. 
The main features of the system are given in the following sections. 

607Information Technology Speeding up Circulation of Rural Economy 

Figure 1. Traditional information exchange platform

Figure 2. The whole structure of the new information exchange platform



3.1 Information Point 

In rural areas, distance factor is the primary factor among product 
information because of vast territory and inconvenient transportation. 
Therefore, demand-side should firstly provide geographic information of 
locations to geographic information processing module, that is to say, after 
determining the coordinate base point, one can get the product information 
in a certain area. Geographic information processing module is able to 
provide the region according to customers’ IP addresses, and users can also 
revise region depending on specific circumstances. In order to get more 
detailed product information, geographic information should not be too 
general, and the smallest level is usually village. Time information point is, 
as the same as traditional rural economic information exchange platform, 
using the demand time as base point. 

3.2 Information Demanding Domain   

Traditional rural information exchange platform only vaguely defines 
region of inquiring information, which is useful for commodities with large 
quantity or great value. However, in daily life, particularly in rural areas, 
most of the actual transaction commodities are less valuable. Traffic 
conditions and commodity nature determine the regional and temporal 
differences. If farmers need five kilograms of cabbage, the scope of 
transactions cannot be too large, and dissemination of information should be 
within the radius of 10 km around the location of the farmers, with effective 
time normally not more than seven days.  

3.3 Information Sequencing 

In life, when there is a large number of information dissemination, simple, 
quick access to the information is essential. As to commodity information, 
distance and time of supply and demand in rural areas are very crucial 
factors; therefore, it should be based on different needs to establish different 
information sequencing. Here are two categories: “distance → time” and 
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Figure 3. The new search engine



“time → distance” (Wang Na, 2007), and the users can determine different 
priority level to the two factors according to different needs. Traditional 
rural information exchange platform only pays attention to the time factor, 

often based on economic interests, and choose distance factors at the very 
beginning. Figure 4 is information query results using distance factors as the 
priority level. 

4. GEOGRAPHIC INFORMATION DIGITAL 

As the rapid development of the information technology, geographic 

economic activities, different distance is an important factor to be 
considered. In order to obtain detailed supply and demand information, it is 
necessary to carry on the digital information communication to the two 
places of supply and demand.  

A vector maps is established in this paper by the ways shown in Table 5, 
in order to – according to latitude and longitude and taken village as data 
point basis – erect vector numerical information to the national map. Units 
here are kilometers, and along with the information development, the units 
can be even smaller.  

Figure 5 is the map of some areas in Ji’ning area of Shandong Province. 
For example, a farmer in the place of the Bridge Village wants to inquire 
some commodity information, and his inquiry scope establishment is 5 
kilometers, then the demanding scope should take the Bridge Village as the 
center, within surrounding area of a 5 kilometers circle. 

All the issued information, whose location distance D from Bridge Village 
to be smaller than 5 kilometers, is the farmer’s required one. Xilizhuang 
Village, Zongcundong Village, Madian Village, Jiaozhuang Village, 
Wangzhuang Village in Table 4 are in this scope. Then the information 
issued from these villages is classified according to distance D. The distance 
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overlooked the distance factor (Chen Wei, 2007). In rural areas, farmers are 

information digital (Han Zhenbiao, 2007) has become inevitable. In rural 

Figure 4. Information query results



 

is calculated in this platform based on the Dijkstra’s shortest searching 
algorithm. (YueYang, 1999) It has fully used the existing pile of data, 
reduced the data comparison frequency. 

short-path distance from source s to selects j (From the apex to its itself most 
short-path is the zero road [No arched road] Its length is equal to zero); Pj is 
in the short-path way from source s to j and is j preceding. To selects j from 
source s the most short-path algorithm unit process. The shortest path 
algorithm from source s to j for the basic process:  

di=∞,pi=∞. Marker source s, mind k =s, all other points as the unmarked. 
(2) Testing the distance from all marked point k to the unmarked point j 

which direct linked, and setting: dj=min[dj,dk+lkj], and lkj is the direct link 
distance from the point k to j. 

(3) Next point selection. From all unmarked node, select the smallest j 
among the points dj: di=min [dj, All unmarked point j] point i was selected 
as the shortest path to the point, and has set the marker. 

(4) Preceding point in front of point i found. Point j* direct linked to point 
i is found from marked points, and taken as preceding point,. Set: i=j*. 

(5) Point i marked. If all points have marked, the algorithm fully launched, 
otherwise set k = i, to step (2), to continue. 

5. DYNAMIC DATABASE ESTABLISHMENT 

It is extremely widespread to establish the network dynamic database in 
the daily application, and most of existing websites use the dynamic 
information input. (Zhang Xiao, 2006) Moreover, most database input form 
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Concrete steps: Each spot has a pair of marking (d, p), D is the most  

(1) Initialization. Point of Origin: ds=0, ps empty; All other points:



that the majority of farmer information network platform used all may adapt 
in this network platform, and as to the needed code, this paper will no longer 
give unnecessary details. The difference is an added module of detailed 
locations of the user input, to the determination of the inquiry point in vector 
maps. 

6. SUMMARY AND OUTLOOK  

Rural information technology is an important way to realize agricultural 
and rural economic restructuring, and to increase the income of peasants. 
Based on the actual needs of farmers, this paper puts forward ways to 
establish a viable rural economic information exchange platform to solve the 
difficult problems that cannot handle by other media in the flow of rural 
economy. Along with rural network popularization, people can gradually 
gain the actual benefit from information technology, achieving the goal of 
increasing economic returns of agriculture and farmers’ incomes. 

This search engine can be used not only in agricultural product 
application, but also on the application promotion of daily life. For instance, 
if vector map is established for local supermarkets, stores, hotels, and so on, 
people at home can communicate with each other and exchange information 
in a timely manner and efficient way. 
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 1. INTRODUCTION 

Forest Fires are a prominent multi-scale phenomenon, which not only 
destroy natural vegetation, but also pose enormous danger to wildlife as well 
as to human life and property, so researchers, multi-level governments and 
others pay great attention to them. In view of preventing them from 
occurring in danger areas, there is one of crucial problems that is both 
smartly and in time to monitoring situation of and achieve environmental 
change of forest fires, but it is evident that the objectives couldn’t be 
reached, if only using approaches and information of ground-based 
observation and monitoring, especially on large-scale forest fires. Relying on 
satellite remote sensing data, a wide-range and real-time monitoring is the 
most feasible and practical since it is essential for the grasp of fire 
occurrence situation and useful information that is half-automatically or 
automatically extracted from those data. 

A surprising number of satellite systems are currently available, 
providing data and other capabilities that can be used for different aspects of 

instance, there are very common utilities of the NOAA/AVHRR (Advanced 
Very High Resolution Radiometer) and EOS (NASA Earth Observing 

large or global scale of satellite forest fire monitoring. The 
NOAA/AVHRR data are characterized with low cost, high temporal 
resolution (i.e., two daily passes per day over a given area for each operating 
satellite, thus two scenes obtained by each operational platform) and 
pantoscopic scan, as compared with the EOS/MODIS data that are greatly 
improved in spatial resolution, have more spectral channels (the total of 36 
spectral channels), offer a larger dynamic range of radiance values, and 
enhance derived products and so on (though being somewhat lower in 
temporal resolution). The MVISR (Multichannel Visible and Infrared Scan 
Radiometer), onboard the present operating FY-1D satellite (which is a 
polar-orbiting meteorological satellite, developed and launched by China), is 
largely similar to the NOAA/AVHRR in aspects of functionalities and 
performances. It has 10 spectral channels, the corresponding ranges of which 
are same to the NOAA/AVHRRs’, thereby the FY-1D/MVISR data show 
greatly potential for a large scale or global forest fire monitoring. 

In the forest fire monitoring, active fire or hot spot detection is one of 
underlying tasks using satellite data. So far, methodologies of these detecting 
researches are abundantly achieved, based on satellite remote sensing 
systems and their obtained data, especially on the NOAA/AVHRR. Take for 

detection method with statistical analysis using NOAA/AVHRR images 
(Kalpoma et al., 2006); Galindo I. et carried through real-time 
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forest fire monitoring since the late 1990s (Christopher et al., 2003). For 

examples, Kalpoma Kazi A. et al. proposed a new algorithm of forest fire 

al. 

in a  
System)/MODIS (Moderate Resolution Imaging Spectroradiometer) data 



 
acquired to study a RS (using NOAA/AVHRR data)-and-GIS-integrated 
forest fire monitoring (Zhang, 2004). With respect to different satellite data, 
more effective and efficient algorithms of active fire or hot spot detection 
and other technologies, however, are still explored by researchers/users, in 
order to monitor forest fires and prevent their from emerging or reduce their 
losses in quite broad areas. 

algorithm about remote sensing image data to forest fire identification and 
monitoring, which is different from traditional approaches. Useful and 
interesting information of forest fire spots is estimated and extracted from 
potential forest-fire pixels above all, which lies on corresponding thresholds 
determined with a statistic manner that validly eliminates subjective 
influences in a certain context and satisfies real requirements, meanwhile the 
cloud-contaminated pixels are rejected (if any) and the misjudged fire spots 
excluded by examination of Vegetation Index (VI) before and after forest 
fires occur; and forest fire spots are located and assigned exactly geo-
coordinates, using an interpolation algorithm of fast location of forest fire 
spots, rather than all unavailable and forest-fire-free spots; in addition, 
forest-fire sub-pixel area status is taken into account so as to evaluate forest-
fire area and enhance accuracy of evaluated forest fire areas. Subsequently, a 
FFDM prototype system is designed and developed and later tested using the 
typical FY-1D/MVISR remote sensing data involved in forest fires, while 
compared to normal mainstream software systems (e.g. ENVI & ERDAS). 
In general, this prototype is to certain extent valuable and meaningful for 
FFDM in theoretic and applicable domains. 

2. METHODOLOGICAL MODES 

radiation with a peak is inversed to some absolute temperature of blackbody 
(Chen, 1985). Thus, there is a peak (about 9.7µm) of thermal value while at 
the normal temperature (about 300k); meanwhile, related to the FY-
1D/MVISR data, there are more thermal radiant fluxes in CH4 

and CH5 As appears a brightness 
temperature of fire spot (a active fire or hot spot signature), thermal peak 
values transfers towards CH3 (e.g., a peak value about 5.8µm to the 
temperature 500k), and there arise energies of observed thermal radiation, as 
well as are more in CH3&4. Variation ratios of brightness temperatures, 
therefore, are normally evaluated and their trends depicted in CH3&4, using 
the Planck function of blackbody radiation. It is obvious that there are 
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In this paper, the authors present a new work and process flow  

NOAA/AVHRR forest fire detection in Mexico (Galindo et al., 2003); it was 

According to Wien’s Displacement Law, a wavelength of thermal 

(10.3–11.3µm) (11.5 –12.5µm). 



 distinguishing differences between in CH3&4 (e.g., when temperatures of 
blackbody arising from 300K to 500K and even to the higher, a several 
hundredfold increase of variation ratios for the fore, but only over 10 times a 

pixel graylevel value of hot spot (including fire spot) is enormously different 
from those of its surrounding pixels in CH3, in contrast with the fact that 
there are only a few graylevel differences for the related pixels in CH4. 

Forest fire detection procedures may be based on the fixed threshold 
value or contextual method, but there are lots of limits in the adoptability of 
the fore because of hugely relying on empirical analyses. The contextual 
method is devised to take into account the relationships between 
observational pixels and its neighboring pixels mainly based on spatial 
statistics, and then identify fire pixels from around candidate fire pixels, 
hence the contextual approach is often preferred to be selected (Kudon, 
2005) and also adopted in this paper.  

2.1 Detection of forest fire spots 

 In procedure of identifying forest fire spots, the Planck function of 
blackbody radiation is shown as a fundamental rationale, from which related 
others are derived. As the following below: 

2 5/( (2 /( ) 1))λ λ= ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ +T h c k log h c I  (1) 

h , k  and  c  are  the  Planck, 
Boltzmann and light-velocity constants respectively, which are 

-346.6256 10 ( )J s⋅ ⋅ , 23 11.3906 10 ( )J K− −⋅ ⋅   and 82.998 10 ( )m s⋅ ⋅ ;  λ  

radiance wavelength  and T  I emissivity,  whereas I  may be 
obtained from the following function (i.e., the radiometric calibration 
formula). 

       
I n g b= ⋅ +

  (2) 

where n  is pixel graylevel value; g  is the gained value and b  the bias 
value, which are the calibration coefficients ( 2/W m ster mµ⋅ ⋅ ). Formula (1) 
and (2) hence are jointly evaluated so that the thermal radiances, obtained in 

CH3&4, are transformed into the corresponding brightness temperatures. 
Now it is a key task of detecting fire spots how to identify fire pixels, 

associated with the real fire spots, from potential fire pixels in satellite 
image, as below is followed (Kudoh, 2005; Giglio et al., 2003; Zhou et al., 
2006): 
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increase for the latter) (Che et al., 1900). In FY-1D/MVISR image data, the 

(K );where T  is brightness temperature

(m)



 �  Definition of fire context window 

A fire pixel, selected by certain conditions (See the next sections), 
appears to be different enough from its background and meanwhile the 
brightness temperatures are employed, which are derived from the FY-
1D/MVISR in CH3&4, respectively denoted by T3 and T4. Statistical 
information of each potential-fire pixel is calculated for a variable size 
context window around it, within which at least 25% of neighboring pixels 
are satisfied with forest fire-free pixels and considered as forest fire 
background, but not cloud-contaminated (If any, cloud pixels are rejected 
from the forest fire background because they are obscured. See identification 
of Cloud below). 

�  Identification of Cloud 

Cloud identification is performed using a technique based on conditions: 

1Reflectance > 22% and 2Reflectance > 23% that are respectively derived from 
the FY-1D/MVISR data in CH1&2, and T4 < 273K. If the previous 

conditions are jointly be satisfied, then the pixels in the FY-1D/MVISR may 
be flagged as cloud (Zhang, 1999). 

�  Identification of potential-fire pixels 

If 3T > 320 K  and 34T >� 20 K  in daytime, or 3T > 315 K  and 34T >� 10 K  
in nighttime, where 34 3 4T T T= −� , then a pixel is identified as a potential fire 

pixel. 

�  Tentative identification of fire pixels 

If the potential-fire pixels are identified as active fire (including hot 
spots), the following conditions below are founded on: 

3 3 34T T Tδ> + , where, if 3T <  2K, then 3T (3) 

34 34 344T T Tδ> +� �  (4) 

4 320T K>  in daytime (or 4 315T K>  in nighttime) (5) 

34 20T K>� in daytime (or 34 10T K>� in nighttime) (6) 

3 360T K>  in daytime (or 3 330T K>  in nighttime) (7) 

where 3T  and 3Tδ  are the respective mean and mean square deviation of 

3T  for the valid potential-fire pixels in the background; 34T�  and 34Tδ , the 

respective mean and mean square deviation of  34T�  for the valid potential-
fire pixels in the background. 

In the subsequent sections, the valid potential-fire pixels are tentatively 

identified as fire pixels using the below conditions, as are described later on:  
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=2K 



Then the above valid potential-fire pixels are figured as fire pixels (fire 
spots). 

2.2 Location of forest fire spots 

To date, fire pixels have been detected in the satellite images. The next 
task is that identified fire spots are, accurately and quickly, located and 
assigned with corresponding geo-coordinates, hereby an interpolation 
algorithm of fast location of forest fire spots, based on the FY-1D/MVISR 
data, is discussed so as to better serve the direct or derived productions to 
related departments (e.g. helping for efficient mapping of forest fires).  

samples) along each scan, each of which is 10-bit binary values (in each 
spectral channel) and archived into the format of 2 bytes (one per 8-bit byte) 
in storing system. Based on the 1a.5 file format, earth-location of data is 
possible using benchmark data provided with each archived sector. The 
benchmark data consist of line and sample number coordinates of data 
samples falling on certain span increment of latitude and longitude; 
furthermore there are latitudes and longitudes of 51 benchmark data points 
along each scan in the file (bytes 151 to 354), each pair of which are 
archived into 4 bytes.  

The authors thus employ the nearest-neighbor infill pixel interpolation 
algorithm and WGS-84 Coordinate System to geo-rectify FY-1D/MVISR 
image datum, and obtain an orthoimage and associated geo-coordinate 
information file (storing the first langitude and latitude and adjacent pixels’ 
difference values respectively between longitudes and latitudes, which are 
mapped into the associated orthoimage), in order to obtain the longitude and 
latitude values of center of an arbitrary pixel in the orthoimage and then 
earth-locate the corresponding forest fire spots. There is a basic algorithmic 
despcription of earth location in an associated geo-coordinate information 
file, as is shown below: 

FUNCTION  fire_spot_location (fnm, i, j) 
{/*fnm is an orthoimage file; and i, j are the longitude and latitude values of center of an 

aimed pixel*/ 
map_info = get_map_info (fid = fnm); 
lon_ini = map_info.mc[2]; /*Obtaining the longitude value of center of the first pixel in the 

orthoimage*/ 
lat_ini = map_info.mc[3];  /*Obtaining the latitude value of center of the first pixel in the 

orthoimage*/ 
lon_interval = map_info.ps[0]; /*Obtaining difference values of the most-adjacent pixels 

between longitudes*/ 
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If {((3) or (5)) and ((4) or (6)) or (7)} is true, 
where, if 3Tδ  or 34T�  <  2K, they are assigned with 2K; or else,  

they are maintained and invariable, 

The FY-1D/MVISR is characterized that there are 2048 counts (i.e. 



 
lat_i = lng_ini +(i-1)* lng_interval; /*Calculating the latitude value of center of the pixel 

(i, j)*/ 
…  … 
} 

2.3 Examination of Vegetation Index (VI) 

When the actual forest fire detection and monitoring are carried out, the 
observed values just through an infrared channel are inversed to obtain the 
brightness temperature and determine whether the forest fires occur, but 
owing to the complexity of land surface, there are often lots of misjudgments 
(e.g., a high temperature desert area would be misjudged into a forest fire 
area; and smoking chimneys or other special high heat sources into forest 
fire spots). It is a good way that the vegetation index (VI) is used to solve the 
problem. Obviously, the VIs are some significant digital values and indicate 
vegetation growth status, biomass and so on (Jiang et al., 2001). According 
to the Satellite image data in the recent period of time before the forest fires 
occurred, the VIs whose earth-locations are corresponded with the identified 
potential forest-fire pixels, therefore, are calculated to define identification 
credibility of forest fire spots and determine whether the potential forest fire 
spots are real or not: the VIs are higher, and the real probabilities of potential 
forest fire spots are bigger; furthermore, to evaluate areas of or assess other 
disaster losses of forest fires and so forth in terms of the VIs changes before 
and after the forest fires take place. 

Up to now, reseachers have studied and developed dozens of different 
models of the VIs that are widely applied (Xu, 1991). In this paper, a model 
of Normalized Difference vegetation index (NDVI) is expressed below: 

  

NIR R

NIR R

NDVI
ρ ρ

ρ ρ

−
=

+  
(8) 

Where NIRρ  and Rρ  are the reflectances of land surface in the near-
infrared and red bands, respectively. 

As it is charactered with the design of and data acquisition mode of 

channels of FY-1D/MVISR, the correponding FY-1D/MVISR data in CH1 

ways such as radiometric calibration and solar elevation correction, and then 

the NIRρ  and Rρ  are obtained to calculate corresponding NDVI values and 
detect forest fire spots or assess forest fire situation and etc. 
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lat_interval = map_info.ps[1]; /*Obtaining difference values of the most-adjacent pixels 
between latitudes*/ 

lon_j = lon_ini +(j-1)* lon_interval; /*Calculating the longitude value of center of the 
pixel (i, j)*/ 

(0.58–0.68µm) and CH10 (0.90–0.96µm) are preprocessed by a series of 



 

necessarily to evaluation of forest fire areas.  
Assuming a rate P  is a sub-pixel forest fire area over the area of a pixel 

(i.e. a field of view), there exists 1 P−  that is a sub-pixel forest-fire-free area 
within a field of view, so the radiant flux density equation below is 
expressed, saturated in CH3 of the FY-1D/MVISR: 

  3( , ) ( , ) (1 ) ( , )f bE T p E T p E Tλ λ λ= ⋅ + − ⋅
 

(9) 

λ  a detection wavelength in 
CH3; 3T  a pixel land surface temperature in CH3; fT  a forest fire 
temperature for a sub-pixel in CH3; bT  a fire-free area temperature for a 

pixel (i.e. a background temperature). In the view of mathematic theory, a 
binary equation group about fT  and bT  may be founded and solved so as to 
obtain the fT  and bT  values, which is based on the Planck function ( )E � ; 

nevertheless, given that ( )E �  is non-linear, it is very difficult and even 
impossible to practically solve the equation group and gain the above rate 
P. In practice, a logical value fT  is often experientially set on the basis of 

the actual instances, or, relying on the pertinent relationship, a certain fitting 
function upon fT  is constructed to obtain the needed fT  a value bT  is derived 
from the mean temperature for the 8 immediate neighboring pixels around a 

forest fire pixel (Xu, 1991); and then the rate P  is obtained, using Equation 
(9). Necessarily noting, given that 3T  is obviously more than bT  and often fT  
over 500K, and a positive relationship for Variable E with Temperature T in 

the previous ( )E � , a obtained rate P  should fall between 0 and 1; otherwise 
it is invalid, so causes have to be discovered and the values be revised to 
achieve a sound rate P  (Dong et al., 1999). Now a sub-pixel forest fire area 

can be evaluated by P  multiplied by a corresponding pixel forest fire area. 

3. PROCESS AND WORKFLOW 

According to the previous rationale and methods about forest fire 
detection, the process and workflow of forest fire detection and monitoring 
are designed, as illustrated in Figure 1.  

Jianzhong Feng et al.620 

2.4 Evaluation of forest fire areas 

Evaluation of forest fire areas is a very important task of forest fire losses 
assessment and one intention of detecting and monitoring forest fire. In some 

where E  is a Planck deformation function;

one pixel, and therefore, a sub-pixel scale should be taken into account 
cases, a real fire spot is so small that its area is less than a resolution of 

 



 

Figure 1. The process and workflow of forest fire detection 

After the given raw FY-1D/MVISR data are preprocessed by a series of 
techniques such as calibration, radiometric and geometric 

corrections, the corresponding data products (i.e. called the FY-1C/MVISR 
product data) may be obtained and ultimately act on the next test of forest 
fire detection and monitoring. It obviously shows that the forest fire 
detection approach is a pivotal and complex task that is determined by a 
series of factors and conditions. The context method, based on statistics, is 
used to obtain the decision thresholds and identify the potential pixels in the 
background, in order that the great deviations or errors, resulted from the 
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essential 



 subjective factors or decisions of forest fire detection, are reduced and even 
avoided; meanwhile, the cloud-contaminated pixels are rejected, and the 
NDVIs used to be compared before and after forest fires occure, so as to 

Parallelly, earth location of the forest fire spots is carried out to obtain their 
geo-coordinates. The attitude and longitude coordinates of forest fire spots 
are gained in accordance with the spatial distributing feature of the line and 
sample number coordinates of benchmark data points, using some listed and 
suitable algorithm and complying with the neighboring-benchmark-point 
rule (see Section Location of forest fire spots).  

So far, there are subsequent tasks such as aggregation and mapping of 
forest fire spots, and evaluation of forest fire areas (see Section Examination 
of VI); moreover, it is necessary to take notice of sub-pixel status for forest 
fires, for example a pixel area is divided to aggregate the sub-pixel forest fire 
spots in certain rules (Xu et al., 2001). Lastly, the upper obtained data 
products are output and archived with the map and documentation files, and 
spreadsheets, etc, or directly stored into or used to update the forest-fire 
informational databases, including plenty of the related basic information 
such as the geo-coordinates of forest fire spots, time and areas of forest fires, 
and useful parameters (e.g. 3T ). 

4. DESIGN AND IMPLEMENTATION 

As is mentioned previously, a prototype system about forest fire 
detection and monitoring (FFDM) is designed and developed, which 
correspond to the user-driven processing and is able to run in a wide 
hardware and software environment (e.g. workstation, PC computer, and 
Windows, Linux). It can easily and effectively enhance the capabilities of 
FFDM and provide a helpful tool for the associated management and 
making-decision departments to differentiate forest fire areas, further prevent 
forest fires from occurring, even plan the burned scars and proceed to 
recover ecological environment and so on. In general, there are a few 
primary functionalities in the overall system, containing information 
extraction of forest fires, identification and earth-location of forest fire spots, 
and visual display of related information and processing results, etc. 

The architecture of the FFDM prototype mainly consists of a series of 

subsystem presents to extract information/data as data sources of next forest 
fire detection from the FY-1D/MVISR (e.g., the spectral information in 
CH3&4, the line and sample number coordinates of benchmark data points, 
and image sampling time); (2) the threshold determination subsystem is 
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usefully obtain the real forest fire spots in the end (see Section 2.1 & 2.3). 

functional subsystems, as presents in Figure 2: (1) the information extraction 



responsible to the valid thresholds that are obtained in statistic manner (see 
Section 2.1), using the brightness temperatures transformed from the 
previous acquired spectral data; (3) the forest-fire-spot identification 
subsystem is responsible to identify the forest-fire spots from the potential 
forest fires in the background and reject the cloud-contaminated areas (if 
any) and exclude the misjudged fire spots by the NDVIs; (4) the subsystem 
for earth location of forest-fire spots assigns the identified fire pixels with 
the corresponding geo-coordinates (of course, as well as is available for the 
forest-fire-free common pixels); (5) the system for evaluation of forest fire 
areas, including the referred sub-pixel areas; (6) the Input/output and visual 

the databases subsystem of FFDM is a basic and pivotal component in the 
overall FFDM system. It can make the related forest-fire information/data 
very availably stored, accessed managed, and analyzed, etc, thus abilities 
and levels of analyzing and processing problems in the FFDM system are 
improved in effect and further all performances of the FFDM system are 
heightened as well. For instance, Figure 3 shows the structures and 
relationships of partial spatial database tables about forest fire detection in 
this system. 

Furthermore, parts of the implemented results as to the FFDM system are 
demonstrated (see Figure 4 and 5). In this system, the data structures are 
constructed in accordance to the stored scheme of the FY-1D/MVISR 1A.5 

file-head information extracted from some 1A.5 file, including the ID and 
orbital parameters and of the satellite, time of data acquirement, and “good” 

New Fast Detection Method of Forest Fire Monitoring 623

files so that the associated available information is extracted. Fig. 5 shows the 

display subsystems present input/output functions with user-friendly man-and-
computer interactive mode, especially upon visual display. In addition, 

Figure 2. A framework of FFDM system 



 lines (i.e. valid lines) number in the file, the calibration coefficients and 
standard deviations of data in Channels 1 to 10, and geo-coordinates of 4 
edge corners of cover areas, etc. Additionally, the FFDM system presents 
two patterns of the forest fire automatic and manual detection: if the former 
selected, an user can obtain the related data in some channels, or, he can 
manually obtained the needed spectral data (including other basic 
information) in chose channels (see Figure 5), as well as the obtained related 
spectral data are stored in the format of *.txt files that contain the spectral 
bare data file, band parameter file, benchmark-data-point geo-coordinates 

although this system are characterized in some other ways. 

detection in the FFDM system* 

related basic information); (b) parameter table stores the corresponding calculated parameters 

of forest fire detection; (c) fire_spot table records the detected spot information; (d) fire_area 

table stores the information of forest-fire-spot-aggregated areas (e.g. the remark regarding 

fire-area features, and evaluated area, etc). 
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file and log file, etc,  whereas these are only illuminated to data/data-files,  

Figure 3. Structures and relationships of partial spatial database tables about forest fire 

*(a) FY-1D_IMAGE table stores the information FY-1D/MVISR Image data (including the 

Figure 4. Interface of file-head information extraction for FY-1D/MVISR data 



 

Figure 5. Interface of spectral-band information extraction 

5. ANALYSIS AND DISCUSSION 

Given the FY-1D/MVISR data of 5 scenes (implicating forest fire 
information) in China, downloaded from the site (http://www.ers.ac.cn), this 
FFDM system hence was tested and investigated in the application. By 
testing, the system demonstrated its high performance and great processing 
competences and satisfied the valid accuracy and precision requirements of 
FFDM application with the user-friendly operation interfaces and tools. It 
was particularly notable that the FFDM prototype offered two operational 
approaches mentioned above, i.e. the automatic and manual processes: 
choosing the fore, the user only clicked “File” to “Open”, and immediately a 
window pop up, and the user selected the needed FY-1D/MVISR image file, 
where after the functions of system were completed such as identification 
and earth location of forest fire spots, and fire area division, and producing 
the reports of fire situation, etc, which needed not to be operated by the user, 
but this system could automatically proceed to operate; if the latter selected, 
it is necessary to manually complete the related operation. Additionally, the 
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results of processing data were stored into the forest-fire informational 
databases so as to be retrieved, queried and further processed, and 
concurrently the associated forest-fire map (see Figure 6, 7 and 8), handing-
in spreadsheet and report products and so on. 

 
 

Figure 6. A distribution map 

of  potential forest-fire spots

Figure 7. A distribution map 

 of actual forest-fire spots  
Figure 8. Status of a forest 

fire area 



Because the new workflow scheme and fast earth location algorithm of 
forest fire detection were employed in the FFDM system, calculation 
contents of forest fire detection were much more reduced, and cost time of 
processing image data greatly shortened, and performance of the system 
enormously improved, for example in Table 1 there lists the relevant 
information of selected image data and process results (i.e., consuming time 
of data process ). 

*Main parameters of configuration about the computer executing the programs: Intel ® P4 

2.4GHz, 512 RAM; the FY-1D/MVISR 1A.5 data source from the site of Remote Sensing of 

Evironment in China, http://www.ers.ac.cn 

At present, there are no special subsystems to process the FY-1D/MVISR 
data in many mainstream software systems of remote sensing image process 
(e.g. ENVI & Erdase); therefore, if using them, it is difficult and complex to 
directly process the remote sensing data in some application ways. Take an 
example, in some forest fire detection and monitoring there exist 
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complicated steps and users rely on manual operations step-by-step to fulfill 
related tasks (e.g. many of parameters need to be configured in detail, merely 
related to opening a FY-1D/MVISR data file, using the ENVI software 
system; and geometric correction, forest fire identification and so forth are 
further more perplexing), so efficiency of forest fire detection and 
monitoring is very lower. In the sake to overcome the mentioned difficulties 
and faults, in this research a new workflow algorithm of forest fire detection 
and fast forest-fire earth location scheme were designed and developed. As a 
result, the FFMD system demonstrated the high task efficiency and nice 
performance, and was useful and worth of academic and applicable domains. 

6. CONCLUSIONS 

In this research, the authors employed a new workflow algorithm of 
forest fire detection using the remote sensing image data, which is greatly 
different with the traditional approaches. For the new algorithm, the useful 

Table 1. Executing efficient status of forest fire detection* 

Name of data files Samples*lines Data size (Mbety) Processing time (Second) 

07022607.1a5 2048*3665 155 350 

07031005.1a5 2048*3288 138 309 

07030919.1a5 2048*2304 97.5 225 

07050406.1a5 2048*3584 151 320 

07051606.1a5 2048*3606 152 324 



 context method was used to detect forest fire spots that were identified from 
potential forest-fire pixels, which relied on corresponding thresholds 
determined with a statistic manner that validly eliminated subjective 
influences in a certain context and satisfied real requirements, meanwhile the 
cloud-contaminated pixels are rejected (if any) and the misjudged fire spots 
excluded by examination of NDVIs before and after forest fires occur; 
moreover, earth location of forest fire spots was simpler and more resultful 
because it referred to the available forest fire spots/areas, in which users 
were interested rather than in unavailable spots/areas, so calculation contents 
of forest fire detection were more reduced and process running time of 
system also greatly lowered; additionally, a forest-fire sub-pixel area 
situation was taken into account so as to evaluate forest-fire area and 
enhance accuracy of evaluated forest fire areas. 

Consequently, a FFDM prototype system was designed and developed and 

later tested using the typical FY-1D/MVISR remote sensing data involved in 
forest fires. Practically, performance and running efficiency of the prototype 
are greater than the normal mainstream software systems (e.g. ENVI & 

ERDAS) with respect to process and operation of the FY-1D/MVISR data; 
therefore, it was very beneficial and worth of related departments dealing 
with fire detection, control, prevention and further burned scars plan and 

ecological recovery, etc. In short, the system are greatly propitious to forest 
fire detection, monitoring, management and so the like. Lots of researches, 
however, need still further to be carried out both theoretically and 

methodologically in order to be applied to wider application domains. 
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Abstract: The features of network agricultural information (NAI) are summarized by 

analyzing Chinese typical, famous agricultural information websites. The 

features include the storage-scattered of agricultural informations, high 

frequency of updating, non-uniform data format and a lots of raw information 

existing. It is pointed out that the features have disadvantages for sharing and 

exploiting the NAI efficiently. Then a scheme is proposed to try to overcome 

the disadvantages of the features, which is mainly based on brower/server 

structure and information extraction technology from webpages. Also the key 

technologies to implement the scheme are described in the paper. In the end, 

an example application of the scheme is carried out to demonstrate the 

concrete steps to develop practical applications based on the scheme. 

network agricultural information, information extraction technology, 

brower/server structure 

1. INTRODUCTION 

Practices and studies have proved that agricultural information share and 
development can be an effective way to reduce the pressure of natural 
resources and promote rational allocation of natural resources (Chen Pinde, 
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1993). In the face of the massive agricultural information (Gudivada V.N., 



 1997), how to rational and efficient use and sharing of them are becoming 
increasingly important. Bayesian methods and boosting algorithm has been 
proposed in respect of data mining (Tang Chunsheng, 2003). And artificial 
intelligence, mathematical statistics and the sample-specific training 

information retrieval. Wai Lam put forward an automatic text categorization 
according to the information content and it is used in retrieval of text (Wai 
Lam, 1999). Zheng LiuYue (2003) proposed the W3C DOM (Document 
object model), metadata and XML-based network information extraction 
model (Liu Zhengyi, 2003). However, the implementation of those 

1997) and these techniques and methods are obviously poor or limit to TXT 
files or XML. The common defect of the techniuqes and methods is that they 
cannot accurate positioning information, have no function to exploit the 
information retrieved to find out new knowledges.  

In this paper, an endeavor be done to try to find a scheme, whick not only 
can efficiently retrieve and share network agricutrual information, but can 
deeply exploit the retrieved information. 

2. FEATURES ANALYSIS OF NAI 

2.1 Features of network agricultural information  

To gain the features of NAI, this paper select 50 representative, well-
knowed agricultural information websites as study sample. By analyzing its 
producing, storing and dissemination, we get the features as following: 

Agricultural Information has a scattered storage. The same type of 
agricultural information is often distributed in a number of websites. 

Agricultural information data have a high frequency of update and the 
amount of data increases rapidly. 

The data formats of agricultural information are not uniform, which vary 

Most of NAI is raw information, which is simply stacked into a website, 
and through which we can’t find the internal rules. The deep development is 
urgent to be implemented. For example, by browsing the items of supply and 
demand information on the website, it is difficult to get the situation of 
supply and demand, or to forecast the prices of agricultural products or the 
seasonal fluctuation of price. 

techniques is a complex project and not suitable for general users (T. Radecki, 
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from website to webite. For prices, a website may use “U.S. dollars / ton”, 
while another may use “Yuan/kg”. 

methods (O. Etzioni, 1995; Y. Yang, 1999; Pui Y. Lee, 2002) are used in 



 2.2 Disadvantages of the features of NAI 

Since the agricultural information storage is dispersed, for a complete 
grasp of certain type of agricultural information, we have to visit as much 
websites as possible, so the workload is large and the efficiency is low. 
Meanwhile, it is a mechanical, monotonous work, for the agricultural 
information update frequently; and in order to grasp the latest information, 
we have to do the same job every day (or frequently): visiting web site as 
much as possible to obtain the latest information. However, it’s prone to 
errors when comparing the non-uniform format data, for example, to convert 

information, the use of information is at low-level and cannot meet the high-
level demand. For instance, policy maker want to know the price changes 
with seasons.  

In summary, the features of NAI have severely restricted the high efficient 
share and deep exploitation of NAI.  

3. A SCHEME FOR HIGH EFFICIENT SHARE 

To overcome the disadvantages of the featurs, a scheme is proposed here 
for realization of high efficient share and deep exploitation (HESDE) of NAI, 
which is mainly based on browser/server structure. The scheme is described 

The contents in dotted-line box are the main body of the scheme. 
According to its functions, the main body can be divided into three main 
modules: information extraction module, deep exploitation module and 
management-query interface module. In fact, it can also be understood as 
three functional module procedures running on a server. 

3.1 Information extraction module 

This module is mainly to solve the former three disadvantages of the 
features of NAI. Further, the model can be divided into three propcedures: 
data extraction procedure, format standardizing procedure and data store 
procedure, which respectively completes the automatic information 
extraction and collection, data format standardization and centralized data 
repository.  

In the light of user’s requirement, data extraction procedure extracts 
specific category information from website1, website2, and so on. At the 
same time, format standardizing procedure uniform the data formats to a 

AND DEEP EXPLOITATION OF NAI 

as Figure 1.  
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the “dollar/ton” and “Yuan/kg ”  to same unit. As NAI is mostly raw 



 standard one. Then data store procedure saves the uniform datum to database 
and completes centralized data repository. This module provides basic datum 
for the next phase of deep exploitation module. 

 
Figure 1. Sketch map for the sheme of HESDE of NAI 

As for data extraction procedure, we can use Webbrowser control 
provided in VB6 (and above) for the browsing the websites, use its 
Navigate2 method for information location. Then, according to the specific 
properties of data set, such as the index (related with DOM) of the table and 
the DOM (Document Object Model) model, we can locate information 
resources in webpages and get access to the interest data by acquiring object 
attributes such as InnerText. After uniforming the datum extracted to same 
format (for example, all to Yuan/kg), data store procedure save them to 
database by the use of ADO/ODBC database manipulation technology. 

3.2 Deep exploitation module 
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The module mainly implements the deep exploitation and development of 
raw information of NAI to find out new knowledge, for example, inherent 
laws or implicit rules. The deep exploitatin module is an open subsystem  
to the scheme. In other words, users can add, modify and delete deep 
exploitation programs in the system to meet the needs; also, the deep 
exploitation programs can be added or deleted remotely. Once a deep ex-
ploitation program is uploaded by one user, it can be used by others in the 
users group. This realizes the sharing of the deep exploitation method and 
avoids repeat development of procedures with the same function. This 



 module can be viewed as a package of user transaction handling process and 
can be managed and called from management-query interface module and 
return results in html webpages. 

In fact, deep exploitation program can be developed by Java, PHP, Perl, 
Javascript, and VC and so on. Also it can be released in many forms, such as 
scripting language program, .COM, .EXE and .DLL form.  

3.3 Management-query interface module 

This module mainly provides the interface of background management 
and foreground call. Through this module users can manage information 
source websites, set the freqency of data extraction procedure, upload and 
manage the deep exploitation program, and call certain uploaded deep 
exploitation program to execute data analysis. Still through this module, the 
analyzing results will be returned in text, graphics and photographs forms. 

Actually, the above three modules are on the server end of brower/server 
structure. There are many operation systems and information techniques can 
be choosed to build the interface of the module, the B/S system and 
backgroud database. For example, we can choose Unix or Windows as the 
operating system platform, choose Apache or IIS to build the B/S structure, 
use Oracle or SQL to the develop a database and use different programming 
languages (VC, Java, VBscript, Jscript, etc.) to develop and produce the 
deep development programs, system interface and background management 
procedures. 

According the analysis of functions of the above three main modules, we 
can make a conclusion that the scheme can overcome the disadvantages and 
is a solution of high efficient share and deep exploitation of NAI. Up to this 
point, we know the scheme is a framework of utility of NAI, which has the 
feasibility of implementation by using existing technologies.  

4. AN EXAMPLE APPLICATION OF THE SCHEME 

In order to further explain the scheme and demonstrate how to build a 
specific application, an example application of the scheme is given here. 

The application is built mainly by Windows 2000 Server, IIS5.0, MS SQL 
and VB. And it is designed to find out the fluctuations of the price of 
vegetables and the relationship between supply and demand by analysis of 
the wholesale prices of vegetables in six markets in Beijing.  

In the case, three websites are selected as information source website (see 
Figure 2), all of which have vegetable price information, but in different 
format. A simple database with the fields of “data source”, “ vegetable 
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procedure, format standardizing procedure and data store procedure are 
develped and released to DLL files respectively by using VB and its built-in 
WebBrowser control, by using the DOM to collect information data and by 

the uniform format datum into the simple database.  

Figure 2. Interface ofr user management and aquery of example application 

vegetable price volatility curve and give the mean price of different market 
in given period. The program takes a ten-day as a unit to calculate the mean 
price, and uses DbtoChart components to generate data chart, which be 
returned to the user in the form of web pages using ASP and VBscript script.  

Management-query interface module use Html, VBscript and ActiveX to 
develop. It is necessary to explain that each deep exploitation program is 
added to deep exploitation module, there will be a reaction that its name will 

the user to choose a program in the module list, the bottom of the list will 
show corresponding parameter options. In this example, this background 
management procedure is also produced by using VB 6.0, published by DLL 
files, which are convenient for it’s the uploading, remote registration and 
deletion. The function of uploading file is realized partly by using SA-
FileUP components of Artisans. A SA-FileUP component is an ActiveX 
DLL server component and easily integrated into the ASP website; In ASP 
pages, we use VBscript to call CreateObject to generate WScript.Shell, and 

varieties”, “market”, “price” and “Date” is build by MS SQL. Data extraction 

“yuan/kg” as uniform unit; “fanqie” and “tomato” are uniformed as “tomato”; 
publishing date are uniformed as “yyyy-mm-dd”. Data store procedure save 

In this example, we developed three programs (see Figure 2). The 
program named “Price flactuation of vegatable” can output the given type of 

be listed in textbox under “Exploitation module call” (see Figure 2); Once 
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using ADO/ ODBC to visit database. Format standardizing procedure uses 

 



 then call regsvr32.exe by WScript.Shell to finish the procedure of uploading 
and registration module. 

Through the interface, the interval time of extracting data from three 
website is set to 3 hours. Users can upload deep exploitation program in the 
section of Exploitation module management. Here, three programs have 
been uploaded, which are listed in the section of Exploitation module call. In 
this paper, flactuation of is called (corresponding 

Figure 3. The result of the program of “Price flactuation of vegatable” 

Figure 3 indicates that Beijing’s vegetable prices in late January and in 
early February (that is during the Spring Festival) rose rapidly and reached 

browsing original imformation in the three websites.  

5. CONCLUSION & DISCUSSION 

The features of NAI are analyzed and summed up as following: NAI has a 
scattered storage, have a high frequency of update and the amount of data 
increases rapidly; the data formats of NAI are not uniform, and most of NAI 
is raw information. 

The disadvantages of the features of NAI are pointed out; and they hinder 
the realization of high efficient share and deep exploitation of NAI.  

In order to overcome the disadvantages of the features of NAI, a scheme 
is put forward. By analyzing the functions of the scheme, it was theoretically 

parameters had been set and was shown in Figure 2), and the result return to 
the uers in the form of webpages (see Figure 3). 

vegetable” “Price 

its peak at Feb. 5th, then began to go down steadily. We must notice the 
information conveyed from Figure 3 cannot be easily to get by simply 
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 proved that the scheme can greatly promote the high-efficient share and deep 
exploitation of NAI. In addition, this program is applicable to XML format 
and a large number of web HTM format. 

An example application of the scheme is built up to demonstrate the 
concrete processes of a practical application of the scheme. Users can build 
more complex and practical applications by using it as a template. 

However, for the limited space, we do not discuss the system building and 
technical details. In addition, although the scheme is proposed on the basis 
of NAI, it is equally applicable to other types of network information, which 
indicates the good expandability and practicality of the scheme. 
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Abstract: The ion mechanism for membrane potential of higher plant was discussed in 

this paper. A modified Hodgkin and Huxley model was developed for 

description of the electrical signals in plant. Three individual components of 

ionic current were formulated in terms of Hodgkin and Huxley model. It 

include potassium current IK, calcium current ICa, and anion current ICl-. It 

model will provide a useful tool to simulate the electrical activity in cell of 

higher plants, which respond to environmental changes. 

Keywords: 

1. INTRODUCTION 

Since 1873 when Burdon-Sanderson discovered bioelectrical activity 
following stimulation in plant (Burdon-Sanderson, 1873), 

spontaneous changes in temperature, light or wounding can induce electrical 
signals at plant cells. With regard to action potential (AP), the plasma 
membrane is depolarized by temperature or electrical stimulation as 
observed in higher plants (Fromm and Spanswick, 1993; Fromm and Bauer, 
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most inves- 
tigations were carried out to prove the existence of electrical signals in 
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 1994); if the stimulus is up to a certain threshold to depolarize the 
membrane, an AP is generated. APs are rapidly propagated electrical 
messages that are well known. APs travel at constant velocity and maintain 
constant amplitude in animals. They usually present all-or-nothing feature 
after a stimulus reaches a certain threshold lead resulting in membrane 
depolarization, but increases in stimulus strength do not change its amplitude 
and shape. It is well known that the ionic mechanism of APs in animal axons 
depends on Na+ channel, K+ channel and Ca2+ channel; the quantitative 
model of APs was described by Hodgkin-Huxley equation (Hodgkin and 
Huxley, 1952). Variation Potential of plant is evoked by damaging 
stimulations (wounding by cutting or burning) and is characterized by 
decrease in magnitude and as it spreads away from the site of stimulus. The 
mechanism and pathways of AP or VP transmission in plants have been 
investigated by several researchers (Davies, 1987; Julien et al., 1991; 
Stankovic and Davies, 1996; Stankovic et al., 1998; Dziubinska et al., 2003; 
Dziubinska et al., 2001; Volkov et al., 2005). When electrical signals 
(fluctuations) are only locally generated and not transferred to the other parts 

LEP is a subthreshold response induced by natural variations in 
environmental factors, such as soil water, fertilizer, illumination, air 
temperature, and humidity 

be transferred, it significantly influences the physiological state of a plant 
(Ren et al., 1993). 

Unlike animals, there are significant differences of bioelectrical activity 
between the species or individuals in higher plant after the same stimuli, the 
sensitivity and threshold of the same species varied dynamically with 
different growth condition. The ion mechanism which channels involve 
excitation of plant cells was investigated in several higher plants. In 
summary, ion base of depolarization or repolarization was studied by using 
traditional electrophysiological methods (intracellular, extracellular 
recording and ion channel inhibitors) and modern electrophysiological 
methods (patch clamp technique). Some results support the view that Ca2+, 
Cl- and K+ ions channel and proton pump via cytoplasmic pH and/or Ca 
changes in cytosol involve the electrical activity of higher plants cells 
(Trebacz et al., 1997).  

In the late 1980s, several models of the electrical activity of single ion 
channel of plant cells were formulated (Schroeder, 1989; Van Duijn, 1993). 
Until now, few Studies on the quantitative description of electrical activity 
of whole cell in plant were reported, especially for simulating the electrical 
signals in plant induced by environmental variations. In the present study, 
we will establish an theory model to calculate the rest potential and change 
of membrane potential of plant cell evoked by environmental factors based 
on modifying Hodgkin and Huxley model (H-H model). H-H model was 
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of a plant, they are defined as Local Electrical Potential (LEP) (Lou, 1996). 

(Leng, 1998; Hu, 2003). Although the LEP cannot 
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 based on experimental data that were available at that time from voltage-
clamp studies, which those data were subject to limitations in available 
voltage-clamp techniques and their application to animal. With the 
development of patch clamp technique (single-cell and single-channel 
recording techniques) in the 1980s, the limitations of voltage-clamp 
measurements were overcome and the intracellular and extracellular ionic 
environments of plant cells could be controlled. The data from patch clamp 
recordings not only provide the basis for a quantitative description of 
channel kinetics but also can indicate membrane ionic currents of a cell. The 
aim of us is to use published experimental data to provide formulation of a 
modified H-H model to describe electrical signals in plant induced by 
stimuli. In this paper, the Ca2+, Cl- and K+ ions current were included in the 

+

not involve APs of plant cells) and change of H+ was also taken into 
 

2. 

In order to calculate the transmembrane potential, a model of steady state 

from the experiment, the measured membrane potential are often more 
negative than those obtained form the Goldman-Hodgkin-Kazt equation 
written as formula (1) to give the diffusion potential (Taiz and Zeiger, 1998). 
Cells in stem and roots of young seedlings generally have membrane 

researches indicates that the excess voltage is provided by the plasma H+ 
pump in steady state. Furthermore, the transmembrane potential should be 
given as (2). 
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V being diffusion potential , R, T and F having their usual meaning; Pk+ 

PCa2+ , PCl-  represent the membrane permeabilities for K+, Ca2+, Cl-, 
respectively.  
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TRANSMEMBRANE POTENTIAL – A MODEL

OF REST POTENTIAL 

account (Trebacz et al., 1997; Maathuis et al., 1997; Krole and Trebacz, 
2000). This paper focuses on the process for establishment of the equation.  

was shown in Fig. 1. According to published data of transmembrane potential 

the membrane potential has other component. The evidence of many 
are always only –80 mV to –50 mV. Thus, in addition to diffusion potential, 

∆
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equation (Na  ion current is a significant phase in H-H model of animal, but 

potentials of –130 mV to –110 mV, whereas the calculated diffusion potential 



 Hi and Ho being inside and outside H+ concentration. 

3. A MODIFIED H-H MODEL OF HIGHER PLANT 

CELL 

Based on previous studies, a scheme illustrating the ion mechanism for 
membrane potential was shown in A formula of transient 
depolarization induced by stimulation was given by (3). In the depolarization 
phases of Aps, K+, Ca2+, Cl- ion current take place, thus the H-H model 
should be modified by using Cl- ion current instead of Na+ ion current of 
animal. K+ efflux and the activity of H+ pump cause the repolarization of the 
membrane potential and complete return to the steady state. Here, we 
suggest that the change of H+ ion efflux is a constant during whole 
procedure. In this model, the temperature induced membrane potential 
changes in higher plant cells is related to Ca2+ channel according to the 
physiological experimental results (Plieth, 1999). The general approach is 
based on a numerical reconstruction of the ventricular action potential by 
using Hodgkin-Huxley-type formalism. The rate of change of membrane 
potential (V) is given by 

 
∑+= jI

dt

dV
CmIstim

                             
      (3) 

Ij is the sum of ionic currents: IK, a potassium current; ICa, a calcium 
current; ICl-, an anion current. The ionic currents are determined by ionic 
gates, whose gating variables are obtained as a solution to a coupled system 
of nonlinear ordinary differential equations. The ionic currents, in turn, 
change V, which subsequently affects the ionic gates and currents. These 
differential equations about the ionic gates are of the form as formula (4) 
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Fig. 1.  A model of steady state 

Fig. 2. 

∑

T y is its time given by H-H model. y represents any gating variable, 
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where Cm is the membrane capacitance, Istim is a stimulus current, and 

 

Almost 
closed 

Almost 
closed 



 constant, and y  is the steady-state value of y.  y  and y are voltage-
dependent rate constants given as (5) and fitted from the published 
experimental data, Ej is the reversal potential of ion. Ion current can be 
written as formula (6); Especially, the phase of temperature influence on 
Ca2+ current described by (7), [Ca2+]i represent  concentration of Ca2+ in 
cytosol, T is temperature. The free parameters are: K1, Km, const1 to const6. 
The integration algorithm used to solve the differential equations is based on 
the Runge-Kutta methods. 
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Fig. 2. A scheme illustrating the ion mechanism for membrane potential 
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 4. SUMMARY 

Huxley equation. Three predominant ionic current, potassium current, 
calcium current, and anion current involve in the equation to describe 
bioelectrical activity of higher plants. Our model allows us to study the 
influence of temperature parameter to reach threshold. Our results are in 
accordance with experiments. Most result and analysis of simulation by 
using the model will be reported in a forthcoming paper (Part-II).  
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Abstract: Data mining is a process by which the data can be analyzed so as to generate 

useful knowledge. It aims to use existing data to invent new facts and to 

uncover new relationships previously unknown even to experts. Bayesian 

network is a powerful tool for dealing with uncertainties, and has a widespread 

use in the area of data mining. In this paper, we focus on development of a 

data mining application for agriculture based on Bayesian networks. Let 

features (or objects) as variables or the nodes in Bayesian network, let directed 

edges present the relationships between features, and the relevancy intensity 

can be regarded as confidence between the variables. Accordingly, it can find 

the relationships in the agricultural data by learning a Bayesian network. After 

defining the domain variables and data preparation, we construct a model for 

agricultural application based on Bayesian network learning method. The 

experimental results indicate that the proposed method is feasible and 

efficient, and it is a promising approach for data mining in agricultural data. 

Keywords: data mining, Bayesian network, model, agriculture  

1. INTRODUCTION 

Data mining provides an information technology to develop and utilize the 
data; it is very helpful for making decision by extracting regulations, patterns 
and models from large databases. Data mining has proved to have 
surprisingly broad application. Many scholars pay attention to application of 
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systems have been used to help with an implementation of a land suitability 
evaluation model (Kalogirou, 2002). It shows that applying Dempster-Shafer 
Theory in image classification can yield thematic maps with accuracies that 
can support their operational use, and the potential for applying soft-
classification procedures based on the Dempster-Shafer Theory of Evidence 
was demonstrated (Lein, 2003). Fuzzy set and interpolation techniques are 
applied for land suitability evaluation for maize in Northern Ghana (Braimoh 
et al., 2004). A linear mixture model (LMM) approach is applied to classify 
land covers in the eastern Nile delta of Egypt. It indicates that the LMM is a 
promising approach for distinguishing the different land cover types and to 
classify the different vegetation types using Landsat ETM+ data (Ghar et al., 
2005). Furthermore, computational intelligence is used to agriculture. A 
novel model of land suitability evaluation is built based on computational 
intelligence (Liu et al., 2005). 

representation that was advanced at the end of the 20th Century. It is a 
probabilistic graphical model, which has been used for probabilistic 
reasoning in expert systems. Bayesian networks proved to have surprisingly 
broad applications, such as medical diagnoses, image interpretation, pattern 

agriculture is studied by some authors. An application of belief networks to 
assess the impact of climate change on potato production is used as an 
illustration, and used simulated data from a mathematical model which 
forecasts the impact of climate change on potato production (Gu et al., 
1994). The potential of Bayesian networks to assess the yield response of 
winter wheat to fungicide programmes has been shown, and a Bayesian 
network that fits the experimental data has been produced (Tari, 1996). An 
example of application of Bayesian networks for modeling landuse changes 

 In addition, Bayesian networks have 
been used in the sustainable planning of the Eastern Mancha aquifer. The 

can be obtained through Bayesian networks are the partial 
substitution of groundwater with surface water, the improvement of 
irrigation efficiency and the adequate control of water use 

In this paper, we focus on development of a data mining application for 
agriculture based on Bayesian networks. We believe that it will provide a 
potentially useful tool in the domain. In next section, we discuss Bayesian 
network for data mining. In section 3 we discuss an information-theoretical 
approach to learning Bayesian network. In section 4, we propose an example 
of application of Bayesian networks for agricultural land gradation. Finally, 
we draw conclusions and present the future works. 

Bayesian networks are the method for uncertainty reasoning and knowledge 

1997; Helman et al., 2004). Bayesian network as an application to 
recognition, in particular, knowledge discovery and data mining (Heckerman, 

is proposed (Benferhat et al., 2004).
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et al., 2006; Andujar et al., 2006). Expert systems and geographical information 

results 

(Martin, 2007). 

data mining for agriculture (Lee et al., 1998; Bajwa et al., 2004; Abdullah 



 
2. BAYESIAN NETWORKS FOR DATA MINING 

A Bayesian network is a directed acyclic graph representing the causal 
relationships between variables that associate conditional probability 
distributions to variables given their parent variables. It is represented at two 
levels, qualitative and quantitative. At the qualitative level, we have a 
directed acyclic graph in which nodes represent variables and directed arcs 
describe the conditional independence relations embedded in the model. At 
the quantitative level, the dependence relations are expressed in terms of 
conditional probability distributions for each variable in the network. 

Suppose a data set D is given, which is defined by n variables V={ V1 2

n

set of directed links, P is a set of conditional probability distributions 
associated with every node. Using Bayes chain rule, and let Pai is the set of 
parents of the variable Vi, so we can get the joint probability distribution: 

∏
=

=
n

i

ii PaVPP
1

)|()(V  (1) 

random variables of interest. Information we can obtain comes in the form of 
evidence about a subset of variables. The basic task of inference is to update 
the joint probability distribution of the variable set conditioned on the given 
set of evidence. Bayesian networks as data mining have several aspects: 

of the domain problems and results. As for a given problem, we assume that 
it is fully described by a finite set of random variables. Each variable is fully 
defined in a finite frame, i.e. set of all possible states. The set of relations 
among variables is called the structure of the Bayesian network, which 
represents the qualitative knowledge about the problem domain. If all the 
variables are identified, and each variable is defined with a frame, we say 
that we have a Bayesian network structure which is a representation of the 
causality of the variables. Here the structure S refers to a set of directed 
edges.  

{ }   ,| VVVV∈→= VUVUS           (2) 

that, we can discover the causality between variables by finding the directed 
links which we called learning Bayesian network structure. 

Bayesian probability theory. This rigor will not decrease along with 
inference passages of any length. Inference always remains rigorous 
irrespective of the size of the network and how far the information variables 
are from the target variables in the network. There is no need to distinguish 
between forward reasoning and backward reasoning. Bayesian network are 

, V

Where for each directed link U → V, U is a parent of V. On the ground 

(1) Causality discovery. Bayesian networks give a graphical representation 

(2) Uncertainty reasoning. Inference in data mining is rigorous based on 
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,

…, V },  each variable respond to a node, let G represents a DAG, L is a 

A Bayesian network represents a joint probability distribution of a set of 



 capable of learning, the structure can be constructed by training the data sets. 
And the resulting model has a clear interpretation. The conditional 
probabilities associated with relations correspond to the quantitative aspects 
of the expert knowledge. Furthermore, information in the form of evidence 
may come into the network from any location (variables or nodes) in the 
network, and such incoming information will then be propagated throughout 
the rest of the network.  

adaptivity is concerned, learning becomes a decision problem. Bayesian 
networks can incorporate expert knowledge and historical data for decision-
making. In addition, data mining based on Bayesian network can be 
controlled by artificial conditioning. For example, in predictive mining, the 
data model usually consists of a large sample set of cases, with each case 
containing a certain number of features. Formulating a predictive problem 

these criteria. 

3. LEARNING BAYESIAN NETWORK STRUCTURE 

FROM DATA  

The main obstacle for using Bayesian networks is to construction the 
domain model. Creation of Bayesian models is a complex task involving 
participation of a knowledge engineer and domain experts. A Bayesian 
method was developed for the induction of Bayesian networks from data 
(Cooper et al., 1992). An information-theory based approach to learning 
Bayesian networks from data was provided (Cheng et al., 2002). And many 
authors have studied on learning Bayesian networks and proposed some 
relative algorithms (Huang et al., 2005; Tsamardinos et al., 2006). Learning 
a Bayesian network from data involves two tasks: Estimating the 
probabilities for the conditional probability tables (learning parameters) and 
deriving the structure of the network. Although ideally the structure and 
parameters should be learned simultaneously, finding the optimal structure 
of the network is the most difficult part of the whole problem. It comprises a 
heuristic search through the space of possible structures. Candidate 
structures are evaluated by calculating how well the network fits the data. 

Fundamental to various approaches to learning Bayesian networks are 
statistical learning theory, Bayesian learning theory, and computational 
learning theory. In this section, we introduce an information-theoretical 
approach: Minimum Description Length (MDL) criterion. Learning 
Bayesian network structure from a data set can be regarded as a problem of 

(3) Adaptive learning. Adaptivity is closely related to learning. When 

trains the system to “learn” which patterns match predefined criteria within 
existing cases and which don’t, and to accept or reject new cases based on 
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explaining the given set of data using a learned Bayesian network as a model. 

Given a data set D out of the data space D, the MDL principle selects the 

best model Mbest out of the model space M with 

 ( ,M)arg minbest

M

M L

∈

= D

M

 

           (3) 

The model space M is a Cartesian product of the structure space SSSS and the 

parameter space SΘ  given structure S 

                      ( , ) ,    S SM S= Θ = ×Θ ∈S SS SS SS S S   (4) 

network- can be defined as       
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D D

D

D

 

(5) 

 

For structure learning purpose, we may only need to evaluate 

( , ) ( | ) ( )L S L S L S= +D D           (6) 

According to the MDL criterion, a data set can be represented by the 
Bayesian network structure, whose description length as 

( )
( , ) ( , ) log

2

N N k
L x H x N= +

g
g g  (7) 

 

Where ( , )NH xg  is the empirical entropy for a network structure g 

( , ) ( , , )N N

j J

H x H j x
∈

=∑g g         (8) 

( )k g  is the number of independent conditional probabilities embedded in 

the network structure g 

( ) ( , )
j J

k k j
∈

=∑g g           (9) 

In this sense, learning Bayesian network from data is the problem same as 
optimal problem. The best model of all alternative models will be the one 
with the shortest total description length. This information-theoretical 
approach can avoid explicitly defining the structure prior and easy to be 
comprehended. Nevertheless, it is difficult for tackling the incomplete or soft 
data problem and the computation would be too complex if the network has 
many nodes.  

 T  he joint description length of a given data set and a model – a Bayesian 
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 4. DATA MINING BASED ON BAYESIAN 

NETWORKS FOR AGRICULTURE 

In this section, we propose an example of application of Bayesian 
networks for agricultural land gradation. The data set contains 2 000 cases, 

domain problem has 6 variables; each of them has several attributes. And 
one variable responds to one node in the model respectively. The variables 
and their implications describe as follows. 1) Soil texture: the relative 
proportions of sand, silt, and clay particles in a mass of soil. 2) Organic 
matter: consists of plant and animal material that is in the process of 

draining off the water when the field doesn’t need the water. The means of 
draining collectively, as a system of conduits, trenches, etc. 5) Soil pH: 
indicates the acidity of the soil, it can be determined by having a soil 
analysis carried out, and has a range approximately from 0 to 14; 6) Land 
grades: the quality of the agricultural land measured by the natural and 
economic characteristics.  

Land 
Code 

Soil 
texture 

Organic Gradient Drainage Soil pH Land 
grades 

2.06 3 2 6.45 III 

1.38 3 2 6.55 IV 

2.06 2 2 6.42 III 

1.38 2 3 6.42 IV 

1.38 2 2 6.42 IV 

1.95 2 3 6.42 I 

1.38 3 3 6.50 II 

1.30 3 3 6.85 II 

After defining the domain variables and data preparation, we can get a 
Bayesian network model for agricultural land gradation by using the 
approach described in previously section. Based on the model, and learning 
the parameters of each node with the dataset by using Bayes criterion, the 
complete network including conditional probability distributions was got.  

part of the data and the variables with theirs status showed in Table 1. The 

Table 1. Part of data and the variables with theirs status 

of inclination for land topography changes. 4) Drainage: The capability of 
decomposing. 3) Gradient: A measure of slope (soil-surface), i.e. the rate 
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The experimental study is done on 200 cases to test its validity. The 
gradation accuracy is 87.5%. Then we compare results given by Bayesian 
networks with the ones of naive bayes which are simple Bayesian networks, 
and decision tree method, the results by Bayesian networks is the best one 
(Table 2). The experimental results validate the practical viability of the 
proposed approach for data mining in agricultural data. 

0616 sand 

0896 

1025 

1380 

1620 

1698 

1806 

1912 

silt 

sand 

sand 

silt 

clay 

clay 

clay 

matter 



 
 Table 2. The accuracy of result by using different methods 

Methods Test data set Correct  Accuracy 

Naïve bayes 200 156 78.0% 

Decision tree 200 166 83.0% 

Bayesian network 200 175 87.5% 

5. CONCLUSIONS AND FUTURE WORKS 
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In this paper, we use Bayesian networks as a data mining method for 
agriculture. Firstly, we presented an overview of Bayesian network for data 
mining. Secondly, we discussed an information-theoretical approach to 
learning Bayesian network structure. Then we propose an example of 
application of Bayesian networks for agricultural land gradation. Further-
more, we compare results given by Bayesian networks with Naive bayes and 
decision tree. From the practice of applying Bayesian network, it can deal 
with all kinds of data timely, and has other functions such as agricultural 
land evaluation and agricultural machine diagnosis. Bayesian networks as 
data mining for agriculture have several characteristics. Its representation 
and reasoning can be carried out simultaneously, and combined with prior 
knowledge and observed data. Moreover, it can overcome the noise of data 
set, and provide the scientific evidences in decision making for exploiting 
agriculture resource. It is undoubted that Bayesian networks will be a 
promising approach for data mining and get the surprisingly success in the 
application domains. At the same time, Bayesian network is not almighty. It 
can not obtain satisfying results from small data or sparse data. Therefore, 
the future work should be focused on how to deal with sparse data and 
missing values. Furthermore, we will apply Bayesian network to other agri-
cultural domains with Geological information system and remote sensing.  
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Abstract: The droplet size can influence the application of a spray system. We apply 

grey theory in establishing a model of forecasting droplet size. The example 

used in this study shows that this method is precise in forecasting the droplet 

size, and is helpful to choose the other parameters of a spray system within a 

certain droplet size. 
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1. INTRODUCTION 

The effect of spray is determined by the droplet size which is an 
important index of the function of a sprayer performance. Rapidly and 
accurately measuring the size and distribution of droplets is required in the 

study, production, and application of a sprayer. As people deeply realize the 
influence of droplet size to sprayer performances, the study in droplet size is 
attached more and more importance. In a spray system, droplet size is 

affected by the air pressure of the system, the flow, the consistence of the 
liquid, the angle of spraying, and types of nozzle. Each biological target 
demands a specific droplet size. The more droplets can be captured on the 

be. Therefore, accurately measuring droplet size and controlling the 
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distribution of droplet size are very important for the understanding and 
studying the procedure of spraying. 

2. GREY THEORY 

2.1 Definition and classification of grey forecast 

2.2 The building of grey number arrange forecast model 

The analysis of droplet size of a spray system is usually based on a great 
deal of data collected from a large quantity of samples, which is time-
consuming, laborious and is not accurate. Applying grey theory in fore-
casting droplet size greatly simplifies the routine method and can effectively 
increase the validity of the results. This method makes best of the internal 
relevancy of similar samples and gets corresponding analysis data by less 
samples. At the same time, the other parameters of a spray system corres-
ponding to certain droplet sizes can be forecasted by establishing a grey 
model. 

Grey theory is brought forward and developed by Dr. Julong Deng in the 
eighties in the twentieth century (Deng, 1997). Its research targets are those 
objects with incomplete information, uncertain concepts, and mechanisms 
with uncertain relationship. Its tasks are: (1) Invent a new method of esta-
blishing a grey model to overcome the weakness of probability and to find 
the rule among the confused, limited and discrete data; (2) Use the method to 
carry out respective analysis, forecast, decision and programming. Grey 
forecast can be processed with small quantity of data in a short time. 

In grey theory, white refers to the information that is complete awareness, 
black refers to the information that is scanty and grey refers to the infor-
mation that is incomplete. The system with incomplete information is a grey 
system. Grey forecast can find out and master the developing rule of a 
system, and make out measurable forecast of the target system conditions by 

we build differential equation based on original data so that random dis-
turbance among original data weaken and the contained complete informa-
tion is strengthened by accumulated generation. The general form of a grey 
model is GM (n, h), in which n is progression of grey differential equation 
and h is the number of the variable. 

Grey forecasts can be classified into different types of forecasts according 
to the respective function. For example: sequence forecast, abnormal fore-
cast, topological forecast and system forecast and so on. This work mainly 
focuses on grey sequence forecast. 

time data, is set up in the following steps: 
Grey sequence forecast model GM (1, 1), the model used for forecasting 

processing original data and establishing a grey mathematics model. Usually 
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1 Supposes: there is an initial data as following, 
))(,),2(),1(( )0()0()0()0( nxxxX =  (1) 

2 )0(X  is processed by 1-AGO (accumulating generation operator), we can 
get  

))(,),2(),1(( )1()1()1()1( nxxxX =  (2) 
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Then we calls formula (3) is a one-step and single-variable grey dif-
ferential equation model GM (1, 1)  

4 ba, are elements of parameters vector a , that is 
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5 Make out grey parameter a  using least square, then 
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(5) 

6 The value of differential equation in whitenization format is 

a
be

a
bxkX ak +−=+ −))1(()1( )0()1( (6) 

 nk ,,2,1=                           
7 Calculate the simulation value of )1(X  by the following formula 

)(,),2(),1(( )1()1()1()1( nxxxX = (7) 

8 Get out the simulation value of )0(X  by IAGO (Inverse accumulating 
generation operator) 
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2.3 The test of grey sequence forecast model 

3. FORECAST OF DROPLET SIZE BASED

))(,),2(),1(( )0()0()0()0( nxxxX =
(8) )1()(( )1()1()0( −−= kxkxx    

Parameter a is developing coefficient which reflects development trend of 
)0(X and )1(X ; Parameter b is grey action factor which come from back-

ground data and reflects variety relation of data. 

The test system forecasts the quality of a grey sequence forecast model. 
Whether a model can fully satisfy the requirements of practice is not 
determined until it is been carefully tested. Usually we test a grey forecast 

test and degree of grey incidence (ξ) test. All of these methods evaluate the 
precision of a model by reviewing residual error, a model with high precision 
demands small average relative error and simulation error, and large 
relevancy (ξ). The model is considered to be reliable when ξ>0.60, the 
quotient of square ratio C is minor, and probability of minor error P is large. 
For the Given values of α , ξ, C and P, we can classify forecast precision by 
good, general, eligibility and bad (shown as Table 1). 

1% 0.35 0.95 0.90 
5% 0.5 0.80 0.80 

10% 0.65 0.70 0.70 
20% 0.80 0.60 0.60 

ON GREY THEORY 

Due to the complexity of forming droplet and variety of spray specifi-
cation, distribution of droplet size shows a great difference. The distribution 
of droplet of hydraulic sprayer is determined by detailed analysis. The 
methods of measuring droplet size include mechanical method, electric method 
and optical method, among which optical method with a laser droplet 
analyzer is most accurate. In the process of measuring droplet size, the 
collection of data is carried out by the laser droplet analyzer of model 
Winner313. Table 2 is the data collected by the laser droplet analyzer of 
model Winner313. 

Good 
General 
Eligibility 
Bad 
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model by methods of residual error (α ) test, probability of minor error (p) 

Accuracy class Residual error 
(α ) 

Probability 
of error (P) 

Degree of grey 
incidence (ξ) 

 Table 1. Class table of testing model precision  

square ratio (C)  
Quotient of 



189 183 176 171 168 162 

Table 2 data processing: )0(X carries out one step AGO, then we get the data 
matrixes B and nY .  
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Here, [ ] n
TTT YBBBbaa 1][ −== = (0.02913, 190.3226) T, 

According to formula (6), we can get 

0.02913
190.3226)

0.02913
190.3226189()1( 0.02913)1( +−=+ − kekX

 

=-6344.6099
ke 0.02913−

+ 6533.6099 

Therefore, we can get the simulation value of )0(X  by IAGO 

))6(,),2(),1(( )0()0()0()0( xxxX =  
= (189,182.15, 176.92, 171.84, 166.91, 162.12)   

Meanwhile, we can obtain droplet size under other water pressure value. 
According to formula (6), when k is other value, such as k=7, we can also 
get 

)7()0(x =157.46  

In the practical measure, when water pressure value is 0.22MPa, droplet 
size value is 156µm. 

In order to evaluate the precision of the model forecast, the model value 
and the actual value error may be examined by using the residual error. The 
residual error and the relative error may be expressed as: 

Residual error nkXXk kk ,,2,1,)( )0()0( =−=ε  

Relative error nkXkk k ,,2,1%,100/)( )0( =×=∆ ε , 

Table 3 shows the application of the forecast model in forecasting the 
droplet size of a hydraulic spray system. The forecast data and error have 
been listed. What needs to be explained is that GM (1, 1) forecast model is 
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0.10 0.12 0.14 0.16 0.18 0.20 Water pressure (MPa)

 

Droplet size (µm) 

Table 2. Droplet size data by laser droplet analyzer of model Winner313  



4. CONCLUSION  

k  )()0( kX  )()0( kX  
)(kε  k∆  

1 189 189 0 0 
2 183 182.15  0.85 0.46% 
3 176 176.92 -0.92 -0.52% 
4 171 171.84 -0.84 -0.49% 
5 168 166.91  1.09 0.65% 
6 162 162.12 -0.12 -0.74% 
7 156 157.46 -1.46 0.94% 

 usually only used to forecast the monotone increasing function and monotone 
decreasing function. In the hydraulic spray system, the droplet size 
distribution (volume distribution) follows the normal distribution (Ma et al. 
1999) that is droplet size peak value exists in a spray process. Therefore, in 

partition forecast and the generalized analysis so that it can satisfy the 
droplet size forecast demands. 

A droplet size forecast model has been established based gray system 
theory in this paper. The results show that: (1) The predicted values almost 
matched with the measured values under the water pressure from 0.10MPa to 
0.22MPa and their relative errors range were between 0.49%–0.94%. (2) The 
method of grey forecast is simple, is high precise in forecast, and is easy to 
be simulated by a computer. Meanwhile, it can be used for different nozzle 
types of droplet size gray forecast model systems. Besides the droplet size, it 
is also helpful for determining other parameters of a spray system. 
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Table 3. Droplet size forecasted data and error 

the process and the monotone interval. And the forecast can be done by the 
the droplet size forecast, the model may be established according to 
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Abstract: With the concept of precision agricultural was proposed, the research of 

agricultural automatic vehicle was paid more attention to in the world. The 

fundamental element of machine vision based agricultural automatic 

navigation system was presented in this paper. It includes path finding, 

location & path tracing and motion controlling. The image processing, 

automatic control and sensor fusion techniques are the key for autonomous 

vehicle systems. 

Keywords: Agricultural vehicle, Machine vision, Guidance, Automatic control  

1. INTRODUCTION 

With the research and practice of precision agriculture nowadays, new 
mode of agricultural production and the application of new technology 
promote the development of agricultural vehicle. In the 1990s, automation, 
information and intelligence which have been promoted rapidly by the 
computer and information collecting technology play the key role in vehicle 
automation of modern agriculture. With the rapid advancement in 
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 electronics, computers and computing technologies, the intelligent 
agricultural vehicle with autonomous navigation system has been used for 
many field operations such as planting, fertilizing, tillage, and harvesting. 

According to the navigation methods of agricultural vehicle guidance 
systems, various navigation technologies include: (1) mechanical navigation 
(2) GPS (Global Positioning System) navigation (3) machine vision 
navigation (Han et al., 1990). 

GPS-based guidance system is a kind of absolute navigation way which is 
based on some known position points from GPS receiver; in contrast, 
machine vision guidance is a relative position and heading method based on 
tracking forward directrix. Compared with GPS-based guidance, machine 
vision based guidance has great potential for implementation of agricultural 
vehicle navigation system. Real-time characteristic for detecting obstacle 
and high cost performance are the superiority of machine vision guidance. 
As a result, machine vision guidance has been an interest for agriculture 
researchers. 

2. KEY TECHNIQUES OF MACHINE VISION 

BASED AGRICULTURAL VEHICLE GUIDANCE 

SYSTEM 

The intelligent navigation system based on machine vision has three key 
elements: path finding, location & path tracing and motion controlling, as 

of the vehicle. Image information collected by image sensor from crop row 
structure is used for detecting navigation features and finding out the 
effective navigation course (directrix). Agricultural vehicle is mainly be used 
in nature environment, therefore image information process technology must 
have the features of real-timing, robustness and adaptability for nature light. 
Secondly, according to the result of path finding and position & heading 
information from other sensors, location & path tracing is to locate the 
relative position and heading of agricultural vehicle in crop rows. Path 
planning is then providing an offset that is used with a steering gain to 
directly control the wheel position. Finally, motion controller is to adjust 
oriented angle of front wheel according to the navigation planning 

. Then agricultural vehicle can be guided in crop rows 
autonomously by a machine vision-based navigation system.  

In a vision-based vehicle guidance system, finding guidance information 
(path finding) from crop row structure is the key in achieving accurate 
control of the vehicle operation. A number of image information processing 
techniques have been used in path finding. In nature environment, the fact 

shown in Fig. 1. Firstly, path finding is the key in achieving accurate control 

information
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that farmland sense is complicated and non-structural make image 
processing more difficult. So control parameters which are offered by the 
machine vision navigation system cannot keep up with the vehicle’s status 
shift. The final result is that validity of navigation control will be affected.  

3. VISION-BASED IMAGE PROCESSING 

TECHNOLOGY 

The main target of image processing in the machine vision navigation is to 
perceive guidance course and to detect obstacle, further, to locate relatively. 
Path finding and surroundings Perceiving of the vision-based guidance 

The key of navigation system research based on machine vision is to 
isolate target from background, yet traditional edge-detection method is 
unsatisfactory in crop images processing. One of the problems encountered 
in outdoor image acquisition is the unevenness of the lighting conditions, in 
time and space. The variations of the sun elevation and the nebulosity 
contribute to change the global illumination of the scene observed by the 
camera. Another problem is that in farmland images the most outline feature 
of aqueduct, ridge of field and crop is lost. The edge of objects cannot be 
detected by using traditional processing method. For this reason, a new edge-
detection method based on color features has been developed by researchers. 

Fig. 1. Key elements of intelligent navigation system 

system can be defined as four processing, as shown in Fig. 2. 
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Fig. 2. Four steps of image processing in vision-based guidance 



 3.1 Color features based segmentation 

Crop images from a standard RGB sensor include the most direct 
information of color features. There are the obvious difference between 
plants and soil that plant show green and soil is brown in image. So color 
feature of green plant can be used in segmentation between objects and 
background. This processing step is also called image pretreatment, as 

obvious. Woebbeck and Meyer (1995) researched on using color feature to 
identify weed in different soil, crop and sunlight conditions, and finally they 
led that 2G-R-B is the most effective way (parameter) for distinguishing 
weed on soil background in crop image processing. Therefore, 2G-R-B can 
be regarded as the color model for distinguishing plants on soil background 
in colorful crop image segmentation. 

The first step is to manipulate the image in such a way that the living plant 
tissue is emphasized on Green color feature in comparison with all other 
objects in the image. This is done by first dividing the color image into its 
red, green and blue channels. Subsequently, an indicator value for living 
plant tissue is computed as: Indicator = 2×Green – Red – Blue. 

To visualize the indicator values as a grey-scale image, they may be 
mapped to the range of 0-255 by simple linear mapping. This image is well 
suited for subsequent convert gray-scale image to binary image. 

The second step is to convert gray scale image into a binary image. It is 
also called image thresholding. Selecting appropriate threshold is very 
important for separating crop pixels from the background. However, it is 
very difficult that conforming threshold for binary image in real-time 
navigation. The typical solution is to predefine segmentation threshold in 
initialization.  

The final step is to find the boundary between objects and background. 
There is much noise in crop images, and it may affect the accuracy of edge 

 

shown in Fig. 3. Jiang zhengrong (1999) investigated weed identification by 

Bin Liu et al.662 

(G-B) /|R-G| parameter and 2G-R-B parameter between plants and soil is
simulating farmland conditions, and the result showed that difference of

Fig. 3. Image segmentation 



 
detection algorithm. The median filter is well suited to remove spikes and 
thin lines from the pre-treated image. So the median filter can be applied on 
the final step. Moreover, there are some holes in bi-level images. Filling 
holes is an effective method to remove the holes.  

Objective region is separated from the background after pre-treated image. 

3.2 Edge detection 

Followed by pretreatment, Morphological algorithm can be introduced to 
detect the edge of objective region. Edge detection based on morphology can 
be regard as: 

(A) = A-(AΘB) 

Where  

(A) is the edge of an objective region A. 

B is the suitable structural element. The structure 3×3 element can be used. 

3.3 Guidance directrix extraction 

After the edge of objective region detected, guidance directrix can be 
gained through image processing. Usually, Hough transform is adapted. The 
Hough transform is widely used for localization of linear objects in images 
(Sonka et al., 1993). 

Hough transform is a kind of linear description way in which point (x, y) 
in Descartes coordination system is converted into a sine curve 
(ρ=xcosθ+ysinθ) in polar coordinate system. Subsequently, a number of 
points in Descartes coordination system will be converted into the 
corresponding curves. The intersection of these curves in a certain range can 
be used to find out the best fitting line. According to the transform equation, 
every point in image can be represented by the parameters (ρ,θ) of polar 
coordination system, and the maximum value of the intersections in polar 
coordination system indicates that a line has been found.  

4. LOCATION AND TRAJECTORY TRACKING 

Location and Trajectory tracking are important for agricultural vehicle 
control. Most guidance operations require that the vehicle follow some 
nominal trajectory or directrix. Local information can be the source of 
directrix and sensed directly. These include crop rows, swath edges, 
tilled/untilled boundaries. In parallel swathing, the directrixis parallel lanes 
to some prior path. The directrix might also be defined by a desired course 
from a map or script. Many research efforts in guidance have dealt with 

β

β
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 guidance in straight lanes and thus the role of the navigation planner is much 
simplified. For curved row guidance, the navigation planner must consider 
the sensor information and vehicle motion to navigate in the desired course. 
The navigation planner also plays an important role in autonomous 
operation, providing different machine ‘behaviors’ based on field conditions 
(Reid et al., 2000). 

A finite state approach was developed by CMU in their autonomous 
windrower (Hoffman, 1996). Primary states of the machine triggered 
different behaviors or operations. Some basic states defined which side of 
the harvester was uncut crop, identified the proximity of a turn, and the 
implemented of turning functions. In each state of operation the machine 
performed one or more behaviors. For example, harvesting a rectangular 
field of alfalfa in a simple serpentine pattern required combinations of the 

�  Cut on right 
�  Near right turn 
�  Turn right 
�  Cut on left 

5. AGRICULTURAL VEHICLE CONTROL 

TECHNOLOGY 

The research on agricultural vehicle control technique is focus on 
designing the steering controller systems which is the main purpose. The 
steering controller is the actuator that converts a control signal from a 
feedback controller to an appropriate mechanical adjustment in steering 
angle. Agricultural equipment often operates on unprepared, changing and 
unpredictable terrain. In the case of automatic or autonomous operation, 
steering controllers should be able to provide appropriate steering actions in 
response to the variations in equipment operation states, traveling speed, tire 

stiffness, ground conditions, and many other parameters 
influencing steering dynamics. 

Since most modern agricultural vehicles employ some form of hydraulic 
steering system, various factors such as electrohydraulic (E/H) steering unit, 
dynamic feature of vehicle, road conditions, and vehicle speed and so on 

et al., 2000).  
A classical model based steering controller was developed by Stombaugh 

controller must compensate for the dynamics of both the vehicle and the 
steering system when these two systems were in the same frequency range.  

should be taken in account adequately in designing steering controller (Reid 

et al. (1998) for high speed agricultural tractor. They found that the steering 
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following states with associated behaviors (Reid J.F. et al., 2000): 

cornering 



 
Benson et al. (1998) designed a PID steering controller in frequency 

domain for an agricultural tractor guided by a GDS. Its closed loop transfer 
function was obtained experimentally. Test results showed that steering 
controller played an important rule in achieving satisfactory automated 
guidance of an agricultural tractor.  

Wu et al. (1998) developed a methodology for designing E/H steering PID 
controllers for agricultural vehicles. In their approach, a linearized dynamic 
model of the steering system was used to design the controller.  

In the research on controlling system, many problems need to be solved. 
Those problems include how to modify electrohydraulic controller, how to 
keep up the stability of electrohydraulic control system, how to deal with 
sideslip of vehicle’s turning in high speed, how to realize real-time control, 
how to solve deadband and nonlinear question of operation system, how to 
control automatically agriculture vehicle in upland. 

6. 

In study of automatic navigation system of agriculture based on machine-
vision, there still have several questions to be solved as followed.  

Firstly, the real-time characteristic of image processing method should be 
fulfilled. When sense image collected in nature environment become more 
and more complicate, the time for processing image will increase greatly. If 
the speed of image process is even low and nonstructural environment is 
unknown or changeable, not only the traditional detecting-modeling-
planning way but also detecting-action control way will not realize effective 
control.  

Secondly, multi-sensors-based information fusing technique will play an 
important role in intelligent guidance system. Although machine vision 
navigation has high flexibility, its navigating accuracy is affected by 
environment and surroundings features. Through fusing variety of 
information from GPS and other sensors, accuracy and dependability of 
navigation will be advanced. Furthermore, multi-sensors-based information 
fusing technique can solve special problems such as without effective 
surroundings feature for turning around in the end of farmland.  

Finally, effective control algorithm is crucial. In the complicate 
environment, there has nonlinear and random disturbance in moving vehicle. 
Because intelligent controlling method doesn’t rely on mathematical models, 
it has good controlling effect and robustness. In the environment which can 
be known or predicted, investigators can establish effective fuzzy ruler by 
experiment, simulation and expert experience. Yet persons have no way to 
predict all the conditions in complicated environment, controlling system of 
guidance system should have the capability of self-learning and self-adapting. 

CONCLUSIONS 
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Abstract: A bioeconomic computer model was constructed to simulate biological and 

economic inputs and outputs for life cycle swine production. Parameters and 

relationships used in model were developed and verified by comparison with 

experimental results in the literature. The bioeconomic model was constructed 

by several modules such as growth and development, pregnancy, lactation, and 

replacement gilt etc. The result is: (1) the bioeconomic computer model was 

efficient way to describe pig production system and research factors’ effect 

and their interactions. (2) Traits in the model were: oestrus traits; mature 

weight and feed requirements of sows; longevity of sows; litter size; growth 

Quantitative Genetics, Economics, Computer Simulation, Swine, System 

Analysis 

1. INTRODUCTION 

A deterministic computer model is a theory and research methodology 
in many sense, which  integrated multi-

discipline, such as nutrition, genetics, physiology, meats and economics to 
describe a production system of livestock. 
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(3) Sow longevity is 2.12 years and yearly culling rate is 47.20%. Yearly 

rate and daily feed intake of young pigs and fatteners; mortality rate of pigs. 

farrowing sow is 2.08 and total numbers of farrowings per gilt is 4.62. 

size weaned is 8.80. 

(4) Average litter size total born is 11.23, litter size born alive is 10.40, litter 

(Boston: Springer), pp. 667–675. 



 The methodology of simulation pig production by computer model was 
named quantitative biology of the pig (Kyriazakis, 1999). That is pig 
production biological processes can be described by model methodology.  

Model methods were applied in simulation livestock production system. 

computer simulation model. The swine simulation model were reported by 

The objective of present study is to construct a pig production model that 
are in agreement with Chinese farm by means of quantitative biology of pig. 
Dealing with the biological processes which underlie pig production, a 
computer simulation model was built to describe the production procedures  
of mating, pregnancy, farrowing, lactation and growth production.  

2. MODEL DESCRIPTION 

2.1 Condition and strategy  

According to current swine production process of Chinese farm, the 
methodology of swine quantitative biology is applied to build different stage 
in swine production system that is mating, pregnancy, farrowing, lactation, 
growth and development. The different biological procedures were described 

When a computer model, which was in agreement with current situation 
and production level of Chinese swine production, was built, some features 
should be taken into account: 

First, the model is on the basis of the production performance of the 

Second, the model can reflect production state of special genetic level 
exactly. 

Third, for the sake of the maximum genetic potential of swine and 
Chinese actual situation in swine industry sufficiently, the ad lib feeding 
system is implemented at the stage of growth, and controlled feeding system 
is executed at the stage of replacement gilts, sow. 

some composite factors including the production consequences of Chinese 
swine farm and the results of experiment research in the literature. 

De Vries (1989) estimated economic values of traits in pig breeding by 

other researchers (Emmans, 1995; Poma et al., 1991; Schinckel et al., 1996; 

by mathematical formula and computer program written in FORTRAN–90. 

world’s main breed (such as Large White and Landrace). 

Final, the value of the model’s biological parameters is determined by 
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For example, De Hatog et al. (1995) reviewed the pig growth models. 

Whittemore, 1995).   



 
2.2 Modules construction 

The different modules, which include mating, pregnancy, farrowing, 
lactation, growth and development, were constructed according to swine life 
cycle of production systems.  

2.2.1 Growth  

The growth is one of the most important stages of swine, directly relating 
with the level and the production benefit of pig production. 

body components, namely this module is respectively constructed according 
to the growth and development scale of the four body components (water, 
protein, lipid and ash). The equations (WU Keliang, 2004) are used to 
predict the four body compartment and live body weight. 

Liveweight (LWT),  
xdayeeLWT

0113.04134.4498.217
−−=                  (1) 

Body protein retention  (Pr), Pr = 0.304 EBWT0.8288                     (2) 
Body  lipid retention (Lipid), Lipid = 0.00647 EBWT1.8422           (3) 
Body water gain (Wa),  Wa = 1.984 EBWT0.6921                           (4) 
Body ash reserves (Ash), Ash = 0.0238 + 0.0651 EBWT                  (5) 

The live weight (LWT) of growing swine is represented by Equation 

body weight which is calculated from two approaches as follows:  

� The EBWT takes up 95% of the live weight, i.e. EBWT = 0.95LWT. 

described in the following equation: EBWT = Pr + Lipid + Wa + Ash. 

At the growth stage, growing pigs are fed ad libitum. And the requirement 
of growth is determined by deposition rate of body protein and lipid, which 
is calculated from the following equation:  

MEI  = MEm + bp•∆P+ bF•∆F                                                        (6) 

Where MEI is daily metabolizable energy intake (Mcal/d); MEm is daily 
maintenance requirement (Mcal/d); bp and bF is energy costs of protein and 
lipid deposition (Mcal/d), respectively. 

 (den Hartog and vander feed 
conversion rate from metabolizable energy to lipid and protein are 
respectively 0.84 and 0.54, namely the energy costs of protein and lipid 
deposition per kilogram are 10.56 Mcal and 12.84 Mcal, respectively. 

Consequently, the value of bp and bF determined by that research are 
respectively 10.56 Mcal ME/kg and 12.84 Mcal ME/kg. 

The growth module is based on the growth and development of swine’s 

Gompertz, xday represents swine’s growth age in days. EBWT is the empty 
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5.7 Mcal/kg  
The energy value of lipid and protein are respectively 9.5 Mcal/kg and 

Peet-Schwering, 1995). The 

� The EBWT is the algebraic sum of the four body components as 



 

83.0126.0 LBMMcalMEM •=                                                   (7) 

Where MEm = The maintenance requirement of metabolizable energy, 

2.2.2  Replacement gilt  

The performance measurement for the growing pigs is terminated until 
their weight reach 90 kilogram. And then, after culling, the eligible gilts 
enter into replacement gilts group. The replacement gilts are generally 
restrictedly fed, which feed supply is 2.3 kg/d, and the rate of body 
deposition of body protein and lipid is 1:1 and the conversion ratio from feed 
ME to body components are 0.54 and 0.84 respectively.  

components: age at puberty and estrus period. The initial value of mating 
day in the model is the second estrus. 

2.2.3 Gestation  

The growth and development of fetus is key important for swine 
production. But there are not so many research reports on the growth and 
development of fetus. The fetus weight gain are more slowly at early stage 

the late stage of pregnancy .   
Gestation simulation in the model is based on the following equation 

(Noblet, 1990). 

fw = exp(9.095-17.69 * exp(-0.0305*gday) + 0.0878 * tb )               (8) 

Where fw = the weight of fetus development; gday = pregnancy time 
(day); tb = litter size.  

In this model, the growth and development of fetus in primiparous or 
multiparous sow is the same. The weight of embryonic membrance and 

stages. It is studied that the weight of embryonic membrance and amnionic 
fluid is about 10 kg when the sow is delivering (Tess, 1983; Noblet, 1990). 

Feed intake and feeding management of pregnant sow is adopt control 
feeding, relating with Chinese farm. The detail feeding schemes are shown 

feed is 2.65 megacalorie or 11.09 megajoule (MJ/kg), and the contents of 
protein is 12.0%. 

LBM = lean body mass.  

The replacement gilts’ breeding age in days is determined by two 

of pregnancy (0–80 day) ,  but more quickly at late stage of pregnancy  

amnionic fluid increase constantly with fetus’s growth and development 

3.4 kg in the late phase of pregnancy (85–114 day), the energy (Mcal/kg) of 
as follows: 2.3 kg feed was available in early stage of pregnancy (0–84 day), 
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The maintenance requirement can be concluded from the following 
equation of maintenance requirement model presented by Tess (1983): 

(80–115 day). It is said that approximately 60% of weight gain of fetus is in 



 
Lactation  

As known, more nutrient substance is essential for the lactating sow. King 
(1994) applied isotope dilution method to study the milking production of 

simulation of milk yield in this model adopt equation of Whittemore and 
Morgan (1990 ) :  

my = a * exp(-0.025*lday) * exp(-exp(0.5-0.1*lday) )                      (9) 

Where my = milking yield; a = a variable parameter which is from 18 to 

the value of a is  24; lday = lactating time in days. 
The milk yield is affected by parity number, litter size and stage of 

lactation, especially parities between number one and two. The milking 
production of primiparous sow is 80% of production of parous sow. 

The nutritional requirement of lactating sow is divided into the lactating 
requirement and the maintenance requirement of sow. 

MKbMEME MKMI ∆∗+=                                                    
      (10) 

Where MEI = intake of metabolizable energy of sow; MEm = 
metabolizable energy for maintenance requirement; bMK = the ratio of feed 
conversion to milk; �MK = variation of milk yield. 

The confirmation of pig production parameters and performance is 
difficult, because of too many links and complicated factors. The 
performance of swine herd is related not only with genetic structure of swine, 
but also with other factors, for instance, nutrition environmental factors and 
management pattern and decision. 

The fertility traits and culling rates listed in table 1. The confirmation of 
production parameters in model is based on the followings: (1) the 
production performance form the JiangXi breeding swine farm, YunNan 
breeding swine farm and ShunXinLong Breeding Company in Beijing. (2) 
the surveyed data from other areas in China, for example, the price of semen 
or insemination. (3) the reported results in the literatures.  

 
1 2 3 4 5 6 7 8 9 10 

12 9 8 8 7 7 7 7 7 

14.7 16.1 17.5 18.9 20.3 22.4 24.5 26.6 30.1 

9.4 10.1 10.6 10.9 11.0 10.9 10.8 10.7 10.6 10.5 

30 and its value is determined by sow’s genetic background; In the model, 

Parity number 

IWO (d)

Marginal Culling rate (%) 

Litter size born alive 

* IWO is interval wean-oestrus (days) 

– 

– 

Table 1.  Fertility traits and culling rates of sows per cycle number 
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sows. The maximum  daily milk potential of sows was likely to overrun 10 kg 
and the nutrient substance passing udder via blood was almost 7 kg. The 

Levels of genetic trait and parameters of swine production 2.2.5 

2.2.4 



 3. RESULTS 

3.1 Results for growth performance  

The simulation performance of growth and development is listed in table 
2. As shown in table 2, average weight of newborn piglets is 1.25 kg, the 

weight of weaned piglet at  28 days is 7.40 kg. the body weight of feeder pig 
at 55 days is to reach 25 kg. It takes 143.6 days for pigs to reach 90 kg or 
154.9 days to reach 100 kg. The average daily growth (ADG) during the 

whole process reaching 90 kg and 100 kg is respectively 626.74 g and 
645.58 g. 

Ages in days LWT LBM Protein Lipid

0 1.25 1.2 0.1595 0.0145 

7.40 6.1058 1.0175  1.0945 

55 d 25.00  12.01 2.1725  2.6133 

143.6 d 90.00 60.86 12.1405 23.46 

154.9 d 100.00 66.28 13.3676  28.73 

3.2 

Simulated performance of the sow herd is listed in table 3. the farrowing 
per sow yearly is 2.08, the total number of born on average is 11.23, and 

litter size weaned is 8.82. The longevity of sow in breeding herd is 2.12 
years, the total number of farrowings for sows was 4.62,  the culling rate of 

with actual production situation in China .  

Trait Average value 

Average longevity of sow (year) 2.12 

Cullings Sow per year  (%) 47.20 

Total born  11.23 

Number born alive 10.40 

Litter size weaned 8.82 

Litter per sow per year 2.08 

Total no. of farrowings for gilts  4.62 

Mortality in suckling 15.23 

 
 

Table 2.  Results for production performance in growth stage  

(kg)(kg)(kg)(kg)

Table 3.  Simulated average performance of sows 

Sow’s reproduction performance 

sow per year is 47.20%.  The outputs of model about sows are in agreement 

(%)
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wean (28 d)



 
 

Cycle number 

1 2 3 4 5 6 7 8 9 10 

20.00 17.27 14.55 12.27 10.00 8.18 6.36 5.00 3.64 2.73 

The simulated distribution of life cycle number is in table 4.  The 
reproduction performance with sow parity is to reach a peak among parity 

breeding herd.    

3.3 The growth and development of fetus  

The effect of stage of pregnancy on weight of fetus is shown in figure 1. 

3.4 Milk yield  

The milk yield of lactating sow is shown in figure 2.  the peak of milk 
yield is approximately 12 kg at 17 days in lactation. Lactating sows seldom 
gain weight during lactation and generally lose weight. Sow body weight 
and chemical component changes during parity 1 and 5 listed in table 5. The 

but lose in some scale for sows.      

Parity 1  Parity 5 
Days in lactation  

lipid LBM LWT  lipid LBM LWT 

1 33.68 118.98 160.70  39.80 144.97 194.51 

10 34.13 120.94 163.24  39.69 144.49 193.88 

20 33.98 120.29 162.39  39.27 142.73 191.59 

28 33.86 119.79 161.75  38.94 141.36 189.79 

4. DISCUSSION  

The model used required a lot of information. The equations in model 
were not same according to researched works. However, the model can be 
evaluated in several ways to judge its suitability in fulfilling its designed 
purpose. First, the model was constructed in terms of biological process of 
performance at different stages in production system, so the detailed 
description of individual module of the model provides a verification of the 

3–5, so the reasonable distribution of the parity is the key importance for 

Table 4. Simulated distribution of farrowings 

(%)

pregnancy (0–84d), but almost 2/3 weight gain in late 30 d of pregnancy.  
as shown in figure 1, the weight gain of fetus is slowly in early stage of 

body weight and content of body lipid for primiparous sow last permanently, 
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Distribution

Table 5.  Sow bossdy weight and chemical component changes during parity 1 and 5 



 model. Second, model output or the output of subunits of the model can be 
validated directly, by comparing simulated results with experimental results 
not used to construct the model. 

The model of swine production is foundation works. The further research, 
for example, the design of optimum breeding programs, can be fulfilled.  
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Abstract: An integrated method that incorporates the advantages of per-parcel and per-

pixel approaches as well as spectral and spatial characteristics was proposed 

for crop classification of a typical agricultural area in south-east China using 

SPOT5 HRV data. The co-occurrence texture was employed to evaluate the 

heterogeneity of the image data. The average parcel textures determined each 

parcel defined by the crop boundaries to be classified whether on a per-parcel 

or per-pixel basis. The optimal threshold in the span of texture ranges was 

detected by trend analysis, which assigned the proportions of each approach in 

the integration, thus to produce the best integrated classification. It was 

suggested that this integrated approach can be effectively implemented to 

produce crop classification maps with higher accuracy from satellite images of 

medium and high spatial resolution in a complex agricultural environment, 

where both homogeneous and heterogeneous crop fields occur side by side. 

per-parcel, per-pixel, remote sensing, agricultural crop classification, SPOT5 

1. INTRODUCTION  

In recent years, advances in satellite imaging technology have boosted 
multiple spatial applications in which land cover information is an essential 
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 prerequisite (Lo and Choi, 2004). For the agricultural application, it requires 
a quantitative processing of digital images with high accuracy and reliability. 

One crucial technique of crop mapping from remotely sensed data is the 
automated image classification, which usually operates on a per-pixel basis 
to categorize pixels separately into one of the pre-determined classes 
according to their spectral characteristics. However, as for agricultural 
applications, groups of pixels that represent the same crop type may not 
necessarily have the same spectral information due to the variation in soil 
moisture conditions, nutrient limitations or pests and diseases (De Wit and 
Clevers, 2004). Also, boundaries that cross pixels are an additional problem, 
as the spectral information of the pixel is then a combination of the 
reflectance from two or more land cover types (Smith and Fuller, 2001). 
Thus, doubts cast on the reliability of per-pixel classification which often 
resulted in misclassification and then a speckled appearance. 

With the recent development of ‘integrated’ GIS, a per-parcel approach 
has been more and more introduced in mapping agricultural landscape. The 
basic idea behind this method is that agricultural field boundaries integrated 
with remotely sensed data divide the image into homogeneous units of image 
pixels, which enables pixels contained within a parcel to be processed in 
coherence. A parcel-based representation is most appropriate for mapping 
agricultural land cover by the use of crop field boundaries which can 
eliminate the classification errors due to the within-field spectral variability 
and mixed-pixels along the boundaries of fields (Dean and Smith, 2003). 
However, it is based on the assumption that only one crop type dominates 
one field, which is not always true in reality. Problems will therefore occur 
when mosaics of crop types distribute within one parcel structure and 
represent a heterogeneous landscape (Dean and Smith, 2003). 

The aim of this study is to develop an integrated classifier which can 
switch between per-parcel and per-pixel classification to meet the accuracy 
requirement for both homogeneous and heterogeneous landscapes. 

2. STUDY AREA AND DATA 

2.1 Study area 

The selected area is located at Xuzhou city, which is situated in Jiangsu 

is representative of the agricultural regions of the southeast level plain of 

Chang Yi et al.

Province in the southeast of China, measuring approximately 20km  (34°

20’46”N–34°22’57”N; 117°37’56”E–117°41’11”E) (Fig. 1). The study area 
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China. The main crops grown in the area include rice, corn, soybean and 



 

mulberry. The structure of landscape is characterized by both homogeneous 
large rectangle rice fields and fields that are quite heterogeneous due to the 
irregularly scattered multiple crop types such as corn, soybean and mulberry. 

2.2 Data 

Optical satellite imagery obtained by SPOT5 HRV has been used. The 
optimal acquisition periods of optical satellite imagery are determined by the 

images used for classification were acquired on 17 August, 2006. All images 
400 multi-spectral) and 

1600 panchromatic) was extracted from the full scene for the study. 

A multi-spectral image of 10-m resolution bands and the 2.5-m 
panchromatic band were fused using the Brovey algorithm to be used as a 
base map for vector digitizing afterwards. To ensure the accuracy of 
classification, the images were geometrically corrected to UTM (Zone-50) 
projection and datum WGS84 using 20 ground control points (GCPs). The 
registration errors were controlled no more than 0.5 pixels in localized areas. 
The vector field boundary data was delineated through manual on-screen 
digitalization based on the linear feature, such as ditches, roads and tree lines 
in the fused base map and stored as vector polygons. The SPOT5 multi-
spectral image with the digitized vector field boundary data set overlaid is 
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phonological characteristics of the main crops (Fig. 2). The SPOT5 HRV 

were cloud free and of good quality. A subset (500×

(2000×
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Fig. 1. The study area 

Fig. 2. The phonological characteristics of the main crops in the area  



 

3. METHODS 

The use of a mean spectral response for each image object in per-parcel 
classification against individual pixel spectral responses for each pixel in 
per-pixel classification was investigated in the integrated classification. In 
view of the main characteristics of each method, the spatial distribution of 
land features plays a major role in the success of classification.  

A single per-parcel classification and a single per-pixel classification were 
respectively performed beforehand on the SPOT5 multi-spectral image. The 
results of each were employed as a basis and contrasts for the integrated 
classification. In this study, only supervised maximum likelihood classifier 
was used. Training sites for both per-parcel and per-pixel classification were 
selected from the most homogeneous image parcels by visual interpretation. 

Besides classification strategies, a measure should be used to set a point at 
which the classifier can swift from ‘per-parcel’ to ‘per-pixel’ or versus. The 
selection of the measure and the determination of the point where the 
optimal swift happens are crucial to the integrated method. As discussed 
above, the intended measure should work to represent the spatial variance 
which is highly related to the method choice and the classification 
performance. Texture is just such a measure that functions in such a way that 
texture operators transform input image into texture coded in grey values. In 
practice, this study use a texture operator based on a co-occurrence matrix 

5 pixel window on the panchromatic band. 
The texture information was then incorporated into each parcel by per-parcel 
calculation of average textures. To determine the best swift point between 
per-parcel and per-pixel methods, a threshold must be denoted during the 
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illustrated in Fig. 3. For crop classification only, the non-crop land cover 

that measure the entropy in a 5×
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agricultural field boundaries overlaid
Fig. 3. A color composite of SPOT5 bands 4(SWIR). 1(green) and 2(red) with the digitized 

types such as urban area, woods and water body were clipped out beforehand. 



 
range of average parcel textures, above which, the results from per-parcel 
classification should be replaced by the per-pixel classification results to 
avoid the weakness of per-parcel method on heterogeneous objects. 
However, such a threshold can be hardly set unless an analysis operates on a 
gradual transition from per-parcel to per-pixel classification. The expected 
optimal point for method swift can then be identified. 

4. RESULTS AND DISCUSSION 

The final crop classification results from complete per-parcel 

dominated by irregular crop mixture resulted from per-parcel classification 
and the speckled appearance at field boundaries and within homogeneous 
fields resulted from per-pixel classification can be readily recognized. 

For accuracy evaluation, reference data was established at a pixel level 
with the combination of ground data and interpretation results from the high 
resolution SPOT5 images. A total of 443 check points were selected for each 
classification results at the same locations. Two error matrices for each sole 

user’s accuracies were calculated. A kappa index was also computed.  

Table 1. Error matrix of the per-parcel crop classification 

Reference data  
 

Rice Corn Soybean Mulberry Sum U. Acc. (%) 

Rice 85 17 6 7 115 73.91 

Corn 2 120 44 10 176 68.18 

Soybean 8 37 55 7 107 51.40 

Mulberry 2 12 22 9 45 20.00 

Sum 97 186 127 33 443  

P. Acc. (%) 87.63 64.51 43.31 27.27   

Overall accuracy (%):  60.72 Kappa index:  0.4385 

U. Acc., User’s Accuracy; P. Acc., Producer’s Accuracy. 
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classification results are shown in Table 1 and 3. The overall, producer’s and 
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classification method with the optimal accuracy
map produced by per-pixel classification; (c) Crop classification map produced by an integration 

classification and complete per-pixel classification are shown in Fig. 4 (a) 
and (b) respectively. The overgeneralization of heterogeneous parcels 

Fig. 4. (a) Crop classification map produced by per-parcel classification; (b) Crop classification



 

 

Table 2. Error matrix of the optimal integrated method of crop classification 

Reference data  
 

Rice Corn Soybean Mulberry Sum U. Acc. (%) 

Rice 88 2 0 25 115 76.52 

Corn 0 173 0 1 176 98.30 

Soybean 5 5 92 5 107 85.98 

Mulberry 3 0 1 41 45 91.11 

Sum 96 180 95 72 443  

P. Acc. (%) 91.67 96.11 96.84 56.94   

Overall accuracy (%):  88.94 Kappa index:  0.8451 

See Table 1 for key to abbreviations. 

Reference data  
 

Rice Corn Soybean Mulberry Sum U. Acc. (%) 

Rice 80 1 0 34 115 69.57 

Corn 0 173 2 1 176 98.30 

Soybean 5 0 97 5 107 90.65 

Mulberry 3 0 1 41 45 91.11 

Sum 88 174 100 81 443  

P. Acc. (%) 90.91 99.43 97.00 50.62   

Overall accuracy (%):  88.26 Kappa index:  0.8368 

See Table 1 for key to abbreviations. 

The results from per-pixel classification appeared to be generally good 
compared with those from per-parcel classification. Despite the poor overall 
performance, results from per-parcel classification for rice were fairly good 
Hence, the major negative affect on the per-parcel classification resorted to 
those three crop types except rice. The obvious difference between rice 
fields and parcels of the other three crop types is their spatial variance, low 
in the large rectangle rice field against much high in a parcel with scattered 
distribution of other three crop types.  

The average texture value ranged from 0 to 3.154. The density split 
technique was adopted to divide the texture range equivalently into 20 sub-
ranges, and then 19 thresholds were generated (Table 4). The per-parcel 
classification results of those parcels whose average texture values were 
above the settled threshold would be replaced by correspondent results from 
per-pixel classification. Thus, 19 integrated classification maps with their 
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Table 3. Error matrix of the per-pixel crop classification 

 
Index 1 2 3 4 5 6 7 8 9 10 

Texture >2.97 >2.81 >2.66 >2.50 >2.34 >2.19 >2.03 >1.88 >1.72 >1.56 

Index 11 12 13 14 15 16 17 18 19  
Texture >1.41 >1.25 >1.09 >0.94 >0.78 >0.63 >0.47 >0.31 >0.16  

Table 4. Texture ranges denoted by different thresholds 
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error matrices were produced in accordance with different threshold ranges. 



 

heterogeneous parcels replaced by per-pixel classification results, both the 
overall accuracy and kappa index of the integrated classification are 
improved dramatically to a top level which is a little bit better than those of 
per-pixel classification alone. Nevertheless, the increase of accuracy is soon 
taken place by a decline. Afterwards, the accuracies of integrated 
classification retain to be almost the same as that of per-pixel classification 
due to an increasingly large part of per-pixel classification that shelters the 
advantages of per-parcel classification in processing less variable areas.  

Further light was shed by examination the user’s and the producer’s 

performance on each crop type, which can deduce the latent causes of the 

accuracy, all of the three crop types except rice have an obvious 
improvement. The only exception for rice is shown clearly by its distinct 
curve. As for producer’s accuracy, the situation for rice was not as good as 
that in its user’s accuracy as far as per-parcel classification was concerned to 
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As shown in Fig. 5, with an increase of per-parcel classification results on 

accuracies. Fig. 6 and 7 present them by giving the explicit classification 

overall classification performance represented by Fig. 5. In the case of user’s 
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The performance of these integrated classification together with that of the 
absolute per-parcel and per-pixel classification are organized in Fig. 5 to 7. 

absolute ‘parcel-based’ to absolute ‘pixel-based’  
Notes: the numbers in the abscissa correspond to the index in Table 4. The left end ‘0’ repre-

the right end ‘20’ represents an absolute sents an absolute parcel-based classification while 
pixel-based classification

Fig. 5. Changes of overall accuracy and kappa index of classification during the transition from

Fig. 6. Changes of user’s accuracy of each crop type from absolute ‘per-parcel’ to absolute 
‘per-pixel’. See Fig. 5 for notes



 be compared with per-pixel classification, although the slight similarity of 
the curve structures in both graphs can be detected in scrutiny. Another thing 
worth to be mentioned in producer’s accuracy is mulberry. For per-parcel 
classification, the comparatively small amount of mulberry distributed in the 
study area challenge the classification on a parcel basis at most; while for 
per-pixel classification, a great deal of rice pixels were misclassified to 
mulberry due to the spectral variability in rice fields. 

An integrated classification result at the fifth texture range, the nearest one 

Table 2. The crop classification map produced by integrated classification 
inherited the smoothness of per-parcel classification in homogeneous parcels 
as well as the detail of per-pixel classification in parcels of high 
heterogeneity, which led to a better performance.  

5. CONCLUSION 

The integrated approach was designed to improve the accuracy of crop 
classification from SPOT5 HRV images data in an agricultural environment 
in China, typified by both homogeneous and heterogeneous crop fields. The 
design strategy is to combine the advantages of the per-parcel and per-pixel 
approaches with both spectral and spatial information. Although the optimal 
integrated approach represents a better performance than each of the two 
conventional ones to some degree, the best choice for a classification 
assignment largely depends on the spatial distribution of the real world. 
Anyway, an active analysis on the spatial characteristics of the image data is 
a reasonable prerequisite for any effective information extraction from 
remotely sensed data. 
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to the overall optimal choice, is given in Fig. 4 (c) and its error matrix in 



 

  

STUDY ON ESTABLISHMENT SOYBEAN 

 

Zhongbin Su
,*2,1
, Ping Zheng

2
, Hongmin Sun

2
, Jicheng Zhang

2
,  

Xiaoming Li
2

 
1

 Computer Science and Technology Academy Department, Beijing Institute of Technology, 

Beijing, China, 100081  
2

 Engineering Academy, Northeast Agricultural University, Harbin, China, 150030  
* Corresponding author, Address:  Computer Science and Technology Academy Department, 

Abstract: By analyzing soybean structural and physiological characteristic sufficiently, 

the paper proposes a plant structural controllable modeling method for 

soybean. It selects the key structural factors firstly, and collects the relevant 

field data. Then it extracts the organ structure and position laws along with 

their vertical and horizontal change to establish controllable structural model. 

Combined with structural growth model based on growth function, it could 

establish soybean dynamic structural model, which has great significance to 

optimize the field cultivation measure and design ideal plant type.  

Keywords: soybean; structural model; controllable model; dynamic model; visualization  

1. INTRODUCTION 

Virtual plant is one of the hot and difficult issues in digital agriculture 
research, which need to be solved urgently. It could study complex 
agricultural ecosystem directly and discover the plant principles that are 
observed difficultly by traditional research methods. It is helpful to 
understand thoroughly the crop structural and physiological law, optimize 
field cultivation measure, and design ideal plant type (Cao, 2005). Virtual 
plant also has vital significance to increase crops yield. At present, main 
research theories for virtual plant are L-system, AMAP model, particle 

Beijing Institute of Technology, Beijing, 100081, P. R. China, Tel: +86-0451-55190170, 

Fax: +86-0451-55190170,  Email: suzb001@163.com 

system and three dimension reconstructions and ect. (D. Barthelemy, 2003). 

Processing, Volume 258; Computer and Computing Technologies in Agriculture, Vol. 1; Daoliang Li; 
(Boston: Springer), pp. 685–693. 

CONTROLLABLE STRUCTURAL MODEL 

Su, Z., Zheng, P., Sun, H., Zhang, J. and Li, X., 2008, in IFIP International Federation for Information 



 
These theories for modeling have their own value. Each one is suitable to 
simulate specific plant type. They all have certain application scales and 
some limitation (Guo, 2007). 

Soybean is an important food and economic crop. Its growth simulation 
modeling research is quite mature. Typical example is American soybean 
growth simulation modeling, named “Soygro”, which is used to forecast 
soybean growth developmental state, yield and simulate the balance of soil’s 
moisture. The US has developed three decision support systems for soybean 
growth simulation modeling named “Soybean dss86” and “Pcyield” on the 
basis of “soygro” (Wang, 1982). But at present the soybean structural 

“plantVR” based on L-system and growth equation technology. The 
simulation result of soybean structure is quite vivid, but this software 
considered less in environmental factors and community growth. So it has 
little instruction significance to soybean production. By analyzing above 
questions, this paper proposed one kind of controllable structural modeling 
method on the basis of understanding soybean structural and physiological 
characteristic. The structural model established by this method could flexibly 
display vertical distribution state of leaves and other organs. And it also 
expresses the trifoliolate leaf change in plant community. It provides a new 
research technique for establishing structural model interactive with 
environment, optimizing field cultivation measure, and designing ideal plant 
type (Su, 2005). 

2. MATIERIALS AND METHOD 

2.1 Data measurement  

Field measurements were conducted at Xiangfang experimental field farm 
of Northeast Agricultural University from 2006 to 2007. Soybean cultivars 
Dongnong42 seed was sown 0.2 m apart in east-west-oriented rows that 
were 0.1 m apart. The result plant population is higher than that commonly 
used by local farmers and was chosen to maximize competition among 
around plants, the aim here being to analyze the plant structure with no 
branching. The plots were irrigated and fertilizer inputs were such as to 
avoid any mineral and water limitation to plant growth. There was one plant 
in a hole avoiding competition among one hole’s plants. No plant disease, 
pest symptoms were observed. 

The soybean plant has many structural characteristics, like alternate 
phyllotaxis, trifoliolate leaves, network vein and so on. So it took the 

simulation research is relatively less. S. Chuai-Aree et al. developed 
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 since the period of cotyledon. Each week 8 plants were taken randomly back 
to the laboratory for measuring. The collection data included fresh weight, 
length and diameter of each internode, fresh weight and area of each leaf; the 
angles between petioles and main stem; the angle between trifoliolate leaves 
and petiole. 

Fresh weight was taken by electronic balance with accuracy 0.01g. The 
leaf area was measured by CI-203 Portable Laser Area Meter of CID 

internode and petiole was taken by straightedge with accuracy 0.1 cm. The 
diameter of internode and petiole was taken by vernier caliper with accuracy 

2.2 Controllable modeling method 

Plant structural model includes static model and dynamic model. Static 
model is established by plant structural data measured by three-dimensional 
digital methods. The model of this method is established directly by these 
data. It is only used to research the condition and state about plant space 
structure. Its drawback is transferring a great deal of data collected directly. 
It is not suitable to reflect plant structural dynamic characteristics. Dynamic 
model is established based on plant topology and geometry change laws. It is 
established by extracting plant growth laws. It is the main research direction 
of virtual plant modeling.  

In the process of the establishing soybean structural dynamic model, the 
paper divides dynamic model into growth model and controllable model, 
which respectively manifests the growth process with time elapse and 
growth process with environmental change. In the process of establishing 
soybean growth model, it generally used growth equation. For example, 
Logistic equation is often used to simulate internode growth. In the previous 
simulation study, it has proven that the growth equation can effectively 
simulate soybean growth with time elapse.   

In the process of establishing soybean controllable model, the influent 
factors considered are more complicated. It should take into account the 
number and position of plant organs on vertical and horizontal change and 
organ physiological change law affected by the external environment. The 
controlled model is established by extracting these factors’ laws on the shape 
of organs, location, biomass and etc. The model could control the plant 
growth structure change and build plant physiological and ecological 
development process more really. 

0.001 cm. The angles were taken by protractor with accuracy 0.01°
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relevant plans for the data collection. Plant structural data had been collected 

± 1%. The length of Corporation with accuracy 0.001 cm2 and error 



 
3. RESULTS AND ANALYSIS  

3.1 Main stem and petiole 

3.1.1 Growth model based on L-system  

trifoliolate leaves petioles with same structure alternately grow on main stem. 
Three small leaves and petioles respectively compose a petiole region. On 
comparative analysis of existing model construction theories, the paper 
selects L-system to establish soybean topological model. First, it gives some 

2006). 

Symbol Meanings Symbol Meanings 

L Trifoliolate Leaves 

Left branch L Simple leaf 

Right branch A Growth point 

P Trifoliolate Leaves Region Angle Intersect angles 

Through many experimental comparisons and observations, this paper 
designs topological qualitative model in L-system below: 

{ Iteration = N  
Angle=n 
V={I, i, Pl, Pr, P, p, A, L, l, z, [, ], +, -, &, ^, \, /, |} 

w

(N = 1)      P1

(N > 1)     if N%2<>0   P2

else              P3

Pl ->p[\iL][/iL][-iL]  
Pr -> p[\iL][/iL][+iL]} 

The amount of variable “Iteration” is conformed by days of soybean 
growth and partition of physiological period. For example, if given 126 days, 
“Iteration” equals 18, and it will create a new character string:  

I[+Pr]I[-Pl]I[+Pr]I[-Pl]I[+Pr]I[-Pl]I[+Pr]I[-Pl]I[+Pr]I[-
Pl]I[+Pr]I[-Pl]I[+Pr]I[-Pl]I[+Pr]A.    

 
(1)   

Now the letters in production (1) are expressed by turtle interpret. It can 
obtain static structure of “Dongnong 42” at about 120 days. Then it builds 

The topological structure of “Dongnong 42” has strongly regularity that 

Table 1. Some symbols’ meanings in L-system 

symbols with special meanings in L-system, as shown in table 1 (Zheng, 

P Leafstalk 

Litter leafstalk i  

P l  

P r 

Length of internodesI  
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: I [+z][-z]A  

A->I[+Pl]A:  

A->I[-Pr]A:  

A->I[+iL][-iL]A:  



 growth equations by collecting and analyzing the data of internode length 
and petiole etc. in the production (1). This method could establish growth 
model with time elapse. 

3.1.2 Controllable model simulation 

The samples of plants are measured every one-week. It observed and 
recorded the length of internode, the petiole of trifoliolate leaves, and the 
angles between main stem and petioles. This paper adopts angle data (as 
shown in table 2) to analysis and explanation. Matlab analyzes the collect 
data and finds that the numerical of the angles between main stem and 
petioles are similar to a quadratic curve by vertical distribution. This 
research did parameter fitting with Matlab, and obtained regression equation 
as shown in expression 2.  

 

 
 
                                                                                                          (2) 

is angle degree. 

1 2 3 4 5 6 7 …… 13 14 

0.80 0.64 0.55 0.50 0.50 0.55 0.62 …… 1.04 0.5 

The units for angle are radian. 

By this method, the paper extracts every soybean structural data with 
phyllotaxis to establish controllable model. The controllable model is 
expressed in delphi 7.0 on OpenGL to obtain the topological structure 

soybean by this method. It can fully reflect relationship of the angles 
between main stem and petiole along with vertical direction change. It has 
great significance to further design the ideal plant type.   

Soybean is field crop. Its inter plant distances and row distances are 
narrow. In the growth process it has more competition with surrounding 
plants. That is to say, the plant structure is affected by plant cultivation 

simulating results of “Dongnong 42”. Fig. 1 showed three main stem type of 

Phyllotaxis 

Angle 

Table 2. The angle data between main stem and petiole 
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Fig. 1. Petiol’s azimuth vertical change simulation

where x is the phyllotaxis between main stem and trifoliolate leave, and y 



 

expressed space angles between main stem and petioles. The paper changes 
them by analyzing the growth state of the surrounding plants state. Then it 
extracts the laws of horizontal angels’ laws and plant’s location. The method 

to simulate soybean community growth, as shown in Figure 2.  

3.2 Trifoliolate leaf 

It could 
guarantee high and stable production by selecting cultivars with high 
photosynthetic efficiency (HPE) to improve the absorption intensity of light 

Soybean leaf is an 
important organ to carry on the photosynthesis and make the organic 

According to 
soybean leaf’ features, such as alternate phyllotaxis, trifoliolate leaf, network 
veins and so on, the paper selects suitable methods to establish growth 
models and controllable models to increase 3D effect and realistic feeling. It 
could provide methods to establish more reasonable plant structure and 
design ideal plant type (Kang, 2006). 

3.2.1 Leaf outline 

In the previous study, leaf outline could be obtained by a series of digital 
processing that is graying, extracting outline, vectorization in VC platform. 
This method can reflect leaf's static condition, but it lacks the description of 
the leaf growth. The paper establishes leaf outline by growth function and 
Bezier curve. It could simulate the leaf growth process with high speed and 
efficiency. 

position and plant density. The symbol “+” and “-” in equation (2) are 

could simulate the horizontal change law of soybean structure. It is helpful 

Crop production is related with the photosynthesis closely.

energy and taking reasonable field cultivation measure.

nourishment. The simulating study thoroughly of leaf can provide basis and  
methods for designing plants type and selecting cultivars.
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Fig. 2. Petiole’s azimuth horizontal change simulation



 First, collect the length and width data of each trifolioate leaf, as shown in 
Table 3. 

Time 1 3 6 9 13 15 18 

Width 0.30 1.00 1.50 2.70 4.80 5.90 6.10 

Length 0.50 1.80 3.50 5.80 10.50 11.70 12.00 

The units for Time are day; Width is cm; Length is cm. 

Then, the data is regressed by Richards equation, as shown in equation (3),  

Select the leaf petiole nod “p0 ”as the origin of coordinates, and regard 

1 2

Line segments “p2p4” and “p4p5” respectively express tangents, and “p2” and 

1

“p0p1”. It introduces a parameter “k”. According to De Casteljau algorithm it 
could get the equation (4). 

2 2

0 5 1P (1 ) P 2 (1 )P Pk k k k= − + − +
   

(4) 

curve “P0P1” which is defined by three apexes “P0”,  “P1” and “P5”. So as 

1 2

the right part. This method could create leaf outline based on growth 
function and Bezier curves. It gets a smooth outline figure that describes leaf 

Table 3.  Data of leaf’s Length and Width 

“p ” express the tangential point. “p” expresses a random point in the curve 

“p  ”and “p ” as apexes of the leaf’s width and length, as shown in Fig. 3 (a). 

When k range from 0 to 1, “P” expresses quadric Bezier curves named 

curve “P P ”. This method can draw left part of leaf outline through these  

growth by limited iteration.
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(c) outline drawn by 50 iteration

(3) 

Fig. 3. Outline curve fitting process (a) outline’s sketch; (b) outline drawn by 10 iteration; 

steps, as shown in Fig. 3. Symmetrical rotating from the left part can draw 



 
3.2.2 Controllable model simulation 

After chapter 2.1.2 research, it builds controllable model of main stem and 
petiole. It can simulate leaf petiole azimuth change along with phyllotaxis 
and plant location. Three leaves think as a whole because of trifoliolate leaf. 
Through observation and experiments measurement, left and right leaves’ 
main veins and middle leaf identify a plane, named trifoliolate leaf plane as 

trifoliolate leaf phyllotaxis and light source. The left and right leaves 
appropriately rotate with their main veins according with light intensity to 

leaf controllable model establishment process, it selects parameters to 
express trifoliolate leaf plane and petiole, left and right leaves and this plane. 
Then extract the law about two angles along with phyllotaxis and light 
source to establish leaf structural model. The model considers more about 
leaf physiology characteristic to give prominence to organ of absorbing light. 

4. CONCLUSION  

The paper establishes a soybean controllable structural model by 
analyzing and simulation the angles between main stem and petiole, 
trifoliolate leaf and petiole and some key factors. The model implements 
preliminary structural influence on plant location and light source from 
environmental factors. The model accords with soybean structural growth 
laws better. It has positive effect in establishment interactive model with 
external environmental factors. In further study, the model need combine 
with soybean physiology to strengthen further analysis of structural 
collection data. It would be helpful to extract the laws between plant location 

shown in Fig. 4 (a). The angle between the plane and petiole lies on 

increase or decreases energy absorption, as shown in Fig. 4 (b), (c). In the 

It could increase soybean structural model’s flexibility.  
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two leaves and planethe plane; (c) some angles degree between 

Fig. 4. Controllable leaf structural model (a) trifoliolate leaf plane; (b) left and right leaves in 



 and structure, environmental factors and structure, yield and structure to 
establish more realistic soybean structural model. 
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Abstract: According to the need of canopy visualization calculation in the digital plant 

research, we introduced a method, using Non-Uniform Rational B-Splines 

(NURBS) interpolation and multi-line segment splitting algorithm, to 

reconstruct the 3D morphological structure of maize leaf with a complexity 

controllable mesh. Using the data cloud obtained by digitizer, construct the 

surface of maize leaf by calculating the knot vectors and reverse calculating 

surface control points by difference calculation. The final visualization effect 

is realistic. According to leaf morphological characteristics, leaf surface mesh 

can be simplified by using inverse calculation of multi-line segment splitting 

algorithm, and the surface main characteristics can be maintained 

simultaneously. This method can be used in canopy visualization calculation 

and light distribution calculation. Results showed that it can improve the 

calculation efficiency obviously without increase the calculation error. 

maize leaf; NURBS; geometric modeling; mesh simplification; light 

distribution calculation 

1. INTRODUCTION 

The morphological structure of plant is always the important subject in 
biology, agronomy and other related area. With the rapid development of 
computer technologies, now we can model the complex 3D architecture of 
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 plants (Room et al., 1996; Reffye et al., 1997). For most crops, the 
aboveground morphological characteristics of them are mainly decided by 
upward growing stalk and leaves, which grow in different angles and 
orientations. Therefore the modeling of leaf is always one of the important 
research focuses, and many methods have been reported. Espana et al. 
(1999) modeled maize leaf with a rectangular 2D parameterized plane which 
was similar to the leaf blade. Deng XY et al. (2004) proposed a method to 
model static leaf based on cardinal spline and triangulation modeling. Liu 
XD et al. (2002, 2004) used Bezier curve and NURBS surface to model plant 
leaves. Zhao CJ et al. (2004) introduced a characterized method for 
simulating maize leaf based on its shape features. All the leaf models 
mentioned above were made purely from geometric point of view, without 
the concerns of visualization computing. In fact, a large number of 
computing are involved in the analysis of crop morphology and architecture, 
such as computing the light distribution in canopy (Ross, 1981; Chelle et al., 
1998, 1999, Wang et al. 2004), this makes the speed of computing become a 
bottleneck in simulating and visualizing. Because of this, it is very necessary 
to refine the geometry models of crop leaves. Based on the fact that most of 
the shapes and surfaces of crop organs are irregular, while Non-Uniform 
Rational B-Splines (NURBS) is efficient for the representation of crop 

and Non-Uniform Splines. In this article, we take the maize leaf as an 
example, using the point data cloud obtained by 3D digitizer, proposed a 
method for modeling maize leaf. This model is reconstructed by using 
NURBS interpolation and multi-line segment splitting algorithm; and the 
output mesh was utilized in the visualization and calculation of light 
distribution of canopy. 

2. MATIERIALS AND METHOD 

2.1 

The shape of maize leaf has some obvious features: it grows on the main 
stalk, with a long, thin and stiff midrib supports it upward, and the edge is 
undulate. Using the method described by Zheng et al. (Zheng et al., 2004), 
obtain a group of characteristic points (data points) through digitizer, 
representing as Qi,j (i=0,1,…,m; j = 0,1,..,n). In order to use these points to 
generate NURBS surface, we define the orientation of leaf midrib as u 
direction, and the vertical orientation to that is v direction, just as shown in 

Modeling maize leaf 

organs’ geometry (Zhu, 2003), and it has the properties of Rational B-Splines 

Fig. 1 (a). Then from these data points, we can calculate the knot vectors, and 
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 the basis function. After that the control points of the NURBS surface can be 

NURBS surface: 

n m

i,k j,h i, j i, j

i 0 j 0

n m

i,k j,h i, j

i 0 j 0

B (u) B (v) W V

P(u, v)

B (u) B (v) W

= =

= =

⋅ ⋅ ⋅

=

⋅ ⋅

∑∑

∑∑

,     (1) 

i, j i, j i,k

Bj,h(v) is k order B-spline basis function of u direction and h order B-spline 
basis function of v direction respectively. 

Using the solved control points and knot vectors, the leaf surface model 

shows the wireframe of a maize leaf blade mesh generated by this method, in 
which the step length of interpolation is equal to one fifth of the length 
between two knots. That is to say, four points are interpolated between each 

relatively more realistic effect.  

2.2 Refining the mesh 

The surface displaying on computer screen consists of a number of mesh 
grids. In general, the more exquisite the surface is divided, the better 
rendering effect the surface has. But the smaller the grid is, the more grids 
are needed to generated, and this may lead to low efficiency in computing. 
To deal with this problem, this paper proposes a method to refine the mesh 
of crop leaves. User can refine the mesh of leaves according to their actual 
needs, and can balance the rendering effect and computing efficiency easily. 

We define the mesh generated by adjacent data points as standard mesh, 

(c)). When the users need to refine the reference mesh, they can reduce the 
number of interpolation points by increasing the step span of interpolation. 

calculated, as shown in Fig. 1 (b). Equation (1) defines arbitrary points on 

can be established, and then the NURBS surface can be generated. Fig. 1 (c) 

pair of data points. Fig. 1 (d) demonstrates the rendering model with 

while the mesh generated by interpolation as reference mesh (shown in Fig. 1 
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Fig. 1. The maize leaf model using NURBS interpolation 

 is the weight factor, while B is the control points, Wwhere V (u) and 



 The minimum number of interpolation points can be zero, which means the 
reference mesh is refined to the standard mesh. On the other hand, the 
standard mesh can be refined with an inverse operation of multi-line segment 

(a) Mesh with 1800 triangles (the reference mesh) 
(b) Mesh with 440 triangles 
(c) Mesh with 72 triangles (the standard mesh) 
(d) Mesh with 8 triangles 
(e) Mesh with 3 triangles 

connect these two points into a line, then select the first-class characteristic 
point, which is the point that has the biggest distance to the line, as shown in 

 
point to the uplevel characteristic point, then select the second-class 
characteristic point;  
characteristic point. 

 splitting algorithm, which can be described as follows: to a group of
points, such as shown in Fig. 2, (1) select the start point and end point, and 

Fig. 2 (a); (2) replace the initial line with the line connecting the characteristic

(3) continue the process until all the points are selected as

Xinyu Guo et al.698 

Fig. 2. Multi-line segment splitting algorithms 

Fig. 3. Refined mesh shape of maize leaf 

 

 



 3. RESULTS 

3.1 Maize leaf area and projection area 

Table 1. Maize leaf area and projection area of different mesh scales 

Triangle number 1800 440 72 8 3 

2
0.123 0.123 0.122 0.118 0.102 

2 0.808 0.807 0.801 0.785 0.689 

We use the simplified geometric model of maize leaf to calculate the 
characteristic values, which reflect the main characteristics of leaf 
morphological structure, and the result was listed in Table 1. It can be found 
from Fig. 3 and Table 1 that the simplified scheme we proposed can 
significantly reduce the number of triangles of leaf model. When the number 
of triangles reduced from 1800 to 8, both the inaccuracy of leaf area and leaf 
projection area are no more than 5 percent, but the inaccuracy increase 
evidently when the number of triangles is lower than 8. Therefore our 
method is suitable for modeling the morphological structure, visualization 
calculation and analysis of maize leaf; it can dynamically meet the needs of 
visualization effect and computation efficiency. 

3.2 Visualization and calculation of light distribution 

canopy 

Using the above method, we reconstructed the canopy of maize and 
compared the results of a series of refined meshes. 

The data used in our experiment was obtained in 2005 with a 3D digitizer 
3SpaceFastrak (0.08cm precision), manufactured by an America-based 
company Polhemus. The canopy we calculated consists of nine maize plants 
arranging as 3 rows and 3 columns in the field. The row spacing is 60 cm, 
and the column width is 30 cm. The height of plant is 245cm. We expanded 
the dimension by multiplying the measured canopy up to 81 maize plants 
(Wang et al., 2005), which were arranged in 9 rows and 9 columns. Then the 
3D canopy is reconstructed with series types of leaves, whose mesh consists 
of 440, 72, 36 and 4 triangles respectively, and the shape characteristic 
parameters in different refined mesh are also calculated. Fig. 4 and Table 2 
show that more realistic effect can be achieved with the increase number of 
triangles in the leaf mesh, and more detailed description to the canopy. 
Meanwhile, leaf area tends to increase. 

Leaf area (m ) 

Study on Maize Leaf Morphological Modeling 699

Leaf projection area (m ) 



Mesh number 

440 72 36 4 

Leaf area (m2) 76.5 75.42 74.79 60.53 

Total leaf projection area (m2) 31.6 30.9 31.76 24.32 

Vertical projection leaf area (m2) 10.89 10.7 10.82 8.94 

calculated with different refined mesh 

Number of triangles 

440 72 36 4  

0  0.059 0.058 0.064 0.16 

50 0.13 0.13 0.12 0.22 

100 0.23 0.24 0.24 0.28 

150 0.36 0.38 0.39 0.52 

200 0.68 0.71 0.74 0.83 

225 0.87 0.9 0.91 0.96 

The radiation the crop received in nature is mainly direct radiation light 
from sun and diffuse light in sky. Our work implements the calculating of 
maize canopy direct radiation based on the mesh generated by the method 

direct radiation light can be performed as follows: simulate the sun light 
using a cluster of rays with an angle; the density can be determined by real 
requirement of light intensity. For each ray, determine whether it collides 
with the triangles on the mesh; and then sort the triangles collided with the 

(a) Mesh with 440 triangles 
( b) Mesh with 72 triangles  
(c) Mesh with 36 triangles (the standard mesh) 
( d) Mesh with 4 triangle 

Table 2. Maize canopy morphological character parameters of different mesh scales 

Character parameter 

Table 3. Rate of transmitting direct light within rectangular area at different canopy heights 

described in (Mariscal et al., 2004; Wang et al.,  2005). The simulating of 
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Fig. 4. The maize canopy with different mesh scales 

Height (cm) 



 with secondary minimum depth receive second-class radiation from the sun, 
and we assume all others triangles do not receive any light from the sun. 
Above algorithm used the finite element calculation, the result meets closely 
to real observation. But there’s too much computation in this method, and 
the calculation time is affected by the number of mesh grids. But using the 
approach introduced in this article, which uses the controllable mesh 
generation algorithm, the number of mesh grids can be simplified easily, and 
with the simplified mesh the calculation efficiency could be upgraded. 

Take the light intensity calculation of the canopy at 12 AM at the stage of 
maize spin silk period for example; table 3 shows different rate of 
transmitting direct light within rectangular area at different canopy heights 
of different refined mesh. The selected area is a 180cm×90cm plane residing 
inner of the canopy. We can see from Table 3 that the variation of 
calculation inaccuracy is not evident when the number of triangles in each 
leaf surface decreasing from 440 to 36, but the computation is decreased 
notably. More exactly, the computing time decreases to 10 percent, this 
means a lot to the efficiency improvement of calculating light distribution. 
Users can improve the calculation by using the method of refining leaf 
model. 

4. DISCUSSION 

We find that when calculating the characteristic parameters and light 
distribution of maize canopy, the leaf area, total projection area and vertical 
projection area do not change evidently if the number of triangles of the leaf 
surface mesh has been simplified from 440 to 36, and variation of the light 
transmission within rectangular area at different canopy heights are lower 
than 10 percent, while the computation time decrease to 10 percent below. 
When the number of triangles is less than 36, the leaf area, total projection 
area and vertical projection area decrease, and the variation increase 
gradually. We can conclude that the refining scheme our proposed can 
improve the computation evidently when the number of triangles of the leaf 
surface is no more than 36, and this improvement is obtained without the 
cost of increasing evidently the calculation variation. Our method provides a 
balance between the rendering effects and computing efficiency in crop 
leaves morphological model. 
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ray according to their depth value. The triangle which has the minimum 
depth (with maximum z-coordinate) is radiated by the sun directly; triangles 
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Abstract: Food security is a key component of state security, and every country, 

especially some great powers in the world, has been paying more attention to 

national food security and its security system. This paper aimed at applying 

grey model to food security assessment in the province scale from statistical 

data and developing a prototype of food security assessment system in 

Liaoning Province. Firstly, the use of grey models is a novel concept in food 

security assessment and the principles of GM (1, 1) are explained 

systematically. Second, the framework of food security assessment is created 

based on three-tier architecture and the assessment system adopts the object-

oriented development method and component technology. To show the 

validity and feasibility, the precision inspection is made under strict 

mathematical calculation. In the end, the realization of system results is 

presented partially. It is suggested that food security assessment based on grey 

model is an effective attempt to solve food security problems. 
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 1. INTRODUCTION  

Food security is a key component of state security, and every country, 
especially some great powers in the world, has been paying more attention to 
national food security and its security system. According to the food white 
book released by Chinese State Council in October 1996, the food demand in 
2000 is 50 million ton (Wang et al., 2007). However, the annual food yield 
from 2000 is less than 46.5 million ton (Feng, 2007). The 2005 food yield 
increased to 48.4 million ton, but it didn’t reach the predictive yield. There 
are some complicated relationship among food security, population and 
cultivated land. The average cultivated land area decreased to 40% of 1950’ 
area on the account of the inverse trend between population and cultivated 
land. We can foresee that the decreasing trend of average cultivated land is 
difficult to reverse and food yield will be confronted with severe challenges 
during a long time. 

The grey system theory is a multidisciplinary theory dealing with those 
systems for which we lack information (Deng, 2007). Because multiple 
factors in related to the assessment of food security will be influenced, such 
as population, cultivated land, food production, some are unknown, some are 
known, which have distinct dynamic characteristics and uncertainty, thus we 
belong them to grey system theory. Therefore, with the help of mathematical 
model resulted from grey system, we could do some research on food 
security dynamic change and trend so as to acquire the basis of food security 
system equilibrium. 

Food security assessment consists of evaluating annual food total yield of 
Liaoning Province and its 14 prefecture level cities, market demands and 
food supply-demand assessment, etc. The following 4 elements, population, 
cultivated land area, food yield and structure, are the principal factors to 
measure land security. Besides them, food yield fluctuating coefficient, 
market supply coefficient, and cultivated land change coefficient should be 
paid some attention while doing comprehensive analysis. 

2. GREY PREDICTION MODEL 

2.1 Grey Model Theory  

Grey system model or GM (m, n) is a modeling method based on the 
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the parameters m and n are the order of model differential equation and the 
concept of grey model and take differential fitting method as core. 



 

more complex calculation and the less precision improved. Therefore, 

Considering an original time series is expressed as 

( ) ( )}{ ( )n,,21kkx 0 Λ=                         (1) 

such a quantity was made an accumulating generation and it becomes 
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 is a progressive function relationship, which is modeling 

2.2 

from equation (2). 
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where a is developing coefficient that controls system development. The 

factor u is grey action to reflect the change of time series. 
( ) ( ) ( ) ( ) ( )n,,21k,ixkx

t

1i

01 Λ==∑ =
            (4) 

expressed as 

[ ] ( ) n

T1TT
YBBBu,aM

−
==                              (5) 

where 

( ) ( ) ( ) ( )[ ]
( ) ( ) ( ) ( )[ ]

( ) ( ) ( ) ( )[ ] 



















−+

+

+

=

11nxnx0.5-

12x3x0.5-

11x2x0.5-

B

11

11

11

MM

, 

( ) ( )
( ) ( )

( ) ( )



















=

nx

3x

2x

Y

0

0

0

n
M

. 

GM (1, 1) Modeling and Its Solution Process 

According to the GM (1, 1), the white differential equation is computed 

In terms of least-square error method, the parameters in GM (1, 1) are 

Research and System Realization of Food Security Assessment  705

sequences number of modeling, respectively. The more the order is, the 

GM  (1, 1) is adopted to be the prediction model (Mi et al., 2007). 

GM (1, 1). 

,
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Using the predicted value given by (6) will have the predicted 

value
( )

( )kx
0^

, when the time is at k . 
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2.3 

The precision inspection should be made to determine whether the 
predicted value is believable or not. This paper adopts post-variance test 
method to do inspection. The variance proportion c and small error 

probability p in post-variance test method is expressed as 

12Sc =                                             (8) 

where 2S  and 1S  are mean square errors of residual and actual sequences, 

respectively.  

( )








<−=
−

16745S.0kp εε                              (9) 

−

The less value the quantity c  is, the better prediction of GM model. The 

more the value p demonstrates the more probability of little error and the 
higher precision. Table 1 is the value c  and p  under different precision 

levels. 

Table 1.  Standard of GM precision estimation 

Level of precision Excellent Good Pass No Pass 

c  <0.35 0.35-0.50 0.50-0.65 >0.65 

p  >0.95 0.95-0.80 0.80-0.70 <0.70 

GM (1, 1) Precision Inspection 

/S

(1, 1)
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Such a quantity ( ) ( ) ( ) ( )[ ]1x2x0.5- 11 + could be defined to be nearest 

neighbor mean of
( )x 1

u are put into (3), then solving the differential equation where 
( ) ( ) ( ) ( )1x1x 01 = is the initial value and gives 

(Ye et al., 2005). 

where ε (k )  and ε  are the residuals sequence and its mean, respectively 

,

(k ). The factor M is computed and the value of a and 



 
3. 

PREDICTION 

3.1 Introduction of Data Source 

According to the available information and the actual situation on 
Liaoning Province, the selected data consists of annual main corps yield, 
population, cultivated land area, food demand and main corps per area yield 
in Liaoning Province and its’ 14 regional cities. All data comes from 
“Liaoning Statistical Yearbook” which was input into “food security.mdb” 

Table 2. Data Structure of Food Yield Data Table 

Field name Type Description 

year long year 

cur_sum double total food yield of this year (104t)  

rice double total rice yield of this year (104t)   

wheat double total wheat yield of this year (104t)  

maize double total maize yield of this year (104t) 

sorghum double total sorghum yield of this year (104t) 

millet double total millet yield of this year (104t)  

tubers double total tubers yield of this year (104t) 

soybean double total soybean yield of this year (104t) 

others double total others yield of this year (104t) 

The above Table 2 is the data structure of food yield data table, one 
example of all the data tables. 

3.2 

procedures: 

problem to satisfy the demand of computer expressing and disposing, 
including the prediction of annual total food yield, market total demands 
prediction, yield-demands warning, and food integrated assessment warning 
in Liaoning Province and its’ 14 prefecture level cities. Assessing result can 
be expressed in the patterns of curve, histogram and pie charts, and the food 
yield is forecasted grounded on diversified demand standard. 

APPLICATION OF GM (1, 1) IN FOOD SECURITY 

Food Security Assessment Flow Based on GM (1, 1)

(1) The description of problem. Given the formalized representation of 
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ACCESS database. The database includes the following data tables:  culti- 
vated land area and population of regional cities, food demand per capita,
primary products yield per area in the prefecture level cities, and so on.

Food security assessment based on GM  (1, 1) is divided into three 



 
inspection system of the food security assessment will be solved simply and 
obviously. 

generated result files are good to the problem solving. 

The framework of food security assessment system can be expressed as 

Figure 1.  Food Security Assessment System Framework 

There is a three-tier architecture used in the food security assessment 
system, which contains data layer, core layer and presentation layer and they 
are responsible for achieving data access, function processing and the 
display of assessment results, respectively (Cai et al., 2006). 

(1) Data layer 
Food security assessment system contains plenty of statistical data tables, 

and the function of data layer is to do some operations about reading, writing 
and deleting the statistical data from the assessment database. It is capable of 
reducing the dependence of core layer to concrete data and increasing the 
transparence of database access and system flexibility. Assessment system is 
managed by specialized DBMS, which supplies unified data interface and 
data access adaptor to transport information to core layer (Liu et al., 2006). 

Core layer is the kernel of assessment system, which is responsible for the 
implementation of system tasks. It responds to the requests of data access 

(2) The division of problem. Four task presentations and self-precision 

(3) The solution of problem. The brief and clear system interface and self-

Figure 1. 

(2) Core layer 
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adaptor, operations of database, transaction of system tasks, and then 
reflected on the presentation layer through service response interface. 

Based on the three-tier architecture model, presentation layer is mainly 
responsible for the results of assessment display. Presentation will respond 
according to the reception from core layer, and show the assessment results 
in the form of curves, histogram, pie charts and tables. During the processing 
of requests responding and results generating, core layer will connect with 
data layer to store the assessment outcome if necessary. 

3.3 Precision Evaluation 

GM (1, 1) model is created based on the time series formed by the total 

as the system prediction interval to predict yield, so there are 8 values to 
compare with the 8 actual yields under the precision evaluation (Table 3).  

Obviously, it has a high credibility from the comparison of the value c  

and p  in Table 3 and the level of precision in Table 1. The following system 

Table 3. Result of Precision Evaluation 

Year Interval Actual yield (104t) Predicted (104t) Relative error 

1983 3 years 1485.2 1314.3  11.51% 

1986 3 years 1222.2 1106.3  9.48% 

1989 3 years 968.2 802.3  17.14% 

1992 3 years 1588.6 1522.7  4.15% 

1995 3 years 1390.5 1246.6  10.35% 

1998 3 years 1960.0 1804.1  7.95% 

2001 3 years 1419.9 1254.0  11.68% 

2004 3 years 1955.7 1659.8  15.13% 

c  0.438 

p  0.875 

3.4 The Realization of Food Security Assessment 

The food security assessment system is composed of 4 models, Annual 
Total Yield Prediction, Market Total Demands Prediction, Yield-Demands 

Integrated Assessment Warning, respectively. 

(3) Presentation layer 

running of food security integrated assessment is illustrated in Figure 3. 

Warning and Food Integrated Assessment Warning. The two picture Fig. 2 
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food total yield data of Liaoning Province in year of 1980–2005. We define 3 

and Fig. 3 display the models of Market Total Demands Prediction and Food 



 

Figure 2. Market Total Demands Prediction 

Figure 3. Food Integrated Assessment Warning 

of Liaoning Province in 2005 is 1.2048, which is in the light green region 
and indicates the security degree is relative safe. 

4. 

Grey model, which is widely used in the field of science and technology, 
has a good performance.  

The use of grey models is a novel concept in food security assessment, 
and it provides a new scientific method or insight for analytical prediction in 
food security field. In the paper, the result indicates high validity and 

We can see from Figure 3 the safe coefficient of food security assessment 

CONCLUSIONS 

feasibility of food security assessment based on GM (1, 1) model.  
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Moreover, the framework of food security assessment is created based on 

three-tier architecture and the assessment system adopts the object-oriented 
development method and component technology.  

At last, the realization of the assessment system presented successfully. It 
is suggested that food security assessment based on grey model is an 
effective attempt to solve food security problems. 
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CROP DISEASE LEAF IMAGE SEGMENTATION 

METHOD BASED ON COLOR FEATURES 
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Abstract: The color feature has been taken an important role in color image 

segmentation, especially in the fields of automatic detection of crop disease 

based on leaf image. In this paper an effective method for image segmentation 

of cucumber leaf images is proposed. First, the color space model is analyzed. 

Then a kind of color feature is applied to obtain the feature map, which 

combines RGB model and HSI model. Finally, the morphological method is 

used to accomplish the image segmentation. This method has been shown 

effective through experiments. 

crop disease, color image segmentation, feature extraction, color space 

1. INTRODUCTION 

Image segmentation is an important topic in image processing task. It can 
effect the progress of the whole recognition which is becoming more and 
more important in the agricultural automation. For example, in the field of 
crop disease automatic recognition. According to the crop leaf image, the 
disease type can be confirmed with the image processing method and 
expert’s knowledge. Howerever, the segmentation’s accuracy cannot satisfy 
the current practical needs. There are primarily four types of segmentation 
techniques: thresholding, boundary-based, region-based, and hybrid 
techniques. (Frank Y, 2005) Thresholding is the representative method and 
depends on the feature map and threshold value. It is based on the 
assumption that clusters in the histogram correspond to either background or 
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 objects of interest that can be extracted by separating these histogram 

morphological method, an image segmentation method is proposed. 
The remainder of this paper is organized as follows. The color space is 

explained in section II. Section III includes the color feature selection and 

the conclusions and discussions of this paper are given in section V. 

2. COLOR SPACE  

Colors are the important feature in color image processing, especially in 
crop images. Color provides important information for humans to recognize 
images which can be illuminated under a very wide range of conditions. 
Commonly used well-known color spaces include (T. Gevers, 1999): (for 
display and printing processes) RGB, CMY; (for television and 

features) I1I2I3; (normalized color) rgb, xyz; (perceptual uniform spaces) 
and (for humans) HSI. Therefore, in this paper, we concentrate on the 
following standard, color features: intensity I, RGB, hue H and saturation S. 
Every color space has its advantages and disadvantages. 

The HSI color model is cylindrical with the intensity axis coinciding with 
the achromatic diagonal of the RGB system. Saturation is the radius from the 
intensity axis and hue is the angle with respect to the red direction. From a 
perceptual point of view, color can be described in HIS color model by three 
attributes. The Hue H is a value which represents the main color of the pixel 
in the RGB triplet; the saturation S describes the pureness of the color, and I 
represents the amount of light received by the sensor. It depends on the 
lighting conditions and on the light source emissivity (Marcos, 1998). 

Let R, G and B, obtained by a color camera, represent the 3-D sensor 
space 

∫=
λ

λλλ dfpC c )()(                                        (1) 

c

the three color filter transmission functions. 
To represent the RGB-sensor space, a cube can be defined on the R, G, 

and B axes. White is produced when all three primary colors are at M, where 
M is the maximum light intensity, say M=255. The main diagonal-axis 
connecting the black and white corners defines the intensity 

BGRBGRI ++=),,(                                     (2) 

 for C ∈ (R,G, B), where p(λ)  is the radiance spectrum and f (λ) are
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clusters. In this paper, combining the RGB model and HSI model, a kind 
of  color  feature  is  applied.  Along  with  the  threshold  selection  and 

their characters. Section IV   explains the image segmentation method. Finally, 

video)  YIQ,  YUV; (standard set of primary colors) XYZ; (uncorrelated 



 
The transformation from RGB to describe the color impression hue H is 

given by 
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colors as white, greys or black and 100% for the vivid colors). Hue is 

3. FEATURE EXTRACTION METHOD 

As analyzed in section 2, varies color features are used in image 
segmentation. In RGB color space, three features named color mean often be 
used:  
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In HSI color space, three parameters H, S and I are commonly used to 
reflect corresponding characters of the image. 

Take cucumber disease leaf image as an example. The feature map of 
original image is computed as shown in figure 1. 

From the figure 1, it is easily to show the pixels in the disease area of the 
leaf have two distinct characters: one is their R value is much higher than 
others, the other is their H value is much lower than others. So a feature can 
be defined:  

HRRH −=                                                 (6) 

Using this feature, image segmentation could be accomplished more 
effectively. The details will be shown in the next section. 

The saturation is a percentage between 0 and 100% (0% for achromatic  

green G and blue B). (M. Herbin, 1993) 

¦measured as an angle between 0 and 360° (0°, 120°, 240° for the basic red R, 

            (5) 

and saturation S measuring the relative white content of a color as having 
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4. IMAGE SEGMENTATION METHOD 

The details of the color image segmentation method are shown as follows: 

Step 1: leaf target extraction. Using the region increasing method to 
obtain the whole leaf image without the background. 

Step 2: computing color feature map. Using the RH feature discussed in 
the section 3, the feature map can be obtained. 

Step 3: threshold selection. Select a suitable threshold value according 
experience. A binary image can be obtained. 

Step 4: morphology processing. Wipe out the little holes and noises by 
morphological method. 

The experiment results are shown as figure 2. 
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Fig. 1. Cucumber disease leaf image and its different feature maps  

Fig. 2. Image segmentation results based on the color feature  

      
a)   the original image          b) R feature map         c) G feature map            d) H feature map 

 
        a) the original image             b) leaf target extraction results            c) RH feature map, 

                     
           d) thresholding result                      e)morphological processing result. 



 
5. CONCLUSION 

Through experiments results it can be concluded that the proposed method 
can accomplish the image segmentation effectively. Owing to the complex 
of the disease leaf image’s colors, figures and textures, the shortage of this 
method is the threshold selection method, and this is the hard work in 
thresholding method of image segmentation. In our experiment, the Otsu 
algorithm has been used, but cannot obtain the effective result. More 
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effectively automatic threshold value confirming method is the next work 
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Abstract: With the help of GPS and measuring instrument of soil moisture, soil moisture 

was measured and analyzed. As using Geo-statistics to the study of spatial 

variability of soil moisture and use ArcGIS 9.0, get the spatial distribution map 

of soil water property with Kriging interpolation. The research result showed 

that all soil spatial characters are normal distribution and the spatial 

distribution of soil water property accord with the fact. Geo-statistics Methods 

is the most appropriate methods in all of Mathematical Methods for Geo-

statistics. The spatial distribution map of soil water property what got with 

Kriging interpolation can make the spatial distribution of the entire plot, more 

accurate and reliable. Getting a veracious spatial distribution map of soil water 

speciality was very important and useful for adjusting precision fertilization 

and precision irrigation in time. It also offered the theoretical foundation of the 

connection studying between soil water speciality and enhancing the yield. 

Keywords: Geographical information system, spatial interpolation, Geo-statistics, spatial 

variability  

1. INTRODUCTION 

Soil was inhomogeneous and continuous nature. Actual instance in the 
field indicated, in the synchronization, soil speciality also had obvious 
difference on the different spacial situation; this property was named the 
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spatial variability of soil moisture (Meng et al., 1992). The most 
intuitionistic mode of the spatial variability of soil moisture was the spatial 

moisture reliably. This study researched the spatial variability of soil 
moisture based on Geo-statistics, and applied Kriging interpolation of 
ArcGIS 9.0 to produce the spatial distribution map of soil moisture, it could 
offer the scientific evidence for farm management system. 

2. 

2.1 Regionalized variables theory 

When a variable assumed spacial distribution, it was regionalized variable 
(Jun et al., 2000; Zhang et al., 1995). The variables reflected distributing 
character of some spatial property. Regionalized variables had two important 
characters: the first one was that regionalized variables Z(X) was a random 
function, its character were local, stochastic, exceptional; the second one was 
that regionalized variables had ecumenical and average structure quality, the 

h) had correlation in some extent at point X and 

h that its acentric spatial distance was h. At some significance, this 
was structural character of regionalized variables. Soil moisture and other 
farmland information were all regionalized variables, therefore it can use 
regionalized variables theory to study their spatial variable laws. 

2.2 Semi-varionram function 

Farmland information was fully random variables, analyzed by traditional 
statistics. The most research only considered mean value and dispersion 
coefficient of all the observable value, and not considered the difference of 
the observable point. But actually, most of farmland information was a 
spatial-temporal continuous variants, not only had randomicity but also had 
structure. Therefore, it could use semi-varionram function of studying spatial 
variance of regionalized variables in Geo-statistics to describe spatial 
variability of farmland information. 

Semi-varionram function was a function which described the spatial 
variability structure of Soil Moisture, scaling spatial correlative extent of 
known points, calculated by this formula: 

OF THE SPATIAL VARIABILITY 

BASIC THEORY AND METHOD 

variables Z(X) and Z (X +

point X +

Changli Zhang et al.720 

of Precision Agriculture is producing the spatial distribution map of soil 
distribution map of soil water. Therefore, the all-important work and base 
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In which: h was the distance of known points, frequently be lag; n was the 
number of conjugated swatch points disjoined by h; z was attribute value. 
Semi-varionram was augmenting along with h augmenting. 

Semi-varionram function was generally expressed by variance curve, it 

Sphere Model semi-varionram function. C0 was fundus variance, expressed 
spatial variance by semi-varionram, it was generally metrical error by 
observation variance. The a was mutative distance, it expressed that there 
was distance upper limit in the sampling data. When h≤a, the observation 
value between random two points had relativity that which was augmenting 
along with h falling; When h>a, there were no relativity. C0+C was r(h), it 
reflected spatial variance intensity of some observational variable in the 
research region. The eigenvalue of function expressed variable character of 
observational variable.  

 

2.3 Theoretic model of semi-varionram function 

When describing quantificationally variable character of all the research 
region, it need produce semi-varionram map. It need seek theoretic model of 

quality, actually there were only some theoretic model of semi-varionram 
function, generally, Spherical Model, Index Model, Gauss Model, Power 
Model, Sine Model.  

Spherical Model  
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was a function map with r(h) to h. Fig. 1 is a representative sketch map of 

Fig. 1. Semi-varionram of spherical fitted model 

semi-varionram for produce semi-varionram map (Zhang et al., 1995; Feng 

oneself to Kriging calculation. On account of Kriging formula positive 
et al., 2000; Huang et al., 2002; Li et al., 1998), this model attached straightway 

1)
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Gauss Model 
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2.4 Used Kriging interpolation to produce 

With semi-varionram function, it can reflect spatial variable rule of region 
variable exactly. We can produce the distributing map of soil moisture by 

Kriging interpolation after selecting theoretic model of semi-varionram 
function. It was a method that which made use of the structure of original 
data and semi-varionram function, it valuated best and truly localizable 

relation of known swatch points and unknown points by the structure of 
original data and semi-varionram function. Kriging interpolation got the 

value of unknown points by endowing known points with weight, it 
expressed: 

( ) ( )∑
=

=
n

i
xZλxZ ii0

1
 

In which: Z(x0) was the value of unknown points, Z(xi) was known swatch 
points around unknown points, iλ was the power that point i to unknown 
points. For satisfying non-Biased and optimality, passed establishing Kriging 
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In which: ),( xx jiγ  was covariance function in sampling points, 
),( Xxiγ was covariance function between sampling points and interpolation 

points, µ  was Lagrange multiplier. 

2)

3)

the distributing map of soil moisture 

variable of unknown points (Lu et al., 1985). It considered distance and the 

formula to ascertain weight coefficient (Li et al., 2006): 
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3. DESIGN OF THE EXPERIMENT 

Experiment farmland was a soybean field of Heilongjiang Daxijiang farm, 
its area was about 9.8 hm2. June 27, 2006, soil moisture was measured with 

the help of GPS and measuring instrument of soil moisture, grid was setting 
by 15m�15m, about 250 points, sampling deepness was 10 cm.  

sampling disjoin the farmland to equal area grid. It was simple and 
exercisable, was the most effective one of sampling method. This research 

considered sampling convenience and actual condition, compartmentalized 
grid along ridge in a field generally. 

4. ANALYZED THE DATA  

4.1 Calculated the statistical eigenvalue of soil moisture  

Based on classical statistics, we calculated statistical eigenvalue of the 
data of soil moisture in the experiment farmland; experimental results were 

shown in Table 1. Variance coefficient were respectively 119.2, 117.3, 
127.6, all belong to strong variability. 

Table 1. Statistical description of soil moisture 

Date Minimum 
value 

Maximal 
value 

Average 
value 

Standard 
value 

Variance Variance 
coefficient  

0.09 0.357 0.224 0.267 0.071 119.2% 

0.086 0.33 0.208 0.244 0.06 117.3% 

0.099 0.45 0.275 0.351 0.123 127.6% 

4.2 Testing normal distribution of soil moisture data 

Testing for normal distribution of soil moisture data was the precondition 
of using Kriging interpolation of Geo-statistics to analyze soil moisture data. 

If sampling data submitted to normal distribution, its sampling points should 
be linear. In ArcGIS, we tested normal distribution to soil moisture data by 

normal distribution. Several points left the beeline overmuch, after testing, it 
was eligible. 

Sampling mode of soil moisture was point sampling (Joseph K. Berry 

normal QQ plot (Fig. 2), the result indicated that most points accord with 
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June 27, 2006 

July 17, 2006 

August 8, 2006 

et al., 1999; Wollenhaupt N .C. et al., 1997; Hao et al., 2002), inerratic grid 



4.3 Spatial interpolation analyzed soil speciality 

For describing true and intuitionistic spatial distribution of soil moisture, 
the research used Spatial Analyst module in ArcGIS 9.0, applied the Kriging 
to get the distributing map of soil moisture. Experimental results were shown 

Fig. 2.  Normal QQ plots of soil moisture properties 

in Fig. 3, Fig. 4, Fig. 5. 
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Fig. 3. The spatial distribution map of soil moisture 



 

We saw the spatial distribution of soil moisture. In this farmland, there 
were low of the north and high of the south. It was consistent with the fact.  

Fig. 4. The spatial distribution map of soil moisture 

Fig. 5. The spatial distribution map of soil moisture 
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5. 

1) All of the soil spatial property is normal distribution and the spatial 
distribution of soil water property accord with the actual. 

2) Kriging only considered the relativity of the data, it didn’t only 
consider the randomicity of the soil property, but also considered the 
structure of the soil property. The spatial distribution map of soil moisture by 
Kriging can analyze the spatial distributing status of all the cropland. Getting 
a veracious spatial distribution map of soil water property is very important 
and useful for adjusting precision fertilization and precision irrigation in 
time. It also offered the theoretical foundation of the connection studying 
between soil water property and enhancing the yield. 

3) When using spatial interpolation methods, it should choose the best 
method to get the most perfect effect of the spatial interpolation, the 
precondition is comparing the experimentations with the different actual 
instance of the experimental cropland and analyzing the actual metrical data 
of the sampling points adequately. The most importance was improving on 
interpolation methods, putting forward a new better scientific interpolation 
based on existing foundation. 

Although there are intensive agriculture produces in the northern of our 
country, the water resources of our country are scarce very much. 
Heilongjiang is a place which is short of water source seriously. Getting a 
veracious spatial distribution map of soil water property is very important 
and useful for adjusting precision fertilization and precision irrigation in 
time. It also offers the theoretical foundation of the connection studying 
between soil water property and enhancing the yield. 
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Abstract: Electric Power Steering (EPS) is a full electric system, which reduces the 

amount of steering effort by directly applying the output from an electric 

motor to the steering system. In this paper, the constitutions and its operational 

mechanism of electric power steering system, and the construction and the 

equivalent circuit of the DC motor used in EPS were introduced; and the EPS 

hardware framework based on the ARM was presented and the EPS motor 

control strategy was designed. The full-car tests were performed and the 

results confirmed that the system designed was stable and credible, and can 

meet the requirements of steering performance. 

Keywords: automobile, Electric Power Steering, EPS, motor, controller  

1. INTRODUCTION 

Electric power steering (EPS) system has attracted much attention for 
their advantages. It uses power only when the steering wheel is turned by the 
driver, it consumes approximately one-twentieth the energy of conventional 
hydraulic power steering systems and, as it does not contain any oil, it does 
not pollute the environment both when it is produced and discarded. 
Additionally, the software built into the EPS controller results in high 
performance and easy tuning during the development of prototypes of EPS 
systems (Jiang Haobin et al., 2006). 

is located directly under the steering wheel. The EPS system consists of a 
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torque sensor, which senses the driver’s movements of the steering wheel as 
well as the movement of the vehicle; an ECU, which performs calculations 
on assisting force based on signals from the torque sensor and vehicle 
sensor; a motor, which produces turning force according to output from the 
ECU; and a reduction gear, which increases the turning force from the motor 
and transfers it to the steering mechanism (Toshinori Tanaka et al., 2003). 

The main purpose of electric power steering system is, of course, to 
provide assist to the driver. This is achieved by the torque sensor, which 
measures the driver’s torque and sends a signal to the controller proportional 
to this torque. The torque information is processed in the controller and an 
assist command is generated. This assist command is further modulated by 
the vehicle speed signal, which is also received by the controller. This 
command is given to the motor, which provides the torque to the assist 
mechanism. The gear mechanism amplifies this torque, and ultimately the 
loop is closed by applying the assist torque to the steering column. 

2. DESIGN OF EPS CONTROLLER 

The motor for EPS is a permanent magnetic field DC motor. Attached to 
the power steering gear assembly, it generates steering assisting force. This 
study introduced the motor control strategy, the design of the EPS Electric 

performed and the results were analyzed. 

2.1 Motor control strategy 

and a commutation mechanism (Massachusetts Institute of 
Technology). The stator consists of permanent magnets, creating a magnetic 
a rotor, 

Fig. 2 illustrates the construction of a DC motor, consisting of a stator, 
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Fig. 1. A columm - type EPS system

Control Unit (ECU), and the full-car test system. The full-car tests were 



 
field in the air gap between the rotor and the stator. The rotor has several 
windings arranged symmetrically around the motor shaft. An electric current 
applied to the motor is delivered to individual windings through the brush-
commutation mechanism, as shown in the figure. As the rotor rotates the 
polarity of the current flowing to the individual windings is altered. This 
allows the rotor to rotate continually. 

The actual DC motor is not a loss-less transducer, having resistance at the 
rotor windings and the commutation mechanism. Furthermore, windings 

schematic of the electric circuit, including the windings resistance R and 
inductance L. 

 
In the equivalent circuit of the motor, the relationship between the 

terminal voltage
MV L R

constant k, the revolution speed N, the current i, and the time t, is expressed 

( / )MV L di dt R i k N= ⋅ + ⋅ + ⋅                                                            (1) 
R i k N⋅ + ⋅�                                                                              (2) 

And it is known that the current i is proportional to the motor torque MT . 

In the motor current control method, the target motor current TI , which is 
proportional to the motor assist torque 

MT
output T from the torque sensor, and control is performed so that there is no 
difference between this target current value

TI and the value detected through 
feedback from the current sensor 

MI . 

may exhibit some inductance, which stores energy. Fig. 3 shows the 

, the induced voltage , the impendance , the resistanc 

As can be understood from Eq. (2), the motor can be controlled based on 
the so-called  motor current control method which is shown in Fig. 4. 

, is determined from the signal 
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Fig. 2. Construction of DC motor Fig. 3. Equivalent circuit

by the following equation (Ronald K. et al.,1999). 



 
In this method, the target value, which is determined by the assist 

characteristic based on the input of torque sensor and vehicle speed sensor, 
for the motor current is set so that it is equal to the vehicle speed response 
type derived from the signal of the vehicle speed sensor. The assist 

The typical control system of EPS device is shown in the block diagram of 

current setting unit determines the reference current ri

the driving conditions, and the controller computes the control signal which 
minimizes the error between ri and the actual current ai . 

 

2.2 Design of EPS controller 

The EPS controller is designed based on motor current control method. 

coordinates the signals from the various sensors, an A/D converter and a 
PWM unit that are all built into an one-chip microprocessor, a watchdog 
timer (WDT) circuit that monitors the operation of this microprocessor, the 
motor-drive circuit that consists of power MOSFETs in an H bridge circuit 

Kurishige et al., 2001). 

characteristic is shown in Fig. 5 (Takayuki Kifuku et al., 1997). 

Fig. 6 (Masahiko Kurishige et al., 2001; Ji-Hoon Kim, 2002). The target 

The EPS controller (refer to Fig. 7) consists of an interface circuit that 

et al., 1999; Takayuki Kifuku et al., 1997; Yuji Kozaki et al., 1999; Masahiko 

Jingbo Zhao et al.732 

Fig. 4. Principle of motor current control Fig. 5. Assist characteristic

Fig. 6. Block diagram of EPS control system

to the motor based on 

driven by pulse width modulation (PWM) over a 20kHz carrier (Ronald K. 



 
The ECU conducts a search for data according to a table lookup method 

based on the signals input from each sensor and carries out a prescribed
calculation using this data to obtain the assist force. 

interrupted, an indicator lamp illuminates, and the problem condition is 
memorized. Then this problem mode flashes on a display as necessary 
(International Rectifier Application Notes; Geoffrey Walker, 1998; Jeff 
Burns et al., 2000; Sergio Fissore et al., 2000). 

3. TESTS AND ANALYSIS 

On the basis of the motor control strategy and design of EPS controller, 

is also carried out. When a problem is detected, power to the motor is 
In addition, trouble diagnosis for the sensors and the microprocessor 

full-car tests are performed. The framework of test system is shown in Fig. 8. 
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Fig. 7. Framework of EPS controller

Fig. 8. Test system



 

parameters test system, vehicle speed sensor, VG400 gyroscope (Grossbow 

input signals include torque signal, vehicle speed signal and motor current 
signal, collection system: WaveBook 512H, computer and 
DASYLab8.0. 

3.1 Steering handiness test 

When the EPS system works normally and the vehicle speed is zero, 
rapidly turn the steering wheel to an angle about 600º and keep still, the 

obtained.  
Also, when the EPS system works normally and the vehicle speed is 

5km/h, rapidly turn the steering wheel to a angle about 600º and keep still, 

be obtained. 

co.), (2) controller: Electric Control Unit with ARM S3C44B0X, the main 

(3) signal 

Jingbo Zhao et al.734 

Fig. 9. Steering with zero vehicle speed condition

Fig. 10. Steering with 5km/h vehicle speed condition

The test system is made up of the following parts. (1) sensors: ZL-1 steering 

angle-torque curve and angle-current curve which is shown in Fig. 9 can be 

the angle-torque curve and angle-current curve which is shown in Fig. 10 can 



 

handiness is obvious. When the vehicle speed is zero, the handiness is 
increased 69.5%, and 5km/h 56.3%. 

No EPS EPS 

26.42 9.658 

 14.11 4.308 

 3.275 

5km/h speed 19.11 7.8 

 8.713 3.806 

 2.289 

3.2 Step input test 

When the EPS system works normally and the vehicle speed is 
respectively zero and 5km/h, rapidly turn the steering wheel to a angle and 
keep still for several seconds, the corresponding motor current response 

It’s revealed that the motor current response is rapid and can rapidly 
achieve stabilization, and can fully meet the demand of real time. 

 

4. CONCLUSIONS AND DISCUSSIONS 

The results show that the EPS controller designed is stable and credible, 
and can meet the requirements of steering performance. 

The demands for faster speed, higher quality, and reduced power require-
ments in vehicles are continually increasing. In order to respond to these 
demands, research and development is under way on the application of 

And, the detailed comparation is listed as Table 1, when there is Esther 

curves are shown in Fig. 11. 
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Fig. 11. Motor current response

Table  1.  Steering handiness test efficiency 

Condition 

Zero speed 

Item 

Peak torque/Nm 

Average torque/Nm 

Handiness target 

Peak torque/Nm 

Average torque/Nm 

Handiness target 



 
electronic control with the aim of further improving functions and 
performance. Features that are being proposed include the introduction of 
intelligent control strategy and the application of power steering, which 
responds to the driving environment by varying the assist amount in 
accordance to fit the sensitivities of human operators. 
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