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Preface

In the last years, a number of theoretical and numerical tools have been developed
by a thriving community formed by people coming from different backgrounds—
condensed matter, quantum optics, quantum information, high-energy, and
high-performance computing—which are opening new paths towards the explo-
ration of correlated quantum matter. The field I have the pleasure to work in is
mostly based and supported by the numerical simulation performed via tensor
network methods, which sprang from the density matrix renormalization group,
introduced by S. White more than twenty years ago. White’s contribution, as the
name itself suggests, was based on the powerful theoretical construction introduced
in the seventies on the renormalization group and critical phenomena by K. Wilson.
After a first decade where density matrix renormalization group has been applied
mostly in condensed matter physics, starting from the new millennium, tensor
network methods have been developed and adapted to a constantly increasing
number of research fields, ranging from quantum information and quantum
chemistry to lattice gauge theories.

This book contains the notes of the course I delivered at Ulm University from
2010 to 2016 on computational quantum physics. I planned the course trying to
fulfil two very demanding requirements. From the one hand, it is structured in such
a way that a student would be able to follow it, even without previous knowledge
on programming, scientific calculations and only knowing the basics of the
underlying theory, that is, a basic course in quantum mechanics. On the other hand,
I aimed not only to introduce the students to the fascinating field of computational
physics, but also to achieve that, at the end of the course, they could be able to
attack one of the main open problems in modern physics—the quantum many-body
problem. Thus, I designed a course that would bring the interested students from the
very first steps into the world of computational physics to its cutting edge, at the
point where they could—with a little additional effort—dive in into the world of
research. Indeed, a student that would take such a challenge with a proper
know-how will surely have plenty of occasions to enjoy this fast expanding field
and will belong to an exciting and growing community. In the last ten years, I have
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already witnessed many students that are succeeding in such process, which
resulted in many fruitful scientific collaborations and interesting publications.

The book is structured in parts, each of them divided into chapters, according to
the original plan of the course. The first part and the appendices introduce the basic
concepts needed in any computational physics courses: software and hardware,
programming guidelines, linear algebra and differential calculus. They are presented
in a self-consistent way and accompanied by exercises that will make it easier to
climb the steepest learning curve of the second part of the course. The central part
presents the core of the course, focus on tensor network methods. Although in my
course I briefly introduced also other successful numerical approaches (Monte Carlo,
Hartree–Fock, density functional theory, etc.), they are not included here as many
excellent books present them much better than what I could do here in a limited
space. Next, I introduce elements of group theory and the consequences of sym-
metries in the correlated quantum world and on tensor networks. From the one hand,
the appearance of different phases of matter, of spontaneous symmetry breaking and
quantum phase transitions where correlations diverge, presents the highest diffi-
culties for their numerical description. On the other hand, symmetries can be
exploited to simplify the system description and to speed up the computation:
symmetric tensor networks are fundamental to be able to perform state-of-the-art
simulations. This is indeed true for global symmetries like the conservation of
particle number in fermionic and bosonic systems or the magnetization in spin
systems. However, recently it has been shown that also gauge symmetries can be
embedded in the tensor network description, paving the way to very efficient sim-
ulation of lattice gauge theories, which are going to impact the modern research in
condensed matter theory and high energy physics. Finally, the last part reviews the
applications of the tools introduced here to the study of phases of quantum matter
of their characterization by means of correlation functions and entanglement mea-
sures. Moreover, I present some results on out-of-equilibrium phenomena, such as
adiabatic quantum computation, the Kibble–Zurek mechanism, and the application
of quantum optimal control theory to many-body quantum dynamics.

In conclusion, this book can be used as a textbook for graduate computational
quantum physics courses. Every chapter ends with exercises, most of which has been
designed as weekly exercise for the students, to be evaluated in terms of program-
ming, analysis and presentation of the results. At the end of the course, the students
should be able to write a tensor network program to begin to explore the physics of
many-body quantum systems. The course closed with each student choosing a final
project to be performed in one month: the subject could also be related to other
exams or laboratory activities, preparation for their master's thesis or as a part of their
Ph.D. studies. Indeed, the scope of the course was to prepare them to these chal-
lenges, and in most cases, they demonstrated the success of such program.

The contents presented here are unavoidably based on my particular view of the
field, and in particular, the focus is on the recent development of tensor network
method I had the pleasure to participate in. Most of the contents, as acknowledge
hereafter, are based on excellent books, review and research papers of collaborators
and colleagues in the field. However, to the best of my knowledge, at the time I am
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writing these lines, there is nowhere a self-contained book presenting all the ele-
ments needed to train students to work with tensor network method, despite the
growing request of Ph.D. students with such skills. Finally, I think that this book
could serve as a useful reference and guide to relevant literature for researchers
working in the field, or as a starting point for colleagues that are entering it.

I would like to thank the many people that made this possible and that accom-
panied my life and scientific career until now. The colleagues at Ulm, J. Ankerhold,
M. Freyberger, J. Hecker-Denschlag, S. Huelga, F. Jelezko, B. Nayedov, M. Plenio,
F. Schmidt-Kaler, J. Stockburger and W. Schleich, made Ulm University a special
and unique place to develop new scientific research. The support of the Center for
Integrated Quantum Science and Technologies and of its director T. Calarco has
been very precious in these last years. The scientific discussions with the other IQST
fellows in Ulm and Stuttgart have been a very important stimulus.

The Institute for Quantum Optics and Quantum Information of the Austrian
Academy of Science in Innsbruck played a unique role in my scientific life in the
last years: especially since I became an IQOQI visiting fellow, I could fully profit
from their hospitality and inspiration full environment. I am greatly thankful to
Peter Zoller for his friendly guidance, his availability and the many enjoyable
discussions.

A special thank to Giovanna Morigi that always supported me and to Saarland
University that hosted my Heisenberg Fellowship. It has been a very fruitful and
exciting time in a very pleasant environment: I am sure it will bring to a
long-standing successful scientific collaboration.

The colleagues involved in the QuantERA project I have the pleasure to coor-
dinate (QTFLAG) are working hard to develop the next generation of tensor
network methods and experiments to investigate lattice gauge theories. I am sure
that in the years to come they will inspire many of the readers of this book
and myself with new exciting ideas and tools: many thanks to M. Dalmonte,
I. Cirac, E. Rico, M. Lewenstein, F. Verstraete, U.-J. Wiese, L. Tagliacozzo,
M.-C. Bañuls, K. Jansen, A. Celi, B. Reznik, R. Blatt, L. Fallani, J. Catani,
C. Muschik, J. Zakrzewski, K. Van Acoleyen and M. Wingate.

This book could not have been written without the many persons that spent some
years working with me, making my everyday life full of stimuli. I would like to
thank P. Silvi, F. Tschirsich, D. Jaschke, M. Gerster, T. Felser, L. Kohn, Y. Sauer,
H. Wegener, F. Schrodi, J. Zoller, M. Keck, T. Pichler, N. Rach, R. Said, J. Cui,
V. Mukherjee, M. Müller, W. Weiss, A. Negretti, I. Brouzos, T. Caneva, D. Bleh,
M. Murphy and P. Doria, for the uncountable hours of good physics.

In the last twenty years, I had the pleasure to collaborate with many other
persons that, in different ways, have been present during my career development
and showed me different interesting points of view: I am greatly thankful to
G. Benenti, G. Casati, M. Rizzi, G. De Chiara, G. Santoro, D. Rossini, M. Palma,
P. Falci, E. Paladino, F. Cataliotti, S. Pascazio, J. Prior, F. Illuminati, L. Carr,
P. Zanardi, G. Pupillo, S. Lloyd, R. Onofrio, M. Lukin, L. Viola, J. Schmiedmayer,
M. Tusk and to many others not included here. In addition to being always there,
Saro Fazio also has the merit to be the first to point to me the original papers on the

Preface ix



density matrix renormalization group. From that discussion many years ago at
Scuola Normale Superiore, a lot of exciting developments followed, and many
others are still in sight.

Finally, it would not be possible for me to concentrate on my research without
the full support of my family that every day gives me the strength of pursuing new
challenges. Thank you, I owe you all. A huge thank to C. Montangero for his help
in improving the computer science part of the text, once more renovating the
never-ending scientific confrontation between physicist and computer scientists,
here enriched by a father–son debate. We did pretty well. With the advent of
quantum technologies, I am sure there will be plenty of other occasions to keep on
this enriching dispute between these two branches of science.

Despite the feedback I received on the draft from many colleagues, the
remaining errors and typos in the text are my sole responsibility. I will appreciate
any comment or feedback to improve the book in the future.

Padova, Italy Simone Montangero
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Chapter 1
Introduction

The many-body quantum problem is, in its different formulations, at the core of our
understanding of nature and modern technologies [1]. On the one hand, it encom-
passes the modeling of the fundamental constituents of the universe [2] and quantum
matter [3, 4]. On the other hand, the development of most future technology relies
on our capability of describing and understanding many-body quantum systems:
among others, the electronic structure problem with impact on chemistry and drugs
research [5], the development of quantum technologies [6–8], and the engineering of
newmaterials, e.g. more efficient light harvesting materials or displaying topological
order [9–11].

The solution of the many-body quantum problem is thus an overarching goal of
modern research in physics. Finding an approach to efficiently solve it would have an
inestimable value andwould impact directly or indirectly all fields in natural sciences
– from medicine and chemistry to engineering and high-energy physics–, and it will
pave the way to an Eldorado of technological developments that will enormously
impact our everyday’s life. However, despite the enormous efforts spent and the
impressive developments of analytical and numerical methods experienced in the
last decades, the many-body quantum problem remains one of the most significant
challenges we face.

The complexity of the many-body quantum problem immediately appears as the
dimension of the space of possible configurations of N primary constituents of the
system (number of quantum particles, lattice sites, etc.), increases exponentially with
N . Indeed, if each elementary constituents is characterized by d possible different
states {αi }di=1 (spin configurations, electronic ormolecular orbitals, harmonic oscilla-
tor or angular momentum levels, etc.), the number of possible configurations for the
whole system is dN . In quantum mechanics the fundamental object of interest is the
wave function of the system, the amplitude of probability distribution ψ(α1 . . . αN ),
whosemodulus square gives the probability of the system to be in N -body configura-
tion α1 . . . αN : that is, the object of interest is the vector containing the amplitude of
probability for each possible system configuration. Typically, one has to update the
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2 1 Introduction

vector of probabilities to follow the system time evolution or to find the eigenvector
corresponding to the ground state of the system. To date, only a small number of
exactly solvable models have been identified [12] and exact diagonalization tech-
niques [13] are restricted to few-body problems: thus the thermodynamical or the
large N limit, which in many cases represents the interesting scenario, is often out
of reach.

In conclusion, the exact treatment of the many-body quantum problem is almost
always not available. However, many approximate analytical and numerical meth-
ods have been developed to attack it: a powerful class of methods is based on the
semiclassical treatment of the quantum degrees of freedom [14], such as mean-field
techniques that disregard or take into accounts only a small part of the quantum cor-
relations of the system [15], e.g., Hartree-Fock methods and its generalizations [16].
It is well known, however, that these approaches typically perform optimally in high
spatial dimensions, while they suffer in low dimensionality [17], especially in 1D
where entanglement and quantum fluctuations play a dominant role. Another class
of hugely successful techniques – mostly referred to as Monte Carlo methods – have
been extensively used in the past decades o solve the many-body problem and in par-
ticular to study lattice gauge theories [18].Monte Carlomethods capture the quantum
and statistical content of the system by reconstructing the model partition functions
by means of statistical samplings. However, Monte Carlo methods are severely lim-
ited whenever a negative or a complex action appears (sign problem) [19], e.g.,
while studying systems at finite chemical potential or out of equilibrium [20]. In
many cases, careful, sophisticated choices of the statistical sampling algorithm can
mitigate the sign problem. However, it has been proven that the sign problem is
NP-hard, and thus a generic polynomial algorithm to study via Monte Carlo systems
with complex action almost certainly does not exist [21].

An alternative approach to solve the many-body quantum problem is a class of
numerical methods – at the center of this book – based on the renormalization group
(RG) paradigm, that is, the idea of truncating the exponential increasingHilbert space
based on energy considerations. The underlying hypothesis is that the low-energy
physics of a system is mainly determined by the low-energy sectors of the system
components [22]. In standard RG algorithms, the system size is then increased iter-
atively, and at each iteration, the high-energy sectors of the different parts of the
system are discarded. This powerful idea has been further developed in the con-
text of condensed matter systems where the density matrix renormalization group
(DMRG) has been introduced [23]. Finally, it has been extensively further developed
within the quantum information community with the development of tensor network
(TN) methods [24–31]. As reported in details in this book, TN methods provide a
recipe to describe efficiently many-body quantum systems with a controlled level of
approximation as a function of the used resources, to optimally describe the relevant
information in the system wave function [24]. Indeed, the TN approach is based on
the fact that the tensor structure of the Hilbert space on which the wave function
ψ(α1α2 . . . αN ) is defined, introduces some structures. That is, typically ψ is not a
fully general rank-N tensor and thus it might allow for an efficient representation.
Moreover, in special but significant cases as the ground states of short-range interact-
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ing Hamiltonians, one can show that the entanglement present in the system obeys
some scaling laws – area laws of entanglement [32–37]. These scaling laws imply
the possibility to introduce classes of states – TN ansätze, defined via their tensor
structure –which can efficiently representing the system ground state [24, 25, 28, 30,
38–45]. Indeed, it is possible to decompose the most natural tensor structure defined
by the rank-N tensor ψ(α1α2 . . . αN ), in a network of lower rank tensors, which are
equivalent unless approximations are introduced. Notice that while introducing a TN
ansatz, one fixes the tensor structure, but not the dimension of the tensor indices nor
the elements of each tensor: they are the variables to be optimized to build the most
efficient representation of the system under study still capturing the system physical
properties.

Starting from the reformulation of the DMRG algorithm in terms of the Matrix
Product State (MPS) [46–48] – a one-dimensional tensor network ansatz – several
classes of tensor networks, displaying various geometries and topologies, have been
introduced over the years for different purposes, to include in the tensor structure the
available physical information on the system or to allow a more efficient algorithmic
optimization [24, 25, 49–54]. It is important to highlight that TN methods comple-
mentsMonte Carlomethods as they do not suffer from the sign problem, allowing the
simulation of out of equilibrium phenomena or at a finite chemical potential [55–77].

Indeed, a fascinating very recent field of application of tensor networks is lattice
gauge theories [78, 79]. Since their introduction byWilson [80], lattice gauge theories
(LGTs) have found widespread application in the investigation of non-perturbative
effects in gauge theories, with applications in different fields ranging from high-
energy physics to condensed matter theory and quantum science [81–85]. LGTs are
characterized by an extensive number of local symmetries and locally conserved
quantities, as a consequence of the invariance of the theory under specific sets of
transformations. The most common formulation of LGTs is the Lagrangian one,
which is an ideal setup for Monte Carlo simulations [81–84]. Hereafter, we discuss
instead the Hamiltonian formulation of LGT introduced by Kogut and Susskind [86,
87] as it is better suited for applications of tensor network methods and of quantum
simulators [78, 79]. In particular, we focus on a compact formulation of the gauge
fields, the so-called quantum link models [78, 88–90]. Quantum link models share
many featureswith theWilson formulation and converge to it in a particular limit [91],
keep gauge invariance exact on the lattice, and are highly related to problems in
frustrated quantum magnetism [3, 92].

Before concluding this introduction, it is also duementioning that it exists another
independent approach to solve the many-body problem, put forward by R. Feynman
more than thirty years ago [93]. In modern words, he proposed to develop a dedi-
cated quantum computer – a quantum simulator – to solve the quantum many-body
problem, exploiting the fact that the exponential growth of the Hilbert space of the
system under study is automatically matched by another many-body quantum sys-
tem. Although hereafter we will not concentrate on this approach, we highlight that
in the last decades quantum information science and the experimental setups have
reached a level the of control that allows different platforms (cold atoms, trapped ions,
superconducting qubits, etc.) to perform quantum simulations of several many-body
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phenomena [94, 95]. Paradigmatic classes of Hamiltonians of short-range interacting
models such as the Ising and Heisenberg models for spin systems and the Hubbard
or Bose-Hubbard model describing particles on a lattice have been quantum simu-
lated [96–98], and also systems with long-range interactions have been engineered,
exploiting Coulomb interaction of trapped ions and Rydberg atom simulators [99–
104]. Different proposals for quantum simulations of lattice gauge theories have been
put forward [77, 79, 99, 101, 105–118] and a first step in this direction has been
very recently performed in a ion trap quantum simulator [119].

In conclusion, although tensor network methods and quantum simulators are rel-
atively young and shall still reach full maturity, most probably future investigations
on many-body quantum systems will be performed by means of three independent
ways: either performing an experiment to directly interrogate the system of interest,
or performing a simulation on a classical computer (either with Monte Carlo or ten-
sor network methods), and finally performing a quantum simulation in a controlled
environment. Given the complementarity of the approaches – not only in range of
validity and efficiency but also in terms of complexity and resources needed for their
realization, reproducibility, access to different direct or indirect information – most
probably future research will be based on a combination of them, each exploiting its
advantages and strengths and complementing and certifying the results of the others.

This book aims to introduce the reader to one of these pillars of future research
– tensor network methods – from their basics to their application to lattice gauge
theories, to bridge the gap between basics simulation methods for quantum physics
and some of the most promising numerical methods that will most probably guide
and support the research in fundamental quantum science and the development of
quantum technologies.

The first part of the book reviews the most important tools available to solve
numerically the single-body quantum problem, that will form the basis for the most
advanced techniques presented in the second part of the book: Chap.2 presents the
linear algebra tools needed to diagonalize a Hamiltonian and some more advanced
methods (Lancsoz) to diagonalize large matrices. In Chap.3, we review the standard
tools of numerical calculus, the numerical integration and the solution of partial dif-
ferential equations – the Schrödinger equation – which can be used as standalone
tools and will be part of tensor network algorithms. The second part presents the
core of the book, the tensor network methods: We start in Chap.4 reviewing the
numerical real-space renormalization group and its generalization, the DMRG. In
Chap.5 we introduce the tools and methods to perform numerical studies (both at
and out-of-equilibrium) of one-dimensional systems of hundreds of components,
mainly based on Matrix Product States. Chapter 6 introduces more advanced con-
cepts, in particular, the exploitation of symmetries to enhance the performances of
the numerical simulations and to describe lattice gauge theories in the quantum link
formulation. Finally, the last part of the book presents some applications of tensor
network methods to physical situations: in Chap.7, we report TN methods appli-
cations to the study of quantum phases of matter and the different quantities that
can be used and computed efficiently to characterize them: correlation functions
and entanglement measures. The last chapter presents some of the most successful

http://dx.doi.org/10.1007/978-3-030-01409-4_2
http://dx.doi.org/10.1007/978-3-030-01409-4_3
http://dx.doi.org/10.1007/978-3-030-01409-4_4
http://dx.doi.org/10.1007/978-3-030-01409-4_5
http://dx.doi.org/10.1007/978-3-030-01409-4_6
http://dx.doi.org/10.1007/978-3-030-01409-4_7
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applications of TN methods to out-of-equilibrium phenomena: adiabatic quantum
computation, the Kibble-Zurek mechanism, and the optimal control of many-body
quantum processes. The appendices present some basics concepts that any physicists
approaching the computational methods should know: the basics of classical com-
puter hardware and architectures and good fundamental practices to produce reliable
and useful software.



Part I
The Single Body Problem



Chapter 2
Linear Algebra

In this chapter, we attack one of the simplest but ubiquitous problems that a compu-
tational physicist typically faces, the solution of an eigenvalues problem. In quantum
physics, the eigenvalues problem usually arise to solve a given Hamiltonian describ-
ing a single- or many-body quantum systems. Indeed, apart from a few classes of
problems for which analytical solutions are known (from the particle in the box to the
Bethe Ansatz solutions), the search for the ground and excited states of a quantum
system shall be performed numerically. The numerical solution of the eigenvalues
problem equals to the diagonalization of a matrix representing the Hamiltonian in
a suitable basis, independently from the fact that the original system is discrete,
e.g. a collection of qubits or atomic levels, or continuous, e.g. atoms or ions in free
space or traps, or Bose-Einstein condensates. The latter scenarios shall be recast into
discrete system either via space discretization (see Appendix B) or via second quan-
tization. Finally, a plethora of problems in math, physics, and computer science can
be recast in eigenvalues problems, thus hereafter we first introduce the problem and
then present, in order of complexity, the state-of-art approaches for global and partial
eigensolvers. As we will see, the eigensolver strategies are based on linear algebra
operations that, for the sake of completeness, we briefly recall hereafter, also to set
the notation: we will use throughout the book standard quantum mechanics notation
and assume that the variables are complex. We base the quick overview presented
here and in the next chapter (and appendixes) on many different excellent books and
reviews, such as, e.g. [120–129].

2.1 System of Linear Equations

A system of linear equations can be represented in operator form

Ô|x〉 = |y〉; (2.1)

© Springer Nature Switzerland AG 2018
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where Ô is a linear operator, and the vectors |x〉, |y〉 live in a Hilbert spaceH ≡ CN .
Given Ô and |y〉, one can use the properties of equivalency of systems of linear
equations to solve for the vector |x〉 which lead to the Gaussian elimination: (i) the
multiplication of lines of the system by a factor fi, j , and (ii) the replacement of one
line with the line itself added term by term with another one does not change the
system result. Thus, any system of linear equations of the form of (2.1) can be recast
in an equivalent (with the same solution) system where the operator has an upper
triangular form

Û |x〉 = |y′〉; where Û =

⎛
⎜⎜⎜⎜⎜⎝

U11 U12 U13 . . . U1N

0 U22 U23 . . . U2N

0 0 U33 . . . U3N

. . .
...

0 0 0 0 UNN

⎞
⎟⎟⎟⎟⎟⎠

. (2.2)

Given the operator Û , the solution of the system of linear equations is easily obtained
via back substitution as follows:

xk =
⎛
⎝yk −

N∑
j=k+1

Uk jx j

⎞
⎠ /Ukk . (2.3)

The previous lines not only describe the Gaussian elimination method, but provide
the description of the algorithm to solve any system of N linear equations that can be
straightforwardly coded. A fundamental property of algorithms is their algorithmic
complexity, defined as the number of operations needed to solve the problem as
a function of the input size, here the number of equations N (see Appendix B for
more on software complexity and an introduction to good software development).
A simple estimate results in a total number of operations that scales as O(N 3): the
reduction of each of theN (N − 1)/2 elements of the lower part of the matrix in (2.2)
to zero requires O(N ) operations, that is, a total of O(N 3). The back-substitution
described in (2.3) is of lower order, as it requires O(N 2) operations.

Notice that the algorithm for solving a system of linear equation provides also a
method to compute the inverse of a matrix: indeed by definition the inverse of the
matrix A is such that Ô−1Ô = ÔÔ−1 = 1, then, we can identify

Ô−1 ≡
⎛
⎝

| | . . . | |
x1 x2 . . . xN−1 xN

| | . . . | |

⎞
⎠ , 1 ≡

⎛
⎝

| | . . . | |
y1 y2 . . . yN−1 yN

| | . . . | |
;
⎞
⎠ (2.4)

where |x j 〉 and |y j 〉 forms the column vectors of the two matrices respectively. In
conclusion, the condition to find the inverse of the matrix becomes simply a set of
linear systems of equations:

Ô|x j 〉 = |y j 〉; (2.5)
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which can be solved with the elementary construction of the augmented rectangular
matrix, formed by the operator Ô and the identity on its side. Gaussian eliminating the
off-diagonal terms of the operator Ô results in the computation of the operator Ô−1.

2.1.1 LU Reduction

The Gaussian elimination reviewed in the previous section is only one of a family of
reduction methods to triangular matrices. Another reduction that plays a pivotal role
in the numerical computation of ground state properties of quantum systems is the
LU decomposition [122]. Indeed, one can show straightforwardly that any operator
can be written as a left and right triangular operators

Ô = L̂ Û such that L̂ =

⎛
⎜⎜⎜⎜⎜⎝

1 0 . . . 0 0
f2,1 1 . . . 0 0
f3,1 f3,2 . . . 0 0

...

fN ,1 fN ,2 . . . fN ,N−1 1

⎞
⎟⎟⎟⎟⎟⎠

, (2.6)

where the coefficients fi, j are those used perform the gaussian elimination of the
operator Ô into the matrix Û given in (2.2).

As we will see later in the chapter, the usefulness of such reduction becomes clear
whenever one needs to solvemany different systems of linear equations which differs
only by the vector |y〉. Indeed, in such a case, the original problem Ô|x〉 = |y〉 can
be recast in two systems of linear equations

{
L̂|z〉 = |y〉
Û |x〉 = |z〉 ; (2.7)

whose solution only requires O(N 2) operations as only the back substitution is
needed, being both operators already triangular ones. Thus, the algorithm to solve
different systems of linear equations with the same Ô and different |y〉, is as follows:
1. LU-reduce the operator Ô (scales as O(N 3));
2. Perform two back substitution S, as in (2.3), (scales as O(N 2)).

This approach has no drawback, as the first step scales as the full Gaussian elimi-
nation. Thus, it does not introduce any overhead in computational time nor memory
as the two triangular matrices can be stored with the same amount of memory as
the original one. Moreover, if the number of systems of equations to be solved M
(with the same Ô operator and different |y〉) is such that M � N , it is much more
convenient as M · O(N 3) � 1 · O(N 3) + M · O(N 2).
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2.2 Eigenvalue Problem

In this section, we introduce the most common methods to find the eigenvalues of
an operator Ô acting on the Hilbert spaceH ≡ CN . Hereafter, we specialize for the
case of Hermitian operators for the obvious prominent role they play in quantum
mechanical problems. However, what follows can be generalized straightforwardly
for more general cases. For example, the manipulation of non-Hermitian matrices
naturally appears when studying open quantum systems.

We aim to solve the eigenvalue problem defined as

Ô|x j 〉 = λ j |x j 〉 j = 1, . . .N , (2.8)

where hereafter we consider orthonormal eigenstates 〈x j |xk〉 = δ j,k and ordered
(real) non degenerate eigenvalues |λN | > |λN−1| > . . . |λ1|.

2.2.1 Power Methods

The set of eingenstates |x j 〉 form a complete basis for the Hilbert spaceH , thus any
given (random) state |y〉 ∈ H can be written as |y〉 = ∑

y j |y j 〉, where y j = 〈y j |y〉.
Thus, the application of the operator Ô to an initial random state |y〉 results into

Ô|y〉 =
∑

y jλ j |y j 〉. (2.9)

That is, after k applications of the operator Ô one obtains the vector state

Ôk |y〉 =
∑

y jλ
k
j |y j 〉. (2.10)

The net result of the application of the operator to the initial state is then to change
the relative projections onto the eigenvectors, according to the ratio between the
eigenvalues, that is, to rotate the state towards the eigenstate of maximal eigenvalue:
the sequence of states for k → ∞ tends to:

|yk〉 = Ôk |y〉 → |xN 〉, (2.11)

and correspondingly the ratio ||yk〉|/||yk−1〉| → λk
N/λk−1

N = λN . In conclusion, one
can find the most significant eigenstate and eigenvector with multiple applications
of the operator to an initial random vector, and computing the ratio between two
subsequent vector norms. We will show later how to generalize this procedure to
find all the rest of the spectrum and the remaining eigenvalues.

This procedure is working properly, can be implemented easily, andworks inmost
scenarios. However, its efficiency is drastically reduced whenever the system has
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almost degenerate eigenvalues (which turns out to be a class of fundamental physical
processes, e.g., as we will see in Chap.7 systems that display critical behavior at the
thermodynamical limit). Indeed, the speed of convergence of the sequence in (2.11)
depends on the ratio λN/λN−1, which, if small, can practically prevent the algorithm
to converge. To cure for this problem, and also speed up the algorithm convergence,
the inverse power method has been introduced. The main idea stems from the fact
that (2.8) is equivalent to

Ô−1|x j 〉 = λ−1
j |x j 〉, (2.12)

thus, applying Ô−1 one can find the smallest eigenvalue and eigenvector of Ô. As
before, the speed of convergence to the final result is given by the ratio λ2/λ1. Appar-
ently, there is no big difference between the two methods apart from the fact that
they target the opposite extreme of the spectrum. However, the important difference
is that in the latter the extreme eigenvalue is at the denominator of the speed of con-
vergence ratio: this in many scenarios allows us to enhance the speed of convergence
drastically. Indeed, in many cases, it is possible to estimate the lowest eigenvector
of an operator, e.g., with some perturbative argument. Another typical scenario is,
when looking for the ground state energy of a Hamiltonian as a function of a param-
eter g, allows exploting the previously computed result for g − �g. In conclusion,
one can redefine the offset (e.g., setting a different zero value for the energy) of the
eigenvalue problem as

(Ô − q1)−1|x j 〉 = (λ j − q)−1|x j 〉, (2.13)

where q is the estimate of the smallest eigenvalue λ1. The speed of convergence of
the sequence

|yk〉 = (Ô − q1)−1|yk−1〉 (2.14)

is now given by (λ2 − q)/(λ1 − q) which can be highly enhanced if λ1 ∼ q. The
parameter q is often referred as the guess value in the diagonalization subroutine and
providing a good guess can make the difference between standard and professional
results.

The careful reader has surely spotted that in the presentation above a crucial
point has been not carefully addressed: indeed to compute (2.14), the operator
(Ô − q1)−1 is needed. As we have seen in the previous section, this step can be
done straightforwardly, however, once again there are scenarios where it is prefer-
able to avoid it. In particular, writing the matrix representation of the operator Ô shall
be avoided if possible as it is highly inefficient. In particular, whenever the operator
has a structure or representation by a sparse matrix, the implementation of a code
computing the action of the operator on the state is more efficient than calculating
the matrix representation and then performing the matrix-vector multiplication. In
standard subroutines these subroutines are often called amul and are typically the
only part of code left to be written [130]. Indeed, storing a matrix requires the square
of thememory than storing a vector, reaching thememory limitationmuch faster: this
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is particularly true for many-body quantum systems where the Hamiltonians contain
typically only few-body interactions, and they are sparse matrices with well-defined
tensor structure. Therefore, if we want to avoid to compute the inverse of the operator
explicitly, we can proceed to rewrite (2.14) as

(Ô − q1)|yk+1〉 = |yk〉 (2.15)

and identify it as a system of linear equations: given the state at the k-th interaction,
one shall find the state at the next one. To compute the whole series, we shall solve the
same system of linear equation for different state vectors |yk〉, which is exactly the
scenario studied in the previous section, where we introduced the LU decomposition.
Thus, one first shall compute the LU decomposition and then perform a Gaussian
elimination for each iteration of the sequence in (2.15). Notice that despite the fact
that both LU decomposition and the inversion scales as O(N 3), the former has a
prefactor of one third with respect to the second one, thus it is still more convenient.
Moreover, LU decomposition preserves sparseness of the matrix while the inversion
does not allow exploiting the problem structure for efficiency.

Finally, once the first eigenvector and its correspondent eigenvalue has been com-
puted, the procedure can be repeated to compute the next ones, provided that we
eliminate the components periodically along |x0〉: that is, after the initial random
state is created, one shall redefine it as

|y0〉′ = |y0〉 − 〈x0|y0〉|x0〉; (2.16)

such that |y0〉′⊥|x0〉. The sequence in (2.15) will converge to the next smallest eigen-
value contained in the expansion |y〉 = ∑

y j |y j 〉. Notice that this orthogonalization
shall be repeated during the sequence as numerical errors might reintroduce compo-
nents along |x0〉whichwould grow and prevent the algorithm fromworking properly.

2.3 Tridiagonal Matrices

Tridiagonal matrices, defined as the class of matrices that have elements different
from zero only on the diagonal and the upper- and lower-diagonals, play a prominent
role in physics as they naturally appear in wide class of problems such as the single
body quantum problem (see Chap. 3) and in tight binding models. Moreover, as we
will see later on in Sect. 2.4, most matrices can be written in such a form via a change
of basis that can be efficiently computed. Finally, as we recall briefly hereafter, it
is highly efficient to solve the eigenvalue problem for tridiagonal matrices. Indeed,
given a tridiagonal matrix of the form
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TN =

⎛
⎜⎜⎜⎜⎜⎜⎜⎝

d1 b1 0 0 . . . 0 0
d1 d2 b2 0 . . . 0 0
0 b2 d3 0 . . . 0 0

. . .

0 0 0 0 . . . bN−1 bN−1

0 0 0 0 . . . bN−1 dN

⎞
⎟⎟⎟⎟⎟⎟⎟⎠

(2.17)

the characteristic polynomial obeys the recurrence equation

det(TN − λ1) = (dN − λ) det(TN−1 − λ1) − d2
N−1 det(TN−2 − λ1). (2.18)

Thus, we can define the one-dimensional function fN (λ) = (dN − λ) fN−1(λ) −
d2
N−1 fN−2(λ) with f0(λ) = 1 and use very efficient standard methods to find its
roots, that is, the eigenvalues of the original matrix in (2.2) [122].

2.4 Lanczos Methods

TheLanczos diagonalization algorithmaims to find the transformation fromageneral
matrix to a tridiagonal form, so that the eigenproblem can be solved efficiently [131].
Moreover, it allows one to operate without writing explicitly the whole matrix, thus
enormously enhancing its field of applicability. As for the power methods, it starts
with a random vector in the relevant Hilbert space |y1〉 and begins applying the
operator to be diagonalized to it |y2〉 = Ô|y1〉. It then decomposes the new state |y2〉
in its normalized perpendicular and parallel components with respect to the originial
state |y1〉, i.e.

Ô|y1〉 = d1|y1〉 + b1|y2〉, (2.19)

where by construction d1 = 〈y1|Ôy1〉, b1|y2〉 ≡ Ô|y1〉 − d1|y1〉, and the coefficient
b1 can be found imposing |〈b1y2|b1y2〉|2 = 1. Obtained the first two vectors, the
operation is iterated another time, with the additional care of decomposing the new
state in the components orthogonal and parallel with respect to both previous states.
We then obtain

b2|y3〉 = Ô|y2〉 − b1|y1〉 − d2|y2〉 (2.20)

where, as before, b1 = 〈y1|Ôy2〉, d2 = 〈y2|Ôy2〉 and the coefficient b2 can be calcu-
lated imposing the normalization of b2|y3〉 .

After the first two iterations of the algorithm, we obtained the values of the coeffi-
cients d1, d2, b1, and b2 as well as the states |y1〉, |y2〉, and |y3〉. The main point of the
algorithm appears in its beauty at the third iteration: applying once more the operator
Ô to the state |y3〉 and decomposing it to the parallel and perpendicular components
with respect to all previous computed states, we obtain

Ô|y3〉 = r|y1〉 + b2|y2〉 + a3|y3〉 + b3|y4〉. (2.21)
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The first coefficient is defined as before as r = 〈y1|Ôy3〉, which is equal to zero as
〈y1|Ôy3〉 = 〈Ôy1|y3〉 = (d1〈y1| + b∗

1〈y2|)|y3〉 = 0, as the operator Ô is Hermitian,
and the orthogonality relation |y3〉⊥|y2〉, |y1〉 holds by construction. In general, one
can show that for any successive iteration, it holds

Ô|yk〉 = bk−1|yk−1〉 + ak |yk〉 + bk−1|yk+1〉. (2.22)

In conclusion, we define the matrix composed by the first N vectors |yk〉 as

Y =
⎛
⎝|y1〉 |y2〉 . . . |yN 〉

⎞
⎠ , (2.23)

and the relation of (2.22) implies that TN = Y †ÔY where TN is a tridiagonal matrix
as defined in (2.17).

Notice that to compute the coefficients of the tridiagonal matrix TN , one does
not need to write explicitly the matrix Y , nor an explicit full matrix representation
of the original operator Ô if – as it is often the case – the matrix is sparse or has
some structure to be exploited. Indeed, the coefficients in TN can be obtained by
means of (2.22): at every steps one need to store the vectors |yk−1〉, |yk〉, |yk+1〉
and eventually two vectors of coefficients ak and bk . Once these coefficients are
calculated, the approaches reviewed in Sect. 2.3 can be applied to find the eigenvalues
and eigenvectors of the operator Ô in its tridiagonal fomr TN . Thus, with the Lancosz
approach, huge matrices can be diagonalized, even those that cannot be stored in
memory.We refer the interested reader to the extensive literature onLancsozmethods
and the Krylov subspaces they are based on, see, e.g., [132].

2.5 Exercises

1. Consider a random Hermitian matrix A of size N .
a. Write a program that initializes A and performs an LU reduction. How does it
scales with N?
b. Diagonalize A and store the N eigenvalues λi in increasing order. c. Compute the
normalized spacings between eigenvalues si = �λi/�̄λ where

�λi = λi+1 − λi,

and �̄λ is the average �λi.
d. Compute the average spacing �̄λ over a different number of levels around λi

(i.e. N/100,N/50,N/10 . . .N ) and compare the results of next exercise for the dif-
ferent choices.
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2. Study P(s), the distribution of the si defined in the previous exercise, accumu-
lating values of si from different random matrices of size.
a. Compute P(s) for a random hermitian matrix.
b. Compute P(s) for a diagonal matrix with random real entries.
c. Fit the corresponding distributions with the function:

P(s) = asα exp(−bsβ)

comparing them with the predictions of Random Matrix Theory [133].

3. Consider the Ising Hamiltonian defined in (4.4).
a. Write a program that computes the 2N × 2N matrix H for different N .
b. Diagonalize H for different N = 1, . . . ,N and λ ∈ [0 : 3].
c. Plot the first k levels as a function of λ for different N . Comment the spectrum.



Chapter 3
Numerical Calculus

In this chapter, we review the standard numerical methods to perform differential
and integral calculus using finite precision mathematics. Indeed, the price to pay
to invoke the powerful help of numerical methods is to introduce a finite precision
cutoff which shall be taken carefully into account as it enters as a numerical error.
Nevertheless, whenever this error is kept under control and correctly bounded, e.g.,
to machine precision (see Appendix A), we say that the final result is numerically
exact. Hereafter, we will review the most successful numerical approaches to solve
integrals of functions and partial differential equations, and specify them to solve the
Schrödinger equation for few-body systems, that is, whenever it is possible to write
explicitly the systemwave function and the operators acting on them. These methods
form the basis for the numerical approaches based on tensor network methods that
we will introduce in the next parts of the book.

3.1 Classical Quadrature

Themost intuitive approach to compute numerically the integral of a one dimensional
real function f (x) follows straightforwardly theRiemann integration, that is, to define
a grid {xi}N

i=1 in the support space of the function f and to approximate the function
f with N − 1 trapezoids as

b∫

a

f (x)dx � 1

2

N−1∑
i=1

[ f (xi) + f (xi+1)](xi − xi+1). (3.1)

If we assume the lattice spacing to be equidistant, h = xi − xi+1, we obtain the
trapezoidal rule

© Springer Nature Switzerland AG 2018
S. Montangero, Introduction to Tensor Network Methods,
https://doi.org/10.1007/978-3-030-01409-4_3

19

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01409-4_3&domain=pdf
https://doi.org/10.1007/978-3-030-01409-4_3


20 3 Numerical Calculus

b∫

a

f (x)dx � h

(
1

2
f1 + f2 + f3 + · · · fN−2 + fN−1 + 1

2
fN

)
≡ h

N−1∑
i=1

wi fi (3.2)

where f (xi) ≡ fi and wi = 1, 1/2. Thus, the integral following the trapezoidal rule
is given as the sum of the function values fi evaluated at points xi, weighted with
coefficients wi; before multiplying the result by h. By definition the result is exact in
the limit of the lattice spacing h going to zero. However, it is fundamental to know
the error introduced for every finite h. The order of the error can be evaluated by
means of a Taylor expansion: the error is introduced by the approximation of each
area of bases h under the function f with a trapezoid, while there is no additional
error in the sum of each of them. It is then sufficient to compute the error for a single
trapezoid, that without loss of generality we assume to be centered in zero. We then
evaluate the area of the trapezoid with two functions evaluations, at −h/2 and h/2
and compare the result with the analytical integral obtained via Taylor expansion
around zero, that is

h/2∫

−h/2

f (x)dx �
h/2∫

−h/2

f (0) + h f ′(0)x + f ′′(0)
x2

2
+ · · · dx = h f (0) + h3

3
f ′′(0) . . .

(3.3)

The value of f (0) can be expressed as a function of the two extremal points f (−h/2)
and f (h/2) again Taylor expanding them and summing the two expression: f (0) =
1
2 ( f (−h/2) + f (h/2)) − h2/8 f ′′(0) + · · · . Finally, one obtains the dependence of
the value fo the integral as a function of the extremal points

h/2∫

−h/2

f (x)dx � h

2
[( f (−h/2) + f (h/2)) + 5h2

12
f ′′(0) + · · · , (3.4)

which compared with (3.2) shows that the trapezoidal rule is correct up to second
order in h, as one disregard the term 5h2

12 f ′′(0) and higher orders ones. This is a
not surprising result at all, as approximating the integral as a sum of trapezoids is
equivalent to approximate linearly the function f (x) within each interval.

It is clearly possible to improve the accuracy of the integration algorithm simply
keeping higher orders in the Taylor expansion of f (x). Repeating straightforwardly
the previous steps and considering three function evaluation points, which are nec-
essary to approximate at second order a function, one obtains

h∫

−h

f (x)dx � 1

3
( f (−h) + 4 f (0) + f (h)), (3.5)
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that is the Simpson’s rule which prescribes w1 = wN = 1/3, wi = 4/3 and wi = 2/3
for even and odd terms respectively. The precision of such prescription can be double
checked as before: the higher order expansion reads

h∫

−h

f (x)dx � 2h f (0) + h3

3
f ′(0) + h3

3
f ′′(0) + · · · (3.6)

and inserting the relation f ′′(0) = ( f (h) − 2 f (0) + f (−h))/h2 + O(h2) one ob-
tains the Simpson’s rules neglecting O(h4) terms. Notice that the approximation
should be in principle at second order, however, the symmetry of the problem grants
an additional order of precision.

This way of proceeding can be extended to higher orders. However, it quickly be-
comes quite lengthy and intricate. It is more convenient to reformulate the problem
in terms of a system of linear equations, which can be solved with standard tools.
Indeed, one can impose directly the condition introduced in (3.2), that is, the equiv-
alence between the integral of the function and the sum of N weighted functions
evaluations wi fi up to some order M + 1 ≤ N . In conclusion, one can impose the
following conditions for functions of up to order f (x) = xM

b∫

a

x0dx = b − a ≡
∑

wi (3.7)

b∫

a

x1dx = (b2 − a2)/2 ≡
∑

wixi (3.8)

b∫

a

x2dx = (b3 − a3)/3 ≡
∑

wix
2
i (3.9)

...
b∫

a

xM dx = (bM +1 − aM +1)/(M + 1) ≡
∑

wix
M
i . (3.10)

It can be easily checked that the first two equations give rise to a system of linear
equations for the coefficients wi whose solution (under the assumption a = −h/2
and b = h/2) is the trapezoidal rule. Similarly, the first three equations return Simp-
son’s rule. This approach also highlights that the full potential of this numerical
approximation is not fully exploited. Indeed, setting a priori the lattice spacing h
is not convenient: to increase the numerical integration precision, we could include
the positions xi as variables. Thus, (3.9) can be solved not only for the weights wi

but also for the estimation points xi: having doubled the number of variables, it is



22 3 Numerical Calculus

possible to solve more equations with the same number of function evaluations. For
example, imposing x1 = −x2 (but not x1 = −h/2) and |a| = |b|, the system of four
equations ⎧⎪⎪⎨

⎪⎪⎩

b − a = w1 + w2

0 = w1x1 + w2x2
(b3 − a3)/3 = w1x21 + w2x22
0 = w1x31 + w2x32

(3.11)

can be solved obtaining w1 = w2 = (b − a)/2 and x1 = −x2 =√
(b3 − a3)/(3(b − a)). Thus, just changing the positions of the points sampling

the function, the approximation can be improved fromO(h2) toO(h4). The general-
ization of such procedure to any orderM goes under the name ofGaussian integration
as we will review in the next section.

3.2 Gaussian Integration

In the previous section, we have seen that it is possible to write and solve a system
of N linear equations for the weights wi of the N function sampling points fi. In
the case of N = 2, we also showed that by properly choosing the sampling points –
thus abandon a standard equidistant lattice – it is possible to double the precision of
the integral without increasing the computational cost. Hereafter, we will show that
this is indeed always possible thanks to the properties of polynomials basis functions
such as Legendre polynomials. Indeed, by sampling the function in N points and
properly choosing the weights wi, we have shown that it is possible to solve the first
N (3.7)–(3.10). In general, the following equations define a set of polynomials Z j of
the variables xi

Z0(x1, x2, . . . xN ) ≡
∑

wi −
b∫

a

x0dx = 0 (3.12)

Z1(x1, x2, . . . xN ) ≡
∑

wixi −
b∫

a

x0x1dx = 0 (3.13)

...

ZN−1(x1, x2, . . . xN ) ≡
∑

wi xN−1
i −

b∫

a

xN−1dx = 0 (3.14)

ZN (x1, x2, . . . xN ) ≡
∑

wi xN
i −

b∫

a

xNdx �= 0 (3.15)
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ZN+1(x1, x2, . . . xN ) ≡
∑

wi xN+1
i −

b∫

a

xN+1dx �= (3.16)

...

ZN+K (x1, x2, . . . xN ) ≡
∑

wi xN+K
i −

b∫

a

xN+Kdx �= 0 (3.17)

for which, in general, Z j (x1, x2, . . . xN ) �= 0 ∀ j > N − 1 and Z j (x1, x2, . . . xN ) =
0 ∀ j ≤ N − 1 for a proper choice of the weights wi. Our task is then to find the set
of positions {x1, x2, . . . xN } that set to zero themaximal number of polynomialsZ j , ef-
fectively increasing the order of the approximation of the numerical integration. From
now on, we rescale the integration bounds to a = −1 and b = 1 and we will exploit
the Legendre polynomials Ln(x) ≡ ∑n

m=0 pn,mxm and their properties, in particular,

1. Ln is a polynomial of order n with n zeros xi such that Ln(xi) = 0, with L0 ≡ 1.
2. Ln forms an orthogonal basis for the space of functions in [−1 : 1]: any other

polynomial can be expanded in this basis and in particular xm = ∑m
n=0 qm,nLn(x),

where qm,n is the matrix inverse of pn,m.
3. Ln is orthogonal to xm with m < n as 〈xm|Ln(x)〉 = ∑m

j=0 qm, j
〈
L j (x)|Ln(x)

〉 =
0 ∀ j < n.

We are now ready to look for a solution of the problem we have introduced at the
beginning of this section: to find a set of {x̄i} such that, for example, ZN (x̄i) = 0. To
do so, we multiply each of the first N + 1 (3.12)–(3.15) for the coefficient pn, j and
sum them up, obtaining the relation

pn,nZN (x1, x2, . . . xN ) =
∑

j

⎡
⎣pn, j

∑
wix

j
i −

1∫

−1

pn, j x
jdx

⎤
⎦ (3.18)

=
∑

i

wiLn(xi) −
1∫

−1

Ln(x)dx. (3.19)

The second term of (3.19) is identically zero as
∫ 1
−1 Ln(x)dx = 〈L0(x)|Ln(x)〉 = 0.

Finally, the polynomial Ln(x) has exactly N zeros, thus if one choose them as {x̄i},
one obtains ZN (x1, x2, . . . xN ) = 0. In a similar way, one can show that also the next
ZN+ j polynomials are identically zero for every j ≤ N − 1. Indeed, to prove that
ZN+ j is zero, it is sufficient to multiply the equations for Z j to ZN+ j for the same
coefficients as before to obtain the general relation

pn,nZN+ j (x1, x2, . . . xN ) =
∑

i

wix
j
i Ln(xi) −

1∫

−1

x j Ln(x)dx. (3.20)
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As before, the first term on the right hand side is identically zero for the same choice
of xi, while the second term is equal to

〈
L j (x)|Ln(x)

〉
which is zero for any j < n.

In conclusion, with 2N free parameters (the weights and the sampling positions) we
have solved 2N equations granting a precision of the numerical integration ofO(h2N ).

3.3 Time-Independent Schrödinger Equation

In the rest of the chapter, we review the most common and well-established methods
to solve partial differential equations numerically. In particular, we specialize our
presentation on the exact numerical solution of both time-independent and time-
dependent Schrödinger equation.

The fundamental problem of quantum mechanics is to find the eigenvalues and
eigenvectors of the Hamiltonian describing the system. Once the Hamiltonian is di-
agonalized, all information about the system can be computed. A general approach
to achieving such result is to write the Hamiltonian matrix representation and solve it
with the numerical methods presented in Chap. 2. Hereafter, we present the standard
approaches to recast a quantum mechanical problem defined in a continuous space
into a discretized version, essential to write the Hamiltonian in a discrete and finite
matrix representation. The main approaches are indeed of two classes: the discretiza-
tion of the space, introducing a lattice as reviewed in Sect. 3.3.1 and the introduction
of proper basis functions used to expand the Hamiltonian, as shown in Sect. 3.3.2.

3.3.1 Finite Difference Method

The time independent Schrödinger equation to solve a single particle quantum me-
chanical problem defined in a three dimensional space in presence of a potential
V (x), can be formally written

H |ψ(x)〉 =
[
p2

2m
+ V (x)

]
|ψ〉 =

[
−∇2

2m
+ V (x)

]
|ψ〉 = E|ψ〉, (3.21)

where � = 1 and x,p are three dimensional vectors for the position and momentum,
respectively. To solve numerically this equation, one can introduce artificially a lattice
in space {�x} to define a discrete eigenproblem and then check a posteriori the
convergence of the solution to the continuous one in the limit �x → 0. As for the
integration presented in the previous chapter, the estimate of the error as a function
of�x is fundamental for an accurate discretization of the problem (see Appendix B).
Hereafter, we will briefly review the simplest possible choice, that is to introduce a
lattice with constant spacing h in each spatial direction. The first necessary ingredient
to discretize (3.21) is to approximate the second order derivative by means of finite
differences, at some order in h. Similarly to what is shown in Sect. B.3 for the first
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derivative, the discrete version of the second order derivative of a function f (x) can
be computed by means of the Taylor expansion of the function around a given point

f (x ± h) = f (x) ± h f ′(x) + h2

2
f ′′(x) ± h3

6
f (3)(x) + h4

24
f (4)(x) + O(h5).

(3.22)
Adding the two equations above and solving for the second derivative of the function
we obtain

f ′′
n = fn+1 − 2 fn + fn−1

h2
+ O(h2). (3.23)

In conclusion, the discrete version of the time-independent Schrödinger equation
at the fourth order in a one dimensional interval [a : b] such that h = (b − a)/N is
given by

⎛
⎜⎜⎜⎜⎜⎜⎝

2/h2 + V1 −1/h2 0 . . . 0 0 0
−1/h2 2/h2 + V2 −1/h2 . . . 0 0 0

.

.

.

0 0 0 . . . −1/h2 2/h2 + VN−1 −1/h2

0 0 0 . . . 0 −1/h2 2/h2 + VN

⎞
⎟⎟⎟⎟⎟⎟⎠

|ψ〉 = E|ψ〉, (3.24)

where Vi = V (xi) and we set 2m = 1. The generalization of (3.24) to more dimen-
sions and at higher orders is straightforward. As the reader has undoubtedly noticed,
the matrix above is tridiagonal (and in general sparse); thus, it can be highly effi-
ciently diagonalized, see Sect. 2.3. However, especially in dimensions larger than
one, the size of the eigenvalue problem typically becomes intractable very fast, as
it scales as the number of lattice points in a single dimension to the number of di-
mensions. For example, keeping one thousand points for each dimension, in three
dimensions results into a matrix of the size of a billion, which is hard to attack even
with the powerful methods reviewed in Chap. 2. For this reason, the introduction of
more efficient discretization methods is highly recommended in such cases, such as
the finite elements methods [129].

3.3.2 Variational Method

A second approach to treat high dimensional problems is to avoid the introduction of
a lattice and perform the discretization using a finite set of basis functions. Indeed,
it is always possible to choose a proper set of functions to expand the system wave
function

|ψ〉 =
K∑

i=1

ai|φi〉, (3.25)
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where ai = 〈φi|ψ〉, and |φi〉 can be chosen bymeans of physical intuition or under the
assumption that increasing their number K , any set of independent wave functions
will eventually cover the full Hilbert space. As we will see later on, it is desirable
that the functions |φi〉 to be orthonormal, however, to provide the exact solution to
the problem this is not a necessary condition. Having introduced the basis functions
|φi〉 it is straightforward to compute the matrix representation of the Hamiltonian in
such basis, e.g. for a particle living in a one-dimensional external potential,

Hi, j =
〈
φi|Ĥ |φ j

〉
=

∫
dx φi(x)∗

(
−∇2

2m
+ V (x)

)
φ j (x); (3.26)

and the overlap matrix

Si, j = 〈
φi|φ j

〉 =
∫

dx φi(x)∗φ j (x). (3.27)

A choice of an orthonormal basis clearly results in S = 1, however, this is not true
in general. Notice that this is the same approach exploited – together with other
approximations – by the Hartree-Fock methods, one of the most powerful methods
up to date used to compute molecular configurations [16, 134]; and to introduce
models such as the Hubbard and Bose-Hubbard models to describe, e.g., electrons
in solids and cold atoms in optical lattices respectively [96, 98].

It is now possible to compute the energy of any wavefunction |ψ〉 taking care of
enforcing normalization, that is to compute

E =
〈
ψ |Ĥ |ψ

〉

〈ψ |ψ〉 , (3.28)

and to minimize such expression to find the ground state energy. If the wavefunctions
|φi〉 are the set of the Hamiltonian eigenfunctions, it is easy to show that the energy
of any wavefunction is such that E ≥ E0, where E0 is the system’s ground state
energy [135]. On the contrary, given a generic finite basis of K wavefunctions |φi〉 it
is possible to look for an approximation from above (the energy expectation value of
any wave function is bigger or equal than E0) of the ground state of the systemwithin
the spanned subspace. Once the minimization is performed, it is always possible to
increase the number of basis functions to check for convergence.

The expression in (3.28) is minimized by any (normalized) wave function that
satisfies the following equality (written in the chosen set of basis functions |φi〉) with
the minimal value of E:

Ĥ |ψ〉 = EŜ|ψ〉. (3.29)

If S = 1 this is once again an eigenvalue problem of dimension K that can be solved
by means of standard methods presented in Chap. 2. On the contrary, it represents a
generalized eigenvalues problem that can be solved recasting it in a standard eigen-
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value problem as follows: the overlap matrix S is Hermitian by definition, and thus
it can be diagonalized by means fo a unitary matrix W such that W †ŜW = D where
D is some diagonal matrix of real numbers. Rescaling properly each eigenvectors
it is then possible to find the orthogonal transformation such that V †SV = 1 and
define the wave function |ψ〉 = V |ξ 〉 for which the eigenproblem of (3.29) can be
rewritten as

Ĥ V |ξ 〉 = EŜV |ξ 〉 ⇒ V †Ĥ V |ξ 〉 = EV̂ †SV |ξ 〉 = E|ξ 〉. (3.30)

Thus, a standard eigenvalue problem can be defined for the operator V †Ĥ V and the
wave function |ξ 〉: once solved the solution for the original problem can be found by
means of the relation |ψ〉 = V |ξ 〉.

We conclude this section with an example of such approach, that is, how to
compute the solutions of anharmonic oscillator: a one-dimensional quantum particle
subject to a third order potential V (x) = x2 + x3. In this simple case, it is natural to
choose the solutions of the harmonic oscillators as the set of basis functions |n〉 and
expand the potential in such basis. Clearly, the result is a matrix with the harmonic
oscillator eigenenergies on the diagonal and off diagonal terms given by

Hn,m = 〈
n|x̂3|m〉 = 〈n

(
a + a†

2

)3

|m〉, (3.31)

where a†, a are the creation and destruction operator. The Hamiltonian is then a band
matrix with bandwidth seven which shall be diagonalized.

3.4 Time-Dependent Schrödinger Equation

In this section, we review the most common approaches to solve the time-dependent
Schrödinger equation building on the linear algebra methods that we have introduced
so far: we aim to solve the problem of finding the evolved state |ψ(t = T )〉 of a
quantum system according to

i�
∂|ψ〉
∂t

= Ĥ |ψ〉 (3.32)

given the boundary condition |ψ(t = 0)〉 = |ψ0〉. The possible applications of such
numerical method are ubiquitous and range, for example, from the evolution of a
qubit or spin one-half system, to the transport properties into quantum wires or the
description of chemical reactions or light-harvesting processes.
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3.4.1 Spectral Method

For time-independent Hamiltonians the most straightforward approach one can ex-
ploit follows directly the standard quantum mechanics prescription: to decompose
the initial state in the Hamiltonian eigenfunctions |Ei〉 and compute exactly the time
evolved state

|ψ(T )〉 =
∑

i

ci e−ıEiT/�|Ei〉, (3.33)

where H |Ei〉 = Ei|Ei〉 and ci = 〈Ei|ψ0〉. This is indeed the most precise method and
allows to propagate the system for virtually infinitely large times T , as the error
mainly comes from the computation of the eigenstates |Ei〉. However, in this nice
property lays also the seed of its limitation: the computation of the whole spectrum of
the system is the limiting factor in terms of scalability. Indeed, despite the powerful
methods introduced in Chap. 2, this approach is mainly limited to systems with small
Hilbert space size, that is few-body discrete systems or low-dimensional continuous
ones.

3.4.2 Split Operator Method

Another efficient approach to solve time-independent Schrödinger equation in real
space is the split operator method. The first step, as for most of numerical solutions
of partial differential equations, is to discretize the time variable, such that T = n �t
(see also Appendix B): the formal solution of the Schrödinger equation in (3.4) for
the wave function after one time step �t is given by

|ψ(t + �t)〉 = e−iĤ�t|ψ(t)〉, (3.34)

where we set � = 1. Consider now a generic one-dimensional Hamiltonian defined
over a continuous space and composed by a kinetic and a potential part

Ĥ = T̂ + V̂ = p̂2

2m
+ V̂ (x̂). (3.35)

The split operator method stems from the observation that the two parts of the Hamil-
tonian being functions of a single variable – either x̂ or p̂ – are diagonal in the space
and momentum representation respectively. Thus, even though the two parts do not
commute, exploiting the Baker-Campell-Hausdorff relation [135] we can split the
time-evolution operator that propagates the system from t tp t + �t as

e−iĤ�t � e−iV̂ �t/2e−iT̂�te−iV̂ �t/2 + O(�t3). (3.36)
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A simple algorithm can now be written to compute the time evolution: each terms in
the r.h.s of (3.36) is diagonal either in space ormomentum representation. The change
of base between position and momentum representation is the Fourier transformF ,
for which it exists an highly efficient algorithm, the Fast Fourier Transform (FFT).
The FFT scales as O(N logN ), thus clearly it outperforms a generic change of basis
(matrix vector multiplication, O(N 2)). Inserting the changes of bases in the (3.36)
we obtain

e−iĤ�t|ψ(x, t)〉 � e−iV̂ �t/2e−iT̂�te−iV̂ �t/2|ψ(x, t)〉 (3.37)

= UV (x)F−1FUT (x)F−1FUV (x)|ψ(x, t)〉 (3.38)

= UV (x)F−1FUT (x)F−1|ψ ′(p, t)〉 (3.39)

= UV (x)F−1UT (p)|ψ ′(p, t)〉 (3.40)

= UV (x)|ψ ′′(x, t)〉 = |ψ(x, t + �t)〉. (3.41)

In conclusion, provided that the proper change of basis is performed right before
applying UT (p) or UV (x), all operators appear in their diagonal form. Thus, the split
operator method requires to store onlyO(N ) elements and its computational costs is
given by the FFT, providing high speed-upwhen it is possible to apply it. Its precision
can be enhanced considering higher terms in the expansion of (3.36) introducing an
additional overhead to the algorithm computational cost. The split operator method
can be straightforwardly generalized to dimensions larger than one, however, simi-
larly to the spectral method, it can be hardly applied to systems living in more than
two dimensions. Moreover, the split operator can also be applied to different Hamil-
tonians made of generic noncommuting terms. However, the transformation between
different bases will differ from a Fourier transform, and thus the favorable scaling
of the FFT algorithm cannot be exploited.

3.4.3 Partial Differential Equations Solvers

Whenever the two previous approaches cannot be exploited, one shall apply the direct
integration of the Schrödinger equation. The main problem of the formal solution
of the Schrödinger equation given by (3.34) is that to compute the exponential of
the Hamiltonian operator one shall diagonalize it. However, as we have seen for
the spectral method, diagonalizing the full Hamiltonian highly reduce the field of
application of the method. Thus, the idea is to compute the relation at the right-
hand side of (3.34) without computing explicitly the exponential of the matrix H .
Exploiting the fact that �t can be chosen small compared to any energy scale of the
system, the ready solution to the problem is of course to expand the exponential in
series of �t: at first order one recovers the Euler method

|ψ(t + �t)〉 � (1 − iĤ�t)|ψ(t)〉. (3.42)
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However, this rough approximation has the major problem that does not conserve the
norm of the state. Indeed, the approximated time evolution operator is not unitary.
This can be easily seen computing the norm of the time-evolved state after one time
step at second order in �t, | 〈ψ(t + �t)|ψ(t + �t)〉 |2 = |1 − �t2〈�Ĥ 〉2|2, where
〈�Ĥ 〉2 = 〈Ĥ 2〉 − 〈Ĥ 〉2 is the (positive definite) variance of the Hamiltonian operator
computed at time t.

To correct for such inconvenient artifact of the expansion, it is possible to im-
pose unitarity of the truncated time evolution operator, simply expressing the time
evolution operator as a function of the product of two adjoint operators. Indeed the
following relation holds

e−iĤ�t = (eiĤ�t/2)−1e−iĤ�t/2 � (1 − iĤ�t/2)−1(1 − iĤ�t/2). (3.43)

The right hand side of (3.43) is unitary by construction and thus solves the problem of
the norm conservation, however it introduces the necessity of computing the inverse
of a matrix. The solution of this problem, which goes under the name of the Crank-
Nicolson method exploits our capability of solving systems of linear equations
efficiently, as explained in Chap. 2. Indeed (3.34) and (3.43) implies the relation

(1 − iĤ�t/2)|ψ(t + �t)〉 = (1 − iĤ�t/2)|ψ(t)〉 ≡ |φ〉. (3.44)

Thus, to compute the evolved state |ψ(t + �t)〉 one has to solve the system of linear
equations defined by the above expression.

Finally, wewill show that themethods presented above are only a specific example
of numerical integration of the partial differential equation: as we have seen in this
chapter depending on the order of interpolation used, the precision of the method can
increase drastically. Indeed, writing Schrödinger equation in its integral formulation

|ψ(t + �t)〉 = |ψ(t)〉 +
t+�t∫

t

L |ψ(t)〉, (3.45)

where L = −iĤ , it is clear that solving the problem is equivalent to compute the
integral on the right hand side of the equation. Thus, one obtains

|ψ(t + �t)〉 − |ψ(t)〉 = �t [w1L |ψ(t)〉 + w2L |ψ(t + �t)〉] . (3.46)

where wi are weights that can be chosen freely. The relation above can be rewritten
as

Â|ψ(t + �t)〉 = B̂|ψ(t)〉, (3.47)

where Â = 1 − w2L�t and B̂ = 1 − w1L�t, and the time propagator is defined
as Â−1B̂. The trapezoidal rule prescribes wi = 1/2 which indeed correspond to the
Crank-Nicolson method. However, one could in principle make a different choice
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(e.g. to approximate the integral with a rectangle of height equal to one extrema of
the function) and choose w1 = 1, w2 = 0, obtaining the Euler method, which as we
have seen, is less precise than the latter.

Having identified the solution of the time-dependent Schrödinger equation with
an integration of the Liouvillian operatorL as in (3.46), it should be now clear how
to improve the precision beyond the Crank-Nicolson using the Gaussian integration
schemes presented in Sect. 3.2. Indeed, it is possible to introduce K intermediate
function evaluations and compute the integral in (3.46) as

|ψ(t + �t)〉 − |ψ(t)〉 = �t
K∑

k=0

wkL |ψ(t + τk)〉, (3.48)

with τ0 = 0, τK = �t. We have seen in Sect. 3.2 that by means of Gaussian inte-
gration we can, in principle, achieve an accuracy of O(�t2K ). However, here an
additional complication arise as in (3.48) K − 1 additional variables have been in-
troduced: the intermediate wave functions |ψ(t + τk)〉, k = 1, K − 1 are unknown
(differently from previous scenario of the integration of a known function f (x)) and
shall be computed together with |ψ(t + �t)〉. The solution of this problem can be
found exploiting the structure of the function to be integrated Lk ≡ L |ψ(t + τk)〉,
that is, exploiting the relation in (3.48) for each intermediate time steps, the (3.4) and
the Taylor expansion in time of the wave function around the initial time t. Indeed,
one can write the relation (3.48) for each time steps τk as

|ψ(t + τ1)〉 − |ψ(t)〉 = �tT1,0L0 (3.49)

|ψ(t + τ2)〉 − |ψ(t)〉 = �t(T2,0L0 + T2,1L1) (3.50)

...

|ψ(t + τk)〉 − |ψ(t)〉 = �t
k∑

j=0

T j,kLk , (3.51)

where Ti, j is a transfer matrix which contains the to-be-determined coefficients that
relate the first k − 1 intermediate Lk to the k-th one. It is then possible to write a
system of equations for the coefficients wi (which relate the Lk with the final state),
the transfer matrix coefficients Ti, j and the intermediate time intervals τk such that
the gaussian integration is performed. Hereafter we report the solution for K = 2,
the Runge-Kutta method at fourth order. The (3.48) for K = 2 becomes

|ψ(t + �t)〉 − |ψ(t)〉 = �t(w0L0 + w1L1). (3.52)
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Recalling that L = L (ψ, t) one can expand it at first order obtaining L1 = L0 +
∂L
∂ψ

�ψ + ∂ψ∂tτ1. Inserting (3.49), recalling that τ1 = c1�t for some coefficient c1
one can rewrite (3.52) as

|ψ(t + �t)〉 = |ψ(t)〉 + �t(w0 + w1)L0 + �t2w1(T1,0L0
∂L

∂ψ
+ c1

∂L

∂t
).

(3.53)

Equating the above expression term by term with the second order Taylor expansion
of ψ(t + �t) one obtains the system of equations

⎧⎨
⎩

w0 + w1 = 1
w1T1,0 = 1/2
w1c1 = 1/2

,

whose solution provides the necessary coefficients to implement a Runge-Kutta
solver at fourth order in �t. Implementations of higher order approximations and
adaptive Runge-Kutta methods can be found in most common platforms and pro-
gramming languages.

3.5 Exercises

1. Consider a one-dimensional quantum harmonic oscillator defined by the Hamil-
tonian

H = p̂2

2
+ x̂2

2

and its eigenvalues Ek and eingenvectors |ψk〉 (� = m = ω = 1).

a. Given the exact ground state |ψ0〉, compute numerically the expectation
value of the ground state energy 〈ψ0|H |ψ0〉 and compare it with the exact
value E0.

b. Is the error due to the wave function discretization or to the approximation
of the integral? Hint: increase the integral approximation (Trapezoidal rule,
Simpson’s rule …) for fixed wave function discretization and vice versa.

2. Consider a one-dimensional quantum harmonic oscillator defined by the Hamil-
tonian defined in the previous exercise.

a. Write a Fortran program to compute the first k eigenvalues Ek and eigen-
vectors |ψk〉.

b. How would you rate your program in terms of the priorities for good scien-
tific software development (Correctness, Stability, Accurate discretization,
Flexibility, Efficiency), see Appendix A?
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3. Given a time-dependent one-dimensional quantum harmonic oscillator defined
by the Hamiltonian

H = p̂2

2
+ (q̂ − q0(t))2

2
;

with q0(t) = t/T and t ∈ [0 : T ]. Given |ψ0〉 = |n = 0〉 (ground state of the Har-
monic oscillator), compute |ψ(t)〉 for different values of T .



Part II
The Many-Body Problem



Chapter 4
Numerical Renormalization
Group Methods

In this chapter, we introduce the renormalization group (RG) approach from a nu-
merical perspective. While the analytical RG approach is a powerful tool routinely
used to study different phenomena [22, 136, 137], hereafter, we concentrate on
its application to numerically attack the many-body quantum problem. To set the
stage, we start with the mean-field treatment of the many-body quantum problem
and present its application to study the quantum Ising model in transverse field. We
then introduce the numerical RG approach, and finally, we review the density matrix
renormalization group (DMRG) method in its original formulation to highlight its
connection with the standard RG.

4.1 Mean Field Theory

Many-body quantum systems are by definition composed by many quantum degrees
of freedom.Hereafter, for simplicity,we assume that each quantumdegree of freedom
is local and lives on a lattice site. The paradigmatic example is a chain of spins, but
the same construction can be derived starting from continuous degrees of freedom in
many distinct settings, e.g., atoms in optical lattices [96]. The system wave function
|ψ〉 lives in theN -bodyHilbert spaceHN formed by the tensor product of all the local
onesHN = H1⊗H1⊗ . . .H1. By definition, the wave function gives the amplitude
of probability of each possible system configurations |α1α2 . . . αN 〉, where the index
αi labels the possible single-body configurations of the i-th lattice site, {αi}d1 (e.g.,
if the system is composed by spin one-half systems, |α1〉 = | ↑〉 and |α2〉 = | ↓〉).
Thus, a generic state is described by the N -rank tensor

|ψ〉 =
∑

#»α

ψα1α2...αN |α1α2 . . . αN 〉, (4.1)
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where #»α = α1α2 . . . αN , andPα1α2...αN = |ψα1α2...αN |2 gives the probability to find the
system in the configuration α1α2 . . . αN . Hereafter, the local Hilbert space dimension
d can also be the result of a truncation of the local Hilbert space, e.g., while studying
bosons in a lattice. Even though here for simplicitywe consider the localHilbert space
dimension d uniform throughout the whole lattice, it could also be site dependent.
Notice that the dimension of theN -rank tensorψα1α2...αN increases exponentially with
the system size.

Themean field approach is a very powerful method to get insights into the physics
of many-body quantum systems which relies on a strong approximation [14]. Within
the mean field approximation, one assumes that quantum correlations shall be ne-
glected, that is, the many-body wave function is constrained to be the product of N
independent single body wave functions,

|ψMF〉 = |ψ1〉 ⊗ |ψ2〉 ⊗ · · · ⊗ |ψN 〉 = (4.2)

=
d∑

α1=1

ψ1
α1

|α1〉 ⊗
d∑

α2=1

ψ2
α2

|α2〉 ⊗ · · · ⊗
d∑

αN=1

ψN
αN

|αN 〉. (4.3)

Thus, the object of study has been simplified from an exponential to a linear problem
in the number of lattice sites N . An additional assumption (even though not strictly
necessary) results in a further simplification: imposing translational invariance –
all |ψ j 〉 are equal – recast the original problem into a problem independent of the
system size N . Indeed, the number of degrees of freedom (free parameters) is dN in
the original problem, Nd in the mean field scenario and only d in the translationally
invariant one. It is then not surprising that, within the mean field approximation,
efficient algorithms or even analytical solutions exists to very complex problems.
However, the drawback of this powerful approach is the fact that the introduction
of (4.3) is, in general, unjustified and uncontrolled. Indeed, independent checks
of the mean field approximation are always needed, either via comparison with
experimental results or by othermeans.Nevertheless,whenever quantumcorrelations
do not play a major role, the mean field approach can be very powerful and, as we
will see in the later sections, it can give a powerful insight in the physics of the system
and can serve as a guide and starting point for further, more refined, analysis.

4.1.1 Quantum Ising Model in Transverse Field

We present the mean field approach using an example of a paradigmatic model,
namely the quantum Ising model in transverse field. The quantum Ising model rep-
resents one of the simplest nontrivial many-body quantum system, and has played
and plays a fundamental role in our understanding of correlated states of matter [97,
137]. As we will show in more details in the last part of this book, this model has
been instrumental to our understanding of critical phenomena in and out of equilib-
rium, and it is the first testbed for any numerical methods which aims to become a
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competitive one. The system has an analytical solution – a mapping to free fermions
via the Jordan-Wigner transformation – that allows for precise benchmarking of any
software developed to study numerically correlated many-body quantum system [97,
138–140]. The Hamiltonian of the model reads

H I =
N−1∑

i=1

Hi,i+1 = −
N−1∑

i=1

σ x
i σ x

i+1 + λ

N∑

i=1

σ z
i ; (4.4)

where σ s are Pauli matrices and represents a linear chain of N interacting spins 1/2
in presence of an external field of intensity λ. The mean field analysis of this model
starts from the definition of (4.3), where

|ψMF〉 = ⊗N
i=1|ψ1〉 = ⊗N

i=1

d∑

αi=1

Aαi |αi〉; (4.5)

where for spin 1/2 one has clearly αi =↑,↓= 1, 2 and d = 2. Under the assumption
of (4.5), the computation of the system’s energy can be readily done as

EMF = 〈ψMF|H I|ψMF〉 = −
N−1∑

i=1

(〈ψ1|σ x
i |ψ1〉)2 + λ

N∑

i=1

〈ψ1|σ z
i |ψ1〉. (4.6)

The above quantity is extensive, thus it diverges at the thermodynamical limit, while
the energy density e = E/N is intensive and its limit for N → ∞ can be calculated
and is given by

e = − (〈ψ1|σ x
i |ψ1〉)2 + λ〈ψ1|σ z

i |ψ1〉 ≡ −r2x + λrz, (4.7)

where rx and rz are the two level parametrization in the Bloch sphere. The expression
for the energy density above is then a function of two variables rx, rz , which shall
be minimized to compute the ground state energy density of the Ising model at
the thermodynamical limit within the mean field approximation. This minimization
can be performed analytically (even though more complex models might require
numericalminimizationswhich can be performedwith your preferredmethod [122]):
the wave function normalization imposes the additional constraint r2x + r2y = 1,
resulting in an expression function of the external magnetic field λ

{
e = −1 − λ2/4 λ ∈ [−2 : 2]
e = −|λ| λ /∈ [−2 : 2]. (4.8)

The expression above is not exact; however, it captures the physics of the system in
the sense that it signals that there are two special points, λ = −2, 2 where the second
derivative of the energy density becomes a discontinuous function: as we will see in
Chap. 7 this signals the presence of a quantum phase transition. The quantum phase
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transition is indeed present; however, the mean field analysis is unable to compute
the exact transition point and also to correctly describe the correlations occurring
at the transition point. Indeed, by construction, the computation of any connected
correlation functionsCi, j between two observables Ôi and Ô j acting on two different
spins will result to exactly zero:

Ci, j ≡ 〈Ôi − 〈Ôi〉〉〈Ô j − 〈Ô j 〉〉 = 〈ÔiÔ j 〉 − 〈Ôi〉〈Ô j 〉 ⇒ (4.9)

CMF
i, j = 〈ψ1|Ôi|ψ1〉〈ψ1|Ô j |ψ1〉 − 〈ψ1|Ôi|ψ1〉〈ψ1|Ô j |ψ1〉 = 0. (4.10)

In conclusion, mean field analyses are fundamental to get an insight of the physics
of the system: whenever quantum correlations play a dominant role the mean field
result fails to correctly describe the system, and thus calls for more advanced and
sophisticated tools which we will introduce in the next sections.

4.1.2 Cluster Mean Field

A first possible correction to the mean field ansatz is cluster mean field. Indeed,
whenever it is physical relevant to assume that the systemground state is characterized
by short-range correlations, the mean field ansatz of (4.5) can be generalized to
encompass them, thus greatly improving the result precision. A simple approach is
to write a mean field ansatz of a cluster of M sites, i.e.,

|ψMF
α1α2...αN

〉 =
N/M∏

i=1

|ψM
i 〉 =

N/M∏

i=1

dM∑

βi=1

Aβi |βi〉; (4.11)

where the indexes βi run on all possible states of each cluster. As in the previous
section, starting from this ansatz, it is possible to find the cluster mean-field descrip-
tion of the ground state of the system under study. This analysis can also be useful to
check the confidence of the results of the mean field analysis: increasing the cluster
size and comparing the results, it is possible to estimate the errors and in some cases
to extrapolate the results to the exact case M = N . Clearly, the exponential depen-
dence of the number of states in (4.11) makes this approach inefficient as increasing
the cluster size is exponentially expensive. However, a simple example might be
helpful to clarify the scenarios where the cluster mean field will clearly outperform
the mean field description. Let’s consider the Hamiltonian

HD
XY =

∑

〈i, j〉
hi, j

(
σ x
i σ x

j + σ
y
i σ

y
j

)
, (4.12)

where 〈i, j〉 defines a disjoint cover of a graph (e.g., a two-dimensional square lat-
tice). It is simply possible to solve exactly this problem, diagonalizing each two sites
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hamiltonian independently: the result is that the two sites form a Bell state (maximal-
ly entangled state) among the interacting pairs of sites. The mean-field treatment of
the problem will result in the description provided in the previous section, neglect-
ing the correlations present in the system ground state completely. On the contrary,
a cluster mean-field expansion withM = 2 will result in the exact solution. Beyond
this simple scenario, it shall be now clear that cluster mean-field descriptions en-
compass exactly M-party entanglement while neglecting the entanglement beyond
the cluster size M . In conclusion, whenever the M-reduced density matrix is pure
M-cluster mean field provides the exact result. Vice versa, it will provide only an
approximate description with non-decreasing precision with M while the computa-
tional cost increases exponentially withM . We will see in the next sections how this
intimate relation between the purity of the reduced density matrix, i.e., the number of
populations different from zero, can be made explicit and exploited to build powerful
approximation methods beyond mean-field.

4.2 Real-Space Renormalization Group

Real-space renormalization group method is an approximation method based on a
very powerful physical intuition [22]: the hypothesis that the ground state of a sys-
tem is composed of low-energy states of the system’s (non-interacting) bipartitions.
Based on this assumption, it is indeed possible to introduce an algorithm that allows
describing the ground state properties of many-body quantum systems with large
sizes N , up to the thermodynamical limit corresponding to the fixed point of the
renormalization flow [141].

The algorithm proceed as follows:

0. Consider a system composed of N sites that can be studied in an exact numerical
way. Build the Hamiltonian HN : CdN → CdN

.
1. DiagonalizeHN , finding its eigenvalues and eigenvectorsHN = ∑dN

i=1 Ei|Ei〉〈Ei|,
where the eigenvalues Ei are in increasing order. Consider the projector onto the
lowest m eigenstates P = ∑m

i=1 |Ei〉〈Ei| which project the Hilbert space on the
subspace spanned by the first m low-energy laying eigenstates. Compute the
projected Hamiltonian H̃N = P†HNP as well as any other needed operator
representation in the projected space, i.e. Õ = P†OP.

2. Construct theHamiltonian of a system of size 2N using the projectedHamiltonian
H̃N for each bipartition and the interaction among them,H2N = H̃N ⊗ 1+ 1⊗
H̃N +H̃int . The interaction Hamiltonian can be obtained as H̃int = ÃN ⊗B̃N where
Ã (B̃) are the projected operator acting on each system bipartition Ã = P†AP
(B̃ = P†BP).

3. Repeat the steps 1–2 until the desired system size is reached or convergence to
the renormalization group fixed point is achieved. Notice that, at each step of the
algorithm, the dimension of the described system is doubled (N → 2N ) while
the dimension of the Hamiltonian representation is kept constant to m.
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In the last forty years, this elegant and powerful idea has triggered an enormous
amount of theoretical and numerical work and allowed us to enhance enormously
our understanding of many-body quantum systems [136, 137, 142]. However, the
underlaying assumption are not always true and indeed there are important classes of
physical systems that simply violate it. Hereafter, we review one of such examples, to
present in detail the algorithm and to highlight the intuition behind the development
of yet another powerful algorithm which overcame such issue, the Density Matrix
Renormalization Group method introduced in the next section [26].

The problem we consider is one of the simplest problem in quantum mechanics,
the free particle in an infinite box potential given by (3.24): V (x) = 0 in an finite
interval [a:b], while V (x) is infinite overwise (we set h = 1 to simplify the notation).
In this example, the scaling quantity is not the number of particles, but the number
of points we introduce to discretize the space. Thus, in the first step we set N = 2
(two discrete positions, | − 1〉, |1〉 in arbitrary units) and write the corresponding
Hamiltonian

H2 =
(

2 −1
−1 2

)
. (4.13)

The Hamiltonian above can be easily diagonalized resulting in E1,2 = 1, 3, with
groundstate |E1〉N=2 = (| − 1〉 + |1〉)/√2. As sketched in Fig. 4.1a, this simple
result is in agreement with the known solution of the infinite box potential under the
assumption of the minimal discretization introduced above. Following step one of
the algorithm above, we now project out high-energy levels of the system. However
– given there are only two levels – for this very first step, we keep all of them setting
m = 2 and, consequently, P = 1. We then proceed to step two of the algorithm and
build the Hamiltonian of the system with N = 4, that is,

H4 =

⎛

⎜⎜⎝

2 −1 0 0
−1 2 −1 0
0 −1 2 −1
0 0 −1 2

⎞

⎟⎟⎠ . (4.14)

This Hamiltonian is still exact due to the fact that previously all states have been kept
(m = 2). The ground state of Hamiltonian (4.14) is |E1〉N=4 = (b| − 2〉 + a| − 1〉 +
a|1〉 + b|2〉) with a ∼ 0.3717, b ∼ 0.6015 (represented schematically in Fig. 4.1b),
while the first excited state is |E2〉N=4 = (−a|−2〉+−b|−1〉+b|1〉+a|2〉).We keep
again m = 2 states, and build the effective Hamiltonian which describes the low-
energy physics of the system with N = 4 with onlym = 2 states, using the projector
P = |E1〉〈E1| + |E2〉〈E2|. We shall also update all relevant operators in the new
truncated basis, and repeat the procedurewhich results in the ground state for a system
of double size, and eventually to the thermodynamical limit. Although keeping only
two states at each step (m = 2) is an extreme approximation, the procedure is correct
it will result in an approximate description of the system properties. Increasing the
number of kept states m, the approximation can be improved. However, for this
precise example, the assumption on which RG is based on is violated, and thus it
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Fig. 4.1 Schematic
representation of the infinite
box potential (black lines)
and its solution (dashed blue
line). a Discretized
amplitudes of probability in
a minimal representation of a
particle in the box, formed by
two states (red circles) and b
a box of double size, formed
by four states (blue circles).
c Comparison between
|E1〉N=4 (blue circles) and
|E1〉N=2 ⊗ |E1〉N=2 (red
circles). d Large N solutions
|E1〉2N (blue dashed line)
and |E1〉N ⊗ |E1〉N (red
dashed lines) [143]

(a) (b)

(c) (d)

performs very badly. Indeed, the ground state in the case of N = 4 is composed
almost only by the tensor product of two ground states of size N = 2 as shown
in Fig. 4.1c and as can be verified computing the overlap between the two states
〈E1

N=4|E1
N=2 ⊗ E1

N=2〉 ∼ 0.97. However, the overlap decreases rapidly with N : in
the large N limit, the ground state of a system of size 2N and the tensor product of
two ground states of size N differ drastically (see Fig. 4.1d): in particular, the latter
has a node where the former has a maximum. Even worst, all possible combinations
of the eigenvalues of systems of size N have a node in the middle, thus, to obtain
|E1〉2N , a large combination of high-energy eigenstates |Ei〉N is needed, falsifying
the assumptions on which RG is based on. However, this counterexample has the
merit that pointed out that hard boundary conditions can be highly problematic
and eventually resulted in the development of the DMRG presented in the next
section [26].

4.3 Density Matrix Renormalization Group

The DMRG is a powerful modification of the original RG algorithm, where the
truncation rule is improved resulting in a higher precision description of the final
state at the price of slowing down the growth of the system size. Indeed, in the
DMRG algorithm, the system size increases linearly instead than exponentially with
the number of iterations. The original algorithm, developed to describe systems
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with nearest neighbor interaction at the thermodynamical limit (infinite DMRG) is
composed of the following steps:

1. Consider the biggest system size N that can be diagonalized exactly with reason-
able resources and regroup theN sites in two single sites in themiddle andothers in
two groups ofM sites as in Fig. 4.2a (the reason of this groupingwill become clear
later on). The system’sHamiltonian can bewritten asHN = HL+1+Hint+HR+1,
where HL+1 and HR+1 in the literature are referred at as the left and right en-
larged blocks, and Hint is the the interaction among them. The dimension of the
Hilbert space of the system is (dm)2, where d is the single site physical dimension
and m = dM the dimension of the M grouped sites. The diagonalization of HN

returns the ground state expressed in the basis

|EN
1 〉 =

∑
ψβ1β2 |β1〉|β2〉

where |βi〉 spans the basis of the left and right half sites βi = 1, . . . , dM+1.
2. Compute the density matrix of the ground state

ρN
1 = |EN

1 〉〈EN
1 | =

∑

β1,β2

∑

β ′
1,β

′
2

ψβ1,β2ψ
∗
β ′
1,β

′
2
|β1〉|β2〉〈β ′

1|〈β ′
2|, (4.15)

and the reduced density matrix of one half of the system

ρL = TrRρ
N
1 =

⎛

⎝
∑

β2

ψβ1,β2ψ
∗
β ′
1,β2

⎞

⎠ |β1〉〈β ′
1|. (4.16)

3. Diagonalize ρL = ∑md
i=1 wi|wi〉〈wi| and order the eigenvalues wi (being ρL a

density matrix they are non negative real numbers such that
∑

wi = 1) in de-
scending order. If we assume the system to be left-right symmetric we also have
that ρL = ρR. Define the projector P = ∑m

i=1 |wi〉〈wi| composed by only the first
m eigenvectors of ρL.

4. The projector P defines a truncation of the Hilbert space frommd tom states that
can be used to compute the effective Hamiltonian of the system and all neces-
sary operators in the reduced space, H̃L+1 = P†HL+1P and given that Hint =∑

k ckA
k
L ⊗Bk

R (where A
k
L and B

k
R acts on the left and right enlarged block respec-

tively) the interaction term in the projected space can be computed applying the
projector P on the left and right separately. We thus obtain an effective matrix de-
scribing theHamiltonian for the systemofN sites of dimensionm instead thanmd .

5. The algorithm is iterated starting again from Step 1 provided that the Hamiltonian
of the left and right block are replaced with the effective Hamiltonians computed
in the previous step. The net effect is that one can describe a system of N + 2
sites with a Hamiltonian of size (md)2 as depicted in Fig. 4.2b. At every step
the size of the described system is incremented by two sites while keeping the
computational resources constant.
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(a)

(b)

(c)

Fig. 4.2 a Sketch of step 1 of the INFINITE DMRG algorithm: a construction of the system
Hamiltonian as left (right) block and two free sites. b a system of 2M + 2 sites is represented by an
effective Hamiltonian of dimension md . c Graphical representation of half-sweep of the FINITE
DMRG algorithm: at each iteration, the number of sites included in one block is increased by one,
while the other block decreases by one

The algorithm described above forms the core the DMRG approaches and differs
from the RG approaches mainly from the truncation rule: indeed, the choice of
keeping the states of the reduced density matrix with higher population can be shown
to be equivalent to have the best possible approximated description of the system
(in terms of observables and correlations) with the available resources. Indeed, the
DMRG truncation rule optimize the overlap between the truncated and the exact
systemwave functions [144, 145]. For example, the computation of local observables
acting on site i (belonging to the left enlarged block, and in general any observables
with support only on the left block) for the exact wave function of a system of size
N is

〈Ôi〉 = 〈ψ |Ôi|ψ〉 = TrρL(Ôi) =
md∑

i=1

wi〈wi|Ôi|wi〉. (4.17)

The expectation value after the truncation step is 〈Ôi〉AP = ∑m
i=1 wi〈wi|Ôi|wi〉, thus

the difference is |〈Ôi〉 − 〈Ôi〉AP| ≤ ε · C , where C is an observable-dependent
constant and ε = (1 − ∑m

i=1 wi) is a non-increasing function with m. It is clear that
in this basis, given the descending order of the reduced density populations, any
other truncation choice would result in a higher error. In particular, if the matrix
populations become exactly equal to zero for some i > K (i.e.,K is the Schmidt rank
of the density matrix), no error is introduced by the truncation in the computation
of the expectation value if m ≥ K . A particular scenario when this can occur is
once more whenever the exact system wave function is mean field, that is, K = 1
and thus m = 1 is sufficient to describe exactly the system properties. However, it
should be clear by now that the DMRG can go beyond that, and exactly describe also
systems beyond mean field provided that m ≥ K . One can show that requiring to
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optimize the description of the entanglement present in the system (as quantified by
the von Neumann entropy S = ∑

i wi logwi) results exactly in the DMRG truncation
prescription [144].

The considerations above are equivalent to state that the infinite DMRG algorithm
results in the best possible approximation of the reduced density matrix of half
of the system given the available resources (m states). However, the optimization
concern only the bipartition of the system in two equal subsystems: it might be
possible to have a better approximation of the global many-body states if we could
optimize the reduced density matrix of all possible bipartitions of the system. This
refinement procedure is provided by the finite DMRG algorithm, which aims to
refine the representation of a system composed of N sites. The algorithm is defined
as follows:

1. Build the representation of a system composed of N = 2M + 2 sites using the
Infinite DMRG algorithm. At each step store the Hamiltonian (and operators)
truncated representations H̃ j , with j = 1, . . . ,M .

2. Start a new DMRG iteration taking care when building the new system Hamil-
tonian to keep the system size fixed to N . That is, HL = HM+2 + Hint + HM .
Notice that the left and right enlarged block now are different and represent a
different number of sites. Obtain the truncated representation of the Hamiltonian
H̃M+2.

3. Keep on iterating, increasing the size of the left block and decreasing that of
the right block, keeping N constant. When the boundary is reached, reverse the
process and keep iterating inverting the role of the left and right block as sketched
in Fig. 4.2c. At each iteration, the energy of the system shall decrease while the
precision of the wave function representation increases. Once the free sites are in
the middle for the second time, a DMRG sweep has been completed: additional
sweeps will result in higher precision and improved convergence.

The described algorithms can be straightforwardly be generalized to more general
scenarios, such that of Hamiltonians with space-dependent parameters or beyond
the nearest neighbor interaction (regrouping physical sites in logical ones of larger
size, even though this procedure is inefficient and thus always limited to short-range
interactions). Finally, notice that Step 1 of the infinite DMRG algorithm can be
modified in the sense that one can start with four sites (M = 1) and increase the
system sizewithout truncating until dM ≤ m. A step by step very clear and instructive
example of the DMRG algorithm can be found in [146].

4.4 Exercises

1. Given an Hamiltonian on a one-dimensional lattice with nearest neghibor inter-
action of the general form
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H =
∑

i,α

hα
i +

∑

i,i+1,α

λαh
α
i h

α
i+1

where i = 1, . . .N runs on the lattice site and α on different operators; consider
the mean field translational invariant ansazt

|ψMF 〉 = |φ〉|φ〉|φ〉 . . . |φ〉

Compute the general mean field approximation of the ground state energy per site
and specialize it for the quantum Ising Hamiltonian in transverse field in (4.4) for
different values of λ.

2. Compute the mean field approximation of the ground state energy for the antifer-
romagnetic Heisenberg model

H =
∑

i

σ x
i σ x

i+1 + σ
y
i σ

y
i+1 + σ z

i σ
z
i+1

using |ψMF 〉 and the staggered mean field ansatz

|ψMFD〉 = |φ1〉|φ2〉 . . . |φ1〉φ2〉.

3. Given the quantum Ising Hamiltonian in transverse field of (4.4) on a one-
dimensional lattice with nearest neighbor interaction:

a. Compute the ground state energy as a function of the transverse field λ by
means of the real-space RG.

b. Compute the ground state energy as a function of λ by means of the infinite
DMRG algorithm.

c. Compare the resulting ground state energy density between them and with the
mean field solution.



Chapter 5
Tensor Network Methods

In this chapter, we introduce the core concepts of tensor network methods: we first
define the tensors themselves and the most common operations for their manipula-
tions. Then, we present some of the most successful algorithms developed exploiting
tensor networks to study themany-body problem.We first reformulate themean-field
approach using the tensor notation. Then, we introduce the Matrix Product State
(MPS) and the reformulation of the DMRG we presented in the previous chapter in
this new formalism. This shift of point of view has been accompanied by an explosion
of new classes of variational tensor network states and algorithms, to accommodate
different needs and describe more efficiently several physical phenomena. Hereafter,
we present some algorithms to simulate the ground state properties and the time
evolution of one-dimensional many-body quantum systems; and review the gen-
eralization of the MPS to the most straightforward hierarchical structure, the tree
tensor network (TTN) and the algorithms for its optimization. The presented mate-
rial, despite being far from covering the whole fast growing literature dedicated to
the field, forms a solid starting point to enter in the field of tensor network methods.
We conclude the chapter with a quick overview and pointers to the literature on
further tensor network methods recently developed to push beyond our capability of
simulating many-body quantum systems.

5.1 Tensor Definition

We first introduce the definition of the mathematical objects we will use hereafter,
and of the standard operations to act on them. As already seen in (4.1), an N -rank
tensor is an object with N indexes, which, in general, has the form

Tα1,...,αN , (5.1)
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(a)

(d) (e) (f)

(b) (c)

Fig. 5.1 Tensor graphical representations: a A n-rank tensor. b Tensor contractions equivalent
to (5.3). c Wave functions scalar product 〈φ|ψ〉. d Operator B acting on a wave function ψ . e
Expectation value of an observable (red tensor) of the state represented by the wave function
encoded in the blue tensor. f As e but for a N body wave function

Table 5.1 Definitions of different rank-N tensors

Name Example Rank Notation

Scalar Constant 0 λ

Vector Wave function 1 ψi

Matrix Operator 2 Oi, j

.

.

.
.
.
.

.

.

.
.
.
.

Rank-N tensor N -body wave function N ψα1,...,αN

and can be represented as shown in Fig. 5.1a: a ball with n outgoing links, one for
each index. Table 5.1 report the most common names of low rank tensors and typical
examples,

A tensor network is a network composed by different tensors, connected via
the contraction of different indexes, according to the natural generalization of the
standard matrix-vector multiplication rule

Ô|ψ〉 =
∑

j

Oi, jψ j ≡ Oi, jψ j , (5.2)

where in the rightmost equality we introduced Einstein’s notation: repeated indexes
are implicitly summed. Thus, the contraction depicted in Fig. 5.1b is equivalent to

∑

l,m

Ai,lBl, j,mCm ≡ Ai,lBl, j,mCm. (5.3)

The result is a tensor with two indexes (a matrix) as all others have been contracted.
Similarly, the computation of the scalar product between two wave functions, that is,

〈φ|ψ〉 =
∑

i

φ∗
i ψi = φ∗

i ψi, (5.4)
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can be depicted as shown in Fig. 5.1c, where we introduce the convention that tensors
with indexes pointing upwards are the adjoint of the same tensorwith indexes pointing
downwards.Notice that the resultingobject has no indexes (all indexes are contracted)
and thus it is a scalar, as it shall be. The application of an operator to a wave function
and the computation of an expectation value are similarly depicted in Fig. 5.1d, e
respectively. Again, a check of the correctness of the results can be obtained by
counting the final number of free indexes: it should match the expected one for the
computed quantity. Notice that computing the scalar product of two N -body wave
functions written in a product basis (|α1〉 ⊗ |α2〉 ⊗ · · · ⊗ |αN 〉) does not differ from
what presented in (5.4). Indeed, in this case we have

〈φN |ψN 〉 = φ∗
α1,...,αN

ψα1,...,αN = φ∗
i ψi, (5.5)

where we have introduced the notion of global or fused index, that is, the operation of
grouping and splitting indexes (introduced in the next section). Finally, one can recast
operator operations in similar forms, e.g. the computation of the energy expectation
value can be clearly written as

〈ψN |Ĥ |ψN 〉 = ψ∗β1,...,βN Hα1,...,αN
β1,...,βN

ψα1,...,αN = ψ∗iH j
i ψj. (5.6)

5.2 Tensor Manipulations

In this section, we introduce the basics operations on tensors that will be needed
throughout the rest of the book to describe faithfully and efficiently the physical
system of interests: they allow us to manipulate, compress and transform the entries
of the tensors within the tensor networks.

5.2.1 Index Fusion and Splitting

Tensors are nothing more than a structured way to organize information, that is, an
ordered collection of numbers or variables. For example, to describe three dimen-
sional relativists systems, the four space-time variables x, y, z, and t, typically are
organized in a single vector to improve our representation and manipulation capa-
bilities. However, if it turns out to be more convenient, one could arrange them in a
2 × 2 matrix. As we will see, the reshuffling of vectors in matrices and the general-
izations of this operation, are indeed very useful in different settings. In general, a
rank-n tensor can be rearranged in a tensor of a different rank following some given
(invertible) rule: in the example given above one has
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Xi =

⎛

⎜⎜⎝

x
y
z
t

⎞

⎟⎟⎠ ⇔ Oj,k =
(
x y
y t

)
; (5.7)

where we have changed the way we organize the variables of interest, and no infor-
mation is lost. Clearly, also the operations acting on the objects shall be changed
accordingly. The transformation performed in (5.7), if applied to wave functions, is
known as Liouville representation and, more formally, as Choi-Jamiolkowski iso-
morphism [147–152]. Notice that in transforming a matrix in a vector, we fuse two
indexes in a single one. This index fusion operation can be generalized to any number
of indexes simply as

α1 . . . αn ≡ d-coding(i); (5.8)

where αi = 1, 2, . . . , d and the transformation is given by the d -nary coding of the
global index i. From now on, we will indicate the fusion operation as α1 . . . αn � i.
The inverse operation is the splitting of indexes, i ≺ α1 . . . αn. Finally, note that
with the above definition, the last equality in (5.5) automatically holds. Similarly,
the relation between the graphical representations in Fig. 5.1e, f is the operation of
fusing all indexes into a single one.

5.2.2 Compression

The fusion operation allows one to recast any n-rank tensor in a matrix form. Indeed,
it is always possible to choose a bipartition of n indexes in two disjoint groups and
fuse together the indexes belonging to each group. That is,

Tα1,...,αN ≡ Ti,j, (5.9)

where {αk , α j , . . . αl} � i, {αm, αn, . . . αp} � j, and {αk , α j . . . αl} ∪ {αm, αn . . . αp}
= {α1, α2, . . . , αN }. Given that the tensor is now recast in matrix form, one can
exploit the whole potential of linear algebra operations acting on matrices. In partic-
ular, the Singular Value Decomposition (SVD) – being the generalization of matrix
diagonalization – will play a fundamental role in what follows. Indeed, given the
tensor Ti,j it is always possible to decompose it in three tensors via the SVD, such
that,

Ti,j =
∑

k

Si,kVk,kDk,j, (5.10)

where V is a diagonal and positive real matrix, while S and D are unitary matrices.
The diagonal elements of the tensor V are real and positive, and thus they are bounded
from below by zero and can be ordered. From now on, we assume them to be ordered
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in descending order, that is, V1,1 ≡ λ1 ≥ V2,2 ≡ λ2 ≥ V3,3 ≡ λ3 · · · ≥ 0. Au central
role in tensor network algorithms is played by the fact that, if λ j < ε, ∀ j > z, it is
possible to disregard some of the singular values λ j . That is, whenever the singular
values decay fast enough (or are exactly zero after some given value λz = 0) we can
neglect them. Correspondingly, the matrices S, V can be truncated. This reduction
introduces an error in the representation of the original tensor Ti,j which can be
estimated in

||Ti,j −
m∑

k=1

Si,kλkDk,j|| = ||
dN∑

k=m+1

Si,kλkDk,j|| <

dN∑

k=m+1

||Si,kεDk,j|| < ε C (5.11)

where C is a finite constant that can be estimated in terms of some matrix norm ||.||
and their dimensions. In particular, if ε drops to zero (or equivalently to its numerical
representation, typically of the order of 10−15 when working in double precision)
truncating the tensor dimension to m introduces no error, drastically reducing the
computational resources needed to describe the system of interest.

5.2.3 Tensor Network Differentiation

Inmany cases,we shall perform an optimizationwith respect to a given figure ofmerit
of the entries of the tensors within a tensor network, for example when minimizing
the expectation value of the energy to find a tensor network representation of the
system ground state. Thus, the ability to extremize functions of the tensor network’s
coefficients is fundamental. The computation of the mean energy expressed in (5.6)
is a quadratic function of two N -rank tensors:

〈ψN |Ĥ |ψN 〉 = H (ψ∗
β1,...,βN

, ψα1,...,αN ) ≡ H (ψ∗
i , ψj), (5.12)

where we recall that being complex valued, ψ∗
i and ψj are independent variables as

in complex analysis [153]. Thus, to find the extrema of the functionH with respect
to the entries of the tensors, the differential of the function shall be set to zero,

∂H

∂ψj

!= 0; (5.13)

which given the expression in (5.6), is equivalent to the condition ψ∗
i H

i
j = 0 as the

variable appears linearly in the function.
In conclusion, not surprisingly, the derivative of any linear function of tensors

(any function defined via a tensor network where each tensor appears only once)
with respect to a particular tensor A, is given by the tensor network where the tensor
A has been removed. The graphical representation of an example of such computation
is reported in Fig. 5.2b.
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(a) (b)

Fig. 5.2 Graphical representation of a the derivation of (5.13); b a generic partial derivation with
respect to a tensor A embedded in a tensor network

5.2.4 Gauging

An operation that plays a prominent role in tensor network algorithms is the gauging,
that is, to change the tensors entries by means of local transformations, without
changing the global state to exploit some desired properties. Indeed, whenever two
tensors are contracted, it is possible to insert an identity operator between them
without changing the overall tensor network properties. Using the equivalence 1 =
U †U , that holds by definition for any unitary operator U , the tensor entries can be
changed as

AiBi = Ai1i,jBj = AiU
†
i,kUk,jBj = ÃkB̃k; (5.14)

with the net result that the tensor structure remains unchanged, but the tensors entries
have changed and thus can satisfy some desired properties. Clearly, this freedom can
be exploited at the level of the fused indices i, j as well as at each single indexes α j

independently.
To avoid a possible confusion, we shall warn the reader that in the following

(see Sect. 6.4) we will introduce gauge invariant tensor networks: despite the similar
name and the clear connection (in both cases we exploit invariant properties of the
tensor network under the action of local transformations), the two constructions are
in general different and have different physical origins. Here, we are exploiting the
invariance under transformations on auxiliary indexes, in the latter the invariance
arises from the symmetries of the theory one is studying, and the gauge transforma-
tions act on the physical indexes.

Another powerful manipulation tool is the polar decomposition, that is, the prop-
erty that every matrix can be decomposed in a unitary and nonunitary part (geomet-
rically, any linear operation can be decomposed in a rotation and a scaling), that is:

Ai,j = Ui,kPk,j, (5.15)

where U is a unitary matrix, and P a positive-semidefinite matrix.
As we will see, these operations allow to drastically reducing the computation

time of some global contractions. For example, we will show that the computation
of the norm of large tensor networks can be reduced to a simple small vector norm
computation, exploiting the properties of unitary matrices.
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5.2.5 Tensor Contraction Complexity

Hereafter, we show inmore details the computational costs of tensor contractions and
why it is always important to work with tensors with minimal rank. Indeed, starting
from the wave function scalar product depicted in Fig. 5.1c and defined in (5.4), it
is straightforward to see that its computation requires O(m) operations, where m is
the dimension of the Hilbert space the wave function lives in, that is, the dimension
of the index j . A slightly more complex contraction is represented in Fig. 5.1b and
expressed in (5.3). A simple inspection returns the number of operations needed to
compute it: for each element of the resulting matrix (two free indices) two nested
sums shall be computed, resulting in an overall O(m4) operations (assuming all
indices have dimension m). From these examples, it is easier to extract a general
rule that can be used to compute the number of operations needed to perform a
tensor network contraction: the contraction complexity is given by the product of
the dimensions of the free indices and the contracted ones. Indeed, the product
of the free indexes gives the number of coefficients of the resulting tensor to be
computed, while the product of the dimensions of the contracted indices gives the
order of the number of operations that are necessary to compute each of them.
We shall mention that this estimate, although it is very useful to guide algorithm
developments, in practice it gives only an estimation of the contraction scaling.
Indeed, it is possible to decrease it by using advanced linear algebra manipulation
algorithms, e.g., divide-and-conquer schemes formatrix-matrixmanipulations [124]:
For example, the Strassen algorithm for matrix-matrix multiplication provides a
scaling of approximatively O(n2.8) instead of O(n3) [154].

In conclusion, the rule above results in an exponential algorithmic complexity of
any operation performed on an N-body wave function. Indeed, the computation of
the scalar product in (5.5) is O(mN ) either if performed as the contraction of two
rank-N tensors or as viewed as a contraction of two rank-1 tensor (as in the latter
case the dimension of the contracted index is mN ). As we will see in the following
sections and in particular in Sect. 5.3.3, the introduction of tensor networks reduces
in many cases the contraction complexity from exponential to a polynomial function,
practically allowing the manipulation N -body wave functions for systems composed
of hundreds of sites.

5.3 Ground States via Tensor Networks

In this section, after reformulating the mean field approach in terms of tensor net-
works, we introduce the most common and successful tensor network state ansatz,
thematrix product state. Then, we present some algorithms to perform the variational
optimization on this class of states to search for ground state properties ofmany-body
Hamiltonians. Finally, we present the generalization of such approaches to general



56 5 Tensor Network Methods

loop-free tensor networks, concluding the section with an overview on more general
and complex looped tensor networks which are the focus of the modern research in
TN methods.

5.3.1 Mean Field

Being equippedwith the tensor network representation introduced in the last sections,
we can now reinterpret the powerful mean field approach introduced in Chap. 4 as
a tensor network algorithm. Indeed, the (single-body) mean field approximation
introduced in (4.3) can be represented by a tensor network composed by the product
of N single rank tensors, as depicted in Fig. 5.3. The task is then to find the entries
of the tensors that minimize the expectation value of the energy computed within the
mean-field ansatz. Notice that we can comfortably relax the translational invariant
condition, i.e., the condition on all tensors ψ1 of (4.5) to be equal, to accommodate
for, e.g., boundary effects and/or non-translational invariant Hamiltonians. Thus,
under the assumption that the system of interest is described by a nearest-neighbor
Hamiltonian (as, for example, in the case of the Isingmodel in transverse field defined
in (4.4)) the energy expectation value is given by the sum of N − 1 terms as depicted
in Fig. 5.3d.

Notice that each term of the Hamiltonian can be represented as a tensor network
itself, as depicted in Fig. 5.3d (red tensors): indeed, in the case of the Ising Model
and many other Hamiltonians, the explicit form of each tensor can be analytically
found. The simplest example, in the case of zero transverse field, each red tensor in
figure is exactly the correspondent Pauli matrix, and the dimension of the auxiliary

index k is one. Alternatively, any two-site operator H
α′
iα

′
j

αi,α j can be decomposed in
two smaller tensors via a singular value decomposition as show in (5.10), where the
indexes have been fused as αi, α

′
i � i and α j , α

′
j � j. As we will see later on, this is

one of the simplest examples of a Matrix Product Operators defined over two sites

j
j

E =N =

(a) (b)

(c) (d)

Fig. 5.3 a Tensor network representation of the mean field ansatz, b of the real-space renormal-
ization group, aka tree tensor networks. c Computation of the norm of the state and d Energy
expectation value E within mean-field approximation
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(MPO) which can be used to described and manipulate efficiently operators acting
on many-body quantum systems. The computation of each contraction of the tensors
trivially results in the norm of each local wave function |ψ1

j 〉, except for the case
where the Hamiltonian term is present. In the later sections, we will see how this
simplification can also be introduced in more complex tensor networks, taking care
of adequately gauging the tensors.

Finally, the minimization on the tensors entries shall be performed, taking into
account that the normalization condition should hold. A formal way of doing such
procedure, is to introduce the constraint using a Lagrange multiplier [125], that is,
to build build the Lagrangian

L (ψ1
1 , . . . ψ

1
N , ψ1∗

1 , . . . ψ1∗
N ) = 〈ψ |H |ψ〉 − λ(〈ψ |ψ〉 − 1) ≡ E − λ(N − 1).

(5.16)

We can search for the minima of the Lagrangian, by iterating over the different
variables ψ1

j and ψ1∗
j . Each of them is then defined by the differential condition

(hereafter for easy of notationwe assume nearest neighbour interactingHamiltonians
and normalized single-site wave functions |ψ1〉, and omit the superscript 1):

∂L

∂ψ∗
j

= H
α′
j−1α

′
j

α j−1,α j ψ
∗
α j−1

ψα′
j−1

ψα′
j
+ H

α′
jα

′
j+1

α j ,α j+1ψ
∗
α j+1

ψα′
j+1

ψα′
j
− λψα j

′ = 0 (5.17)

Finally, after computing the effective Hamiltonian H̃
α′
j

α j = H
α′
j−1α

′
j

α j−1,α j ψ
∗
α j−1

ψα′
j−1

+
H

α′
jα

′
j+1

α j ,α j+1ψ
∗
α j+1

ψα′
j+1
, the condition above can be expressed as

H̃
α′
j

α j ψα′
j
= λψα′

j
, (5.18)

that is, an eigenvalue problem for the effective Hamiltonian H̃ . Solving it by means
of the numerical methods introduced in Chap. 2, provides the new entries for the
tensor ψ j : by inspection, the ground state of the effective Hamiltonian provides also
the minimal energy for the overall Hamiltonian. Moreover, due to the Hermitian
property of the Hamiltonian, the adjoint tensor ψ∗

j solves automatically the problem
∂L
∂ψ1

j
= 0. Thus, there is no need to iterate on the adjoint part of the tensor network.

In conclusion, to solve a mean field problem within the tensor network paradigm
corresponds to the following algorithm:

1. Define a tensor network composed by N independent tensors, each of them rep-
resented by a vector of dimension equal to the problem local dimension d . Fill
the tensors with random entries and/or with a guess for the system ground state.
If necessary, enforce normalization.

2. Iterate over each tensor ψ j computing the effective Hamiltonian H̃ and solving
the correspondent eigenproblem. Update the tensor ψ j .
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3. Sweep over the whole tensor network until convergence or the desired precision
is reached.

We stress that despite the fact that the above-sketched algorithm results in a mean-
field description of the systems of interest, thus limited by construction, it plays a key
role in the development of tensor network algorithms as it provides an operative way
to look for ground states of Hamiltonians. Indeed, it contains most of the concepts
employed in a large class of tensor network algorithms.

5.3.2 Graphical Tensor Notation

From the equations presented in the previous sections, it is clear that the expressions
needed for the tensor networkmanipulations becamequickly overcrowdedby indexes
which are somehowcumbersomeandprone to typos.This is indeed the reasonwhywe
introduced the graphical tensor notation in Sect. 5.1. However, the explicit formulas
remain hard to read and risk to hide their physical and operational content. Moreover,
the standard notation does not convey explicitly some important information, as the
information on the gauging. Thus, hereafter we introduce a compressed notation
that tries to mitigate these issues, possibly at the cost of being unconventional with
respect to standard notation in mathematics and other fields where tensors are used.

The first assumption we make is that tensor networks are oriented, that is, a direc-
tion of referenceD has to be chosen.Hereafter, we choose the down-up directionwith
respect to the page. The second assumption is that no links of the graph representing
indexes are allowed to be orthogonal to such direction. This is always possible as
single tensors edges can be moved freely. Moreover, in case there are two tensors
contracted with an edge orthogonal to D , a virtual tensor between them can always
be introduced, effectively introducing two links which have a different direction
without moving the original tensors, see Fig. 5.4a. As a consequence, each link of
every tensor in the graph defines a direction (from the tensor) which has a non-zero
projection, either parallel or anti-parallel, with respect toD : we represent the formers
as superscripts, while the latter as subscripts in the tensor notation. In general, we
adopt the convention that the direction D corresponds to ket states labeled via sub-
scripts and states defined in the dual space (bra states) are labeled via superscripts.
Thus, superscripts contract only with subscripts and vice-versa. Moreover, going in
the Liouville representation is equivalent to lowering superscripts and similarly for
the reverse transformation (see Fig. 5.4b):

L(ρ
j
i ) = L(ρ

j
i |i〉〈 j |) ≡ ρi, j |i, j〉〉 = ρi, j |i〉| j〉 = ρi, j . (5.19)

Hereafter, we number the links of the tensor network starting from bottom to top
(with respect toD) of the wave function and left to right, and we write explicitly only
the index number, see Fig. 5.4c. According to our graphical notation, performing the
adjoint of a tensor, corresponds to swapping super- with subscripts and performing
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(a) (b)

⇒
D ⇒

(c)

1
2 3

4

5 6

7 (d)

1
2 3

4

1'
2' 3'

4'

⇒
A1

2 A
2 3
4

A3

Fig. 5.4 Tensor network notation: a virtual tensor (green) introducing a direction in the link. An
auxiliary tensor containing the singular values of the left-right bipartition of the system has been
explicitly introduced (green rank-2 tensor).bLiouville representation of a densitymatrix. cDirected
and labeled tensor networks with respect to a reference direction D . d Adjoint operation acting on
a directed tensor network with the correspondent tensor notation. Notice that the subscripts lower
than the superscripts implicitly implies that the tensor entries shall be conjugated

the complex conjugate of the tensor entries. Notice, that all tensors belonging to
a tensor network representing a wave function in the adjoint space will have the
superscript smaller than the subscript, thus we can uniquely identify adjoint tensors.

In conclusion, the expression in (5.17) can be rewritten as

∂L

∂ψ j ′ = H j−1, j
j−1′, j ′ψ

j−1′
ψ j−1ψ j + H j, j+1

j ′, j+1′ψ
j+1′

ψ j+1ψ j − λψ j (5.20)

which despite being still a complex formula, it is more compact than the original one.
Notice also that the Hamiltonian, as well as any operator acting on physical indexes,
can be recognized by the fact that super- and sub-scripts have the same number.

Importantly, the introduced notation might generate some confusion as ψ j is
typically the j-th element of the vector ψ . Hereafter, whenever we want to specify
the single entries of the tensor and some confusion might arise, we will write

[ψ] j . (5.21)

Alternatively, it is always possible to go back to the more complete notation rein-
troducing the greek name of the index ψα j . Finally, it will be necessary to introduce
a directed tensor network graph, for example, to depict gauged or symmetric tensor
networks.Whenever we specify the internal direction of the link, we underline (over-
line) depending on which direction the arrow points, that is either j or j . Thus, the
adjoint operation of an oriented tensors equals to swapping lower and upper indexes,
see Fig. 5.4d.

From now on, we will use the notation introduced here, starting from the MPS
ansatz we will introduce in the next section.
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5.3.3 Matrix Product States

The Matrix Product State (MPS) is one of the most successful tensor networks
introduced so far. It is by now used routinely to study one-dimensional quantum
systems in- and out-of-equilibrium. The MPS has been introduced by Ostlund and
Rommer [155] and has been recognized to be completely equivalent to a DMRG
description [24]. The MPS is defined as

|ψMPS〉 = AN+1
1 AN+2

N+1,2 . . .AN+J
N+ j−1, j . . .A

2N−1
N−1,2N−2AN ,2N−1|1, 2 . . .N 〉 (5.22)

as depicted in Fig. 5.5b, where all indexes below and equal to N are refereed as
physical indexes while the others auxiliary ones. The state is a clear generalization
of the mean-field ansatz, as an additional link is present among each different local
wave functions |ψ1〉. As for the case of cluster mean field introduced in Sect. 4.1.2,
these additional links allow representing the correlations between different sites.
However, contrary to the cluster mean field ansatz, the structure is translationally
invariant, and it allows one to interpolate between the mean field representation
and the exact representation of the many-body state, depending on the auxiliary
dimension of the newly introduced index. Indeed, disregarding momentarily, the
problem of efficiency and memory constraints, starting from the exact many-body
wave functionψ1,2,3,...,N , itsMPS representation can be built with a subsequent series
of singular value decomposition as follows:

1. Group all indexes in two groups splitting the tensor in the middle: 1, . . .N/2 � i
andN/2 + 1, . . .N � j, and singular valuedecompose thematrixM j

i =L−1(ψi,j).
The resulting matricesM j

i = Sk
i D

j
k (we absorbed the singular values by contract-

ing the matrix V with one of the other matrices) are square matrices of dimension
dN/2.

2. Repeat the aboveoperationon eachmatrix separately, splitting the remainphysical
index in two at each iteration and grouping the auxiliary indexes according to the
sketch in Fig. 5.5c.

3. Iterate until eachmatrix contains only one single physical index and two auxiliary
ones. The resulting matrices form the MPS ansatz and define, by construction,
the AN+J

N+ j−1, j matrices.

As can be seen from point 1 above, the described algorithm allows us to map a
many-body wave function in an MPS, but it scales exponentially with the number
of constituents in the system N . However, suppose that in the process the resulting
singular values are all precisely zero apart from thefirst one, that is, that the dimension
of the auxiliary indexes is one. What one unveils is that the original wave function
can be expressed exactly in a MPS with auxiliary dimensions one: it is an exact
mean-field state. On the contrary, if the state cannot be represented as a mean-field
state (i.e., it contains correlations), the auxiliary dimension has to be bigger than one.

The MPS approach, as for all other tensor network algorithms, stems from the
assumption that the system of interest can be described with an auxiliary dimension



5.3 Ground States via Tensor Networks 61

(a)

(c)

(d) (e) (f)

(b)

Fig. 5.5 a Matrix product state ansatz for N = 5 and b its ordering. c The first iteration of the
recasting of a many-body wave function in MPS form. d The computation of the norm of an
MPS state. e A gauged MPS state with respect to the rightmost tensor. f Isometric condition: the
contraction in (5.24) of the two tensor is equal to an identity

bigger than one (i.e., beyond mean field) but not exponential in N , and thus it is
possible to perform an efficient computation of the system’s properties. Thus, k =
1, . . .mwithmwhich plays the role of the cut dimension inRGmethods (seeChap. 4),
and all results shall be checked for convergence in m. Extrapolation in 1/m allows
extending the results virtually to the exact case, even though the arising errors shall
be treated with due care.

The variational algorithm for ground state search within the MPS ansatz follows
step by step the algorithm presented in the previous section, with an additional care
that shall be taken with respect to the state gauging. We start introducing such a
concept and then present the whole algorithm. The main idea stems from the fact
that the MPS ansatz has some redundant degrees of freedom that can be used to
simplify the calculations, gaining in efficiency and precision. The very first example
of such possibility arise whenever the norm of the MPS state is computed

N = 〈ψMPS|ψMPS〉
= AN+1

1 . . .AN+J
N+ j−1, j . . .AN ,2N−1A1

N+1′ . . .A
N+ j−1′, j
N+J ′ . . .AN ,2N−1′ (5.23)

as depicted in Fig. 5.5d. This contraction can be done efficiently: indeed, starting
from one extreme (e.g., the leftmost tensors), upper and lower tensor are contracted
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(O(dm2) operations). Then, the resulting tensor is contracted with the other two,
one after the other with O(dm3) operations. The tensor structure is now effectively
shorter by one physical site, and thus repeating the same procedure with the tensors
on the right still to be contracted, the norm can be computed with O(Ndm3) opera-
tions. Despite the fact that the cost needed is linear in N, avoiding these operations
could be highly desirable, also because similar computations appear in every step
of the minimization algorithm. The solution comes from the gauging as depicted in
Fig. 5.5f: indeed, if we gauge the MPS in such a way that each tensor obeys the
isometric condition

AN+J
N+ j−1, jA

N+J ′
N+ j−1′, j = 1, (5.24)

the contraction in (5.23) is analytically equivalent to the contraction of the last tensor
on the right with itself. This is what is typically referred as anMPS in the right gauge
and is represented in Fig. 5.5e. Equivalently, there exists the left gauge when the
arrows in the auxiliary dimension in the figure are reversed (and correspondingly the
condition in (5.24)). The preparation of a gauged MPS starting from a not gauged
one is possible using the tensor manipulation operation introduced previously: by
means of a singular value or a QR decomposition, any tensor can be transformed into
a product of a unitary and a generic tensor. The unitary tensor redefines the original
one while the latter can be contracted into the next tensor in the chain. Repeating
this procedure through all the chain, it is possible to enforce the isometric condition
to all but the last tensors. In particular,

AN+J
N+ j−1, j → Al

k → S j
k V

j
j D

l
j → Ãl

N+J−1, jK
N+J
l (5.25)

where now the tensor Ã obeys the isometric condition and the tensor K shall be
contracted intoAN+J+1

N+ j, j before performing its isometrization. A similar procedure can
be performed using the QR decomposition [24, 31]. Moreover, by slightly varying
the MPS tensor structure, i.e., adding a rank two tensor for each auxiliary link (as
shown in Fig. 5.4a), it is possible to always keep explicitly stored the singular values:
this gauge allows for an easy control of the entanglement present in the system and
parallelization of the variational algorithms [24].

Finally, the algorithm to find the mean-field description of the ground state of
a Hamiltonian can straightforwardly be generalized to the MPS tensor structure.
Indeed, the algorithm is defined by the following steps:

1. Initialize the MPS ansatz at given auxiliary bond dimension m following the
preferred strategy, amongwhich: (a) with random entries, (b) via a guess obtained
via analytical formulas, e.g., via perturbation theory or simpler systemparameters,
(c) grow an MPS (performing an infinite DMRG) until system size N is reached.

2. Define the Lagrangian in (5.16) and find its extremum with respect to all tensors
appearing in the network iterating sequentially on each of them, keeping theMPS
gauged with respect to the optimized tensor at each step. For each tensor, impose
the condition ∂L /∂AN+ j−1′, j

N+J ′ = 0 computing the corresponding effective Hamil-
tonian and solving the eigenvalue problem for AN+J

N+ j−1, j . Here, the importance of
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(a)

(b)

Fig. 5.6 a Energy expectation value of an MPS state gauged with respect to the tensor in position

j . bComputation of the derivative of the Lagrangian in (5.16) with respect to AN+ j−1′, j
N+J ′ for anMPS

gauged with respect to the j-th tensor. The condition ∂L /∂AN+ j−1′, j
N+J ′ = 0 results in an eigenvalue

problem for the tensor AN+J
N+ j−1, j (highlighted in purple)

gauging become evident as, as shown in Fig. 5.6, the computation is highly sim-
plified, and it reduces a generalized eigenvalue problem into a standard one, for
which numerical methods to solve them are faster and more stable [24, 31].

The computational cost of all operations included in this algorithm is upper
bounded by the eigenvalue problem, whose solution can be computed via Lanc-
zos algorithm. Thus, the algorithm complexity scales with the computation of the
application of the matrix to the vector, i.e., the tensor contraction represented in
Fig. 5.6b, that is, O(m3).

The algorithm above optimizes each tensor singularly. Thus it is typically referred
as a single tensor update. This is not the only possible choice, as one could solve
the eigenvalue problem which arises first contracting two tensors and eventually
separating the solution again with an SVD. This second choice is the two tensors
update strategy, which strictly resembles theDMRGapproach, and plays a prominent
role whenever symmetries and thus different charge sectors are considered: it allows
one a straightforward strategy to optimize the open charge sectors, see Sect. 6.2, even
though it is not the only possibility [31].

Finally, we mention that the algorithms above can be generalized to study also
the excited states of the system. Indeed, the Lagrangian (5.16) can be generalized to
include also the condition that the state which extremize it, is orthogonal to one or
more given states |φk〉:

Lex = L −
∑

k

μk(〈φk |ψ〉). (5.26)
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Defining |φ0〉 as the ground state found extremizing the Lagrangian L , thus allows
to find the first excited state of the system (or in case of degenerate ground state,
an orthogonal ground state with respect to |φ0〉). Repeating the procedure including
an increasing number of states in principle allows computing the whole spectra.
However, this approach remains limited to the first low energy levels due to the
growing difficulty of convergence and high request of computational resources.

The MPS ansatz is not the unique choice of tensor networks which might be
used to extend the mean-field state. Hereafter, we briefly review other possibilities
which have been introduced, classifying them as loop-free or looped networks as the
different topology introduces a fundamental difference between them: the formers
can be used together with algorithms equivalent to that introduced in this section,
while the latter requires special attention and much more careful treatment due to
higher computational costs and additional technical difficulties.

5.3.4 Loop-Free Tensor Networks

A straightforward generalization of the MPS ansatz is the Matrix Product Operator
(MPO) ansatz [156]: it represents the tensor network arising from the application
to operators of the concepts and methods introduced above for states. Indeed, to
represent an operator the number of physical indexes has to be doubled, one-half for
the space it is acting on, and the second half for the dual space. Apart from that, the
analysis presented in the previous paragraphs can be straightforwardly extended. In
particular, it is easy to show that aMPO is equivalent to aMPS provided that the local
dimension is squared: they are linked by a Liouville transformation and a fusion of
the two indexes as follows

B3N−1,N+1
1 . . . λN+J ,N+J+1B

N+J+1,3N+J−2,N+J+2
J . . .B3N−2,4N−2

N (5.27)

BN+1
1,3N−1 . . . λN+J ,N+J+1B

N+J+1,N+J+2
J ,3N+J−2 . . .B3N−2

N ,4N−2 (5.28)

as depicted in Fig. 5.7a, b, where the B tensors are represented in red and the λ

tensors containing the singular values in green. Finally, the original operator can be
represented via a wave function

|ψMPO〉 = BN+1
1 . . . λN+J ,N+J+1B

N+J+1,N+J+2
J . . .B3N−2

N |1, 2 . . .N〉, (5.29)

where J , 3N + J − 2 � J.
A very useful application of the MPO ansatz is its capability of representing

Hamiltonians in a compact form. Indeed, having the MPO expression of a Hamil-
tonian allows computing the energy expectation value by a very simple-to-code and
handle tensor network, as represented in Fig. 5.7c. Theminimization procedure intro-
duced in Sect. 5.3.3 can be readily applied starting from that tensor network. This
approach is particularly relevant to treat long-range interacting Hamiltoniains, for
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(a)

(c)

(b)

(d)

Fig. 5.7 a Matrix product operator graphical representation with the tensor B (λ) of (5.27) repre-
sented in red (green). b Graphical representation of the Liouville representation given in (5.28) of
the MPO. c Computation of the energy expectation value via MPO and MPS tensor networks. d
Tree tensor network graphical representation

which the algorithm presented in the previous section becomes pretty fast highly
involuted, practically preventing its application in most interesting cases.

In the following, we briefly introduce how to recast Hamiltonians in compact
MPO form, while we refer the interested reader to relevant literature for the complete
mapping into MPO form of long-range Hamiltonians [39, 157]. We consider nearest
neighbor Hamiltonians, Ĥ = ∑N−1

j=1 ĥ j ⊗ k̂ j+1, where ĥ, k̂ are operators acting on
the local Hilbert space of dimension d . Under this assumption, it is easy to verify
that the MPO expression given in (5.27) corresponds to the product of matrices
whose elements are matrix themselves. To show how this works, it is instructive to
start with a simple example, where N = 2. In this case, the Hamiltonian becomes
Ĥ = ĥ ⊗ k̂ = h41k

5
2 = H 4,5

1,2 which we aim to write it in the MPO form of (5.27), that

is for two sites, B4,3
1 B3,5

2 . Equating the two previous relations, it is simple to identify
the conditions for the equality to hold: the index 3, i.e. the auxiliary index between
the two MPO matrices, shall play no role as it can have only one value, and B4

1 = h41
and B5

2 = k52 . To generalize the relation for N > 2 we define the products of two
operator-valued vectors

[B4
1]3 =

(
1, ĥ, 0

)
[B5

3]3 =
⎛

⎝
0
k̂
1

⎞

⎠ ; (5.30)

whose elements are matrices and such that their scalar product isH 4,5
1,2 . It can be now

easily checked that the general MPO expression for a nearest neighbour Hamiltonian
Ĥ = ∑N−1

i=1 ĥi ⊗ k̂i+1 is formed by the product of N − 2 matrices of the form
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[B3N+J−2
J ]N+J+2

N+J+1 =
⎛

⎝
1 hi 0
0 0 ki+i

0 0 1

⎞

⎠ , (5.31)

and in first and last position the vectors of (5.30). Thus, single-operator nearest
neighbour Hamiltonians can be represented with an MPO of auxiliary dimension
(the dimension of the vectors in (5.30)) m = 3. The generalization to Hamiltonians
of the form

∑N−1
i=1

∑p
k=1 ĥ

k
i ⊗ k̂ki+1 (e.g., the Heisenberg model) is straightforward,

increasing the dimension of theMPObonddimensionm = p + 2. Finally, as any two-
body operator can be rewritten as a sum of at most d2 terms via a SVD, the maximal
needed dimension of aMPO r-range interacting Hamiltonians ism = d2r + 2 [157].

A second very useful application of MPO is their possible use to describe effi-
ciently many-body quantum systems at finite temperature and, in general, the density
matrix of open many-body quantum systems. While with this approach it is possible
to study the out-of-equilibrium dynamics, as we will show in the next section [39], it
is also possible to search directly for the steady state of a Liouvillian evolution via a
variational algorithm [158, 159]. Indeed, by writing the density matrix of the system
in an MPS form and the LiouvillianL in its superoperator MPO form, it is possible
to search for the lowest eigenvector of L or of L †L to find the steady state of the
system by adapting the algorithm sketched in the previous section. While the latter
choice (minimize L †L ) ensures the operator to be Hermitian and semi-positive,
the former provides an improved numerical performance at the price of a necessary
more careful fine-tuning of the convergence [158, 159].

Finally, as said before, MPO can encode general operators which can be exploited
to develop different tasks and more specialized algorithms. We will review in some
details one of such application in Sect. 6.4, where we present an explicit MPO form
for the projectors onto the gauge-invariant subspace of an abelian gauge symmetry.

The MPS are not the only possible tensor network that can be used as a vari-
ational ansatz to describe equilibrium properties of many-body quantum systems.
Indeed, any loop-less graph can be used to define the correspondent tensor net-
work: the variational algorithm presented in this section for MPS can be applied
almost straightforwardly. However, general graphs will eventually result in compu-
tational costs which scale at least as the higher rank tensor present in the network
(see Sect. 5.2.5). Thus, at constant auxiliary dimension, a convenient balance has to
be found: higher rank tensors encodes more information, lower rank ones result in
more favourable computational costs. On one edge of this spectrum there are binary
trees as depicted in Fig. 5.7d and commonly referred at as Tree Tensor Networks,
where each tensor has rank three, the minimal rank necessary to have a non-trivial
structure [41, 43, 160, 161]. The network is composed starting from a top rank-two
tensor, and then additional layers are created adding a rank-three tensor for each free
link. This construction results in a doubling of the number of tensors and of physical
indices at each layer. Eventually, after log2 N levels, the tensor network can readily
accommodate the description of N physical sites. The network is then defined as
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|ψTTN 〉 =
log2(N/2)∏

k=1

N/2k∏

j=1



j+ f2
2 j−1+ f1,2 j+ f1

, (5.32)

where f1 = ∑k−1
l=1 N/2l−1 and f2 = ∑k

l=1 N/2l−1. Due to its hierarchical structure
and to the fact that each couple of tensors is connected via a link-path of length
2 logN at most, this structure is an excellent candidate to describe critical systems
(see more on that in Part III), at least in one dimension [43, 162]. Its generalization to
higher dimensional systems or general loop-free graphs is straightforward [41, 161,
163].

Notice that under the assumption of translationally invariant tensors (all tensors
at each level are equal) and that each tensor is constrained to be an isometry, i.e.



j+ f2
2 j−1+ f1,2 j+ f1



2 j−1+ f1,2 j+ f1
( j+ f2)′ = 1, this tensor structure is equivalent to the real space

renormalization group described in Chap. 4. However, it can be shown that relaxing
the isometry constraint the precision of the resulting ground state energy remains
constant with N at constant bond dimension [31, 43].

Finally, any loop-free tensor network can be represented as rank-three tensor
networks using a sequence of SVD, which decompose a rank-n tensor in two rank-
n − 1 tensors. The price to pay is that the auxiliary dimension connecting the two
new tensors scales as the maximum of the products of the remaining dimensions of
each tensor. However, one can truncate the smallest singular values of each SVD,
thus introducing also an additional compression.

5.3.5 Looped Tensor Networks

In the previous sections, we have shown how to optimize loopless tensor network
ansatz to represent equilibrium properties of given many-body Hamiltonians. How-
ever, there are some scenarios where it is more natural, or it appears to be more con-
venient, to choose tensor networks with loops. Due to their different topology, such
structures present additional difficulties when optimization algorithms are imple-
mented, either due to a less favorable scaling or because they are prone to more
numerical instabilities. Thus, for most of them, (if one wants to go beyond a proof-
of-principle numerical experiment) the implementation requires additional care and
higher expertise. A detailed presentation of such tools go beyond the scope of this
book. Hereafter, we briefly recall some of the most common and successful looped
tensor networks (also sketched in Fig. 5.8) and refer the reader interested to take this
challenge to the relevant literature.

One of the most straightforward scenarios where looped tensor networks appear
quite naturally is the infinite MPS (iMPS). Assuming that the system of interest is
translationally invariant, one can start from the hypothesis that the entries of all ten-
sors of the MPS ansatz of (5.22) are equal (i.e., a structure as AAAAA) and thus it
is possible to work directly at the thermodynamical limit. In such case, the problem
can be recast into the minimization of the tensor structure depicted in Fig. 5.8a and
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(a) (b) (c)

(d) (e)

Fig. 5.8 a Infinite MPS. b MPS with periodic boundary conditions. c Locally purified tensor net-
work. d Projected entangled pairs state. e Multi-scale entanglement renormalization ansatz com-
posed by unitaries (green tensors) and isometries (blue tensors)

standard minimization techniques or imaginary-time evolution can be applied [24,
29]. Given the simplicity of the ansatz, the algorithm can be efficiently and easily
implemented obtaining accurate results. However, the drawback of such method is
that it cannot be applied to finite systems and thus it hardly compareswith experimen-
tal results, and it cannot be applied to cases where translational invariance is broken,
e.g., in the presence of imperfections, disorder or presence of trapping potential or
boundaries. Moreover, being defined only at the thermodynamical limit, finite-size
scaling (see Chap. 7) cannot be applied, preventing the use of a very powerful method
to characterize the properties of critical systems. The iMPS ansatz can also be nat-
urally extended and improved using a hybrid assumption, that is, to assume that the
tensors are equal only with a periodicity bigger than one, i.e., structures as ABABAB
or ABCABCABC, similarly to the spirit of cluster mean-field presented in Sect. 4.1.2.

A second scenario where a looped tensor network has been introduced is to
describe one-dimensional systems with periodic boundary conditions. Indeed, in
such a case, it is natural to introduce an ansatz of the form

|ψMPS
PBC 〉 = AN+1

2N ,1A
N+2
N+1,2 . . .AN+J

N+ j−1, j . . .A
2N−1
N−1,2N−2A

2N
N ,2N−1|1, 2 . . .N 〉, (5.33)

as depicted in Fig. 5.8b. Once again, it is possible to apply straightforwardly the ideas
presented in the previous sections to this ansatz. However, the additional link that has
been introduced, has the disadvantage to increase the scaling of the algorithm and
hindering the gauging, practically discouraging its use unless no other solution is at
hand and more sophisticated strategies are applied [164]. An alternative approach is
based on the re-ordering of the lattice sites from 1, 2, 3, . . .N to 1,N , 2,N − 1, . . ..
Thus, it is possible to map the system with periodic boundary conditions to one
with open boundaries. Finally, one can use standard approaches either mapping
two neighbour physical sites into a logical one at the price of increasing the local
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dimension from d to d2 or, preferably, writing the resulting next nearest neighbour
Hamiltonian in a convenient MPO.

Another looped tensor network has been introduced to describe one-dimensional
open many-body quantum systems and to cope with the problem of the positivity
of the density matrix: the Locally Purified Tensor Network (LPTN) stems from
imposing the positivity of the density matrix, writing it as ρ = XX † [165]. Writing
the operatorX as anMPO results in a tensor network as depicted in Fig. 5.8c. On such
structure, it is possible to apply the strategies presented before, and a generalization
to the complete Liouville operator of the time-dependent DMRG presented in the
next section [166]. Moreover, being almost one-dimensional, LPTNs profit from the
gauging unlike most other looped tensor network.

Finally, other remarkable TN classes, specialized for different scenarios, have
been introduced such as Projected Entangled Pair States (PEPS) to simulate two-
dimensional MBQS (Fig. 5.8d) [167, 168], the Multiscale Entanglement Renormal-
izationAnsatz (MERA) to studyhierarchical scale-invariant systems (Fig. 5.8e) [169–
171], the branching MERA [172], the weighted graph states [173], the entangled-
plaquette states [174], the string-bond states [175], and the hyperinvariant tensor
networks [176]. Covering all these possibilities goes beyond the scope of this book,
however, we refer the interested reader to the relevant literature.

5.4 Time Evolution via Tensor Networks

In the previous sections,we have seen how it is possible to find the best tensor network
approximations of equilibrium states. In this section, we show how to investigate out
of equilibrium properties of many-body quantum systems by means of solving time-
dependent Schrödinger equation via tensor networks. The first step in this direction is
typically the decomposition of themany-body time-evolution operator via the Suzuki-
Trotter decomposition in such a way that the exponentially large operator is decom-
posed and approximated as the product of few-body operators [177, 178]. Hereafter
we focus on the case of the dynamics generated by time-independent Hamiltonians.
However, the following presentation can be straightforwardly extended to the case
of time-dependent Hamiltonians [179, 180].

As for most numerical solutions of time dependent problems, the starting point is
to discretize the time axis and thus to recast the time-evolution operator in the form
of products of propagators for a small time step �t as in (3.34). Thus, the task to be
solved is to efficiently apply multiple times the operator Û = e−iĤ�t/� to the tensor
network. This challenge is in general double-faced: on the one hand, the tensor
structure of the state shall remain invariant at every step, otherwise the algorithm
cannot be iterated.On theother hand, the dimensions of each tensor index shall remain
constant (or increase up to a given threshold) tomaintain the algorithm efficiency.We
will see later on how this is possible in many interesting scenarios, starting form the
decomposition of the operator Û in terms of two sets of commuting operators having
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disjoint support. For example, for one dimensional nearest neighbour interacting
systems, the Hamiltonian operator can be divided in odd an even terms

Ĥ =
N−1∑

i=1

Ĥi,i+1 =
N/2∑

j=1

F̂2 j−1,2 j +
N/2−1∑

j=1

Ĝ2 j,2 j+1 (5.34)

such that
[Fi,Fj ] = [Gi,G j ] = 0 and [Fi,G j ] ∝ δi, j . (5.35)

Finally, making use of Baker-Campbell-Hausdorff formula, the time evolution oper-
ator can be approximated as

Û = exp

(
−i

∑
i F̂i�t

2�

)
exp

(
−i

∑
i Ĝi�t

�

)
exp

(
−i

∑
i F̂i�t

2�

)
+ O(�t3) ≈

∏
Ŵi

(5.36)

In conclusion, if it is possible to apply a two-body gate to the tensor network repre-
senting the state |ψ〉 preserving its tensor structure and keeping the index dimensions
constant, by subsequent iterations the system time evolution can be reproduced. In
the following sections we describe multiple strategies available to achieve this goal.

5.4.1 Time-Dependent Density Matrix
Renormalization Group

The first algorithm that unveiled the fascinating possibility of direct simulation of the
real-time evolution of a many-body quantum system is the time-dependent DRMG
(t-DMRG) or Time Evolving Block Decimation (TEBD) algorithm [24, 181, 182].
Theyprovide the sequenceof operations that are necessary to time-propagate a state in
MPS form: the former in DMRG language, the latter in the equivalent tensor network
formulation. Hereafter, we follow the second one for easy of presentation. Having
at hand the complete theoretical description and technical tools we have nowadays,
this step might appear somehow straightforward, however, its development has been
a breakthrough.

As depicted in Fig. 5.9a, the contraction of a single gate acting on sites i and
i + 1 is a local operation which involves only three tensors: the gate itself and the
two MPS tensors containing the physical indices i and i + 1. As a consequence,
it can be performed efficiently, i.e., with an N -independent scaling, in particular
as O(m2). Finally, the contracted tensor – which contains two physical indexes –
can be split again in two rank-3 tensors using an SVD, which is an operator of the
order O(m3). Notice that, after the contraction and the SVD the auxiliary dimension
connecting the two tensors has increased. To resume the initial structure of the MPS,
it shall be truncated keeping only the m highest singular values. These steps can be
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(a)

(b)

(c)

Fig. 5.9 Time-evolution via tensor network: a the contraction with the MPS (blue tensors) and
subsequent compression via SVD of a single time evolution gate Ŵi (red tensors). b The contraction
with the MPS to be evolved (blue tensor) of the MPO representation of the time evolution operator
Û (red tensors) followed by an MPS compression via subsequent SVDs. Here the links dimensions
are explicitly reported for clarity of presentation. c Graphical representation of the figure of merit
in (5.37), and of its derivative with respect to a specific tensor AN+ j

N+ j−1, j (in the example j = 4).

The condition ∂F/∂AN+ j
N+ j−1, j = 0 results in an update rule for AN+ j ′−1, j

N+ j ′

iterated, contracting the following gates of the expansion in (5.36). Eventually, after
contracting all gates, a single �t time evolution has been performed: concatenating
all necessary �t time evolutions, the state at the end of the evolution is obtained
in the form of a MPS with a fixed bond dimension m. Once more, the fixed value
of the auxiliary bond dimension m introduces an approximation at every step of the
algorithm, which shall be kept under control. It is possible to give bounds on the final
error [24, 183, 184], which anyway depends strongly on the kind of time evolutions
one is simulating.

Finally, we mention that whenever it is convenient to write the time evolution
operator in terms of anMPO (for example in case of long-range interactions), the time
evolution can be performed contracting the MPO directly to the MPS representing
the state as depicted in Fig. 5.9b, and then performing a compression of the whole
MPS [157, 186].

As a final remark, the TEBD scheme can also be used to look for ground states of
many-body Hamiltonians merely performing an imaginary-time evolution (t → it)
starting from an initial random state. However, despite the simplicity of implemen-
tation, for high performing solutions, a DMRG algorithm is typically preferred due
to its faster convergence rate. Indeed, the exponential tails of the imaginary time
evolutions drastically slow down its convergence.
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5.4.2 Fidelity-Driven Evolution

Another practical way to evolve a tensor network exists which exploits the com-
putation of the fidelity between the evolved state and another tensor network with
constant bond dimension: the idea is to search for the tensor network at fixed dimen-
sion which best approximates the evolved state. It can be used for complex tensor
networks, and in particular for looped ones [171]. The algorithm is again based on
the Trotter decomposition and follows the following steps to apply every gate:

1. Apply the gate to the state to be evolved |ψ〉 and compute the overlap of the
evolved state with another general state described by the same tensor network
|φ〉, Re(〈φ|Ŵiψ〉).

2. Minimize the distance between the two tensors with the additional constraint that
the new state has to be normalized

min
φ

F = min
φ

Re(〈φ|Ŵiψ〉) − λ(〈φ|φ〉 − 1). (5.37)

Theminimization can be achieved, oncemore, bymeans of iterativeminimization
with respect to each tensorAN+J

N+ j−1, j in theMPS representation of the state |φ〉. The
gradient ∂F/∂AN+ j

N+ j−1, j is depicted in Fig. 5.9c: its extremum can be computed
efficiently by contracting the remaining tensor network, resulting in a simple
condition for the update of the tensor. If the MPS is gauged with respect to the j-
th tensor, the new tensor is proportional to the tensor resulting from the contraction
of the term 〈Ŵiψ |φ〉 apart from the tensor AN+J

N+ j−1, j itself (see Fig. 5.9c).
3. Set |φ〉 = |ψ〉 and iterate the previous step for each tensor until convergence is

reached (for small �t practically few iterations are needed). The resulting |φ〉
tensor represents the tensor network approximation at a fixed bound dimension
of the time-evolved state.

The algorithm above can be easily adapted to the case where the infinitesimal
time-evolution operator Û is given in an MPO representation.

5.4.3 Time-Dependent Variational Principle

An alternative elegant approach to the simulation of time-evolutions via tensor net-
works is provided by the Time-dependent variational principle [188, 189]: the idea is
to project the time evolution operator to the manifold tangent to the MPS space with
given bond dimension in such a way that the tensor network structure is preserved by
construction. Hereafter, we report the main points of the derivation of the algorithm
and refer the reader to the original publications for the explicit mathematical deriva-
tion [188]. The TDVP algorithm exploits the gauging of the MPS and updates every
tensor of the MPS iteratively, solving the time-dependent Schrödinger equation for
an infinitesimal time-step �t, where the generator of the time-evolution is explicitly
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(a)

(b)

(c)

Fig. 5.10 a Graphical definition of the tangent space projector P̂T . b Definition of the tensor A
(left) and C (right) of (5.39) and (5.40). c Definition of the effective Hamiltonians H̃ (left) and K̃
from the system Hamiltonian in MPO form (red and green tensors)

projected in the tangent manifold of the MPS:

d |ψMPS〉
dt

= −iP̂T Ĥ |ψMPS〉. (5.38)

It can be shown that the the projector P̂T can be expressed in the form depicted in
Fig. 5.10a. It then follows that the i-th tensor AN+ j

N+ j−1, j and the vector of singular

values CN+J ,N+J+1 – obtained after a SVD of the tensor AN+ j
N+ j−1, j to change gauge

(see Fig. 5.10b) – evolve in time according to the equations:

Ak(t + �t/2) = exp(−iH̃ j
k�t/2)Aj(t) (5.39)

Ck(t + �t/2) = exp(+iK̃ j
k�t/2)Cj(t), (5.40)

where the indexesk, j are the indexes resulting by the fusion of the three (two) indexes
of the tensor A(C). The effective Hamiltonians H̃ and K̃ are defined graphically
in Fig. 5.10c starting from the system Hamiltonian in the MPO representation. In
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conclusion, the single-site TDVP algorithm can be implemented as follows: starting
from a left gaugedMPS, the first tensorAN+ j

j is evolved according to (5.39), followed
by an SVD of the updated tensor which defines the C tensor to be evolved according
to (5.40). The evolved C tensor is then contracted in the next tensor on the right,
and the procedure is iterated throughout the whole MPS. Completing a whole sweep
(left to right and backward) correspond to evolving the system wavefunction |ψMPS〉
from t to t + �t with an error ofO(�t2) [188]. This scheme can be straightforwardly
implemented also on a general loop-free network [31].

5.5 Measurements

Finally, many interesting physical quantities can be measured efficiently once the
entries of the tensor network of choice have been given or optimized to represent
the state of interest (e.g., the ground state of a many-body Hamiltonian or the time-
evolved state at some final time). We refer the reader to Part III for an explicit
introduction and the physical interpretation of such quantities. Hereafter, we define
some of themost interesting quantities and present how it is possible to compute them
practically in a tensor network language. We explicitly present the calculation for
MPS states, however, a straightforward generalization of such procedures is possible
for most tensor network structures.

The first class of quantities that can be directly computed are local observables,
thus, any expectation value of operators with support only on a single local Hilbert
space define over a lattice site,

〈M̂ j 〉 = 〈ψMPS|M̂ j |ψMPS〉. (5.41)

The local observables, as depicted in Fig. 5.11a, can be readily computed similarly
to the computation of the norm of the state. Moreover, the computation is reduced
to a system size independent contraction (three tensors) if the MPS is gauged with
respect to the j-th site. The second class of efficient measurements is the evaluation
of non-local observables such as k-points correlations

〈M̂i1M̂i2 . . . M̂ik 〉 = 〈ψMPS|M̂i1M̂i2 . . . M̂ik |ψMPS〉 (5.42)

which (assuming i1 < i2 < · · · < ik ), in a properly gauged MPS (i.e. with respect to
a site i1 ≤ j ≤ ik ) scales as the distance between the lowest and the highest index
ik − i1, see Fig. 5.11b.

Finally, it is possible to have easy access to the reduce density matrix of any
system bipartition, containing k and N − k neighbouring lattice sites respectively,

ρk = Tr j>k(|ψMPS〉〈ψMPS |). (5.43)
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Fig. 5.11 a Computation of an expectation value of a single-site operator with support on site j
on a MPS gauged with respect to the j-th site. b Computation of a two-point correlator on a MPS
state properly gauged (see text). c Computation of the reduced density matrix ρ3 = Tr j>3(ρ) from
the density matrix of a system of five lattice sites expressed via MPS state ρ = |ψMPS〉〈ψMPS|.
The green tensor contains the singular values λ1 obtained via the compression of the third and
fourth A tensor. The diagonalization of the reduced density matrix can be obtained by means of the
unitary operatorU = A6

1A
7
6,2A

8
3,7, resulting in the diagonal matrix with diagonal form λ2i (rightmost

diagram)

The trace operation is by definition equivalent to the contraction of the indexes
j > k. If the MPS is in the correct gauge, it is equivalent to eliminate the contracted
tensors. The computation ofρ3 in a system composed of five lattice sites is depicted in
Fig. 5.11c, where for clarity and later use we have explicitly represented the diagonal
matrix of the singular values λi resulting from the compression of the j-th and j + 1-
th tensors of the MPS (green rank-two tensor in the figure). While this operation is
possible and efficient for any number of sites k, the explicit construction of the
reduced density matrix requires an exponential increase memory with k. Thus the
explicit computation of ρk is still limited to few lattice sites. However, it is possible
to compute the first m populations of the reduced density matrix efficiently and
thus, an approximation of different entropy measures between the two subsystems
bipartitions, as for example allRényi entropies and the vonNeumann entropy. Indeed,
the diagonalization of the reduced density matrix can be readily performed applying
the remaining MPS tensors themselves which, again due to the gauge condition
simplify and result in a diagonal ρk (see Fig. 5.11c). The populations of the reduced
density matrix are given by

pi = λ2
i . (5.44)
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As we will see in the next chapters, this capability will play a major role in the char-
acterization of equilibrium and out of equilibrium properties of many systems, from
the characterization of quantum phase transition to the estimation of the efficiency
of quantum computations.

5.6 Further Developments

The tensor network ansatzes and algorithms introduced so far form the basic tools
to study mainly one-dimensional finite closed many-body quantum systems. How-
ever, starting from the tools introduced in this chapter, tensor network methods have
been extended – with different levels of developments and success – to encompass
many other scenarios. Indeed, for example, TN formulations to address directly the
thermodynamical limit [51, 52] or to work in the momentum or hybrid space [190–
192] have been introduced. TN methods to compute thermodynamical properties
of many-body quantum systems have also been presented [183, 193] Moreover, has
alreadymentioned, the extension to finite temperature and to study open Lindbladian
dynamics has been introduced by means of MPDO or LPTN ansatzes and by means
of quantum trajectories [50, 166, 194–198].

Other extensions of TN methods go in the promising direction of describing
systems defined in the continuum, e.g., quantum field theories. The first attempts
to combine second quantization and TN methods have been followed by a more
rigorous formalization in the so-called continuous MPS [199–201]. Alongside, con-
densed matter systems such as Wigner crystals has been efficiently described using
an adaptive local basis [202].

Finally, worth mentioning are the increasing number of applications of TN meth-
ods to different fields beyond condensed matter and quantum science. On top of the
already mentioned applications to the study of lattice gauge theories for high-energy
physics (see Sect. 6.4); the application of TN methods to quantum chemistry prob-
lems is fast increasing: investigations are ongoing to individuate the most promising
approach and to benchmark them against standard approaches [203–206]. The the-
oretical construction underlying the idea of the MERA tensor network has been
exploited in some quantum gravity theory. Indeed, it is now conjectured that the
MERA realizes some features of the CFT/AdS correspondence [207–210] and some
numerical calculations – which could support the thriving theoretical activities along
these lines – have been already performed, see e.g. [211, 212].

Last but not least, there are many possible applications of tensor network methods
to classical computer science problems. Indeed, being a class of tools to efficiently
perform manipulation, compression, and optimization of a large amount of data, dif-
ferent applications are being explored: from image compression to machine learning
and data analytics [213, 214].
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5.7 Software

To date, there are plenty software platforms available which allow entering the world
of tensor networks at different levels. Some of them are ready-to-go suites which
allow starting investigating the model of interest without almost any knowledge
of the details of the program running under the hood. The itensor and the TNT
libraries, allow one to conveniently manipulate tensors and write TN algorithms
without the need of low-level programming [215, 216]. The TNT libraries also
includes a DMRG/MPS code, similarly to other implementations freely available
such as – among others – the ALPS project and the openMPS code [217, 218]. It is
also possible to freely download specific implementations of TN codes tailored to
attack the electronic structure problems for quantum chemistry [205, 219, 220].

Finally, a ready-to-go, simple but reliable and flexible (with an arbitrary number
of Abelian symmetries embedded) DMRG and t-DMRG code has been distributed
since 2006 by the author of this book and his collaborators [178].

5.8 Exercises

1. Define a class of objects to describe general n-rank tensors with the basics oper-
ations acting on them: initialization and contraction.

2. Include in the previous exercise the functions acting on a general tensor of indexes
fusion, reshaping, SVD and compression.

3. Exploiting the codedeveloped in the previous exercises, define the objectMPSand
the basic operations on it: computation of the norm and evaluation of expectation
values of local and nearest neighbor operators.

4. With the tools developed above, write a t-DMRG code for the Ising model in
transverse field. Perform the imaginary time evolution starting from a random
MPS and compute the resulting ground state energy with those computed using
other methods (see exercises in the previous chapter).



Chapter 6
Symmetric Tensor Networks

As well known, symmetries play a fundamental role in physics: their mathematical
description has been used heavily in many branches of physics to understand the
main properties of the systems of interest, simplify their description, and improve
the numerical performances of numerical codes employed to describe them. The
most straightforward scenario in quantum mechanism – familiar to any physicist –
where symmetries can be exploited, is that of a system described by a Hamiltonian
invariant according to a given transformation g. Elementary quantum mechanics
shows that the Hamiltonian is degenerate (i.e., different eigenstates with the same
energy exist that behave differently under the action of the transformation), and the
Hamiltonian and the operator g generating such transformation commute and can be
simultaneously diagonalized [135]. That is, the system’s eigenstates can be labeled
according to a multiplet of labels which uniquely identify each system’s eigenstate:
the typical example being the eigenstates of any system with spherical symmetry
(e.g., theHydrogen atom),whose eigenstates can be labelled via three indexes n, l,m;
the first one identifying the energy level, the others the system angular momentum
and its projection on the quantization axis and thus the corresponding spherical
harmonic [135]. Finally, Noether’s theorem states that a system invariant with respect
to a given continuous transformation has a conserved continuous quantity [221, 222].

In many-body physics, symmetries are combined with the additional degree of
freedom introduced by the spatial extension of the system. Indeed, they might appear
as global symmetries (treating the whole system as a single one, e.g., reflection
symmetry, translational invariance, etc.), as global point-like symmetry (a global
symmetry which results as invariance under the action of a combination of local
observables, as the global magnetization, the total charge or the rotation of spins
around their own axes) and gauge symmetries (independent local symmetries as
Gauss’ law). Hereafter, we show how symmetries can be exploited to boost the
performance of tensor network algorithm and to address specific symmetry sectors.
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In this chapter, we first recap the most important elements of group theory, the
mathematical description of symmetries and the theoretical ground of the formu-
lation of symmetric tensor networks. Then, we introduce the reader to symmetric
global point-like and gauge invariant tensor networks. This chapter is meant to be an
introduction to the subject where technicalities are hidden as much as possible: the
readers interested on the details of the technical aspects and of the implementation
of symmetric TN, are invited to read [31, 59, 79] on which this chapter is mostly
based on.

6.1 Elements of Group Theory

The statements reported in the introduction of this chapter can be introduced start-
ing from the mathematical definition of a group G : a set of elements gi equipped
with a multiplication operation (any composition rule between two elements of the
set) which satisfies the conditions: (i) of being closed under multiplication, (ii) the
associative property holds, (iii) the identity exists in the set and (iv) the inverse of
each element in the group exists in the set. If the multiplication is commutative the
group is said to be Abelian, non-Abelian otherwise. Groups can be as simple as the
identity group (composed only by one element, the identity) or composed of infinite
elements. The number of groups elements is the order of the group. From the previ-
ous very abstract definition, it is possible to build a group-multiplication table which
reports the result of all possible multiplication of the group elements. Themultiplica-
tion table uniquely characterizes the group: two groups with the same multiplication
table are said to be isomorphic , that is, there is a unique one-to-one correspondence
between the elements of the group. A slightly more general property between groups
we will need soon is that of homomorphism: two groups are Homomorphic (group)
if it exists a correspondence one-to-many among them that is, for each element of
the first group A1

i we can associate a set of elements in the second group {A2
i′ }i′=1,...mi

such that if A1
i A

1
j = A1

k then the product of any elements in the correspondent sets
{A2

i }, {A2
j } belongs to {A2

k}.
Group theory is related with the symmetries introduced before as, defining some

operations on the system (translation, rotations, etc.), it is possible to combine (multi-
ply) them. If they form a group, it is possible to build the correspondentmultiplication
table. However, the previous abstract construction would be of hard use in quantum
mechanics if not connected with the standard description that a physicist has of
symmetry operations. The bridge is given by the theory of group representation: a
representation of a group is any group of concrete mathematical entities (hereafter
square matrices) homeomorphic to the original group. If every matrix is different,
then the two groups are isomorphic, and the representation is said to be faithful or
true. The dimension of such matrices is called dimensionality of the representation.
Finally, from a representation it is possible to build an equivalent one by means of a
similarity transformation S, i.e., A′ = S−1AS. Indeed, the group multiplication table
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is preserved under the action of a similarity transformation, and all representations
related by a similarity are said to be equivalent.

Given any representation, it is always possible to build another representation
by doubling the matrix dimension and defining its elements as a block-matrix with
each block composed by the original matrix, i.e., A2 = A1 ⊕ A1: this is indeed a
valid representation (preserve the multiplication table) but is reducible. A similarity
transformation might conceal the bock structure, and thus, to check for reducibility
of a representation, one shall look for the existence of a similarity transformation
that brings all the elements of the group to the same block structure. If this is not
possible, the representation is said to be the irreducibile representation (irrep), as it
cannot be reduced to representations of smaller dimensionality.

In conclusion, it is possible to associate a matrix to any element in a group
g, in such a way that according to the standard matrix multiplication, the group
matrix multiplication table is reproduced. Moreover, it can be proved that any group
representation by matrices (with non-zero determinant) is equivalent to a repre-
sentation by unitary matrices U (g) [223]. That is, a symmetry is identified by a
unitary representation U (g) of a group G which commutes with the Hamiltonian:
[U (g),H ] = 0 ∀ g∈G [223]. As a consequence, simultaneously diagonalizing the
Hamiltonian and the U (g), it is possible to find an eigenbasis of the Hamiltonian
such that each energy eigenstate can be labeled also via the eigenvalues of the group
unitary representations (commonly referred as quantum numbers). Abelian groups,
on which we will concentrate on hereafter for the sake of simplicity, have one-
dimensional unitary (complex) irreps. Specifically, as the group is Abelian (i.e. the
elements commute and thus they can all be simultaneously diagonalized) such irreps
in their diagonal form are phase factorsW [�](g) = eiϕ�(g), where the phase ϕ depends
on the quantum number � and group element g, and U (g)|ψ�〉 = W [�](g)|ψ�〉.

6.2 Global Pointlike Symmetries

In this section, we introduce one of the most common scenarios where a global
symmetry is present and that can be exploited to build symmetry-invariant tensor
networks: a system with a constant number of particles, such as atoms (either bosons
or fermions) hopping and interacting on a lattice. To boil down the presentation to
one of the simplest non-trivial scenarios where this construction can be exploited,
we consider the one-dimensional Hamiltonian:

H = −t
∑

i

(c†i ci+1 + c†i+1ci) (6.1)

where c†j (c j ) are creation (annihilation) operators at the site j of the lattice, t is the
tunneling matrix element, m the mass of the particles, and the sum runs over the
lattice sites. The Hamiltonian of (6.1) clearly conserves the total number of particles
in the lattice. Indeed, it can be easily checked that it commutes with the total particle
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number operator ˆN = ∑
i ni, where ni = c†i ci, that is, [H , ˆN ] = 0. However, the

Hamiltonian of (6.1) has also another important property: it is invariant under the
transformation

ci → eiϕci, ϕ ∈ [0, 2π ], (6.2)

indeed the two phases cancel out due to the presence, in each term, of a creation and
an annihilation operator (forwhich c†i → e−iϕc†i holds), and theHamiltonian remains
invariant. Notice that the invariance holds because the transformation is defined with
a constant ϕ, independently from the lattice site. On the contrary, if we allow a site-
dependent ϕi the Hamiltonian is not invariant anymore: an invariant Hamiltonian can
be built adding an additional operator, as we will see in the next section.

It shall be clear by now the connection with group theory revised in the previous
section: the Hamiltonian of (6.1) is invariant under the action of the transformation
defined in (6.2), that is, the unitary representation of an Abelian group (two different
phase rotations commute). In particular, (6.2) defines aU (1) symmetry, the invariance
in under rotation in the complex plane, for which the group parameter is the rotation
angle φ, the labels of the irreps are � ∈ Z, and the phase ϕ� = φ�.

There is, however, an additional step to be carefully identified before moving
forward: as we have seen before, the transformation has to be applied to all lattice
sites at the same time, with the same phase. This springs from the fact that we
moved from a single-body system described in Sect. 6.1, to a many-body setting:
the many-body Hilbert space is the tensor product of the single body ones, thus
we have that irreps assume the form U (g) = ⊗

j W j (g), where Wj (g) is the local
representation of group element g at site j , and it does not depend explicitly on
j . We refer to this particular kind of symmetries as global pointlike symmetries. In
particular, Abelian global pointlike symmetries acts on themany-bodywave function
|�〉 = ∑

#»α ψα1α2...αN |α1α2 . . . αN 〉, as

U (g)|�〉 =
⊗

j

Wα j (g)|�〉 =
∑

#»α

ψα1α2...αN

∏

j

eiϕ� j |α j , � j 〉, (6.3)

where we have explicitly introduced the quantum number � j which labels each local
basis state |α j 〉 according to how it transforms under W (g). It should now became
clear that as it is possible to label each single-body state according to the quantum
number �, it is also possible to label and characterize each many-body basis state
|α1α2 . . . αN 〉 according to a global quantum number (or charge sector). Indeed, from
(6.3) follows straightforwardly that

∏

j

eiϕ� j |α j , � j 〉 = ei
∑

j ϕ� j

∏

j

|α j , � j 〉. (6.4)

That is, every many-body basis state transforms under the action of the global point-
like symmetry as the single-body basis states, but with a phase which is the sum of
all local phases ϕ�1,...,�N = ∑

j ϕ� j . In particular, for U (1) global pointlike symme-
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tries, we have ϕ�1,...,�N = φ
∑

j � j ≡ φN , and the many-body quantum numberN
characterize the global charge sector of the state, in this case the total number of
particles in the system.

The tensor network ansätze introduced in Chap. 5 can be improved exploiting
the symmetric properties introduced above. If the Hamiltonian conserve the total
number of particles, i.e., is invariant underU (1) global pointlike symmetry, it exists
an eigenbasis that simultaneously diagonalizes Ĥ and ˆN . This means that we can
label the system’s eigenstates according to N and look for, e.g., the ground state
for fixed particle number (charge sector) N or the time evolution of an initial state
with well-defined particle number. Then, by definition, these states are composed by
a superposition of states belonging to a single charge sector, that is,

|�N 〉 =
∑

#»α ∈UN

ψα1α2...αN |α1α2 . . . αN 〉; UN ≡
{
{αi, �i}i

∣∣∣
∑

�i = N
}

, (6.5)

where in the definition of the setUN wehave again explicitly introduced the quantum
numbers �i. Our aim is to write a tensor network ansatz to describe states defined in
the previous equation.

These states, and in general any a state which is invariant under the action of the
symmetry, according to (6.3) obey the relation

U (φ)|�N 〉 = eiφN |�N 〉. (6.6)

We look for a tensor network ansatz which obeys, by construction, to the condition
in (6.5). A possible solution has been put forward in [224] and consists in forming a
tensor network with symmetric invariant tensors, that is, where each tensor compos-
ing the network is invariant under the application of the symmetry transformation
on each index. To introduce such an object, we label the basis states according to
the charge sector � j they belong to. Moreover, we identify possible different states
belonging to the same charge sectorwith a degeneracy index τ j , that is, we replace the
original state index α j with a couple of indexes α j ≺ {� j , τ j }. Given a generic tensor
Sα1,...,αn ≡ T{�1,τ1},...,{�n,τn} the invariance condition reads, as depicted in Fig. 6.1,

≡
α1 α2

α3
�3

�2�1 τ1 τ2

τ3

W W

W †

=
(a) (b)

Fig. 6.1 a The symmetric tensor condition of (6.7): the tensor remain invariant after the application
of the group generatorsW 
 on each index.bThe class of symmetric tensors satisfying such condition
can be represented splitting the indexα into a structure index � (containing novariational parameters)
and degeneracy index τ (containing variational parameters). The arrows on the charge indexes recall
the representation (direct W or inverse W †) under which the tensor is invariant. The degeneracy
indexes can be equipped with an orientation as well via a QR decomposition as described in Chap. 5
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S{�1,τ1},...,{�n,τn}
!=

⊗

j

W

 j

� j ,τ j
S{�1,τ1},...,{�n,τn} = eiφ

∑
j (−1)
 j � j S{�1,τ1},...,{�n,τn} (6.7)

where 
 = 1,−1 specify if the representation on the link has to be inverted or not,
such that WW−1 = 1. Given that the condition in (6.7) has to be fulfilled for every
φ, it implies that the elements of the tensor S can be different from zero only when
eiφ

∑
j (−1)
 j � j = 1, that is, when

∑
j (−1)
 j � j = 0. This corresponds to the fact that

the sum or irreps on each index has to sum to the identical irrep. In other words, for
abelian symmetries, the sum of incoming and outcoming charges has to be zero: the
overall charge is conserved passing through the tensor. The condition just stated can
be recast in a specific form of the tensor S, separating the structural part dictated by
the charge conservation condition, and the degeneracy tensorwhich contains the non-
zero elements which can be used to perform variational algorithms. In conclusion,
in presence of an abelian symmetry, the a symmetric tensor can be written as

S{�1,τ1},...,{�n,τn} ≡ Tτ1,...,τ2δ
∑

j (−1)
 j � j ,0, (6.8)

where the structural tensor δ∑
j (−1)
 j � j ,0 is a kronecker delta and imposes the sym-

metry condition: the tensor can thus be written in block-diagonal form, and each
operation acting on it can be done block by block, resulting in an improved perfor-
mance of all algorithms [31, 225–227].

A simple example might help to clarify the theoretical construction presented
above. We consider a tensor network composed of two lattice sites, each of them
equipped with a Hilbert space whose local basis α j = 0, 1 labels the number of
particles in each lattice site. We can build an MPS for the two sites, composed by
two d × m tensors Sα j ,β depicted in Fig 6.2a. If we exploit the charge conservation,
we first split the global indexes in the charge and degeneracy indices, α j ≺ {� j , τ j }
and β ≺ {m, υ}, where �i = 0, 1. The symmetric condition implies

Sα1,β = Tτ1,υδ�1,m, Sα1,β = Tτ2,υδ�2,−m, (6.9)

which, specialized for the sector of zero particles in the system (i.e. τi = υ = 0),
results in a single variational parameter for the overallmany body state!Although this
might appear confusing at first glance, we shall remember that we have constrained
the system to be in the sector of global charge zero. Being this equivalent to the set
of states with zero particles (composed only by the state |00〉), it is not surprising

(a) (b)

Fig. 6.2 a Symmetric MPS of two sites with structural (directed red links) and degeneracy link
(black lines) b Symmetric MPS with symmetry charge selector (open directed red link)
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that the symmetric ansatz results in a single variational parameter: the amplitude of
such state (the phase is global and can be removed). However, it would be desirable
to have the possibility of changing the overall symmetry sector, for example to study
the set of states with a single particle. The selection of different symmetry sector
can be promptly done slightly modifying the symmetric tensor network ansatz, that
is, adding a link which can work as charge selector, as depicted in Fig. 6.2b. Notice
that this structure is equivalent of the first two tensors of an MPS with N particles,
i.e., whenever we cut a symmetric tensor network, the resulting free index brings the
label of all possible charge sectors (number of particles) present in the partition. In
our example, as each lattice site can have at most one particle: in two lattice sites the
only possible states are those with overall up to two particles: As for system subsets
the conservation of the number of particles does not hold, we shall indeed keep all
the possibilities. In conclusion, proceeding as before, one obtains that Sα1,β remains
unchanged, while the new rank-three tensor for the second lattice site becomes

Sα2,β1,β2 = Tτ2,υ1,υ2δ�2+m1+m2,0. (6.10)

It can be easily seen now that the structural tensor imposes that non-zero element
appear when m2 = 0, 1, 2 for which �2 = m1 = 0, �2 = 1,m1 = 0 or �2 = 0,m1 =
1, and �2 = m1 = 1 respectively. That is, the originally 4 × 4 tensor S is now replaced
by a block diagonal tensor with three blocks (one for each charge sector): two non-
degenerate and the charge-one sector of degeneracy two. One can keep on this exer-
cise adding more lattice sites and explore the full power of such construction.

Finally, it shall be clear to the reader how to construct a global symmetric tensor
network ansatz with charge symmetry selection: an additional open charge selector
link is added and then used to project over the desired overall system charge sector.
We conclude this introduction to symmetric tensor network showing that indeed the
construction fulfill the condition of (6.6). In Fig. 6.3 we depict such demonstration:
the global pointlike operator is applied to the physical indexes, an identity 1 =
WW−1 is inserted on each internal index of the network and the charge selector
index. The invariance of every single tensor under of the action of the symmetry
group of (6.7) results in the demonstration of the thesis. In the presence of a charge
selector, a global phase appears N being the charge of the sector selected by the
charge selector link.

W

W †

W W

W

= =
(a) (b) (c)

Fig. 6.3 Symmetric tensor networks: a The transformation
⊗

j Wα j (g) is applied to every physical

index of the TN. b The identity W †W = 1 is inserted in each internal index of the network and
c given that each tensor satisfy the symmetric tensor condition of (6.7), the whole tensor network
results invariant under the action of the group
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We conclude this section stressing the fact that the construction introduced here
for Abelian global symmetries, can be readily generalized to non-Abelian ones, and
also to combinations of different symmetries for systems presenting more than one
global symmetry, as the conservationof the total spin and the total number of particles.
However, despite this generalization is somehow straightforward, it becomes quickly
highly technical and thus we refer the interested reader to more specialized literature,
which should be smoothly addressable after the introduction presented here [224,
228, 229].

6.3 Quantum Link Formulation of Gauge Symmetries

In the previous section, we have seen how we can introduce a tensor network ansatz
which, by construction, respect global symmetries. However, there is another very
relevant class of symmetries that would be desirable to exploit, that is, gauge sym-
metries. In this section, we define gauge symmetries and show that, similarly to
the global symmetries, it is possible to construct a gauge invariant tensor network
ansatz. To do that, we introduce briefly the quantum link formulation of lattice gauge
theories as it can readily be encoded in the tensor network language. The discus-
sion on the comparison between Wilson and quantum link formulation of lattice
gauge theories goes beyond the scope of this book, the interested reader can find
it in more technical literature [230, 231]. However, since tensor network methods
require finite local Hilbert space, we consider it as one of the methods to truncate the
local Hilbert space dimensions, an operation that shall be performed by any tensor
network approach to lattice gauge theories. Notice that quantum link models in the
limit of large representations of the link degree of freedom converge to the standard
Wilson representation [91]. Finally, we end the section with a quick overview of
the potential application of gauge invariant tensor networks and of other possible
approaches to attack this extremely challenging problem. Once more, we specialize
our presentation to Abelian symmetries in one dimension and a simple Hamilto-
nian to get rid, at this introductory stage, from the unnecessary technicalities, and to
present the central concepts as clearly as possible. Extension to higher dimensions,
more complex theories, and non-Abelian symmetries are possible and, despite being
technically more challenging, are based on the ideas presented hereafter.

The main point of lattice gauge theories stems from the promotion of the global
invariance of (6.2) to a local one, that is,

ci → eiϕi ci, ϕi ∈ [0 : 2π ], (6.11)

where the phase factor ϕ depends on the lattice index i and clearly c†i → e−iϕi c†i .
Notice that now we are requesting the Hamiltonian to be invariant under the action
of each unitary representation of the local groupUi(g), not only of the product of allN
of them (one for each lattice site). In this sense, we are requesting the system to obey
a muchmore strong constraint with respect to that introduced in the previous section:
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not only the total number of particle shall be conserved, also the dynamics at each
lattice site is highly constrained. As we will see, this is equivalent to impose Gauss’
law in QED (and its generalization in other theories). Consequently, exploiting this
extensive number of symmetries can bring to a large gain in terms of numerical
efficiency.

Applying the transformation defined in (6.11) to the hoppingHamiltonian of (6.1),
one obtains

H = −t
∑

i

(eiϕi,i+1c†i ci+1 + eiϕi+1,i c†i+1ci), (6.12)

where eiϕi,i+1 = ei(ϕi+1−ϕi+1). As one might have expected, the Hamiltonian is clearly
not invariant unless ϕi = ϕ ∀i, that is, in the case of global point-like symmetry
studied in the previous section. A possibility to build a simple invariant Hamiltonian
is then to add, an object that transforms in such a way that the phases in (6.12) cancel
out. This line of reasoning leads to the introduction of new operators, the parallel
transporters U which are responsible for the matter-fields coupling in the theories
of fundamental interactions [232, 233]. The idea is to define an operator with support
on the link between two lattice sites that transforms under the action of the group,
for an U (1) gauge symmetry, as

Ui(g)Ui,i+1Ui+1(g)
† = Ui,i+1e

−iϕi,i+1; (6.13)

and use them to cancel the unwanted phases appearing in (6.12). Recalling that the
phases ϕ in U (1) symmetric systems are related to the charge � on the lattice sites,
we can look for their conjugate variable Ei,i+1 = −i∂/∂ϕi,i+1 which obeys to the
commutation relations

[Ei,i+1,Ui,i+1] = Ui,i+1; [Ei,i+1,U
†
i,i+1] = −U †

i,i+1, (6.14)

and zero otherwise. It can be shown, that for theories such as QED, the charge �

and the field Ei,i+1 are indeed the electric charge and fields respectively, while for
more complex theories such as QCD, the charges are related to the number of quarks
present on the link, while the field represents the gauge fields [78, 233, 234].

In the quantum-link formulation of lattice gauge theories the link operators U
and the field operator are given by spin operators Si,i+1, such that

Ui,i+1 ≡ S+
i,i+1; U †

i,i+1 ≡ S−
i,i+1; Ei,i+1 ≡ Sz

i,i+1. (6.15)

One can readily show that the commutation relations given in (6.14) are indeed
satisfied with this choice. It shall be evident that the link operators U ,U † are the
raising and lowering operators of one gauge field quanta, whose value is given by
the expectation value of Sz. It is now possible to write a gauge invariant Hamiltonian
in the quantum link formulation, that is,
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Fig. 6.4 a An electron hops from one lattice site at time t1 to the next one at time t2, the electric
field between the two sites shall change accordingly. b The correspondent process in the quantum
link description, when the matter hops from one site to the other, the spin on the link change his
state under the action of Hamiltonian (6.16) and in particular of Ŝ+ or Ŝ− (i.e., for spin one-half it
flips sign)

Ht = −t
∑

i,i+1

(c†i S
+
i,i+1ci+1 + c†i+1S

−
i,i+1ci); (6.16)

where he tunneling dynamics of a matter field is accompanied by a spin flip on the
link between the two lattice sites. This is indeed reminiscent of what happens in
electrodynamics (either classical or quantum) where, as depicted in Fig. 6.4, if an
electron hops the electric field shall change accordingly not to violate Gauss’ law.
In this discrete one dimensional version, the familiar classical Gauss’ law ρ = ∇E
can be expressed as

c†i ci = Sz
i+1,i − Sz

i,i−1 ⇒ ni = �Sz
i (6.17)

that is, the number of charges on the link shall be equal to the difference of the
electric field entering and exit the lattice site. The condition in (6.17) can be rewritten
introducing a local operatorGi = c†i ci − �Sz

i and imposing that its expectation value
on each lattice site is identically zero, that is, imposing that the physical state has to
fulfill the generalized Gauss’ law

Gi|ψ〉 = 0. (6.18)

All states that do not satisfy (6.18) are unphysical states and form the gauge-variant
space that shall be neglected. Finally, notice that the operator Gi are the generator
of the group symmetry. Thus, one can reverse the construction presented here and
start defining the generators of the symmetry group Gi according to the desired
symmetry the theory shall fulfill: starting from (6.18), it is then possible to write the
correspondent Abelian or non-Abelian gauge theory [78].
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6.4 Lattice Gauge Invariant Tensor Networks

Before presenting the gauge invariant version of tensor networks, we shall make
an additional formal step, rewriting the quantum link formulation in terms of other
operators as this will be instrumental in the following theoretical construction. The
necessary step is to reformulate the spin operator Si defined on a link in terms of
particles that live on the neighbouring lattice sites, which are conventionally referred
at as rishons. The central idea, is to map a spin degree of freedom on a double well
system with particles hopping between them. Once more, an example – depicted in
Fig. 6.5 – helps to give the intuitive idea: a spin 1/2 particle has two possible states, up
and down, and they are formally equivalent to the possible states of a single particle
hopping in a double-well potential in second quantization formalism. Indeed, we
have that

Ŝ+
i+1,i = r̂†i,Lr̂i+1,R; Ŝz

i+1,i = 1

2
(n̂ri+1,R − n̂ri,L); (6.19)

where r̂†i,
 (r̂i,
) are the rishon creation (annihilation) operators in the left or right (
 =
L,R) well of the double well potential between the i-th and i + 1-th sites and n̂ri,
 =
r̂†i,
r̂i,
 the correspondent number operator. The rishon fields are completely arbitrary,
i.e. they can be either bosonic or fermionic as they appear always in pairs, ensuring
that the gauge fields are bosonic operators. Stricktly speaking, the introduction of
the bilinear representation in terms of rishons of the parallel transporter U can be
formulated also without introducing the spin representation. Finally, the introduction
of the rishons introduces an additional gauge symmetry,

N̂ r
i,i+1|ψ〉 = (n̂ri,L + n̂ri+1,R)|ψ〉 = Nr

i,i+1|ψ〉, (6.20)

that is, the total number of rishons Nr
i,i+1 is conserved in each link: in the example

of Fig. 6.5 we have indeed one rishon per link. This additional gauge symmetry will
play a major role in the following tensor network formulation.

With the introduction of the rishon representation of the gauge field, we are now
ready to start building the gauge invariant tensor network ansatz. We aim to embed

Ŝ Ŝ

≡ ≡

Fig. 6.5 Rishon representation of the gauge degree of freedom: a spin one-half is formally equiv-
alent to a particle (a rishon) that hops in a double well potential. The spin quantization axis can
be defined orthogonal to the symmetry axis of the double well potential: the spin pointing to the
left (right) represents the occupied left (right) well. Upper diagram is a view from above of the two
well potential, used in Fig. 6.6 to graphically depict different spin ice states via rishon states. The
generalization to higher spin representation (higher number of rishons per link) can be obtained
increasing the number of rishons in the double well
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(a) (b)

Fig. 6.6 a Two possible configuration of spin ice (S = 1/2) systems: an equal number spin points
in- and out-ward every lattice site. b The same two states for quantum spin ice in their rishon
representation, depicted with the same graphical notation as in Fig. 6.5

the gauge constraint of (6.18) exactly in the tensor structure: to achieve this goal we
exploit the fact that the spin operators Si+1,i written in terms of the rishons can be split
in commuting operators which have support only on disjoint dressed sites. Hereafter,
we will explicitly construct such an ansatz for a simple case and then present the
general result. The example we consider is a simplified version of the quantum spin
ice model, a paradigmatic model to study frustrated magnetism [102, 235–237]: It
is the quantum counterpart of the classical spin ice, which is defined over a two-
dimensional lattice, where a spin lives on each link. Assuming that the spin can have
only two possible configurations {+,−} (pointing in the two directions of the link),
spin ice models looks for the lowest energy configuration of a given Hamiltonian
(whose particular expression is not relevant here) under the constraint that the number
of spins pointing towards each lattice site is equal to the number of spins pointing
outwards. Two exemplary states fulfilling such condition are depicted in Fig. 6.6a
together with their rishon representation (Fig. 6.6b): it should be clear by now that it
introduces a gauge constraint that can be written in the form of (6.18): the magnetic
flux through the contour line around every lattice site shall be null. The quantum
spin ice is the quantum version of such a model, where the classical variables are
replaced with quantum ones, namely spin one-half represented by the standard Pauli
matrices. Here, the quantum spins are the physically relevant quantity (they are not
a representation of physical gauge fields), however, they play exactly the role of
the gauge fields, and everything we said before can be applied straightforwardly.
Moreover, notice that differently from (6.16), in this model (and in related ones, e.g.,
quantum dimer models) there are no matter fields: the Hamiltonian is only a function
of spin variables, and thus the gauge invariant tensor network construction is simpler
than that necessary in theorieswith gauge field andmatter coupling.However, despite
the simplification in the detailed calculations, all the necessary steps to attack the
general cases are present. For the same reason, we consider the one-dimensional
version of the quantum spin ice, which despite being physically not exciting and
possibly of little interest, it is a perfect example for our purposes.

The gauss law for the one-dimensional spin ice model can be written as

Gi|ψ〉 = (σ z
i,i−1 + σ z

i+1,i)|ψ〉 = 0; (6.21)
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indeed, out of the possible four spin configurations of the two spins living on the
links connected to the i-th site, only the two configurations |+,−〉 and |−,+〉 obeys
the condition (6.21). Equivalently, using (6.19) one can write the quantum spin ice
Gauss’ law in the rishon representation as

Gi|ψ〉 = (nri,R − nri,L)|ψ〉 = 0, (6.22)

assuming that the total number of rishons in each link Nr
i,i+1 is not only constant but

equal on every link (in our example indeed Nr
i,i+1 = 1). Finally, of all four possible

states on the site |nri,R, nri,L〉 ∈ {|0, 0〉, |1, 0〉, |0, 1〉, |1, 1〉}, only the two statesH 1
G ≡

{|0, 0〉, |1, 1〉} are gauge invariant. Thus, one can define the gauge invariant local
basis of the i-th site accordingly, reducing the local Hilbert space dimension d from
four to two.

However,whenbuilding the compositeHilbert space of twoormore sites, one shall
take into account the constraint on the total number of rishons per link Nr

i,i+1 = 1.
Indeed, when composing two local Hilbert spacesH 2 = H 1

G ⊗ H 1
G , four possible

states appear but only two satisfy condition in (6.20), namely the gauge invariant
space (with respect to the local number of rishons, not the original one defined by
(6.18)) isH 2

G = {|00〉 ⊗ |11〉, |11〉 ⊗ |00〉}. The construction of the gauge invariant
space of two sites can be achieved applying the corresponding projector to H 2,
which can be written as

P̂Nr
i,i+1

= δnri,L+nri+1,R,Nr
i,i+1

. (6.23)

It shall now be clear how it is possible to build quantum link representation of the
gauge invariant space of L lattice sites: starting from the standard tensor product of
the local Hilbert spaces in the computational basis, the Gauss’ law can be enforced
applying the projector that selects the gauge invariant states satisfying (6.17). This
projector is local in the sense that lives on the left and right rishon Hilbert space with
the same index, where the operators cri,R, c

r
i,L have support. Notice that this is possible

only because we split the spin degree of freedom in two independent ones with the
constraints given in (6.20). Finally, the application of the projectorsPNr

i,i+1
enforce the

condition (6.20). In the following, we show that this theoretical construction is valid
in general and that can be straightforwardly encoded in tensor network language.

The gauge constraint in (6.17) can be imposed keeping only the gauge invariant
states among all that generated by the tensor product of the local basis composed
by the two rishons |iR〉, |iL〉 (and, if present, also the basis of the matter degree of
freedom |ic〉), that is, the gauge invariant basis can be written as

|g〉i =
∑

iR,ic,iL

Kg
iR,ic,iL

|iR〉|ic〉|iL〉, (6.24)

where the linear operator Ki is an isometry such that KiK
†
i = 1, and K†

i Ki = PGi

where PGi is the projector on the gauge invariant subspace for the i-th site. Con-
sequently KiPGi = Ki, a property that we shall use to conveniently write the tensor
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Fig. 6.7 Gauge invariant tensor network: a MPS (blue tensors) contains the variational parameters,
while the non-variationalMPOPG

Nr (red tensors) constraints the state in the gauge invariant subspace

network ansatz. Similarly, we can enforce the constraint of (6.20) applying the pro-
jector given in (6.23) on each link. Of course, to obtain a gauge invariant many-body
state in the quantum link representation, we shall apply such operators to every site
and links, resulting in the operators

K =
⊗

i

Ki; P =
⊗

i

PGi ; PNr =
⊗

i

PNr
i,i+1

. (6.25)

We can enforce the link and the gauge constraint applying first PNr and then K to a
generic many-body wave function, obtaining

KPNr |ψ〉 = KPPNr |ψ〉 = KPNrP|ψ〉 = KPNrK†K |ψ〉 = PG
Nr |ψG〉 (6.26)

as it can be shown that [P,PNr ] = 0, PG
Nr = KPNrK†, and |ψG〉 is a generic gauge

invariant many-body state (i.e. written in the local gauge invariant bases |g〉i). We
can now introduce the tensor network ansatz: an MPS state with |g〉i to account for
|ψG〉 in (6.26) and an MPO (without variational parameters) for the projector PG

Nr as
depicted in Fig. 6.7. Moreover, it can be shown that the MPO has a very compact and
diagonal representation [59]. Finally, starting from the introduced gauge invariant
ansatz, one can straightforwardly apply the machinery introduced in Chap. 5 to
perform equilibrium and out-of-equilibrium investigation of lattice gauge theories.

The aforementioned approach has been recently applied to investigate one and
two dimensional Abelian and non-Abelian lattice gauge theories, studying in and
out of equilibrium phenomena, such the ground state properties, the string breaking,
the Schwinger mechanism, and scattering of mesons [55, 59, 79, 238, 239]. Notice
that the construction presented here can be generalized with little effort to higher
dimensional systems.

We conclude this introductory chapter mentioning that there are alternative for-
mulations of lattice gauge theories compatible with tensor networks. Indeed, for
specific group choices, other formulations of discrete gauge theories have also been
introduced - see, e.g., [55–77, 114, 240]. In particular cases such as the study of
QED in one-dimension (the Schwinger model) it is possible – integrating the out the
gauge degree of freedom – to map exactly the lattice gauge theory to a system of
long-range interacting spins. This equivalent spin model can be studied exploiting
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again tensor network methods, providing also quantitative results at the continuum
limit [56, 58, 62–64, 66, 75]. Interestingly, it has also been shown [62] – at least
for the Schwinger model – that also at the continuum limit the population of the
spin representation of the gauge fields decays exponentially with the square of the
charge sector, corroborating the possibility that already with small spin representa-
tion of the quantum link formulation, one can correctly describe the main features
the low-energy physics of lattice gauge theory.

6.5 Exercises

1. For the Hamiltonian (6.1), check M that [H , ˆN ] = 0, and find other operators
that commutes or not commutes with ˆN . Check that [G,H]=0.

2. Write explicitly the tensor in (6.10) and extend the construction to a third site.
Generalize numerically this construction to L sites.

3. Exploiting the relation (6.26) evaluate numerically the dimension of the gauge
invariant Hilbert space of the one-dimensional spin one sector as a function of
the number of sites.

4. Compute the operatorK andPNr for the two-dimensional quantum spin icemodel.



Part III
Applications



Chapter 7
Many-Body Quantum Systems at
Equilibrium

The understanding of the physics of many-body quantum systems at equilibrium
encompasses a plethora of processes at the heart of our understanding of nature.
Indeed, the properties of materials, of chemical molecules, and lattice gauge theories
for high energy physics belong to this class, just to name a few. In this chapter, we
present the necessary basis to enter into this fascinating field, mostly from the per-
spective of a condensed matter physicist, thus focusing on the properties of quantum
matter. However, hereafter we do not present a complete introduction to these fas-
cinating topics for which extensive literature exists, see, e.g., [137, 141, 222, 241,
242]: We introduce a useful collection of concepts to start working in the field, in
particular having in mind to address this class of problems with TN methods. We
first present the basics of phase transitions, quickly reviewing Landau theory of fer-
romagnetism and the statistical quantum-classical correspondence among system of
different dimensionality. Finally, we present local and non-local (entanglement)mea-
sures that has been used to characterize such phenomena that can be easily addressed
via TN methods.

7.1 Phase Transitions

Everybody is familiar with phase transitions, that is, drastic change of matter appear-
ance and properties as a function of temperature: water freezes at zero and boils at
hundred Celsius degrees. Less familiar might be other kinds of phase transitions,
which occur in magnetic materials [14]. Indeed, experimentally one can verify that
below a precise temperature some material sharply exhibits non-zero spontaneous
magnetization, even in absence of externalmagnetic fields.Moreover, themagnetiza-
tion as a function of the temperature is non-differentiable at the critical temperature
Tc, where the magnetization appears (see Fig. 7.1a). The discontinuity of the deriva-
tive at the critical point signals that something drastic is occurring in the system: the
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system’s microscopic components are rearranging themselves, and a novel collec-
tive phenomenon arises, which necessarily calls for correlations spread across the
system (all magnetic spins align along the same direction) and, as we will see, the
spontaneous breaking of a symmetry occurs.

The first attempt to model such phenomena from a phenomenological and macro-
scopical point of view has been the Landau theory of ferromagnetism [243, 244].
The idea is to describe the main aspects of the phenomena using an equation of
state which respects the symmetry of the problem and relate the two most important
thermodynamical quantities describing the system: the free energy F (that shall be
minimized to have the system at equilibrium) and the magnetization M , the inde-
pendent variable of the system. Assuming a power expansion of the function F(M )

we obtain
F(M ) = F0 + F1M + F2M

2 + F3M
3 + F4M

4, (7.1)

where higher orders are neglected assuming that they are not needed to explain the
main features we are interested in. This is a completely arbitrary assumption justified
only a posteriori by the success of the theory. We assume that there is no preferred
direction, that is, the spins interact with each other with some specific Hamiltonian
that cannot distinguish among “up” and “down” direction: the system displays a Z2

symmetry (invariant under parity operator). Thus, the odd terms in (7.1) shall vanish,
F1 = F3 = 0. Finally, we assume that F4 > 0 and the quadratic coefficient depends
on the temperature (which shall appear somewhere) in the simplest possible way, i.e.
F2(T ) = F2(T − Tc).

The ground state is by definition the state with a magnetizationM that minimizes
the free energy: the condition

∂F

∂M
= 2M

[
F2(T − Tc) + 2F4M

2] = 0 (7.2)

results in the solutions, sketched in Fig. 7.1a,

{
M = 0 T > Tc

M = ±
[
F2(T−Tc)

2F4

]1/2
T < Tc

, (7.3)

which reproduces the typical experimental results.
Despite the tremendous success of this theory to describe themain features of such

complex phenomena with an intuitive picture, there are of course limitations to its
predictive power. Indeed, the quantitative values of Tc and the other constants shall be
fitted from experiments and, more importantly, the square-root scaling law predicted
by (7.3) (the first critical exponent we encounter, see Sect. 7.3.1) is typically not
matching the measured one. Indeed, the prediction of (7.3) corresponds to the mean-
field one, and more sophisticated approaches are necessary to extract the correct
scaling values. Among others, TN methods are nowadays routinely applied to attack
the problemof computing the different phases of quantummatter and their properties.
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Fig. 7.1 aSketch of themagnetization as a function of the temperature undergoing a phase transition
at critical temperature Tc. b Landau theory of ferromagnetism, the free energy as a function of
magnetization for different temperatures: at T = Tc the stable minima atM = 0 becomes unstable,
and the free energy becomes a quartic function with two degenerate minima reflecting the Z2
symmetry of the problem.

However, before proceeding with the quantum counterpart of phase transitions, it is
worth spending some time having a closer look at the potential F(M ) as sketched
in Fig. 7.1b. Imagine an experiment where the temperature of the system is lowered
slowly, starting from a disordered state (no magnetization, the spins are randomly
aligned and T > Tc): the system lays at the bottom of the single well and M = 0.
Suddenly, at the critical temperature Tc the minima atM = 0 becomes instable while
two other solutions appear for which M �= 0. However, the system still sits in the
unstable minima at M = 0 until a small perturbation (introduced via the thermal
activity of the material), unbalances it and force the system to relax to one of the
two new minima, either the positive or the negative one. In conclusion, thermal
fluctuations break the symmetry of the problem and allow for the appearance of the
spontaneous nonzero magnetization. Finally, notice that once the system has broken
the symmetry, it will relax to the new stable minima: this means that once the system
underwent the phase transition, it will acquire some rigidity, that is, a resistance to a
new change or to restore the original symmetry. For example, crystals (which break
translational invariance) do not bend easily, and spontaneous magnetization lasts for
an extended period of time (it costs energy to climb up the potentialF(M )). Similarly,
new excitations are present around the new minima, e.g. lattice waves in crystals,
spin waves in ferromagnets etc.. Last but not least, as the symmetry breaking is due
to thermal fluctuations which acts randomly along all the systems, it might occur that
regions far apart break it differently: in such a case, different ordered domains appear,
with defects at their interface such as domain walls in magnets, crystals oriented in
different directions, etc. We will see in the next chapter how a simple and powerful
theory, the Kibble-Zurek mechanism, allows us to describe such phenomena and
predict the final density of defect using an elegant argument.

We shall now spend some time to recall that quantum and classical systems are
deeply connected form the statistical mechanic’s point of view. Thus, also quantum
many-body systems display behaviors reflecting what has been introduced here, that
is quantum phase transitions.
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7.2 Quantum-Classical Statistical Correspondence

The deep connection between the classical and quantum worlds in terms of statis-
tical mechanics springs from the fact that the partition function of a D-dimensional
quantum system Zq is equivalent to that of a (D+1)-dimensional classical one Z [245,
246]. As all thermodynamical quantities can be derived from the partition function
(for example, the free energy F = −kBT logZ), phase transitions also occur in quan-
tum many-body systems. The equivalence mentioned above becomes apparent once
the transfer matrix and the path integral methods to compute Z and Zq respectively
are introduced.

The transfer matrix approach exploits the fact that the classical partition function
for N sites can be written as

ZN =
∑

αi,...,αN

e−βTH (αi,...,αN ), (7.4)

where the sum runs over all accessible classical states and βT = 1/kBT , and we
specialize it to one dimension with periodic boundary conditions, i.e. α1 = αN+1.
Assuming nearest neighbour interactions and translational invariance, that is H =∑

j H (α j , α j+1), the partition function can be rewritten as

ZN =
∑

α1

· · ·
∑

αN

Tc(α1, α2) . . . Tc(αN−1, αN ) = Tr(TN
c ) (7.5)

where the classical transfer matrix Tc(α1, α2) = e−βTH (α j ,α j+1) is independent of
j and has a (typically small) dimension such that it can be easily diagonalized to
obtain its eigenvalues μi (we assume μ1 > μ2 > . . . ). This condition results in a
straightforward computation of the partition function at the thermodynamical limit
as μN

1 plus exponentially small corrections. In conclusion, for example, the free
energy per site is

lim
N→∞

F

N
= −βT logμ1. (7.6)

The partition function of a quantum system described by theHamiltonian operator
Ĥq, is by definition,

Zq = Tr(e−βqĤq) = Tr(e−δτ Ĥqe−δτ Ĥq . . . e−δτ Ĥq), (7.7)

where we split the imaginary time in n intervals such that βq/n = δτ � 1. Indeed,
the expression above is equivalent to the solution of time-dependent Schrödinger
equation in imaginary time. In the spirit of Feymann’s idea that that the net transition
amplitude between two states of the system can be calculated by summing amplitudes
for all possible paths between them, we can insert identities (sums over a complete
set of basis states, here for convenience labeled as 1 = ∑

γ j
|γ j 〉〈γ j |) obtaining
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Zq =
∑

γ1

· · ·
∑

γn

[e−δτ Ĥq ]γ1,γ2 . . . [e−δτ Ĥq ]γn−1,γn = Tr(Tn
q ). (7.8)

It shall be evident that (7.5) and (7.8) are formally equivalent, with the only
difference that the number of multiplied matrices in (7.8) is not given by the number
of elements in the system, but by the number of slices in the imaginary time evolution.
This is indeed true in general: the partition function of a quantum Hamiltonian of
D-dimensional is equivalent to that of a classical system with D + 1 dimensions
provided that βTH = δτ Ĥq [245]. The difference between the dimensions comes
from the fact that a quantum Hamiltonian is an operator, while for a classical system
is a scalar. Thus, for example, the classical Hamiltonian of a chain of spins in an
Ising chain is H = −J

∑N
i=1 sisi+1 where the classical variable si = −1, 1 and the

transfer matrix is

Tc = eJ̃
(

1 e−2̃J

e−2̃J 1

)

= eJ̃ (1 + e−2̃Jσ x),

where J̃ = −J/kT . For small enough δτ , we can write the quantum transfer matrix
as Tq � 1 + Hqδτ , and thus the quantum and the classical partition function are

equivalent provided that n = N , andHqδτ = e−2̃Jσ x (neglecting the rescaling factor

eJ̃ ). Thus, the quantum partition function of a single spin (dimension D = 0) is
equivalent to that of a chain of classical spins (D = 1). Notice, however, that the time
dimension is infinite only in the limit βq → ∞,T → 0. Given that a D-dimensional
quantum system is statistically equivalent to a classical one in D + 1-dimensions
and that classical systems undergoes phase transitions for different temperatures; also
quantum systems at T = 0 shall undergo phase transitions. However, the driving field
will not be the system temperature (it is always zero) but some system’s parameter
individuated by the relation βTH = δτ Ĥq.

7.3 Quantum Phase Transition

Quantum phase transitions, and in particular second-order quantum phase transition
on which we will focus on here, describe the drastic changes of the ground state
properties of some many-body quantum systems as a function of an external param-
eter. The role of temperature fluctuations is now played by quantum fluctuations, i.e.,
the uncertainty introduced by the Heisenberg principle, that is, by the presence of
noncommuting terms in the Hamiltonians. As we have seen in the previous section,
this shall correspond to the physics of classical phase transitions, where we expect
symmetry breaking to occur, the divergence of correlations and in general discon-
tinuous behaviors in the derivatives of the system properties. The characterization
of these phenomena has been pursued studying different quantities and their scaling
relations with the distance from the critical point (as for 7.3), in time and as a function
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of the system size: critical system can be classified by means of the exponents of
such scalings, allowing one to introduce universality classes which group all sys-
tems with the same exponents [137, 141, 241]. Universality classes are formed by
systems characterized by the same symmetries, and the low-energy physics of such
systems does not depend on the details of the Hamiltonian: the critical properties are
dictated only by the symmetries of the Hamiltonian [141, 241]. Also the systems
entanglement properties have been used to classify critical systems, providing one
of the first strong and unexpected bridges between quantum information theory and
strongly correlated systems [140, 247].

We are then interested in the study the ground state properties of a many-body
Hamiltonian of the form

H (g) = H0 + gH1, (7.9)

where the system is invariant under a symmetry group, and the competition between
the two noncommuting terms Hi determines the system properties. Then, it shall be
possible to find an order parameter, a local operator whose expectation value on
the system ground state 〈Ôi〉 (that plays the role of the magnetization in the Landau
theory) signals the occurrence of the quantum phase transition at some particular
value of the parameter gc: a change from the disordered phase where 〈Ôi〉 = 0 to
the ordered one where the symmetry is broken and 〈Ôi〉 �= 0. The point where this
abrupt change occurs is the critical point gc. Finding the right order parameter to
identify a transition is a task which can be straightforward as for the case of the
Ising model in the transverse field, or highly nontrivial for more complex theories,
requiring experience and skills.

Hereafter, we introduce some of the most common ways used to characterize
critical phenomena, with particular attention to those that are readily accessible using
TN methods introduced in the previous chapters.

7.3.1 Critical Exponents

As we have seen before, a quantum phase transition is signaled by the expectation
value of the order parameter that becomes non-zero in the ordered phase. In particular,
the functional dependence in the ordered phase is given by

〈Ôi〉 ∼ (g − gc)
−β, (7.10)

where β is the first critical exponent we introduce, and is referred as spontaneous
magnetization. This quantity is easily accessible by TN simulations, being the expec-
tation value of a local observable. The relation given in (7.10) is exact only at the
thermodynamical limit, where the non-analyticity of the function appears.

Moreover, for every finite N , the symmetry breaking could not occur. Indeed,
for every finite N , the symmetry-broken ground states have a non-zero coupling
term between them, which restore a symmetric superposition of them as the true
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ground state. In other words, the ground states are not exactly degenerate for finite
N ; thus the symmetric superposition is still energetically favorable, even though the
gap closes with N , and especially when describing such phenomena via numerical
methods the results might be unstable. A common way to overcome this problem
is to artificially break the symmetry, introducing a small field (that eventually will
go to zero) to stabilize the computation. However, this procedure introduces another
parameter which shall be carefully taken care of, and it does not solve the problem
in the limit where the field goes to zero. As we will see later on, the solution to this
problem lies in the exploitation of the calculation of the structure factor.

As already mentioned, the correlations Ci, j as given in (4.9) diverge at the criti-
cal point, meaning that if fitted as an exponential function of the distance between
the sites 	 = i − j , exp(	/ξ), the correlation length ξ diverges. In other words, the
correlation Ci, j has another functional dependence with the distance: a power law
decayC (	) ∝ 	−η, whereη is another critical exponent characterizing the system, the
anomalous dimension. More generally, away from the critical point, the correlation
scales as [141]

C (	) ∝ 	−η exp(−	/ξ). (7.11)

The previous relation is practically very important as in numerical investigations,
apart from some trivial cases, the location of the critical point is always approximate
and thus the correlation length always finite. Employing numerical methods it is
possible to compute the correlation functions C (	) and fit the correlation length
using the above relation.

Numerical simulations typicallywork at finite system sizesN (or effectively intro-
duce a cut-off), and this aspect shall also be taken into account when studying critical
systems to extract relevant quantities such as the critical exponent β. The solution
to these problems comes from our theoretical understanding of critical system and
from the self-similarity we expect at all scales, which allow us to introduce scaling
relations. In particular, by means of finite-size scaling [141, 248] it is possible to
acquire two critical exponents at once: the spontaneous magnetization β and the cor-
relation length divergence exponent ν, which describes how the correlation length
changes as a function of the distance from the critical point

ξ ∼ (g − gc)
−ν . (7.12)

In accordance to renormalization group analysis, the order parameter obeys a precise
scaling with the system size L and the parametric distance from the critical point

〈Ôi〉(g) � L−β/ν f
(
(g − gc) · L1/ν) , (7.13)

where f is a non-universal function, depending on the microscopic details of the
model. Given that the relation (7.13) is valid, after computing the order parameter
for different system sizes 〈Ôi〉(g,L), one can first tune the unknown γ1 = β/ν until
all curves 〈Ôi〉(g,L) · Lγ1 cross in a single point, which individuate the critical point
gc (the only point invariant for different L, according to (7.13)). Then, rescaling the
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curves 〈Ôi〉(gc + (g − gc)Lγ2 ,L) · Lγ1 bymeans of γ2 = −1/ν until all collapse onto
one another. The two values γ1, γ2 uniquely defines the critical exponents ν, β [248].

Another important critical exponent is the dynamical-scaling exponent z which
gives the scaling of the imaginary-time correlationswith the distance from the critical
point of an operator evaluated at different imaginary-time in C (τ ) = 〈Ô(τ )Ô(0)〉 ∼
exp(−τ/ξτ ),

ξτ = ξ z ∼ (g − gc)
−νz. (7.14)

Going back to the quantum-classical correspondence, if the system can be mapped
to a homogeneous quantum system in D + 1 dimensions, then the time-direction of
the Feynman integral in (7.8) is driven by the same Hamiltonian than in the space
directions. That is, the correlations in space and time are equivalent, and z = 1.
However, this is not always the case and in general z �= 1. We also mention that
using the analytical continuation, one can also infer on the real-time correlations of
the system [245].

Finally, an important relation between correlations in imaginary time and the
gap of the system is worth mentioning: indeed writing the evolved operator in the
Heisenberg picture Ô(τ ) = eHτ Ô(τ )e−Hτ , it is easy to show that the correlations are
given by

C (τ ) =
∑

j

e−(Ej−E0)τ |〈0|Ô(τ )| j〉|2; (7.15)

where we inserted a set of complete of system’s eigenfunctions | j〉 and Ej are the
corresponding eigenenergies. It shall then be clear that a finite principal gap  =
E1 − E0 implies that for (long) imaginary time the correlations decay exponentially,
i.e. C (τ ) ∼ e−τ . Thus, on the contrary, if the correlations decay algebraically, the
gap shall be vanishing, as it occurs at the quantumcritical point. The expression above
together with (7.14) allows relating the scaling of the gap around critical points with
the critical exponents

 ∼ (g − gc)
νz. (7.16)

7.3.1.1 Structure Factor

As mentioned in the previous section, whenever one works on quantum systems
with finite-size, spontaneous symmetry-broken phase does not occur. It is possible
to overcome this problem by exploiting an order parameter definition insensitive to
the symmetry breaking. For example, one can adopt the square root of the structure
factor density, precisely

S(k, g,L) =
√√
√√ 1

N 2

N∑

i, j

eik(i− j)〈ψ(g,L)|Ôi ⊗ Ô j |ψ(g,L)〉, (7.17)
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where |ψ(g,N )〉 is the many-body ground state calculated at g and size N . For
example, if applied to study a standard ferromagnetic transition, instead of comput-
ing the order parameter based on Ôi = σ x

i , which will be always zero at finite sizes,
one can evaluate the structure factor at k = 0: it can be shown to coincide to the
standard ferromagnetic order parameter m̄ = N−1 ∑N

j 〈Oj 〉 exactly at the thermody-

namical limit. Indeed, given that by definition 〈ÔiÔ j 〉 = 〈Ôi〉〈Ô j 〉 + C (	), then the
correlation function C (	) becomes irrelevant towards quantity in (7.17). In fact, we
have that either C (	) decays to zero either exponentially (gap different from zero)
or algebraically (critical point). In both cases, we have

∣∣∣
∣∣∣

N∑

i, j

C (	)

N 2

∣∣∣
∣∣∣
≤ 1

N

∫ ∞

0
|C (	)| dx → 0. (7.18)

In conclusion, we have that

S(0, g,N ) =
√√√√

N∑

i, j

〈Ôi〉〈Ô j 〉
N 2

�
√
m̄2 = ¯|m|, (7.19)

which shows that S(0, g,N ) is equal to the ferromagnetic order parameter without
suffering from finite-size symmetry breaking issues, since it is based on two-point
correlation measurements and not on local observations.

7.4 Entanglement Measures

As we have seen in Chap. 5, the von Neumann entropy of the singular values of
a system bipartition plays a fundamental role in determining the efficiency of TN
methods. Hereafter, we review another important relation between entanglement
measures and the physics of the system of interest. The von Neumann entropy is
only one of the possible measures of entanglement that can be used to characterize
many-body quantum systems [140]: One of the first attempts to connect entangle-
ment and physical properties of the system, in particular in systems undergoing a
quantum phase transition, has been made using the concurrence, a commonly used
entanglement measure of two qubits [247, 249]. Given the reduced density matrix
of two spins one-half embedded in a larger system ρi, j , it is possible to calculate the
concurrence C diagonalizing the matrix R = √

ρi, j ρ̃i, j
√

ρi, j , and computing

C = max(λ1 − λ2 − λ3 − λ4, 0), (7.20)

where λ1 ≥ · · · ≥ λ4 are the ordered squared root of the eigenvalues of R and
ρ̃i, j = (σ y ⊗ σ y)ρ∗

i, j (σ
y ⊗ σ y). It has been shown that the derivative with respect
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to the parameter g of the concurrence between the two spins diverges exactly at
the critical point, signaling the critical behavior and thus working as a non-local
order parameter. A posteriori, this beautiful result can be easily interpreted, as the
elements of the reduced density matrix are given by the two-point correlations in
the systems [140], and thus, their divergence at the critical point is reflected in the
concurrence. This observation has been one of the first witnesses of the deep relation
between quantum information science and condensedmatter theory and has triggered
enormous research activities [140]. In particular, it is nowadays widespread the use
of the von Neumann entropy of a system bipartition to characterize critical systems.
Given a system bipartition in two subsystems A and B, the von Neumann entropy is
defined as

S = −Tr(ρA log ρA) = −Tr(ρB log ρB) = −
∑

i

pi log(pi), (7.21)

where ρA, ρB are the reduced density matrices of the subsystems and pi their eigen-
values. As can be recalled from (5.43) and (5.44), this quantity – and its scaling with
the system size for bipartitions of one-dimensional quantum systems – can be readily
be computed usingMPS. In the next section, we review some important results which
relate the von Neumann entropy scaling and physical properties of the system.

7.4.1 Central Charge

The main feature of the scaling of the von Neumann entropy of a one-dimensional
system is that it can be related to the central charge c of the correspondent confor-
mal field theory [140, 242, 250]. Conformal field theory gives a classification of
one-dimensional critical quantum systems based on symmetry considerations, inde-
pendently from the detailed Hamiltonian of the system. The central charge – defined
by the conformal anomaly of the Virasoro algebra – plays a central role being one
of the unique elements which identify the conformal theory [242] and can be used
as the critical exponents to classify the system of interest in a universality class.

For a discrete system with open boundary conditions divided in two parts of size
	 and N − 	 respectively with a single boundary, the scaling of the von Neumann
entropy of the reduced density matrices reads

S = c

6
log

(
N

π
· sin π	

N

)
+ c′ . (7.22)

where c′ is a non-universal constant [140, 250]. For periodic boundaries, or more
generally in the case of a bipartition of the system with two boundaries, the scaling
above is doubled, taking into account the two boundaries which contribute to the
correlations between the two system’s partitions. More generally, the von Neumann
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entropy can also be used to measure the correlation length of the system ξ , as slightly
away from criticality, it scales for 	 → ∞ as

S ∼ c

6
log (ξ) . (7.23)

An extension to the finite temperature case is also available, where the effective
temperatureβT = 1/(kBT ) introduces a cutoff to the correlation length and thus plays
the role of an effective system size (even at the thermodynamical limit), resulting in
a scaling of the form [140]:

S = c

6
log

(
βT

π
· sin π	

βT

)
+ c′ . (7.24)

It is worth mentioning that the above results are still valid in the case of disordered
systems, provided that the proportionality factor – the central charge – is renormal-
ized in a system-dependent way [140]: for example, for a spin one-half Ising model
in transverse field with uncorrelated disorder c̃ = c ln 2 [251]. However, the renor-
malization depends also on the correlations of the disordered terms, and eventually,
correlated noise might results again in the clean case scenario [252–255].

Finally, the relations above can be extended to Rényi entropies,

Sq = 1

1 − q
log(Tr(ρq

A)), (7.25)

where the von Neumann entropy is the special case q → 1. Indeed, in this case we
have that (7.22) shall be corrected by the factor

Sq = c

6

(
1 + 1

q

)
log

(
N

π
· sin π	

N

)
+ c′ . (7.26)

7.4.2 Topological Entanglement Entropy

We conclude this very concise overview of the use of von Neumann entropy to
extract relevant information on the physics of correlated quantum system introducing
briefly the concept of topological entanglement entropy [37, 140, 242, 256, 257].
Topological systems do not break any symmetry; thus they cannot be characterized
by a local order parameter. The ground state is generally not unique, and on a two-
dimensional surface, the degeneracy grows exponentially with the number of holes
in the surface (genus). Local excitations on top of the degenerate ground states are
protected by large energy gaps, making the topological state robust against local
perturbations [242]. Finally, topological phases cannot be distinguished by local
observations, and thus a global characteristic shall be used such as the entanglement
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between system bipartitions [256, 257]. In particular, it has been shown that the Von
Neumann entropy can be used to characterize the topological order of the system: it
obeys an area law, i.e., scaling with the boundary of the size bipartition L

S = α · L − γ (7.27)

where α is a nonuniversal constant but γ = logD � 0, the total quantum dimension
of the theory, characterizes the topological content of the state. For example, in the
case of discrete gauge theories, D is simply the number of elements in the gauge
group, while for a Laughlin state in a fractional quantum Hall system with filling
factor ν = 1/r where r is an odd integer,D = √

r. Despite the challenges still present
in applying TNmethods to two dimensional systems, in the last years, they have been
used to extract the topological entropy of different systems, see, e.g., [258–262].

7.5 Exercises

1. Compute the mean field critical exponents of the one-dimensional Ising model in
transverse field via tensor networks (i.e., usingm = 1) and confirm the analytical
predictions.

2. Compute the ferromagnetic order parameter of the one-dimensional Ising model
in transverse field both directly and using the structure factor. Compare the results.

3. Perform a finite size scaling to compute the critical exponents of the critical Ising
model in transverse field (compute the order parameter for different size and
values of the transverse field) both with RG and DMRG and compare the results.



Chapter 8
Out-of-Equilibrium Processes

Out-of-equilibrium processes are ubiquitous; they surround us and life is possible
because of temporary out-of-equilibrium fluctuations of the otherwise equilibrium
(dead) state. Indeed, any system in the real world is in contact with the rest (the envi-
ronment) and subject to changing conditions (temperature, interaction strength, etc.)
which drive the system out of its equilibrium state. Moreover, any useful process,
from information processing to energy harvesting, is based on the fact that a system
is driven out of equilibrium and goes into another (possibly equilibrium) state. This
is true also at the quantum level and, as we will see in this chapter, it is of tremen-
dous interest to be able to study systems that change their state and to understand
when this happens, how this can be efficiently driven, and to predict the result of
such transformation. As we have seen, this is now possible in many scenarios for
one-dimensional many-body quantum systems using TN methods introduced in the
previous chapters.

In particular, the typical scenario is that of a system driven from a somehow
trivial state to a more complex one. Many different scenarios that have been recently
subject to intense studies can be seen as the change of a system state, from a simple,
initial, given one to a more complex but significant state. The first example of such
processes is the preparation of most experimental setups: typically the system is
found in some equilibrium state from which another more interesting state has to be
reached. A relevant instance of this scenario is any quantum information protocol
and, in particular, a quantum computation: a register of qubits has to be driven from a
trivial state (e.g., |00000〉) to a state which encodes the problem solution. Similarly,
a quantum simulation is nothing else that a system evolving from an initial state into
another less trivial one, for example from an insulating state to a superconducting
one. This process is also an instance of a more general class of processes, that is, the
crossing of a quantum phase transition (an adiabatic quantum computation). As most
of the hard problems in computer science can be recast in an adiabatic computation
form [263] and adiabatic computation is equivalent to the circuit-base one [264],
their study is of outmost importance. Finally, all these transformations can also be

© Springer Nature Switzerland AG 2018
S. Montangero, Introduction to Tensor Network Methods,
https://doi.org/10.1007/978-3-030-01409-4_8

109

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-030-01409-4_8&domain=pdf
https://doi.org/10.1007/978-3-030-01409-4_8


110 8 Out-of-Equilibrium Processes

studied in the presence of an environment, and, in particular, it has been shown that
it is possible to engineer the environments to achieve interesting states [265–267].

In this chapter,we introduce the adiabatic theoremonwhich adiabatic computation
is based on. Then, we present the Kibble-Zurek mechanism, a powerful theory that
allows predicting, under very general assumptions, the error introduced when the
adiabatic condition is slightly violated. We present some approaches to go beyond
the adiabatic one, and we briefly review some results on out-of-equilibrium open
quantum systems. Finally, we briefly mention some other directions which have
been recently explored, related to problems in high-energy physics, open systems
and complexity.

8.1 Adiabatic Quantum Computation

In this section, we introduce the adiabatic quantum computation or quantum anneal-
ing or. We start presenting the adiabatic theorem, the theoretical argument that
enables the adiabatic quantum computation approach. We then present the simplest
scenario where the adiabatic theorem can be applied, the Landau-Zener crossing and
end the section with an overview of the possible applications of such method to study
the quantum matter and classical hard problems.

8.1.1 Adiabatic Theorem

The adiabatic theorem states that if a time-dependent Hamiltonian H(t) varies slow
enough and the system is prepared in an eigenstate of the initialHamiltonian |ψ(0)〉 =
|Ei (0)〉 (e.g. the ground state), then the system remains in the correspondent time-
dependent eigenstate for the whole evolution, i.e. |ψ(t)〉 = |Ei (t)〉, ∀t . The idea on
which the adiabatic theorem is based is highly intuitive and is not different from a
classical one: if the system is in its ground state (e.g., a particle at the minimum of a
potential), slowly varying the conditions (moving the potential or deforming it) will
not excite it.

A simple intuitive derivation of the above theorem can be obtained as fol-
lows [268]: given the unitary transformation U (t) that diagonalizes at every time
the Hamiltonian,U †(t)H(t)U (t) = D(t), the time-dependent Schrödinger equation
(3.32) can be rewritten in the diagonal basis |φ(t)〉 = U †(t)|ψ(t)〉 as

i�
∂|φ(t)〉

∂t
= D(t)|φ(t)〉 − i�U †(t)

∂U (t)

∂t
|φ(t)〉; (8.1)

that is, the net effect of the time-dependent basis we have introduced is the second
term on the right hand side, appearing as a correction to the Schrödinger equation.
However, if the Hamiltonian is slowly varying, also the change of basis U (t) will
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be only slowly time-dependent, and thus its derivative will be small. The adiabatic
approximation consists precisely in neglecting the second term in the right hand side
of (8.1), which results in a set of decoupled differential equations for the amplitude of
probabilities of each eigenvector. They remain constant in time with only a varying
time-dependent phase: if the system starts in a single eigenvector, its occupation
probability will remain constantly one, i.e. if the system starts in |E0(0)〉, it will
remain in |E0(t)〉 ∀t .

Although the result presented above is already very powerful, clearly an impor-
tant piece of information is missing: one should quantify what “slowly” means and
possibly compute the perturbative corrections to the adiabatic approximation. This
analysis can be performed [269], resulting in a bound for the probability of begin
away from the ground state after starting in the initial ground state p(t) of

p(t) ≤ 4
∑

k �=0

max
s ′∈[0,s(t)]

|ak0(s ′)|2δ2 + O(δ3), (8.2)

where the Hamiltonian H(s(t)) changes in time according to a parametric function
s(t), such that ds/dt = δ · v(s(t)), and δ sets the scale of parameter variation. The tran-
sition amplitudes from the ground state to the k-th (k > 0) normalized instantaneous
eigenstate are given by

ak0(s) = �
〈Ẽk(s)|dH/ds|Ẽ0(s)〉

�k(s)2
, (8.3)

where�k(s) = Ek(s) − E0(s) and we have set all eigenvectors free phases such that
the final accumulated Berry phases are zero [269]. In conclusion, parametrizing the
Hamiltonian change as

H(s(t)) = s(t)H0 + (1 − s(t)) H1 (8.4)

with s(0) = 0 and s(T f ) = 1, one can show that the process is adiabatic (error prob-
ability p(t) < δ2) if

a(s)v(s) ≤ 1, (8.5)

where a(s) can be bounded as

a(s) ≤ 2�
||H(T f ) − H(0)||
mins(�1(s))2

; (8.6)

which results in an adiabatic running time of

Tad ∝ 1

mins(�1(s))2
. (8.7)
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Fig. 8.1 Level crossing for V = 0 (left) and for V �= 0 (right) in the Landau Zener crossing defined
by the Hamiltonian in (8.8)

The previous expression is only an upper bound for the timescale of an adiabatic
process: indeed, it is possible to adapt the velocity to the instantaneous gapperforming
a global adiabatic optimization that allows for a speed up [270, 271].

8.1.2 Applications

The simplest scenario where the adiabatic theorem can be applied is a paradigmatic
scenario, the Landau-Zener crossing [272, 273], that is, the computation of the final
excitation probability in a two level quantum system with a time-dependent diagonal
term and constant coupling of the form

H(t) = H0 + H1(t) =
(
E1 V
V E0(t)

)
(8.8)

where E0(t) = E1 + v t for t ∈ [−T ; T ]. Figure8.1 sketches the time dependence
of the energy levels of such system, where easily it can be shown that the minimal
gap is given by mint �1(t) = 2 V . Thus, the adiabaticity condition can be expressed
as

2V 2/�v 
 1. (8.9)

Independently, the Landau-Zener formula predicts the final excitation probability
after the crossing as

p = exp

[
−2πV 2

�v

]
, (8.10)

which is in perfect agreement with the condition expressed in (8.9): if the adiabaticity
condition holds, the argument of the exponential is large and correspondingly the
excitation probability p is small, that is, an adiabatic crossing occurred.

More generally, the adiabatic condition of (8.5) plays a crucial role in adiabatic
quantum computation or simulated quantum annealing [274–276]. The scenario is
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similar to that presented above: a system is prepared in the ground state of an initial
Hamiltonian H0, then a competing term H1 is switched on while the initial one is
switched off, as in (8.4). The idea is that while H0 is a Hamiltonian whose ground
state is easy to prepare or compute, the ground state of the Hamiltonian H1 encodes
the solution of a difficult problem. If the process is adiabatic, the crossing defined by
(8.4) returns the desired solution. In particular, it can be shown that this computation
architecture is equivalent to universal quantum computing [264], and for example,
that Grover’s algorithm to search in unstructured databases can be recast in this
language [270]. Moreover, it can be shown that most hard problems in computer
science can be recast as an adiabatic quantum computation [263]. An example will
serve to clarify this last point: the partitioning problem is an NP-complete problem
defined starting from a set of numbers n1, . . . nN . The question is if it is possible
to bipartite the set of numbers in two sets of equal values. The adiabatic quantum
computation version of such simple to state but extremely hard to solve problem
stems from the definition of the Hamiltonian H1 = (

∑
i niσ

z
i )

2, where the ni form
the set of numbers to be bipartited and σ z

i the standard Pauli matrices. Defining, e.g.,
H0 = ∑

i σ
x
i and performing the adiabatic protocol one could find the energy E0 of

the ground state of H1: if it is zero, which lower bounds all possible eigenenergies
given that H1 is a positive operator, the solution to that particular partitioning problem
exists and can be read from the ground state. If instead E0 > 0, the partition with
equal values does not exist, but themismatch has beenminimized, solving anNP-hard
problem.

However, what seems to be a strong attack strategy to extremely hard problems
has a flaw: the adiabatic condition cannot be satisfied in the thermodynamical limit,
as typically the minimal gap goes to zero either polynomially or even exponentially
fast. That is, in the limit of large problem size, errors are unavoidably introduced
hindering a clean solution to the problem. Nevertheless, huge efforts to exploit this
strategy to the maximum have been performed, and active research both in numerical
methods and in developing quantum annealers which could perform such process in
the lab is under thriving activity.

Finally, another potentially huge field of application of these ideas is the crossing
of a quantum phase transitions: the two competing Hamiltonians are now given by
the physics of the system as in (7.9), and the parameter g is tuned in time, playing
the role of the function parametrization s(t). These processes naturally arise in many
scenarios, in quantum science and condensed matter (e.g., during the loading of
atoms in optical lattices, in superconductors or magnetic materials, etc.). Again, at
the thermodynamical limit, the adiabatic condition cannot be satisfied due to the
scaling of the critical gap given in (7.16). However, in this case, the structure of the
problem and in particular its classification by means of the universality classes of the
quantum phase transition allow us to predict the error introduced by the violation of
the adiabaticity through a simple – yet extremely powerful – theory that we introduce
in the next section.
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Fig. 8.2 a The Kibble-Zurek mechanism: equating the two typical system’s timescales (τε = |ετQ |
and τ� = |ε(t)|−νz) it is possible to estimate the distance from the critical point where the system
freezes ε̂, the end of the adiabatic dynamics. b Verification of the Kibble-Zurek mechanism in the
quantum Ising model in transverse field (from [277]): the correlation length (proportional to the
inverse of the number of kinks) as a function of the inverse of τQ (black lines, different lines reports
results for different system sizes) scales as predicted by (8.13) (red lines). The blue lines follow an
exponential scaling, signaling the set up of the Landau-Zener scaling of (8.10)

8.2 Kibble-Zurek Mechanism

The Kibble-Zurek mechanism has been put forward to predict the final residual
excitation energy on top of the ground statewhen crossing a quantumphase transition
in finite time. Indeed, when crossing a gapless critical point of H(t), for any finite
time, the adiabatic theorem is violated, and the final excitation probability will be
non-zero and, consequently, a finite density of defects in the ordered phase will be
produced [278–280]. The Kibble-Zurek mechanism provides a scaling argument for
the final density of defects based on the assumption that the dynamics can be divided
in either adiabatic or impulsive, according to the distance from the critical point.
Its setup follows that introduced in the previous section, where a system starts in a
ground state of an initial Hamiltonian which is modified in time according to (8.4),
with the additional constraint that the quench is performed linearly with a typical
time-scale τQ . In summary, we assume

H(t) = ε(t)H0 + H1, ε(t) = t/τQ, t ∈ [−τQ/2 : −τQ/2]; (8.11)

such that ε(t) = g(t) − gc determines the distance from the critical point gc and the
crossing occurs at t = 0. As we have seen in the previous chapter, at the critical
point the correlation length diverges as in (7.12), and near the critical point the gap
scales with the distance as� ∼ (g − gc)νz [see (7.16)]. The system’s gap introduced
a natural time scale for the system relaxation time, i.e., the time needed to react to
changes. For example, the variation of the distance to the critical point corresponds
to a change of the correlation length. This typical timescale is nothing more than
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τ� ∼ 1/� = |g(t) − gc|−νz = |ε(t)|−νz . Note that τ� diverges at the critical point
and the thermodynamical limit, that is, it is increasingly harder for the system to
adapt to the new condition (increasing its correlations). This important time scale
has to be compared with the other process timescale, that is, the rate of change of the
order parameter dictated by the quench time scale. The inverse of the relative rate of
change of ε(t) is τε = |ε/ε̇| = |ετQ |. Thus, depending on the relation between these
two timescales, different dynamics will occur:

τ� 
 τε: the system can easily relax to the new ground state while the system
parameter is changed. Thus, it remains in the system instantaneous ground state.
τ� � τε: the system is not able to relax to the new ground state while the system
parameter is changed, that is, it remains frozen in its initial state while ε(t) evolves.

The second condition will clearly appear at some point given the divergence of τ�:
once again this is equivalent to stating that the adiabatic condition is violated and thus
different ordered domains (of dimension given by the correlation length) will appear,
e.g., forming different crystals or magnetic domains. The Kibble-Zurek mechanism
is based on the assumption that thewhole dynamics can be approximatively described
as either adiabatic or frozen. If so, one can individuate the parameter value ε̂ where
the system changes from one to the other simply equating the twomain timescales. A
graphical representation of this comparison is represented in Fig. 8.2a and results in

ε̂ ∼ τ
− 1

1+νz

Q . (8.12)

While approaching a critical point from negative ε, the system will then be in the
ground state until −ε̂, while it will be frozen (i.e. it will not change) after that until
ε̂. Thus, around criticality, the system will achieve the maximal correlation length
corresponding to that at the ground state in −ε̂ given, using (7.12), by

ξ̂ ∼ τ
ν

1+νz

Q . (8.13)

This powerful expression allows predicting the correlation length that can be achieved
driving a system at criticality in finite time only as a function of the critical exponents
of the theory. The KZmechanism has been tested in a variety of quantum toy models
at zero temperature, including ordered and disordered systems, as well as for cross-
ing isolated or extended critical regions [277, 281–296]. We report in Fig. 8.2b the
verification of the Kibble-Zurek mechanism in the Ising model in transverse field,
obtained by means of DMRG simulations [277].

8.2.1 Crossover from Quantum to Classical Kibble-Zurek

The Kibble-Zurek scaling has been verified in many scenarios. However, its experi-
mental verification in strongly correlated many-body quantum systems at zero tem-
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(a) (b)

Fig. 8.3 a Linear to zig-zag quantum phase transition (from [297]): N ions at fixed distance a are
trapped in a linear chain (for which 〈∑i (−1)i yi 〉 = 0, left) for tight confinements, while releasing it
beyond a critical threshold results in a zig-zag configuration of minimal energy (〈∑i (−1)i yi 〉 > 0
right). The system has aZ2 symmetry, thus it belongs to the Ising universality class. bVerification of
the Kibble-Zurek mechanism in the φ4 model (from [286]): final correlation length ξ as a function
of the quench timescale τQ (full circles, different colours denoted different system sizes). For

τQ < τ×
Q the scaling is classical ξ ∝ τ

1/3
Q (blue dashed lines), while for τQ > τ×

Q the quantum

scaling is found, ξ ∝ τ
1/2
Q (red dashed line)

perature remain somehow elusive. Indeed, to achieve a clean agreement between the
measured and the predicted scalings very stringent experimental constraints have to
be satisfied [289, 292, 293, 298–300]. For example, in a beautiful experiment with
trapped ions [288], it has been shown that the scalings found experimentally are
those of the classical theory describing the system, and not the quantum ones. Also
stimulated by these findings, a full characterization and simulation of the system
has been performed in [297], exploiting the fact that trapped ions undergoing the
linear to zig-zag structural quantum phase transition (represented in Fig. 8.3a) can
be modelled under pretty general assumptions as a φ4 model [301, 302],

H =
∑

i

p2i + ε(t)y2i + y4i + (yi+1 − yi )
2; (8.14)

where the sum runs over all ions in the chain, yi , pi are the transverse displacement
(whose expectation value 〈∑i (−1)i yi 〉 is the order parameter for the transition)
and its conjugate canonical momenta such that [yi , p j ] = i�δi, j . The parameter � =
�/

√
E0ma2 plays the role of an effective �, with a being the lattice constant, m the

particle mass, and E0 the typical pairwise interaction energy. It is then possible to
simulate its dynamics while crossing the quantum phase transition employing TN
methods [286]. It has then put forward the idea that the classical scalings appear
because the system freezes far away from the critical point, in the region where
quantum fluctuations are still negligible. This region can be individuated by means
of the Ginzburg criteria [303, 304], and used to predict where the crossing between
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classical and quantum scalings occurs, that is

τ×
Q ∼ �

ϕ
|ε|−1−zν, (8.15)

where ϕ is determined by the scaling of the gap around the critical point�1  ϕ|ε|zν .
A numerical verification of such relation is reported in Fig. 8.3b [286]. In conclusion,
experiments willing to verify the quantum Kibble-Zurek scalings shall be devised to
explore the tight region of parameters where not only quantum effects are present
(i.e., low temperatures and low decoherence) but also for which the system freezes
in the quantum critical region defined by (8.15).

8.3 Optimal Control of Many-Body Quantum Systems

We have seen that crossing a quantum phase transition or performing adiabatic quan-
tum computation generating the minimal amount of errors is a nontrivial task to
achieve as the adiabatic strategy is hindered by the gap closure. However, are there
different strategies that one can adopt? The answer is positive, and the different strate-
gies can be grouped in two main classes as depicted in Fig. 8.4a: (1) those that aim
to speed up the process remaining adiabatic and (2) those that abandon the adiabatic
condition and do not require the system to remain in the instantaneous ground state
but only to reach the final state with minimal energy.

The former class of fast adiabatic passage can be achieved either adapting the
functional time-dependence of the changing parameter s(t) to the instantaneous gap,
that is, replacing the bound obtained by the minimization in (8.6) by its actual time-
dependent value and thus speedingup thewhole evolution [270].Another potent strat-
egy is to add terms to the Hamiltonian such that the nonadiabatic terms, which couple
the instantaneous ground state with the excited ones, are exactly canceled [305–313].
This class of solutions, which goes under the name of shortcuts to adiabaticity, is
very powerful and have been adopted in different situations, mostly few-body or
where simple descriptions of the system exist (see [309] for a review). However, for
many-body quantum systems the required additional terms quickly become pretty
complicated (i.e., k-body interacting or long range) and different or hybrid strategies
might be required to bring them to the lab [314]. The second class of strategies is
mainly based on optimal control theory, on which we will focus hereafter.

Quantum optimal control theory solves problems which might be recast in a func-
tional minimization: given an initial state vector |ψ0〉 and a dynamical law – in our
case Schrödinger equation or its generalization to open and non-linear dynamics
as we will see later on – depending on one (or more) external control field �(t),
a figure of merit F is introduced that depends on the control field. The figure of
merit might include different terms usually quantifying the property of interest to be
achieved and some constraints, the total field strength, the total time of the evolution,
etc. The solution of the optimal control problem is then given by the control field
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(a) (b)

Fig. 8.4 a Eigenenergies Ei as a function of time (black lines) and instantaneous system’s energy
E(t) of a system crossing a quantum phase transition via an adiabatic passage, either slow or fast
by means, e.g. of counteradiabatic terms (gold line) or optimal passage (red line). b Sketch of a
typical control of a many-body quantum systems problem: a an external control field (right arrow)
acts on the system or a part of it, on external (e.g., particle position) or internal (e.g., atom levels)
for a finite time with some finite energy inducing a transformation to a different state with different
topology, particle numbers and/or internal states and that might also be a macroscopic superposition
of different states of the system

that minimizes the figure of merit, that is, that solves a constrained functional mini-
mization. Finding the solution to this problem is nontrivial also when the number of
degrees of freedom is limited and raises many interesting questions. Optimal control
of quantum systems has been achieved in many different settings and the conditions
under which this is feasible has been analyzed widely regarding controllability of the
system, finite resources as for example energy-time relations or due to other physical
constraints [271, 315–336].

Less explored, due to the additional complexity in their numerical and analytical
descriptions, are the theory and the applications of optimal control to many-body
quantum systems. Here, additional dimensions of the problem appear, as sketched
in Fig. 8.4b: only recently, the role played by the new naturally arising properties of
a many-particle system (e.g., correlations or entanglement in the system, the tensor
structure of the system Hamiltonian and the control fields, the coordination number
and topologyof the connections, and of the scalabilitywith the number of constituents
of the system) has been started to be investigated [271, 313, 318, 322, 324, 327,
335–351].

In general, a quantum optimal control problem can be recast in a functional min-
imization,

min
�(t)

F(�(t), ψ0, T, . . . ); (8.16)

where F is a figure of merit that quantifies the quality of the result of the transfor-
mation, �(t) ∈ G is the control field and G the space of all “physically reasonable”
functions defined in t ∈ [0, T ]; such that the system Hamiltonian can be written as
Ĥ = ĤD + �(t) ĤC where ĤD is the drift part of the Hamiltonian that cannot be
modified (e.g., an interaction between system components) and ĤC the operator cou-
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pled linearly to the control field (e.g., the intensity of a laser of a magnetic field). The
final value of the functional also depends on other degrees of freedom, for example,
the initial state ψ0 or the total duration of the evolution T . Moreover, additional
constraints might be present such as the maximal available power of the control field
or its bandwidth. Typical figures of merit are the fidelity of the final state with some
desired goal state, the final expectation value of some observables or other properties
such as final correlations of entanglement present in the system [316, 317, 323]. Here
and in the following, we formulate the problem in terms of pure states, but it can be
straightforwardly generalized to mixed states using density matrices and to (unitary)
transformations [315–317, 323].

Many different algorithms have been successfully applied to minimized the func-
tional in (8.16), mainly explicitly computing the gradient of the functional with
respect to �(t) and performing a gradient descent in the space of all possible control
field, as the Krotov or the GRAPE algorithms: Their elegant mathematical formula-
tions and their successful applications can be found in the literature [316, 317, 323].
Here, we concentrate on yet another approach, the dressed chopped random basis
(dCRAB) for its simple mathematical formulation and because it has been used
to attack optimal control problems on many-body dynamics, such as the optimal
crossing of a quantum phase transition, as we will see later on [321, 339, 352].

The dCRAB optimal control algorithm is based on the idea (inspired by tensor
network methods) that it might be possible to reduce the space G in which one
search the optimal control field �(t) apriori, thus extremely simplifying the search.
It should be noticed that this approximation is implicitlymade in all known numerical
algorithms: indeed, typically, the time is discretized, and the control field becomes
a piecewise constant function with the ultraviolet cutoff �t . However, this choice
is seen as an approximation that shall be taken under control, typically with the
condition �t → 0. On the contrary, we assume that it is possible to truncate the
space G to a small dimensional space G ∗ ⊂ G and perform the minimization within
this space to find an optimal minimum.

The first step in this program is to perform the truncation of the space: it shall be
done in the most general way unless additional physical information are known: in
this case, these information shall be exploited to introduce an educated guess which,
however, it is typically not fundamental. An expansion into a truncated randomized
basis of functions {hi (t)}NC

1 is thus perfomed

�(t) =
NC∑

i=1

ci hi (t), (8.17)

The minimization defined in (8.16) is then recast in a multivariable minimization
that can be attacked with standard methods, ranging from the conjugate gradient
descent, genetic algorithms or, as typically done, by gradient-free minimization
methods [122]. A typical choice for the basis functions hi (t) is a Fourier basis with
randomized frequencies chosen within a bandwidth interval ��.
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The crucial parameter here is the number of basis functions NC needed in the
expansion in (8.17) to find a satisfactory result. Early works have investigated the
minimal number of independent parameters of the control function necessary to solve
the optimal control problem and set a heuristic rule on the number NC necessary
to solve the optimal control problem, which scales as the Hilbert space size [353].
Recently, it has been proven that the number of coefficients necessary to reach an error
ε > 0 is a polynomial function of the dimension DW+ of the spaceW+ of states that
can be reached in polynomial time with the Hilbert space size [330]. An upper bound
for such dimension is thewholeHilbert space dimension, and for few qubits scenario,
they typically coincide. However, in the many-body scenario they can drastically
differ [180]. In particular, anymany-bodydynamics that admits an efficient numerical
representation lives in a polynomial space, thus drastically reducing D+

W with respect
to the exponentially large Hilbert space, resulting in an efficient solution of optimal
control problems. Indeed, it is possible to show that, to reach a final error ε > 0 the
dimension of the space of functions to be searched in D∗

G ≡ NC can be bounded by
apolynomial function of D+

W [330]. It is found heuristically that typically a linear
lower bound can be saturated [352, 353]. In particular, exploiting a simple restarting
and change of the random basis used to perform the optimization as introduced
in the dCRAB formulation, allows escaping local traps with probability one for
power-unconstrained problems [352]: the net results is that it is possible to solve
the minimization problem with a series of one-dimensional NC = 1 minimizations
on different random directions in the search space. This approach has the additional
advantage that minimizations in one dimension can be achieved with highly efficient
simple algorithms, without the need to exploit sophisticated approaches such as
evolutionary, gradient or higher orders algorithms. Finally, it has been shown that
the minimal time needed to achieve an optimal transformation with finite precision
is bounded by the control field bandwidth ��, i.e.

T ≥ DW

��
, (8.18)

where DW is the dimension of the set of reachable states [330].
We conclude this section presenting some results on the application of optimal

control problem to quantum annealing. As shown in Fig. 8.4, the crossing of a quan-
tum phase transition can also be achieved relaxing the adiabatic condition but simply
imposing that the final state minimizes the energy of the final Hamiltonian. In such
a way, we can aim to speed up the process not being constrained by the adiabatic
condition. This analysis has been performed in [271] where it has been shown that
it is indeed possible to speed up the quantum phase transition crossing: as a first
test case the Lipkin-Meshkov-Glick (LMG) has been studied, a many-body model
(Ising chain with infinite range interaction) that being integrable is perfectly suitable
for such studies [354]. As shown in Fig. 8.5a, where the LMG model spectrum is
reported as a function of time while the transverse field is varied either linearly (adi-
abatically and not) or optimally: it is clearly visible that while a fast naive passage
ends in a highly energetic state, both the adiabatic and the optimal passage result in a
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(a) (b)

(c)

Fig. 8.5 a Adiabatic (yellow line), fast (red dot-dashed line) and optimal (green dashed line)
passage of the quantum phase transition in LMG model. Blue full lines report the instantaneous
eigenenergies of the system and the critical gap is highlighted. b Final infidelity as a function of
the rescaled total time with T ∗ = π/�1 of transformation identifying the quantum speed limit of
the process in different optimal passages (LMG model, Grover adiabatic algorithm, and Landau-
Zener). c Scaling with system size N of the total time needed for linear and optimal annealing. For
the Landau-Zener process we assumed an effective system size given by N = �−1

1 . All figures are
reported from [271]

good approximation of the ground state. Similar results can be obtained on different
systems and protocols, such as the adiabatic Grover algorithm or the crossing of the
superfluid toMott insulator QPT in cold atoms in optical lattices [271, 318]. It is then
natural to investigate how much one can compress the time necessary to cross a QPT
and if a fundamental limit exists: in Fig. 8.5b we report the final error as a function
of the total time of the process for the LMG model, the adiabatic Grover algorithm
and, for comparison, a simple Landau-Zener crossing. As it can be clearly seen, in
all these scenarios it exists a minimal time T ∗ below which the optimal transforma-
tion cannot be found and the error scales as I = 1 − |〈ψ(T )|ψG〉|2 = cos2(T/T ∗),
where T ∗ = π/�1 and �1 is the minimal gap of the system. Here T ∗ is the quantum
speed limit of the process, the minimal time necessary for the transformation to
occur, a consequence of the Heisenberg indetermination principle [325, 326, 329,
332, 333, 335, 336, 350, 355–361]. This result is in perfect agreement with the ana-
lytical solutions available for the two-level systems and supports the conjecture that
also in more complex scenarios we can achieve the fastest transformation allowed
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by nature, and that can be interpreted as an optimal two-level transition between the
initial state and the final one. Finally, in Fig. 8.5c we report the scaling of the speed
up as a function of the system size: the optimal crossing speeds-up the process by a
square root factor in the system size (similar to the Grover algorithm gain) and by a
prefactor of about one or two orders of magnitude. In conclusion, optimal annealing
can introduce an advantage which however is still limited by the minimal gap of the
system, even though in a more favorable way than the adiabatic passage.

Finally, we report that an optimal passage of a quantum phase transition has been
experimentally verified in one-dimensional cold atoms in optical lattice undergoing
the superfluid to Mott insulator transition [318].

8.4 Other Applications

In this section, we review some of the physical scenarios of out-of-equilibrium
physics that can be addressed also or uniquely using TN techniques: we included
them here as they have attracted a vast interest in the last years or we think that they
will be subject to further investigations in the years to come.

The application of TN methods to lattice gauge theories in the context of high-
energy physics is not limited to equilibrium properties as shown in Chap. 6. Indeed,
they have been already applied to the study of dynamical phenomena such as the
simulation of the real-time evolution of string breaking, of the Schwinger mechanism
and of scattering processes. String breaking is an important phenomenon that occurs
when the gauge field string connecting two charges in a gauge theory (e.g., the
electric field between two charges, the gluon field between two quarks, etc.) is too
costly energetically, and thus it is more convenient to break the string and produce
from the vacuum particle-antiparticles pairs. The production of such pairs from the
vacuum in QED is known as Schwinger mechanism [362]. Due to the sign problem
in Monte Carlo methods, the study of these phenomena in the last decades has been
mainly performed observing indirect features, such as the string tension or Wilson
loops [242]. A semi-classical simulation of the real-time evolution of string-breaking
has been presented only recently [363], followed by fully quantum simulations using
TN, for a U (1) and a SU (2) lattice gauge theories [57, 68]. Moreover, the real-
time evolution of the scattering process between to bounded particle-antiparticles
states as been presented in [57], complemented by an analysis of the formation of
entanglement created during the scattering process.

Another large field of the application of the techniques introduced in the pre-
vious chapters is the study of out-of-equilibrium many-body quantum systems in
different forms: the field of out-of-equilibrium quantum phase transition is attract-
ing increasing interest, that is, the characterization of the different phases a system
in the presence of a bath that induces the system to equilibrate. In the presence of
competing terms, different properties can arise in the fixed point of the dynamics
as a function of the different weights of the unitary and/or non-unitary terms [364,
365]. On the one hand, this effect can be exploited to perform the so-called reservoir
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engineering, that is, the development of a specific bath that drives the system into a
state with interesting characteristics, as for example, the presence of entanglement to
be exploited for quantum information protocols or the preparation of some desired
state. Given that the state is a fixed point of the dissipative dynamics, it is inherently
robust against perturbations, as already experimentally observed [265–267]. On the
other hand, one can study the physics of such phenomena, as in the paradigmatic
system of coupled cavities in presence of pumping and dissipation, that has been
shown to display a quantum phase transition of light [366–368], or in the recent
experimental verification in a string of trapped ions simulating the Ising model in
transverse-field [369].

On the more statistical mechanics side, TN methods have also been employed to
study fundamental questions related to the thermalization of many-body quantum
systems, that is, to investigate if and under which conditions a closed many-body
systems acts as a thermal reservoir for its subsystems, and how and if the thermal-
ization occurs [370, 371]. More generally, one can study the effects of quenches, the
onset of many-body localization and of quantum chaos [294, 296, 371–379].

The possible applications of tensor networks in open quantum systems go well
beyond the study of the properties of the steady states of the systems: for example
it has been shown that it is possible to map system-environment quantum models
to effective spin chains [380, 381], or apply them to the study of atoms coupled to
optical fibers, e.g. to study of chiral quantum optics and photonic circuits with time
delays and quantum feedback [382–384].

Finally, an increasing interest as grown in the application of concept of classical
complexity to classify states of many-body quantum systems, also in the context
of cellular automata, in particular the quantum counterpart of Conway’s game of
life [385–388].

8.5 Exercises

1. Using the t-DMRG algorithm, simulate the adiabatic passage of the Ising model
in transverse field through the quantum critical point for different system sizes
and total times of the passage. Compute the final energy and final correlation
length and compare them with the values on the exact final ground state.

2. Individuate the Landau-Zener and the Kibble-Zurek regime in the residual exci-
tation energy computed in the previous exercise. Extract the system critical expo-
nents and discuss possible differences between the theoretical and computed ones.



Appendix A
Hardware in a Nutshell for Physicists

Computational physics lies at the frontiers of physics in two ways: (i) from the biggest
experimental efforts at CERN to the single table-top experiments in cold atoms, the
support of dedicated software and hardware is fundamental. In both cases, without
the automation allowed by software control most of these experiments would not be
possible, and the postprocessing and the analysis of the data often requires terabytes
of storage and thousands of lines of code; (ii) the complexity of the software dedicated
to simulate physical process has become so high that the numerical experiments now
matches real ones in terms of complexity (years to be set up, thousand of lines of
code), resources (supercomputers, months of computation time), not to speak of the
ability of description of reality. It is then necessary to know the tools needed to attack
such fascinating challenges to be able, if necessary, to modify the smallest detail of
the experimental apparatus, including the software and the hardware used to run it.
Hereafter, we present some fundamental concepts of computer architecture that any
physicist planning to set up numerical experiments, even small, should know and
might serve as a starting point for more advanced reading.

A.1 Architecture

Modern computers are built according to the von Neumann architecture, whose sketch
is presented in Fig. A.1, composed of the following components each dedicated to a
given task:

Memory, dedicated to data and program instructions storage.
Central Processing unit (CPU), divided in a Control Unit that fetches the instruc-

tions/data from memory and decodes the instructions and coordinates the oper-
ations to be performed, and an Arithmetic Logic Unit (ALU) dedicated to per-
forming data processing.

Input and Output (I/O) devices, the interfaces with external storage and the users.

© Springer Nature Switzerland AG 2018
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Fig. A.1 Von Neumann’s computer architecture: the Control Unit (CU), Arithmetic Logical Unit
(ALU), Memory, inputs and outputs devices, and their relations (Bold lines denote data/instruction
flow, dashed ones control signal flow)

The main innovation introduced by this architecture, which nowadays might
appear somehow natural, is that it allows building a general purpose computer, while
previous architectures where build to perform a specific task, i.e., the program was
hardwired, not stored. The von Neumann architecture allows instead to write the
computer program (the set of instructions it has to perform) in its memory, making
it a machine highly versatile, as witnessed from the fact that since its introduction it
has essentially remained unchanged. Indeed, in the last decades, all computer com-
ponents have been extensively revised and improved, but there has been no need to
rethink this basic computer architecture apart from one innovation first introduced in
the PDP-11 manufactured by DEC in the late sixties. This innovation is the system
bus, dedicated hardware that transfers data among the components along a unique
path shared by them all: The uniqueness of the bus simplifies the arbitration of the
possibly conflicting accesses to the memory requested concurrently by the other
components.

A.2 Data and Formats

As well known, the data in modern computers is stored in bits, using binary coding.
That means that there is a collection of physical entities (the memory of the system)
each of them having only two possible different states (referred as 0 and 1). What
seems now natural is not the only possible choice: replacing this definition results
in highly interesting consequences: a quantum-bit is defined by two quantum states
|0〉 and |1〉, from which all quantum technologies are nowadays stemming from [7].
Coming back to classical bits, for example, one can write the number 42 as

101010, (A.1)
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which should be read as 1 × 25 + 0 × 24 + 1 × 23 + 0 × 22 + 1 × 21 + 0 × 20. In
the jargon, 8 bits form a byte, 2 bytes form a ‘word’, 4 bytes a ‘long word’ and 8
bytes a ‘long integer’. Having defined positive numbers, the elementary operations
can be constructed as usual. Here we briefly report the addition of two bytes:

2 00000001

+ 3 00000011

= 5 00000101, (A.2)

where the sum of each digit is done modulus two and the carry (if present) is trans-
ferred to the digit on the left.

Less straightforward is the introduction of negative numbers, however, it can
naturally be introduced recalling their definition: −n is the number that summed to n
results in zero. It is interesting to look for a representation that does not require new
circuitry to perform additions - on the other side, one needs to introduce something
to change the sign to an integer. Thus, we shall look for a number that added (using
the binary adder, hence mod 28, since for simplicity we keep assuming 8 bits) to
n according to the previous definition results in zero. This is achieved by the 2s-
complement representation of the integers, that keeps the usual representation of the
positives in [0, 27) and defines the opposite of a number n ∈ [−27, 0) as (28 − n)

mod 28. Summing modulo 28, we have n + 28 − n = 0. A simple example with
n = 1, hence −n = 28 − 1 = 11111111 in base 2, helps to visualize the general
solution:

1 00000001

+ −1 11111111

= 0 00000000. (A.3)

Here is another interesting example:

21 00010101

+ −1 11111111

= 20 00010100. (A.4)

In general, the problem of finding the 2’s complement representation of the opposite
of n, that is computing (28 − n modulo 8) can be implemented as ((28 − 1) − n) + 1.
This is convenient, since the subtraction in the first addend (in binary with 8 digits)
does not require borrows, and its result can be obtained just negating each bit of the
subtrahend (a zero turns into a one and viceversa). For instance, (28 − 3) becomes
(11111111 − 00000011 = 11111100. The operation of flipping each bit in n is often
denoted by n̄, an operation which is useful in itself, like many other elementary
operations on bits (OR, AND, XOR etc...). Hence, −n can be implemented as n̄ + 1
almost at no cost, i.e., without requiring specific circuits.
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In conclusion, with one byte, one can store the natural numbers from 0 to 255 and
the integers from −128 to 127:

Natural I nteger

0 0 00000000

1 1 00000001

2 2 00000010
...

127 127 01111111

128 −128 10000000
...

253 −3 11111101

254 −2 11111110

255 −1 11111111 (A.5)

To understand which is which one needs to know a-priori which representation is
intended, as it happens, for instance, when a decimal input is converted in binary.

A programming language has few predefined types, one of which is INTEGER:
when one defines a variable of a given kind, a slot in the memory is reserved to
store its value. The type of variable defines the amount of memory reserved and
the biggest and smallest number one can store safely. If one exceed these limits
during a computation, unpredictable errors might occur: this is the ‘overflow’ error.
In FORTRAN (hereafter, we concentrate on this programming language for scientific
calculations. Anyway, although the examples refers specifically to it, corresponding
objects can be found in any programming language) there are the following kind of
integers:

TYPE Lenght Range Max

INTEGER ∗ 2 2bytes [−215 : 215 − 1] ≈ 104

INTEGER ∗ 4 4bytes [−231 : 231 − 1] ≈ 109

INTEGER ∗ 8 8bytes [−263 : 263 − 1] ≈ 1019.

We now look at how real numbers are stored in a discrete binary memory according
to the IEEE standard 754 [390]. We start from the fact that a real number can be written
as (−1)S × M × 10E , where M is the mantissa, S determine the number sign, and
the E the exponent specifying the order of magnitude of the number. We can then
store a real number, up to some finite precision, in a binary register as follows. For
sake of clarity, here we specify it for the single precision (4 bytes long or REAL*4
in FORTRAN):



Appendix A: Hardware in a Nutshell for Physicists 129

Position 31 30 . . . 23 22 . . . 0
Content S E M
Length 1bit 1 byte 3 byte − 1 bit

and the corresponding number is defined as (−1)S × 2E8E7...E0−127 × 1.

M22M21 . . . M0, where E8E7 . . . E0 is the binary coding of the exponent E and
1.M22M21 . . . M0 = 1 + M22/2 + M21/22 + M20/24 + · · · encodes the mantissa.
These are the so called floating point numbers as the order of magnitude of the
stored number changes according to the exponent E . Note the bias in the exponent
definition, which allows encoding positive and negative exponents. In conclusion,
the previous encoding allows to store safely numbers ranging from 2−127 to about
2128, that is from about 10−39 to 1038.

Does that mean that we have about eighty digits of precision available? A careful
look at this question will result in a negative answer. Indeed, although we can store
numbers that spam eighty orders of magnitude, the precision is much less as what
counts is the maximum extent of numbers on which we can safely perform operations,
and this is related to the amplitude of the mantissa. For example, if we want to add two
floating point numbers, we shall first of all write them with the same exponent, and
then perform the binary sum of the mantissas. Thus, the two most far apart numbers
that we can meaningfully add are 1111 . . . 1110 and 0000 . . . 0001, that is 16772215
and 1, which correspond to eight digits of precisions. Once again, this precision is a
crucial element to be taken into account while performing numerical simulations as
a wrong estimate of the needed precision might lead to uncontrolled results.

To increase precision, the only possibility is to extend the memory dedicated to
store each number, that is, to use double precision (REAL*8 in FORTRAN) which
reserves 8 bytes for each number, divided as follows: 1 bit for the sign, 11 bits for
the exponent and 52 bits for the mantissa. A straightforward calculation yields that
the range of numbers which can be stored is from the order of 10−308 to 10308,
with sixteen digits of precision. Some programming languages allow defining higher
precision real numbers (quadruple precision or even more); however, one should use
them responsibly. Indeed, increasing the precision typically implies also reducing
the computational performances of the simulation. Given that only very few physical
processes can be studied or achieved with such impressive precision (atomic clocks
are nowadays at about eighteen sixteen digits of precision and struggling to improve
even more [391]), the need of using higher than double precision should be carefully
evaluated and motivated.

A.3 Memory and Data Processing

As stated previously, computers store data and instructions in the Memory, with the
CPU in charge of the data processing. To describe the main components within a
CPU, hereafter we concentrate on the old i8086 CPU – introduced at the end of the
70s and used worldwide in most desktop computers until the beginning of the 90s
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– which provides a perfect playground to introduce the concepts. Clearly, modern
CPUs have differences with respect to what described in the following. However,
the main concepts are still valid and hopefully will provide the reader with the basic
knowledge to begin exploring the modern CPU components and to understand the
specific description provided by each vendor.

The core of the CPU is the Control Unit (CU) – called Execution Unit (EU) in the
i8086 –, which implements a finite state machine (an automaton with a finite num-
ber of states and of possible transitions between them) that controls the computing
processes.

The CU goes repeatedly through two steps: first it fetches an instruction from the
instruction queue and then dispatches the sequence of orders (μ instructions) needed
to perform it to the other involved units, e.g., the ALU for the arithmetic operations.
Concurrently, the instruction queue is fed with the contents of consecutive Memory
locations. Indeed, most of the time the next instruction to be executed is implicitly
the next one in Memory, with the notable exception of the jump orders, which specify
explicitly where to fetch the next instruction. When a jump is executed, the instruction
queue is flushed, and feeding restart from the new location.

In von Neumann’s original architecture, instructions were fetched directly from
the RAM: The instruction queue was introduced as performing one operation might
be much faster than retrieving the next one from memory. Thus, more consecutive
instructions are loaded at the same time to avoid the control unit to remain idle. This
is the first example of a design tradeoff: augmenting the complexity and cost of the
circuitry to gain in performance. The same idea lays behind the introduction of the
virtual memory and of the memory chaches that we discuss next.

The memory where data and instructions are stored during a computation in von
Neumann’s architecture is such that the time needed to fetch information does not
depend on its location: hence the name, somewhat confusing, of Random Access
Memory (RAM).1

The memory device devoted to permanently storing the data and all the software
needed for the computer to run is the hard disk. However, retrieving information
from the hard disk is typically much slower than accessing the RAM. Besides, the
capacity of the available RAM is typically much smaller than that of the hard disk and
thus data and instructions need to be swapped back and forth between them. Indeed,
it has been early recognized that the set of instructions decoupled from the main
program and dedicated to specific tasks (as those contained in single subroutines
or functions) and the use of data structures such as vectors, introduce temporal and
spatial correlations in the usage of data stored in memory [392]: The principle of
locality in computer science states that programs tend to remain most of the time in
contiguous blocks of memory. Thus, having an efficient way of handling contiguous
blocks of memory can be highly rewarding.

1Indeed, previous automatic calculators used different memory structures, where in general the time
needed to retrieve a piece of information depended on its location. Nowadays, the same applies to
the hard disks – the mechanical ones, not the solid state ones.
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The desired information is identified in the memory by addresses, which give
the position of a specific byte in the memory. The width in bits of the addresses
defines the address space: e.g., with 32 bits one has an address space of 232 bytes.
To simplify memory management and to introduce the possibility to mimic a RAM
larger than that physically present, according to the virtual memory concept each
program is endowed with a larger address space than that of the real RAM, typically
4 GB versus 1 GB. The virtual memory is divided into segments of 64 KB each, so
that any address can be seen as composed of a base, identifying the segment (the
most significant 16 bits) and an offset, the least significant 16 bits, identifying a byte
within the segment.

During execution, according to the locality principle, only few virtual segment are
actually present in the RAM at any time: the operating system, in charge of memory
management, holds a map of the virtual segments bases to the physical ones currently
in the RAM. This map is exploited by the compiler to store in dedicated registers
(fast memory slots in the CU) the actual base of the segments in use, so that the real
addresses can be computed from the content of the register and the offset contained
in the instruction. This is done exploiting the arithmetic capabilities of the ALU,
i.e., no special hardware is needed for address calculation. The advantage of such a
structure is that whenever it is needed to move blocks of contiguous memory, it is
possible to specify only once the segment address, sparing half of the address length
for each instruction.

In the i8086 architectures, there are five dedicated sixteen-bit registers to store the
segment addresses and the instruction pointer (segment registers) plus eight sixteen-
bits main registers: four to hold the offsets within the segments, and four to store the
data locally and perform the operations, also at the single byte level. Doubling the
number of bits used to specify addresses, one can access a memory of 232 = 4 GB.
This was considered, until recently, far than enough for any reasonable application.

To further exploit the locality principle, cache memories have also been intro-
duced: they are intermediate blocks of memory with a higher rate of response than
the RAM and physically sit near the processor, so that also the communication to and
from it and the CPU is much faster than from the CPU and the RAM. The following
strategy is then adopted: whenever an instruction or some data need be retrieved from
the RAM, a bigger block of memory contiguous to the indicated address is copied
into the cache. According to the locality principle, most of the times this will speed
up the computation, since the likely next needed information will already be present
in the cache. In modern computers, there may be up to three levels (referred as cache
L1, L2, and L3) with smaller and faster units nearer to the CPU.

An optimizing compiler will exploit the cache as much as possible. So, the code
should be written to take advantage of the cache, or at least not to row against.
Typically, when working with big matrices, knowing how they are stored in the
memory (either by row or by column) and writing the operations accordingly, is
fundamental to achieve high performances.

Nowadays, floating point operations are performed by a coprocessor, i.e., a ded-
icated piece of hardware (the i8087, in the first series). Initially, its performances
were still pretty slow as it required one hundred clock cycles (the unit of time of the
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processor, nowadays usually of the order of GHz, at the time one thousand times
slower) to perform a single operation and hundreds of cycles to perform a complex
trigonometric function. Nowadays, not only the clock is much faster but also the chip
structures are improved, and only one clock cycle is necessary to perform standard
floating point operations.

A.4 Multiprocessors

When one aims at pushing to the limit his capabilities to simulate (quantum) systems,
a possible strategy is to achieve the best performance out of the available resources
– the main topic of this book; the other possible strategy is to increase the available
resources. Thus, one can – and eventually should – think of running the code in par-
allel, distributing the work to many independent processing units. For decades the
possibility to run code in parallel has been possible exclusively on large supercom-
puters. However, nowadays there are different options we will briefly introduce in
the following, together with pointers to the relevant literature to guide the interested
reader.

The main difference between the possible parallel strategies relies on the interface
between the RAM and the CPU. Indeed, a general parallel network can be depicted
as in Fig. A.2, composed of different nodes of a cluster, each of them containing
some local memory shared by several processing units. In modern architectures, each
node might be composed of different CPUs each of them composed of independent
cores, acting as an independent processing unit. Each core can process information
independently from the others, executing its thread. Nowadays, in standard clusters,
there are from eight to thirty-two cores in each node. The communication speed
among cores and the local RAM can be considered instantaneous compared to that
between nodes which introduces some overheads in the computation time as we will
see later on. However, while one can add virtually an unlimited number of nodes
(top500 supercomputers have typically more than ten thousand nodes [393]) and
is typically limited only by practical considerations (installation and maintenance
costs) scaling the numbers of cores inside the CPU is a highly nontrivial engineering
challenge.

The different parallel architectures have to be addressed with the proper software
tool, which we list hereafter for completeness together with some reference for further
reading.

OpenMP API (Application Program Interfaces) define a set of instructions to
perform multi-thread, shared memory parallel calculations on multi-core machines.
There are different implementations for almost all the popular programming lan-
guages [394]. Moreover, modern compilers allow us also some automatized multi-
thread optimization via specific options, typically in combination with standard math-
ematical libraries, e.g., LAPACK libraries in the Intel MKL (Math Kernel Libraries)
implementation [130, 395]. The use of OpenMP, at least in its most straightfor-
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Fig. A.2 Custer architecture: here 4 CPUs belong to each node, each of them composed by 8 cores
(which share the same RAM). The different nodes are connected via Ethernet protocol or higher
performing ones (InfiniBand)

ward applications, can be highly rewarding at a limited cost in time to exploit them,
although it is always limited by the numbers of cores present in each node.

MPI (Message Passing Interface) is a library specification to perform parallel
computation between different nodes also in heterogeneous networks, implemented
in most of the standard programming languages [396]. Its use, however, requires a
higher investment to learn the basics concerning what is required to use OpenMP.
However, MPI allows the user to virtually scale the computational resources of orders
of magnitudes. Unfortunately, this does not guarantee the same speedup in compu-
tational time. Indeed, the speedup strongly depends on the particular computation:
Amdahl’s law states that any program has a part which is inherently sequential – it
cannot be parallelized – as the loading of the data; and a part which can be paral-
lelized [397]. The total computation time on a single processor is then T = Ts + Tp

(where Ts and Tp are the time spent in the sequential and in the parallel part respec-
tively), while running the code on M processors results in at least a total time of
TM = Ts + Tp/M . Thus, in the limit of infinite processors, we have that TM → Ts .
However, if one has to decide on how many processors run code in parallel, the
interesting quantity to look at is the asymptotic gain per processors, that is

lim
M→∞

T

TM
= Ts + Tp

Ts
= 1 + Tp

Ts
.

Thus, in the limit of many processors, to achieve a high gain for each additional
processor, we should aim to reduce Ts as much as possible, as in the limit of vanishing
Ts the gain per process diverges. So, given that the condition Ts � Tp holds, how
much gain one could expect? Mainly, the losses arise in the communication between
nodes during parallel algorithms and have two different sources:

1. Latency times, the time needed to establish a connection between nodes, which
sum up to a time proportional to the number of transfers.
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2. Transfer times, the time needed to transfer the data between nodes limited by
physical factors as the speed of transfer, the bandwidth and the physical distance
between nodes, which sum up to a total time proportional to the number of bits
to be transferred.

Thus, we can classify some typical linear algebra operations, which lay at the heart of
most of the algorithms for simulating quantum systems, studying the ratio between
communication and computation time.

Operation # bits sent # operations Ratio
sa · a O(1) O(1) O(1)

a · v O(n) O(n) O(1)

v · v O(n) O(n) O(1)

O · v O(n2) O(n2) O(1)

O · O O(n2) O(n3) O(n)

where a, v, O are a scalar, a vector and a matrix respectively and n is their size. When
the ratio is of the order one, the computation speedup will be limited by the network
as the number of transfers scales as the number of operation to be performed. On the
contrary, when the ratio scales with the problem size, we might expect substantial
speedups coming from the parallelization for large n, that is, for big matrix size and
“level 3” processes (composed by three nested loops).

Finally, different algorithms can be classified in three different classes according
to their behaviour under parallelization, as even in the perfect scenario the gain is
typically less than Tp/Ts . In this respect, one encounters:

1. 100% algorithms, formed by independent calculations such as those due to sta-
tistical sampling or exploration of the parameter space. Here the problem can
typically be trivially paralleled, and one obtains a speedup linear with the number
of processors M .

2. Semi-efficient algorithms, where the gain that can be achieved is still linear with
M . However, for most of the time a significative number of processing units
remains idle, wasting resources.

3. Costly algorithms where some gain is obtained but overheads should be added
to allow for parallel computation.

To finalize this section it is worth mentioning that other parallelization architec-
tures can be explored that, depending on the resources at hand and on the problem
to be solved, could give significant speedups. Beowulf clusters connect standard
machines in parallel and are pretty straightforward to set up [398]. This can be a
solution to exploit to its maximum outdated or heterogeneous hardware, a cheap
solution to enter in the world of parallel computation and extremely useful for didac-
tic purposes. Another option which is attracting increasing interested in the last years
is the use of OpenCL, a programming language to program parallel code running
on different architectures also integrated with Graphical Processing Units (GPUs).
GPUs are very powerful dedicated hardware initially developed to match the needs of
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powerful graphical processing by the software game industries. They can be usefully
exploited to speed up some parts of scientific computations [399, 400].

A.5 Exercises

1. Integer and real numbers have a finite precision. Explore the limits of INTEGER
and REAL in FORTRAN:

a. Sum the numbers 2,000,000 and 1 with INTEGER*2 and INTEGER*4.
b. Sum the numbers π × 1032 and

√
2 × 1021 in single and double precision.

2. Consider a quantum system formed by N (distinguishable) subsystems (spins,
atoms, particles, etc..) each described by its wave function ψi ∈ CD where CD

is a D-dimensional Hilbert space.

a. Write a Fortran code to describe of N non-interacting systems and for a
general N-body wavefunction Ψ ∈ CDN

. Comment their efficiency.
b. Write a code to compute the density matrix of a general N-body wave func-

tion ρ = |Ψ 〉〈Ψ |.
c. Characterize the functions introduced above for different N in terms of time

and memory requirements. What is the biggest N you can reach?
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The goal of computational physics is to attack problems that cannot be treated with
other methods, to complement experimental and theoretical studies, building trust
on their results and exploring regimes of parameters out of their reach or where
the analysis is particular difficult. This is particularly true for computational quan-
tum physics, where the field of application of analytical tools is vastly challenged,
e.g., in many-body systems. Especially when aiming to perform top-class academic
research, the methods and tools are not only the bare application of state-of-the-art
techniques: on the contrary, they are pushed to the limit, in a fast evolving scenarios
where requirements and goals change very quickly. Indeed, differently from applied
and commercial fields where software is developed, the specification of what the
software shall do, under which circumstances and with which resources (software
requirements specification) is not – and cannot be – precisely defined once for all,
but keeps evolving as the use of the software increases the understanding of the prob-
lem under attack. Thus, when planning to develop scientific software, one should be
aware that no matter how hard one tries, one will eventually ends to have to fulfill
three requirements, that is to

R1 Change the software adapting it to the evolving situation and the corresponding
needs;

R2 Work with a lot of data2;
R3 Solve hard problems with either large-scale and/or inefficient algorithms.

Given that the three requirements R1, R2, and R3 above are so general and ubiquitous,
professional computational physicists shall learn how to address them, as much as
they learn how to solve an integral or a particular technique in the particular field of
study they are devoted to. Indeed, the three aforementioned requirements call for the
use of some strategies that have been developed in the last decades and in particular:

S1 Software Engineering: writing good, flexible software, easy to debug and expand;

2Even though a computational physicist might not work with “Big Data” in proper sense, the amount
of repetitive tasks requested by careful studies is typically far from what can be done by a human
being.
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S2 Scripting: automatize work as much as possible as pre- and post-processing will
require as much work as producing the data;

S3 Optimization and HPC: be as efficient as possible, and be prepared to use “brute
force” if needed.

This chapter initiates the reader into the aforementioned strategies, which shall
be adopted to attack scientific computations in the most efficient way. To attack the
seemingly overwhelming challenges described before, a good starting point are the
set of priorities described below that anyone writing scientific software should follow
as much as possible [120, 121]. Those priorities are valid in general for any scientific
software (and most of them for any software), however, in the following they will
be specialized for quantum physics for the sake of clearness. They are, in order or
priority and accompanied by a clear motivation for such priority,

1. Correctness — to be useful;
2. Numerical Stability — to be trustful;
3. Accurate Discretization — to describe nature;
4. Flexibility — to be used;
5. Efficiency — to do a good job!

In the rest of this chapter, we introduce the reader to the most important aspects of
each of them, that one should keep in mind to write good scientific software.

B.1 Correctness

The fundamental requirement for a good scientific software is obviously that they
should be correct, that is, it shall perform the correct sequence of instructions, written
in the correct syntax according to the programming language used and version and
compiler compliant. However, even for highly skilled and experienced programmers,
the probability of writing some lines of code without any error is essentially zero.
Thus, actions and strategies to correct the unavoidable errors has to be developed
and undertaken. The first support comes from the compiler, a program that translate
the source code into a lower-level code. Typically, compilers manage to identify
syntax errors and are constantly improved to include more and more possible error
scenarios. However, even thought the compilers runs without signalling errors and
produces the compiled code, the executable program, might still crash due to many
different causes such as, for example, a memory allocation problem (the program
tries to write in a memory position that is not allocated), an obi-one (Off-by-one, a
recursive index start from zero instead than one or vice-versa). Finding and correcting
these and other errors is the “art of debugging” and requires time and experience.
However, there are some good practices that can be adopted to speed up the process,
briefly introduced below:

– Use the print statement to check the variables name together with compiler
options which allows one to select lines of code for debugging (as, for example,
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the −d option of the ifort compiler together with starting the line of the debugging
test with a d):

1 d PRINT *, "The value of x is " , x

This combination is a quick way to reduce the time of debugging as the lines
of code written for this purpose are not cancelled but remain there, for later and
repeated use when another bug appears.

– For more sophisticated checks, when multiple lines of code shall be written
and/or it can be reused in other part of the program, some dedicated SUBROUTINE

orFUNCTIONmight be defined, with an enabling global variable and extended flags
and output. The simplest example of such code might assume the form of

1 FUNCTION Checkpoint
2 IF (DEBUG)
3 PRINT *, "The value of x is " , x
4 ENDIF
5 END FUNCTION

– Finally, the use professional debuggers such as, for example the GNU debugger
GDB, even with the help of a Graphical User Interface (DDD) [401, 402] is
highly recommended above a certain level of code complexity.

– Producing output that is compatible with the input is a good practice that allows
to automatically generate test of increasing complexity for the program. For
example, if one is working with matrices or tensors, if the input and output
styles match the output can be easily used as new input without the need of
time-consuming format processing. This compatibility is also extremely useful
in the data acquisition stage as in many cases the program might be restarted
(e.g., due to computational limit time reached, additional check of convergence
etc.).

– Include in the program sections “Errors and Exceptions” for known issues: even
if one is not interested in correcting them, signalling them and including explic-
itly a test to exclude those exceptions will save an enormous amount of time
during the debugging. For example, if while implementing a given algorithm a
particular case is excluded, as it would require an additional effort not needed at
the moment, including an exception might be highly beneficial when the same
piece of code might be reused (see later, Sec. B.4) and might need exactly the
excluded scenario: after months or even years, uncovering the exception might
require hours of hard debugging.

– Perform testing against random input: even though random input is typically
not ill-conditioned and thus it will possibly not cover all cases (for example
random matrices are never degenerate [133, 403]), random testing allows one to
perform a huge number of automated testing. Again, automated testing software
is available for most common programming language.

If the previous practices are followed, it should be possible to implement different
strategies to have an effective and efficient debugging. In particular, one can perform
Incremental Testing, that is to test and debug every part of the program while writing
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it: debugging different parts of the code separately is highly simpler than debugging
them all together. However, even if all the parts are bug free, nothing assures that
while combining them some errors will occur. Thus, another good strategy to adopt
is Regression Testing, that is, to store the situations that produce bugs when they are
spotted in a set of automated tests. Every time changes are made, one can rerun all tests
which, provided they have been carefully planned and implemented, should highly
improve the debugging speed. One can also embrace the Extreme Programming
paradigm which relay, among others aspects, on designing and coding the tests even
before writing the code itself. In such a way one should be able to easily automatize
them and run them as much as possible [404].

Finally, even though the compiler compiles and the program runs without crashing,
how can we be confident that the outcome is the correct one, that is, that the program
is computing exactly what was written for? To increase the confidence in the output
(and also to help in the debugging), it is useful to include some proof of correctness
in the code, such for example:

– In every section of the code, even if they are trivial, include explicitly in form
of comments and – if possible – of automated checks, preconditions and post-
conditions, with a clear message in case they are violated. This will cost the
programmer some time, but will save an enormous amount of time when a bug
as to be located and/or the code will return results which do not match your
expectations. Typical examples of preconditions are the sign of a variable (e.g. if
known to be positive), the norm of a vector, the dimensions of vectors, matrices,
and tensors which typically should match. Postconditions can be individuated in
some properties of the solution (e.g. eigenvector normalization, function mono-
tonicity, expected result for some particular parameters, etc.) which should hold
despite of the (unknown) value of the solution itself.

– Define loop-invariants if present as they can provide a proof for induction of the
correctness of that part of the code: check the loop-invariant for a given value of
the recursive index i , and check that if it is true for i then it is true also for i + 1.

– In physics and whenever it applies, typically one can individuate some trivial
(e.g. wave function normalization, system energy, etc.) and less-trivial constants
of motion which should be monitored.

– Comparisons with other programs results and with regimes where the solution
of the problem is known (e.g. non-interacting case, single or few particles, low
dimensional, etc.) should be performed before exploring the new regimes.

B.2 Numerical Stability

Even though all the aforementioned practices are strictly followed and the code is up
and running and has passed the numerical tests – and thus one can safely assume that
the program is correct and executes the algorithm has been written for – there might
be cases where the output presents strange results that cannot be trusted. So, even
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though the program is formally correct, the results shall be discarded: this is typically
due to numerical instabilities which are mainly the result of the difference between
real-numbers and floating-point arithmetics. To detect and avoid such instabilities
might not be easy but there are a number of typical scenarios – described below –
that one shall avoid while writing code [121].

– Never use floating point variables to test for equality: the lines of code

1 REAL*8 x,y
2 x=y
3 PRINT *, (x.eq .y)

might result in a FALSE output as the test for equality depends on the details of
the architecture and compiler and on the check on the digits beyond the finite
precision of the double precision variables. A check on the difference between
the two floating point variables shall instead always used, e.g.,

1 REAL*8 x,y
2 err= 1d−14
3 IF (abs(x−y) . l t . err ) THEN
4 PRINT *, "x is equal to y"
5 ENDIF

– Similarly, never use floating point variables as counters. Indeed the cycle

1 REAL*4 x,C
2 DO (x=0.0; x<= 1.0; x = x+ 1.0/C)

will increase the variable x by 1.0/C every cycle. So, the cycle will loop C − 1 or
C times depending on the round-off error on the finite precision representation
of the incremental fraction, drastically and randomly affecting the result of the
computation.

– Be careful with the result of the subtraction of two finite precision variables a and
b if |a − b| � |a|, |b|. Indeed, if the round off errors of the two variables have
opposite signs one can show that the relative error on the difference c ≡ a − b
is proportional to Δc/c ∝ (a + b)/(a − b), which can easily explode beyond
the floating point precision.3 This error can occur frequently as differential cal-
culus is obviously based on differentials – very small differences between two
quantities, e.g. the first order approximation of a derivative is f ′(x) ∼ Δ f/Δx .
When the possible values of the independent variable span different orders of
magnitudes the computation of Δx = x2 − x1 can suffer exactly of the afore-
mentioned problem, resulting in drastic reduction fo the result precision if not
in a completely random results.

– Finally, as all scientists know, the errors propagates during arithmetical calcu-
lations and given the fast growing number of operations that modern computers
can do, they shall be carefully monitored. In particular, operations like factorial
and repeated multiplications shall be handle carefully. For example the cycle

3To prove that simply consider the variables with their floating point errors and compute the relative
error on their difference, i.e. â ≡ (1 + εa)a, b̂ ≡ (1 + εb)b, c ≡ (1 + εc)c and compute the relative
error on c given that εa ∼ −εb.
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1 REAL*8 f
2 f=F
3 DO (k=0; x<N; k = k+1)
4 f = k*f

will give a completely wrong error as soon as N ∼ 20. The reason for that is the
propagation of the error in f0 as, being a finite precision number one shall always
assume F̂ ≡ (1 + ε)F : the error propagates rapidly (however being initially so
small it will be hardly noticed) and then explodes in a few iterations corrupting
the result in what seems an unpredictable behaviour.

B.3 Accurate Discretization

Typically, computational physicists develop codes to simulate physical processes,
which in most cases can be described by a set of partial differential equations (PDEs).
While simulating PDEs, to be sure that the developed program is providing useful
information, the last check to be performed (after those described in the previous
sections) is relation of the simulation results with the physical reality. Indeed, a
simulation can be correct and numerically stable, however to be useful it should
provide a correct description of the phenomena subject of study.

For example, the PDE can be a particular instance of the Schrödinger equation,
which being a first order in time PDE, can be formally represented as

{
∂tψ(x, t) = L [ψ(x, t)]

ψ(x, 0) = ψ0(x)
, (B.1)

where the ∂t is the partial derivative with respect to the time variable, ψ0(x) represents
the system’s initial wave function and the Liouville operator L ≡ −i Ĥ/� is build
from the system Hamiltonian Ĥ . Solving (B.1) in all its possible variants is the main
subject of this book, and the solution can be formally written (for time-independent
Hamiltonians) as

ψ(x, t) = eL tψ0(x) ≡ Utψ0(x), (B.2)

where Ut is the time-ordered exponential, i.e. the time-evolution operator which
maps the wave function at time zero to any following time t . Solving the problem
numerically equals to computing the action of the time-evolution operator on the ini-
tial wave function. In this apparently simple operation, there is a formal step whose
possible consequences shall not be underestimated: the mapping of a continuous
space-time C ≡ (x, t) into a discrete one necessary, due to the floating point arith-
metic of computer simulations. That is, setting the precision of the program and
choosing the kind of variables, e.g. REAL*4 or REAL*8, we approximate the continu-
ous space time with a discrete one C ≈ CΔ, with Δ ≡ (Δx,Δt). Typically, the first
choice is to employ a linear uniform grid in space time, such that x	 = Δx · 	 and
tn = Δt · n with 	 = 1, . . . , Nx and n = 1, . . . , Nt even though more sophisticated
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choices are possible, such as the use of adaptive grids or of finite elements meth-
ods [128]. However, independently from the particular grid choice, in general the
discretization introduces an error such that

{
Ut = UΔ

t + EΔ

ψ = ψΔ + eΔ ; (B.3)

where the first addends in the right hand sides of the equations are the discretized
versions of the left hand sides and EΔ and eΔ the corresponding errors. In conclusion,
in presence of a discretization procedure, to avoid obtaining correct but not signifi-
cant results, the simulation consistency and accuracy of the results shall always be
carefully checked and kept under control.

In particular, the consistency of the simulation with the physical reality requests
that

lim
Δ→0

UΔ
t = Ut and lim

Δ→0
EΔ = E0 = 0. (B.4)

On the contrary, if E0 �= 0, then an anomaly is present which typically signals that a
symmetry has been broken (parity, time-inversion, etc.) and which shall recovered.
Again, the use of physical invariants might be extremely useful as physical invariants,
after discretization, shall become numerical invariants, that is constant quantities
within the numerical error.

Finally, the accuracy of the discretization procedure shall be individuated, that
is, the scaling of the errors EΔ with Δ. Indeed, knowing the scaling power p, such
that EΔ ∼ Δp, allow us to maximize the resources (time and memory) needed to
achieve a desired precision. A paradigmatic example of such scaling is given by
the discretization procedure of the first order derivative: while approximating the
first order derivative via a discrete grid, the straightforward approach (the forward
derivative FD) is

FD(x) = f (x + Δ) − f (x)

Δ
. (B.5)

The textbook definition of the derivative assures that with the above definition
limΔ→0 FD(x) = f ′(x). However, the study of the scaling of the error with Δ sug-
gests a better strategy to compute the discrete derivative: by means of a Taylor expan-
sion of the function f (x) = ∑

n anx
n and f ′(x) = ∑

n annx
n−1, it is possible to eas-

ily show that the error introduced by the discretization is of order O(Δ), as f (x ±
Δ) = ∑

n an(x ± Δ)n = f (x) ± f ′(x)Δ + ∑
n[n(n − 1)xn−2/2]Δ2 + . . . and thus

FD(x) = f ′(x) + O(Δ). Along the same lines, it can be shown that an alternative
discretization procedure might be more favourable: the central derivative

CD(x) = f (x + Δ) − f (x − Δ)

2Δ
(B.6)

is such that CD(x) = f ′(x) + O(Δ2). The reason for that can be easily grasped by
means of the sketch presented in Fig. B.1, and lies again on the fact that the forward
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Fig. B.1 The exact
derivative (green dashed
line), the forward and the
central discrete derivative
(red and blue dashed lines
respectively) according to
(B.5) and (B.6) of a function
around an extremal point

derivative breaks the problem symmetry with respect to the point the derivative is
computed in (the grid point x + Δ assumes a prominent role with respect to the
previous one x − Δ). Restoring the symmetry improves drastically the precision,
especially on the functions obeying to such symmetry – the even functions and in
particular the lower order ones, quadratic. Notice that the two methods to compute
the derivative provided above require exactly the same number of operations, thus
there is no reason to use the forward derivative instead of the central one. However,
typically this is not the case, and to solve the same problem there exist low- and
high-order algorithms with different (decreasing) efficiencies.

Despite the paradigmatic example provide above, the estimation of the errors
introduced by the discretization procedure and the search of alternative higher-order
schemes is typically highly non trivial for complex algorithms and most of the results
are obtained via numerical benchmarking. In general, one should find the right trade-
off between high-accuracy methods (whose efficiency typically scale badly with the
number of grid points) and low-accuracy but efficient methods.

B.4 Flexibility

Once the first three priorities are satisfied (guaranteeing that the code is correct,
numerically stable and describing correctly the physics of interest) the written soft-
ware has the potential to be used, in some cases also for years. Depending on the
the specific cases, it might become a part of another more complex software and
eventually might become a standard for a group of users, a community of specialists
or even non-expert users. While writing a computer program, one never really knows
what a potential future user might want to do this it. Here the future user might be
the very same programmer one month or a year later aiming to reuse some part
of the already written software; another highly skilled programmer that found your
code interesting or useful; a software company that is planning to integrate it in their
commercial suite; the programmer’s boss; a student that is looking for software to
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Fig. B.2 The software life cycle: after defining the software requirements, the software design
phase enables the implementation phase. The source code is then tested and debugged and finally
used. The code usage or changes in the environment will identify the need of additional or different
requirements, which will trigger another round of the software lifecycle

develop a master or Ph.D. thesis; or even the IT director of a big software project
or research institution that might transform the program in the core of a multi-user
multi-purpose research software.

Every software undergoes what is called the software lifecycle, depicted in
Fig. B.2: it is first described by the requirements or specifications that detail the
properties of the software and its requested output; the specifications are then trans-
lated into a software design which assures that the requirements will be met; the
design is then implemented in a code in a specific programming language. Finally,
the software is tested, debugged and once it is reliable enough, used to produce data.
Eventually, while the software usage will push the programmer to either change the
specifications and/or the software design, thus closing the lifecycle. The lifecycle
can go on even for decades for the more used and famous softwares, e.g. operative
systems (Windows, OSX, Linux, etc..), large productivity (e.g. Office) or scientific
(AUTOCAD, Matlab, etc.) suites. The changes in the requirements or in the software
design might be triggered by different aspects that influence a software development
such as, the need for new features (increasing systems size or variety, new protocols
or data acquisition, etc.), bug fixes, new hardware, dependencies on other software,
and changes of the targeted user (e.g. from experts to general audience).

Software engineering is the science dedicated to design and implement software,
and thus to develop tools, concepts and strategies to cope with challenges that soft-
ware development and its lifecycle pose. Sophisticated strategies and tools might be
not relevant while programming small single-user software but they become more
and more fundamental with the growing complexity of the software. As modern sci-
ence is almost always based on the performances of complex software, it is highly
probable that any scientists will encounter a large complex software in his academic
life. Thus, it is important to know at least some basic concepts of software engineer-
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ing. The first of all is that while programming one shall think generally, leave open
doors and shall not specialize the software if it is not strictly necessary. If the gener-
alization is not possible as one is writing an highly specialized part of the code, then
one shall write a library that can be reused easily in the future. In general, one should
aim to a good balance between being abstract and the concrete implementation that
necessary are needed to write code. How to achieve that is a matter of experience,
however, some general strategies shall be adopted to achieve the best possible result
compatible with the developer experience and skills. Adopting them, even though
they require an overhead of time while programming, will highly probably result in
a huge increase of efficiency in the long run.

In particular, as said before, a software developer performs different tasks at dif-
ferent level of abstractions that goes from the software design to the implementation
of the single line of code, and finally the interfaces between parts of program. Here-
after we briefly present some good habits that might help to focus on the important
aspects of each of them and to avoid the most common errors.

Software design – When planning a novel software one shall go through the
following list of points and try to answer to the related questions: depending on the
complexity of the software to be developed some of them shall be carefully addressed
and will influence the whole software development, while others might be skipped.
In any case, spending some time on them, once again, might save a lot of time in later
stages of developments and surely will help in focusing on the important aspects of
the programming work while neglecting or at least postponing less important ones.
A possible useful checklist is:

1. Specifications:

Program objectives: what are the essential goals of the software, what is not
going to be included?
Performances: will the performances be fundamental for the success of the
project? Will the program run on a single machine, a cluster or on HPC
architecture?
Input/Output: what will be the format of the inputs and outputs and their
compatibility (e.g. with other programs)?

2. Data structures and functions: what are the data structures that will be needed?
Is there the need to define new ones with their own functions?

3. Libraries and language: Are there already available libraries to perform some
needed tasks? Which programming language provides the better tools?

4. Coordination: Is there the need to coordinate different programmers and the
software development? Which tools will be used to support them?

5. Portability: Is there the need to have a portable software (i.e. on different plat-
forms and architectures)? If so, how that will be achieved?

For a typical scientific project the answers to many of these questions are eventu-
ally quite straightforward: in particular, for most of quantum physics related projects,
standard tools such as FORTRAN, C++, python – together with LAPACK (Linear Algebra
PACKage [130]) mathematical libraries and some versioning and debugging tools
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– will do the job. However, the answering to these questions will force the scientist
to better structure the software engineering part of his/her job and to avoid common
errors which can undermine the success of months-long hard work.

Interfaces – Once the software structure has been individuated, the data structures
and the needed functions have to be coded: this means typically to write numerous
parts of code (class definitions, functions, etc.) which shall be later interfaced. This
operation is highly non trivial and the strategy used to attack it might influence the
final result. Indeed, during this operation, one shall try to exploit as much as possible:

1. Mathematical abstractions: in scientific software typically it is straightforward,
in quantum physics linear algebra and complex analysis provides the necessary
tools to describe the systems of interests.

2. Information hiding: Subroutines and functions shall allow easy access to the
information they contain in the interfaces and nothing more. This will avoid
unclear program parts dependencies, and allow one easier debugging and soft-
ware update.

3. Flexibility and modularity: Abstractions helps to increase the software flexibility
as well as modularity which is the key to write good, efficient, reusable and
useful software. For example, due to these characteristics, theBLAS(Basic Linear
Algebra Subprograms [395]) can and are easily used as a basis for most of the
scientific software available.

Hereafter we briefly describe some possible ways to organize the work, together
with some comments on their effectiveness [121].

• Top-down: The initial design is implemented starting from the higher levels,
and refined in increasing detailed and concrete steps until the software is work-
ing. This strategy might be followed but it tends to reduce the final software
modularization and increase the complexity of the debugging process.

• Bottom-up: The data-structures are defined together with the functions operating
on them, after that the higher-levels are coded until the whole design is complete.
This is an effective strategy which however requires a very careful planning and
typically high coding expertise to be exploited at best.

• Middle-out: it is possible to follow an intermediate strategy that exploits the good
properties of the two previous ones and reduces their risks, however it requires
some courage as sometimes it requires to make some steps backwards. However,
forcing the coder to refine the previously done job, tends to result in a easier to
debug and higher quality code. The steps to follow are:

1. Identify the overall instructions at the higher level;
2. Identify the components needed to have a minimal working software;
3. Code the minimal components to have a working software (in their minimal

version);
4. Test the software as you build it, keep the old tests and update them and

re-apply them after changes;
5. Build the software components of increasing complexity starting from near

the bottom level;
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6. Once the minimal version of the software is working and debugged, add
functionalities to reach the final goal starting from point 1.

As it can be clearly seen, this strategy will force the coder to re-design the
data-structure and to rewrite parts of the code while proceeding. This should be
possible (even though clearly not painless) in a well-written, test-friendly code
and by construction shall result in a information-hiding, flexible, and modular
code.

Coding – Once the software is designed and the strategy chosen, the only thing
left to do is the coding itself. Independently from the choices made, coding is a
matter of knowledge, skill, patience, and experience. Hereafter some good practices
are presented to guide the newcomers into the process of mastering this art.

1. A famous quote among programmers is “Premature optimization is the root of
evil” which leaves little to add, if not that this is the reason why in this chapter
efficiency is left as the very last point.

2. Variables and functions name shall be chosen carefully and properly. Indeed, the
function

1 FUNCTION f (x)
2 REAL*8 x, f
3 f=x**2
4 END FUNCTION

is characterized by short, fast-to-write names which clearly have the advantage
to increase writing speed. However, their names do not give any information
about their usage or meaning, if embedded in other hundreds of such names, the
coder will have hard times to remember all of them. Even more dangerous is
the fact that one typically need to automatically find variables and functions in
thousand lines of code: an automated search (or even worse a find and replace
one, a common practice while restructuring codes) will miserably fail. On the
contrary the same function written as

1 FUNCTION xsquare(xvariable )
2 REAL*8 xsquare , xvariable
3 xsquare=xvariable**2
4 END FUNCTION

slows down the coding without introducing any benefits. Thus, the best solution
is to adopt a careful balance between the two extreme examples presented here,
which requires the due attention in the definition of the variables name.

3. Commenting the code is always hard time for the coder, however it is a funda-
mental step for the aforementioned reasons. A good starting point towards good
commenting practice is to look the professional libraries (e.g. BLAS libraries)
and try to reproduce their standards which allow the user to compile the docu-
mentation as html from source code. However, here below some guidelines are
reported:

A. Comment the interfaces as they will be the most frequent information you
will need, as for example:
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1 c NORMV() computes the norm of the vector a( i ) ( i=1 to n)
2 c
3 c a input array
4 c n length of array
5 c norm= sqrt (sum a( i )^2) ( flag=0)
6 c norm= −1 if n less or equal zero ( flag=1)
7 c
8 SUBROUTINENORMV(a ,n, flag )
9 . . .

B. Declare loop invariants and conditions.
C. State explicitly warnings for unusual behaviour.
D. Describe what is done, not how: the implemented algorithm can be explained

in the code documentation or simply refer directly to the bibliographic ref-
erence.

E. Avoid redundant comments which increase the code length and waste time
twice: to write them and to read them while looking for useful information
later on.

F. Keep the comments updated as outdated comments can drastically slow
down the debugging and future reuse of the code than no comments at all.

B.5 Efficiency

The code efficiency is the last priority of the list presented in this chapter as only when
all the previous ones are correctly addressed it make sense to worry about it. However,
it is still a fundamental issue that might make the difference between a state-of-the-art
and an amateur software and thus might open or prevent the possibility of conducting
cutting edge research. Software complexity is a highly developed theory and we refer
the interested reader to the literature [127]. Here we only briefly recall two results
on two different definition of complexity that have implications in computational
physics:

Algorithmic complexity is possibly the most widespread definition of com-
plexity and classifies algorithms in terms of the scaling of the resources (time
or memory) needed to run an algorithm as a function of the input size N .
This definition allows one, beside the fundamental introduction of complexity
classes [127, 405], to quantify the performances of different algorithms and
distinguish between difficult ones (e.g. scaling exponentially or even super-
exponentially with N ) and practical ones (polynomial scaling, O(N p), with
some low power p).
Smoothed complexity has been recently introduced as the scaling of the
resources needed to run an algorithm as a function of the input size N in pres-
ence of noise. This apparent small difference is actually very important for two
reasons: the first one is that noise is unavoidable in physical systems and also
that finite precision arithmetic can be seen as a form of noisy arithmetic. The
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second one is that very recently it has been shown that many important algo-
rithms which solve very general problems do have super-polynomial algorithmic
complexity, but are also characterized by polynomial smoothed complexity [406,
407]. This implies that inefficient algorithms in terms of algorithmic complexity
can be practically used as, for example, the simplex algorithm to solve linear
programming problems [408].

Independently from the complexity measure chosen, in most cases there are differ-
ent algorithms with different complexities to solve a given problem. The difference
in complexity usually shows up in the difficulty and length of the algorithm to be
coded, typically with the better scaling algorithm involving longer coding. However,
the quest for efficiency calls always for a better scaling algorithm than a slower one,
even if the difference is from O(N 2) to O(N log N ). Moreover, if the program is
well organized and written, it should be easy to implement both algorithms, the first
one as a quick start and as testbed for the more performing one.

Additional practices that allow boosting efficiency are the use of compiler opti-
mization flags (e.g. the -O# and -fast options of the ifort compiler), the use of a
profilers to find program bottlenecks (e.g. gprof or similar) and the carefully han-
dling of memory allocation.

The final steps towards efficient computation are the exploitation of parallel archi-
tectures and in general of High Performance Computing tools, together with the use
of supercomputers and big computational clusters at national and international lev-
els [126]. However, these additional steps might require huge investments which shall
be considered only when all other options have been explored and the only remaining
possible step to increase efficiency is to invest in huge computational power.

A final considerations is in order: in modern professional scientific computing
there is no room for the NIH (Not Invented Here) syndrome. So, there is no room for
self-written libraries for standard algorithms (e.g. linear algebra). It is much more
effective to spend time to learn how to use professional available libraries (e.g. BLAS,
LAPACK, etc...) than starting from scratch. Indeed, usually “95% of execution time
is spent in 5% of the code” and for scientific (quantum simulation) software this time
is spent in basic (linear algebra) operations. Thus, the most efficient strategy is to
rely on the work of years (in some cases decades!) of the maximal experts in the
field: the probabilities to improve their codes without spending a similar effort in
coding with similar skills is practically zero (unless of course you are part or aim to
become part of the small community of high-level experts that are developing those
libraries).

B.6 Exercises

1. Matrix multiplication is often the bottleneck of linear algebra computations.

a. Write explicitly the matrix-matrix multiplication loop in two different orders
(column-row and viceversa):
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b. Use the FORTRAN intrinsic function.
c. Use the LAPACK subroutine

Increase the matrix size and use the FORTRAN Function CPUTIME to monitor
the code performance.

2. Include documentation, comments, pre- and post- conditions, error handling,
and checkpoints in the previous exercise.
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