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Supervisor’s Foreword

The construction of the international plasma fusion experiment ITER represents an
important step for the realisation of nuclear fusion power. In the ITER reactor, two
hydrogen isotopes, deuterium and tritium, will fuse together at temperatures in
excess of 150,000,000 °C to produce a heavier element, helium, one neutron and
17.6 MeV of energy. Through this process, ITER aims to deliver 500 MW of fusion
power from 50 MW input power. If successful, the world will be at the threshold of
realising fusion power that can provide a nearly limitless sustainable clean energy
source.

The exhaust region of a fusion reactor, known as the divertor, is one of the key
components as it controls the exhaust of waste gas and impurities from the reactor.
The divertor material must be capable of withstanding high heat loads (more than
10 MW/m2) due to energetic charged and neutral particle bombardment (eV to
keV), as well as the high-energy neutron flux (14.1 MeV) created by the fusion
reactions. Material performance under these conditions determines the component
lifetime and can affect the plasma performance, and is thus a high priority issue for
ITER.

Tungsten has been selected as the divertor material for ITER due to its high
melting temperature, high thermal conductivity, low erosion yield and low
hydrogen solubility. However, the synergistic effects of simultaneous exposure of
materials to steady-state heat loads and high particle fluences are extremely com-
plex and not well understood. The overarching goal of the research is to improve
our ability to predict the performance of materials in a working fusion reactor by
understanding and untangling the effects of high power plasma fluences and heat
loads.

Plasma irradiation of a material creates a dynamic surface with a changing
interface and changing surface morphology and chemistry. It has previously been
demonstrated that low energy (*20 eV) helium ions can greatly affect the material
surface, reduce thermal conductivity and can lead to significant nano-structuring
of the material. The degree to which both surface morphology and subsurface
defects caused by the plasma–material interaction influence the diffusion, trapping
and precipitation of hydrogen and helium species into gas bubbles is an outstanding
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question. This is dependent on the ion energy, fluence, surface temperature and
mixed plasma species. While not fully understood, molecular dynamic simulations
have provided some insight.

Although helium is insoluble in tungsten it can self-trap, allowing helium to
accumulate to form clusters and eventually nano-bubbles, which result in the dis-
location of tungsten atoms closer to the surface. The nano-bubbles can serve as
traps for tritium, which reduces the amount of tritium available for the fusion
reaction and introduces a radiological hazard. In ITER, tritium retention is limited
by the nuclear licensing. Nano-bubbles have been formed up to 100 nm beneath the
surface, despite an implantation depth of <2 nm, indicating that significant diffusion
can occur prior to helium trapping. Once near the surface, the over-pressurised
helium nano-bubbles can eventually burst. It is at temperatures above 900 K that a
“nano-fuzz” structure begins to form. The “nano-fuzz” can be up to a micrometre in
length and 10–50 nm in width. The formation of this “nano-fuzz” or indeed other
subsurface structures is strongly dependent on surface temperature and ion energy.
Above 2000 K, recrystallisation of tungsten occurs and micrometre-sized helium
bubbles or large voids become apparent on the surface.

Responding to this need, Matt’s Ph.D. research employed fusion-relevant
plasma–surface interaction experiments under controlled conditions along with
advanced material characterisation techniques to study the interaction of plasma
with tungsten.

The research provided seminal results on:

(i) Quantifying changes in tungsten morphology, helium nano-bubble formation
and hydrogen fuel retention.

(ii) Determining how the mechanical properties of tungsten are affected by
plasma irradiation.

(iii) Understanding the impact of neutron irradiation by using ion beam irradia-
tion as a surrogate for neutrons.

A particularly exciting aspect of his Ph.D. research is the investigation of helium
nano-bubbles in tungsten using Grazing-Incidence Small Angle X-Ray Scattering
(GISAXS) at the Australian Synchrotron. Matt made world-first measurements of
helium nano-bubbles in tungsten exposed to plasma using GISAXS. These results
have generated enormous international interest in our research. He has led this effort
on the international front and has applied GISAXS to samples from the Large
Helical Device in Japan, the DIII-D tokamak in the US, Magnum-PSI in the
Netherlands, and Jule-PSI in Germany. Indeed, he has received numerous invita-
tions to present international institutions and has also received invitations to present
at national and international conferences.

Canberra, Australia
June 2018

Prof. Cormac Corr
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Abstract

The behaviour of helium in tungsten is an important concern for the fusion mate-
rials community. Under helium plasma exposure, small nano-scale bubbles form
beneath the material surface as helium precipitates from the tungsten matrix. Under
certain conditions, this can lead to the subsequent formation of a surface
“nano-fuzz”, though the mechanisms of this process are not presently understood.

For subsurface nano-bubble formation, transmission electron microscopy
(TEM) has been the most widely used technique. While certainly a powerful
technique, TEM suffers from a number of significant drawbacks: sample prepara-
tion is difficult and destructive, and there are sampling limitations as nano-structures
must be located and characterised individually. This makes quantitative charac-
terisation of nano-scale modification in tungsten challenging, which in turn makes it
difficult to perform systematic studies on the effects of factors such as temperature
and plasma composition on nano-scale modification.

Here, Grazing-Incidence Small Angle X-ray Scattering (GISAXS) is presented
as a powerful addition to the field of fusion materials. With GISAXS, one can
measure the X-ray scattering from nano-scale features throughout a relatively large
volume, allowing information about full nano-bubble size distributions to be
obtained from a simple, non-destructive measurement. Where it typically takes days
or weeks to prepare a sample and study it under TEM, GISAXS measurements can
be performed in a matter of minutes, and the data analysis can be performed
autonomously by a computer in hours.

This thesis describes the work establishing GISAXS as a viable technique for
fusion materials. A GISAXS pattern fitting model was first developed, and then
validated via comparison between GISAXS and TEM measurements of helium-
induced nano-bubble formation in tungsten exposed to a helium discharge in the
large helical device. Under these conditions, nano-bubbles were found to follow an
approximately exponential diameter distribution, with a mean nano-bubble diame-
ters l = 0.596± 0.001 nm and l = 068± 0.04 nm computed for GISAXS and TEM,
respectively. Depth distributions were also approximately exponential, with average
bubble depths estimated at s = 9.1 ± 0.4 nm and s = 8.4 ± 0.5 for GISAXS and
TEM, respectively.
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GISAXS was then applied to study the effects of plasma fluence, sample tem-
perature and large transient heat and particle loads on nano-bubble formation.
Nano-bubble sizes were found to saturate with increasing fluence at fluences less
than 2.7 � 1024 He/m2 at 473 K. At higher temperatures, larger nano-bubbles are
able to form, suggesting a shift in the growth mechanisms, possibly from vacancy
capture to bubble coalescence. Evidence is also presented which indicates that
nano-bubble size distributions are qualitatively different for tungsten exposed to
transient heat and particle loads due edge localised modes (ELMs) in the DIII-D
tokamak, with a relatively large population of smaller (0.5–1 nm) nano-bubbles
forming in this case. This is posited to be a consequence of rapid precipitation due
to either extremely high helium concentrations during the ELM, or rapid cooling
after it.

Finally, synergistic effects between plasma composition and sample temperature
are explored to determine which factors are most relevant for hydrogen and helium
retention. Here, evidence has been found that helium ions from the plasma require a
minimum energy of 9.0 ± 1.4 eV in order to be implanted into tungsten. This was
the dominant factor governing helium retention in this experiment. On the other
hand, sample temperature is the dominant factor for hydrogen retention.
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Preface

As I make the final preparations to submit this thesis, it seems appropriate to take a
moment to reflect on the journey I have been on over the past 4 years of my Ph.D..
Like many aspiring Ph.D. candidates, I believed I was setting off on a great
intellectual pursuit, to be carried forward by my wits and ingenuity. This, I think,
was a dangerous misconception.

Within a few months of starting, the reality dawned on me that scientific dis-
covery is more a matter of grit and determination. Rather than some great new
breakthrough in the field, I seemed destined instead to produce only the most
incremental of advances, producing in years what a more senior scientist could do
in months. With my delusions of grandeur shattered, I turned my attention to
finding some hole in the existing fusion literature I could fill.

Initially, I focussed on the problem of hydrogen retention in tungsten. It is
something which has been studied widely before, but it is an important problem and
was a good exercise in local expertise building. It was also a dead-end: not because
we couldn’t get results, but because there wasn’t really much scope to build on what
was already out there (well, not quite, but that’s another story). This realisation led
me to search out for an ever wider range of techniques which could potentially
provide some new insight into damage in fusion materials.

After 18 months or so, I decided to investigate a small angle scattering technique
to look for subsurface helium nano-bubbles. I had initially dismissed the idea as I
expected that the bubbles would be too small to scatter strongly, and X-ray
attenuation in tungsten too great. However, the opportunity to perform some
scoping experiments at the Australian Synchrotron presented itself, so there was
nothing to lose. To my delight, a clear scattering pattern was produced. Thus, what
started as a haphazard stab in the dark quickly transformed into the core focus of
my Ph.D.

From there, my project was able to recover some of the grandeur I had first
envisioned in the very early days. Small angle scattering is, after all, a powerful
technique which hitherto had been inaccessible to the field. Over the next year,
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I worked almost exclusively on developing methods to reliably interpret the scat-
tering data I was taking (that, I can assure you, was not trivial), and from there I
began to organise new experiments to study nano-bubble formation in tungsten
using the unprecedented detail available via small angle scattering.

Canberra, Australia Matt Thompson
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Chapter 1
Introduction

1.1 Overview

1.1.1 Fusion and ITER

ITER, Latin for the way, is a next-step tokamak reactor presently under construction
in Cadarache in the south of France. The project is being organized as a joint
venture between China, the European Union, India, Japan, Korea, Russia, and the
United States, with an estimated cost now exceeding AU$18 billion [1]. ITER’s
goal is to push the boundaries of fusion science by achieving a total fusion power
output of 500 MW, with only 50 MW of input heating power. Once completed,
ITER will be the largest fusion device ever constructed, with an outer radius of the
vacuum vessel of 19 m and a height of 11 m [1]. The next largest tokamak, JET,
has an outer radius of 2.93 m [2].

Building a device of unprecedented scale such as ITER brings with it many
challenges. Development of ITER has been based largely on empirical scaling laws
derived from comparisons between smaller devices, in addition to extensive plasma
modelling efforts [3–5]. However, there is a great deal of uncertainty with these
calculations, particularly with respect to plasma performance after
deuterium-tritium fusion ignition [6, 7]. Interactions between the plasma and wall
material will also be of critical importance to ITER’s performance [8]. Thus, the
role of ITER will be much deeper than a technological demonstration. It will also
play an important role in advancing the world’s understanding of plasma physics,
particularly in the regimes of interest for fusion energy, and how these plasmas
behave in very large devices. Understanding plasma instabilities, which can lead to
a loss of confinement and large amounts of energy being dumped on the walls, will
be especially important [9–11].
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ITER will also serve as a test bed for new technologies which may be employed
in future reactors. For a commercially operating fusion reactor, some tritium
breeding from lithium will need to occur within the reactor. To develop this
technology, ITER will also be working with breeder blanket test modules and other
technology relating to tritium production and handling [12]. ITER will also work
entirely with liquid He cooled superconducting magnets. This brings with it its own
challenges. Global production of Nb3Sn superconducting wire for these magnets
was increased from 15 tons to 100 tons annually over the period 2008 to 2015 to
meet the demands of the ITER project [1]. As is often the case in large cutting-edge
projects, the demanding requirements have also provided new opportunities for
development of supporting technology which may have broad applications beyond
the field of fusion energy.

1.1.2 ITER Design

Figure 1.1 shows a schematic of ITER’s cross section, highlighting a number of
key components [13]. The plasma’s magnetic field configuration can be modified
by altering the currents which flow through the toroidal and poloidal supercon-
ducting magnets. Fusion of deuterium (D) and tritium (T) will occur within the
plasma core, situated roughly within the inner most magnetic contour, which will
release stored nuclear energy in the form of the kinetic energy of the resultant
neutrons (14.1 meV) and helium (He) ions (3.5 meV). Neutrons, which have no
electric charge, will pass straight out of the plasma and deposit their energy in the
beryllium (Be) first wall. He ions, on the other hand, will be charged and so will be
confined within the plasma by following the closed magnetic field lines.

Perfect confinement cannot be achieved in practice, as collisions and turbulence
within the plasma will eventually lead charged particles to drift outwards towards
the wall. To improve plasma performance and reduce heat loads on the first wall,
ITER has been designed to operate in the “divertor” magnetic field geometry [14].
Here, the magnetic field is designed such that any particles which drift outward and
cross the last closed magnetic field line will be carried down towards a specially
designed chamber in the lower part of the tokamak call the “divertor”.
Consequently the divertor, which will be made of tungsten (W), will be exposed to
the highest heat and particle fluxes within the reactor. Recombination of plasma
ions and electrons will occur predominantly within the divertor, either due to energy
loss via collisions with gas inside the divertor, or through direct collision with the
divertor walls. Once recombined, gaseous species can then be pumped out,
allowing He to be removed and unspent T to be recycled.

2 1 Introduction



1.2 Tungsten

1.2.1 The Divertor and Material Requirements

The plasma facing armour in ITER’s divertor will be subject to some of the most
extreme conditions of any system built by man. During burning plasma operation
heat fluxes of approximately 10 MW/m2 are expected [15], with sharp periodic
thermal spikes due to transient plasma instabilities. The divertor has been designed
such that ions will be neutralised before making contact with the divertor, thereby
reducing the energy with which the ions impact with the walls. Most energy is
instead dissipated through radiation. This configuration is known as a “detached
divertor” configuration [16]. In the event of reattachment, where the plasma ions
directly impinge on the first wall without first being neutralised, higher heat fluxes
may be expected. To allow for this, the ITER divertor is being designed to with-
stand heat fluxes as high as 20 MW/m2 [17].

Fig. 1.1 Schematic cross-section of the ITER tokamak highlighting selected key features. The
magnetic field can be controlled by altering the currents within the toroidal and poloidal
superconducting magnets. The tokamak will be operated with a “divertor” magnetic field
geometry, where outward drifting plasma will be carried down towards the divertor region in the
bottom (circled) where ions and electrons will undergo recombination and the resultant neutral gas
be pumped out of the reactor vessel. Reprinted from M.J. Rubel et al., Rev. Sci. Instrum. 77 (2006)
63501 with permission from AIP publishing [13]
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The sharp periodic thermal spikes caused by transient events are not the result of
“accidents” during operation, but are in fact a normal feature of high-confinement
plasma operation in a tokamak. Serious disruptions may also occur over ITER’s
lifetime, where large amounts of the stored energy of the plasma are swiftly dumped
onto the surrounding walls. Components will therefore need to perform well under
repeated thermal shocks, and across a wide range of operating temperatures.1 This
latter point is especially important as there will be a large temperature gradient
between the surface of a divertor tile and the cooling structure beneath it, not to
mention the rapid temperature ramping and cooling during start-up and shut-down
cycles.

The divertor will also be exposed to very high particle fluxes. These particles
will be predominantly D and T, with a smaller amount of He “ash”, Be (eroded
from the first wall), W (from the divertor), and other impurity species. ITER may
also be operated with pure He plasma in early stages during experiments dedicated
to understanding plasma physics within the device. As a result, W performance
under pure He is also important.

Divertor materials will also be exposed to neutron irradiation, which has several
important implications for armour materials. First of all, neutron irradiation can lead
to knock-on damage, where a collision between a neutron and W atom can transfer
significant amounts of kinetic energy from the neutron to the atom, knocking it from
its lattice position [18]. These knock-on atoms can then collide with other atoms,
knocking more out of place and leading to the generation of defect structures such as
interstitial atoms, vacancies, vacancy clusters, dislocation loops, and voids. Over
ITER’s lifetime, divertor components are expected to experience neutron knock-on
damage rates as high as 0.5 displacements per atom (dpa) [19]. That is, on average
one in two atoms will be physically displaced from its lattice site over the lifetime of
the reactor. These damage rates will be much higher in any future DEMO2 device
[20–22]. A second important effect is neutron capture and transmutation, which will
slowly change the tungsten to rhenium, and this rhenium to osmium [23, 24].
Material properties will be progressively changed over the life of the reactor through
this chemical change, and brittle secondary phases may form, which could have an
adverse impact on the mechanical properties of the divertor. Some of these trans-
mutation events will lead to the formation of radioactive isotopes, which will lead to
the progressive activation of the divertor over time. This has important implications
for reactor safety and waste disposal. Finally, neutrons will be a significant source of

1Ideally, the steady-state operating temperature of the divertor will be maintained below *1273 K
so that it remains below the recrystalisation temperature of tungsten, however, certain factors such
as the shape of and spacing between divertor tiles could have a significant effect on material
temperatures, especially near the corners and edges. The specific configuration of divertor tiles has
been a topic of significant debate amongst the ITER divertor design team.
2“DEMO” is the tentative name used to describe any hypothetical fusion program aimed at
developing a DEMOnstration electricity generating power station, and is widely understood within
the fusion community to represent the next step after ITER. DEMO is not likely to be a single
international project like ITER, but rather many separate projects run by individual countries.
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heating for all armour materials. Due to their highly penetrating nature, this heating
will occur throughout the volume of a material rather than conducting inward from
its surface. Material activation will also lead to further heating due to radioactive
decay, including when the device is not operating [25].

Presently, there are plans to replace ITER’s divertor at least once over the
machine’s operating life [26]. As ITER is a nuclear device, and radioactivity will
build up within the core, any repair or replacement must be conducted by remote
handling which complicates design considerably. Divertor components must
therefore be both highly reliable, and very precisely aligned to maximise perfor-
mance and reduce damage to components over time [27]. Any misalignment may
result in a tile receiving a much higher heat flux than it was originally designed for,
while faulty joins between tiles and their cooling structures could reduce heat flow
to the sink enough to lead to overheating of the surface. Adding to this challenge is
the sheer scale of the divertor, which will have a total surface area of 190 m2 and
will be comprised of 54 separate modular cassettes [15].

1.2.2 Physical Properties

Tungsten (see Table 1.1), is an attractive material for the divertor as it has the
highest melting point of all metals (3695 K), does not bind chemically to T
(reducing T retention), does not lead to the formation of long-lived radioisotopes
under neutron irradiation [28], and has a low sputtering rate under He and D plasma
[29]. This low sputtering rate comes about on account of tungsten’s high average
atomic mass of 183.8 amu. Sputtering is caused due to momentum transfer between
an impinging plasma ion and the stationary wall atoms, so momentum (and
therefore energy) transfer for hydrogen (H) or He ions impacting W is generally not
sufficient to overcome the bonds between W atoms. W’s low chemical reactivity
with H also eliminates chemical erosion, which can lead to significant mass loss in
carbon-based materials.

There are many drawbacks with W, however. For a start its very high melting
point makes casting materials from melt prohibitively difficult, requiring W-based
materials to be fabricated by other means; typically via powder metallurgical
processes [30]. W is also brittle at low temperatures which may increase its sus-
ceptibility to cracking during thermal cycling or other stresses induced by plasma
exposure. Above a certain temperature, known as the ductile-to-brittle transition
temperature, the ductility of W improves dramatically, but its mechanical strength is
greatly diminished. This transition temperature can be changed by altering the
microstructure or alloying W with other metals, and can range from 260 to 1223 K
depending on the fabrication method and composition [31].

Without improving the toughness and ductility of W components under its full
range of operating temperatures any plasma facing armour will need to be bonded
to a substrate of a different material. This raises many technical challenges. As any
fusion reactor component is expected to be exposed to high thermal gradients and
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severe thermal cycling, thermal expansion between the armour and substrate must
be matched, limiting the available options. These options are further constrained by
the fact that the substrate must also be a low-activation material under neutron
radiation, and must maintain its toughness and ductility after severe radiation
damage. Ideally, W itself would be used as a substrate via some method of
improving its thermo-mechanical properties.

There are several ways to achieve this. The most obvious option would be
alloying. Rhenium (Re) is known to improve W’s ductility and toughness, however
due to Re’s higher degree of neutron activation any addition of Re must be carefully
limited to ensure that the divertor can still be classified as low-level nuclear waste
after the reactor’s useful life [32]. Re is also a precious metal, making this a very
expensive option. An alternative option would be to use oxide dispersion [33–35].
In this approach, W is fabricated with oxide nano-particles dispersed into the
matrix. These are typically yttrium-titanium oxides. These nano-particles act to
anchor the corners of crystalline grains, allowing the microstructure to be opti-
mised. Smaller grains improve ductility by increasing the density of grain bound-
aries, which act as sinks for defects which are generated during deformation.

W-fibre reinforced W is another option [36]. Here, the component is fabricated
around W-fibres which have been coated in an oxide to enhance the pseudo-ductile
behaviour of the material [37, 38]. When a crack emerges, the fibres help dissipate
energy through friction as they slide against the matrix they are enclosed in rather
than allowing all energy to be dissipated through crack formation. This leads to
significantly improved fracture toughness. An alternative approach is through the
use of W laminate materials [39]. W laminates are structures consisting of many
thin foils bonded together. Individual W foils possess much greater ductility than
bulk W, as the surfaces of the foil act as sink sites for defects which are generated
during deformation. This improved ductility is preserved even in bulk materials
consisting of many conjoined foils, provided that the interfaces between these foils
can maintain their integrity.

These microstructural improvements may be compromised if the component is
exposed to a higher temperature than the recrystallization temperature for W, which
may destroy the desired microstructure through the formation of larger crystalline
grains. Components should therefore be operated at temperatures much lower than
this recrystallization temperature (the precise temperature depends on the

Table 1.1 Selected physical
properties of pure tungsten

Property Value

Atomic number 74

Atomic mass (amu) 183.8

Crystal structure Body-centred cubic

Lattice constant at 20 °C (Å) 3.1585

Density (g/cm3) 19.3

Melting point (K) 3695

Vickers hardness 3430
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microstructure). This should be the case for all components except the
plasma-facing armour. It is also important that these microstructural improvements
do not lose their benefits even under neutron irradiation, which can lead to sig-
nificant embrittlement [40].

1.2.3 Thermal Shock

Thermal shock occurs where a material is exposed to a rapid temperature rise,
which may be subsequently followed by rapid cooling. This leads to large thermal
stresses due to thermal expansion and contraction where materials have little time to
respond to these changes. Understanding the performance of W under thermal
shocks is important as plasma facing materials will be exposed to many plasma
instabilities which will deposit large amounts of energy in a very short space of
time. The most common of these events will be edge localised modes, which will
each last 0.2–0.5 ms. Larger plasma disruptions can also occur, depositing several
megajoules of energy per square metre in less than a millisecond [41].

The main consequence of thermal shocks is the formation of cracks in the W
surface. Hirai et al. [42] have observed two distinctly different types of cracking
behaviour for pre-heated W exposed to high thermal loads via electron heating to
power densities ranging from 0.15 to 0.88 GW/m2, which they referred to as major
cracks and micro-cracks. As the name implies, major cracks are wide, deep cracks
which occur as a result of the brittle nature of W. However, these disappear at
higher temperatures (>473 K before thermal shocks are applied) as the metal
becomes more ductile. Micro-cracks, on the other hand, are much narrower and
form along grain boundaries due to plastic deformation resulting from rapid thermal
expansion and subsequent contraction. At sufficiently high temperatures (*1073 K
before thermal shocks) these too disappear, most likely as a consequence of W’s
increased ductility at higher temperatures.

Other effects may also result from rapid heat loading, including enhanced ero-
sion, surface roughening, and surface melting. The effects of plasma loading on
thermal shock behaviour is also important. Wirtz et al. [41] found W pre-loaded
with H produced much denser crack networks than W without H pre-loading, which
was attributed to H embrittlement and pressure build-up within the material due to
H supersaturation. Some level of crack formation may be beneficial, as it provides a
means for the material to compensate for stresses in subsequent thermal shock
events. However, if cracking cannot fully compensate for these stresses then
damage is likely to accumulate, leading to enhanced erosion and dust formation.

As with W’s physical properties, resistance to thermal transients can be
improved through the development of advanced materials. For instance, dispersion
of titanium carbide (TiC) within the W matrix has been found to dramatically
improve performance under thermal shocks, to the point where crack formation has
been completely suppressed for base temperatures as low as room temperature [43].
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However, this process requires careful optimisation of TiC particle sizes and W
grain sizes, and development of these advanced materials is yet to be demonstrated
on an industrially relevant scale.

1.2.4 Plasma Poisoning

If an impurity atom is able to enter the core plasma and is not fully ionised,
collisions with plasma particles can excite the electrons within the atom to higher
energy levels, which will later release this energy in the form of a photon. As
photons are unaffected by the external magnetic fields they can escape from the
core, carrying their energy with them. This means that where impurities are present
the energy confinement of the plasma is reduced [44]. This energy loss is pro-
portional to the atomic number of the impurity squared. All else being equal, a
given number of W atoms (Z2 = 5476) within the plasma core will be substantially
worse than an equivalent number of carbon atoms (Z2 = 36); 152 times worse, to be
precise. The plasma tolerance for carbon may be much greater than implied by these
numbers as carbon atoms are likely to be fully ionised in the ITER plasma core, so
will have no electrons to excite. This will not be the case with W [45].

This process of impurity-driven energy losses is known as plasma poisoning,
and can lead to serious plasma instabilities if impurity levels are able to build up too
far. For W a concentration of 1 part per 100,000 is sufficient to prevent burning
plasma operation in ITER [46]. If W is to be successfully used in ITER, it will be
essential that it is not able to accumulate in the core. W accumulation will be
governed by the plasma physics within the scrape-off layer (the region outside the
last closed flux surface), pedestal (the region of high pressure gradients which
“holds up” the high pressures of the core), and core regions of the plasma more-so
than the erosion of plasma facing components. For this reason, the region of the
wall where material erosion occurs is more important for impurity build-up than the
magnitude of this erosion. In ASDEX-Upgrade, W migrating from the first wall was
responsible for most of the W accumulation in the core, despite the divertor having
an erosion rate almost an order of magnitude higher [46]. For this reason, ITER will
be using a Be (Z = 4) first wall, and W will be limited strictly to the divertor.

For the divertor the greatest potential source of W for core impurities will be dust
formation. W dust is little more than micro- or nano-scale pieces of W which have
broken off from the bulk material, which can occur via many processes such as
thermal shock-induced cracking [41], plasma-induced surface modification, arcing
[47], or droplet formation from melted surfaces [48]. As these particles are much
larger and have much greater mass than individual atoms, they are better able to
penetrate through the scrape-off layer and into the plasma core. Dust formation
would also increase the surface area within the reactor vessel, which would increase
the potential for tritium retention, and may become airborne in an accident where
the reactor vessel is breached. For these reasons, France’s nuclear regulator has
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imposed strict limits on the amount of dust formation which will be allowed in
ITER under the terms of its operating license. Dust formation must therefore be
minimised.

1.3 Helium-Induced Nanostructure Formation in W

1.3.1 He Self-Trapping and Bubble Formation

He will be an inevitable component in fusion plasma, so special attention must be
given to the influence it has on W divertor performance. He is insoluble in W, with
relatively large amounts of energy being required to insert it into an interstitial site.
Instead, He acts as a substitutional impurity by binding strongly to vacant lattice
sites [49]. If present, H will be ejected from a vacancy to accommodate an incoming
He atom. For this reason He retention is relatively insensitive to H fluence in mixed
plasma experiments [50]. By contrast, H retention is generally reduced in the
presence of He [51, 52].

Unlike H, He exhibits self-trapping, causing a strong tendency for He to cluster
[49]. As these clusters grow, many different types of nano-structures have been
observed, including nano-bubbles [53–55], surface pits [56, 57], and fine hair-like
structures, dubbed “nano-fuzz”, which grow from the surface of W under certain
conditions [58–63]. These structures are believed to be related, with He precipi-
tation into bubbles playing a key role in their formation [64–67]. Understanding the
nucleation and growth of these structures is therefore an important step in assessing
the risk that helium-induced material modification poses to the operation of a fusion
device such as ITER, and in particular, whether these nano-structures are likely to
lead to the development of tungsten dust, or provide a source of high-Z impurities
which could potentially enter the plasma core.

Experimental observation of the formation of these nano-structures is chal-
lenging, as these structures can be as small as a single He atom bound to a vacancy.
Transmission electron microscopy (TEM) [54, 67, 68] and scanning electron
microscopy (SEM) [59, 62, 69] are both powerful techniques when studying more
advanced stages of nano-structure formation, but taken by themselves cannot
provide a complete picture of the early-stage formation of these structures.

Modelling He nano-structure evolution has provided great insight into the likely
(time-dependent) evolution processes of these nano-structures. For tungsten
exposed to He plasma, He enters the material via an implantation process, where the
He ions from the plasma are accelerated across the plasma sheath and injected a
short distance below the surface. From here, He migrates via diffusion, binding with
vacancies within the material where available, forming He-vacancy complexes.
Complexes with less than 7 He atoms are relatively mobile, and are able to diffuse
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through the material and merge with other He-vacancy complexes3 [66]. Once they
reach a critical size of approximately 7–8 atoms, He-vacancy complexes are able to
relieve internal pressure through a process known as “trap mutation”, where a
tungsten atom in the surrounding matrix is knocked out of its lattice site and into an
interstitial position. This process pins the He-vacancy complexes in place, rendering
them (relatively) immobile. These structures then grow via the accumulation of
smaller, more mobile He-vacancy complexes.

The presence of crystal imperfections, such as grain boundaries, has a dramatic
effect on nano-bubble growth. For instance, Sefta et al. [66] found that introducing
a grain boundary to their model significantly reduced the size of nano-bubbles
which formed in their models. This effect was attributed to He trapping along the
grain boundary, leading to the nucleation of a larger number of smaller structures.

The nano-bubbles themselves are not spherical. Molecular dynamics simulations
by Smirnov et al. [64] found that He nano-bubbles grow as irregular polygons, with
faces lying parallel to crystallographic planes with low Miller indices and edges
lying parallel to the <111> directions. Dislocation loops formed in the vicinity of
these bubbles, which in turn guided new He atoms towards the vertices of the
bubble, promoting anisotropic growth.

These dynamics are very sensitive to the temperature of the material in question.
Miyamoto et al. [68] provided an excellent demonstration of this in an in situ TEM
experiment, where thin tungsten samples were exposed to a 3 keV He ion beam
while being simultaneously imaged by TEM. For sample temperatures up to
1073 K, nano-bubble diameters appeared to saturate at around 1–2 nm (Fig. 1.2).
However, at 1273 K nano-bubbles continued to grow with increasing He fluence,
while the density of nano-bubbles actually declined. This experiment indicates that
nano-bubbles larger than 1–2 nm grow via agglomeration of smaller bubbles, and
demonstrates that even relatively large nano-bubbles are mobile at 1273 K.

1.3.2 Nano-fuzz and Dust Formation

The formation of “nano-fuzz” is of particular interest to the fusion materials
research community, as it is not yet clear what impact this structure may have on
the performance of tungsten-based materials. Nano-fuzz is observed to occur only
in tungsten between *1000 and *2000 K, where the energy of the He ion being
implanted into the material exceeds 20–30 eV [70]. This behaviour is summarised
in Fig. 1.3.

3These numbers should be seen as indicative of behaviour, rather than definitive. Real material
systems are considerably more complex than the idealised model systems used for computer
simulations of material behaviour.
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Kajita et al. [67, 70] have suggested that nano-fuzz may form as a consequence
of nano-bubbles rising to the surface and bursting, where the long, thin structures
which form are the product of many repeated bubble growth and bursting cycles.
This hypothesis was supported by TEM images which appear to show large helium
nano-bubbles growing at the base of the fuzz-like structure, and in different stages
of bursting. This view has been supported by a number of molecular dynamics
models [66, 71], which at the very least demonstrate that this mechanism is

Fig. 1.2 Results from
Miyamoto et al.’s [68] in situ
TEM study, showing the
effect of sample temperature
and He ion fluence on the
number density and size of He
nano-bubbles in W. Used with
permission

Fig. 1.3 Summary of the
conditions under which
nano-bubbles and nano-fuzz
have been observed in W, as
presented in [70]. Closed
shapes indicate experiments
where nano-fuzz formation
was observed. Used with
permission
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plausible.4 Nano-bubbles are also frequently observed within the thin hairs of the
tungsten fuzz itself [70].

Importantly, W loss need not occur as bubbles rupture [71], so nano-fuzz for-
mation does not necessarily need to correspond to an increased rate of material
erosion. In fact, Nishijima et al. [72] have actually noted a significant reduction in
the sputtering rate of “fuzzy” tungsten surfaces under Ar exposure, which could
reduce W sputtering by up to a factor of 10 for surfaces completely covered in
nano-fuzz. This advantage may be offset by potentially higher rates of material loss
during the transient high heat loads which will occur in ITER. For instance, sim-
ulations of these high transient heat loads with sub-millisecond laser pulses has
produced melting in the outer surface of the nano-fuzz, most likely as a conse-
quence of the lower thermal conductivity of the fuzz layer [73]. More concerning is
the possibility of unipolar arcing occurring within the material, which would ablate
material, enhancing erosion and introducing a potential source of high-Z impurities
for the plasma. Arcing on nano-fuzz covered surfaces and its associated material
loss has been demonstrated for laser-irradiated tungsten [74, 75], demonstrating the
importance of developing a better understanding of He-induced nanostructure.

1.3.3 Influence of He on H Retention

Even without the formation of nano-fuzz, He induced changes in W could still have
a significant impact on the performance of a fusion device such as ITER. In par-
ticular, the presence of He is known to have a significant impact on H retention.
This is an important issue for ITER, as there are strict limits on the amount of
tritium which may be retained within the device.

Interactions between H and He in tungsten are complicated, and are sensitive to
the material temperature and the nature of the nano-structures which have devel-
oped. H and He are able to migrate via interstitial sites, however, this is a relatively
high-energy state. Consequently, most retention occurs due to H or He binding with
vacancy clusters, or in the case of larger voids or bubbles, the precipitation of a
gaseous phase. As mentioned, He binds much more strongly to vacancies than H,
and can kick out a H atom from a vacancy site [49]. As a result, He retention tends
to increase as a function of He fluence, independent of the H concentration in the
material. H, on the other hand, does not self-trap, so its retention within W depends
on the availability of vacancies and other defect sites where H atoms can bind to. In
the absence of trapping sites, excess H and He will eventually escape through the
sample surface.

4That being said, surface diffusion may also play an important role in fuzz formation. I would
encourage readers to familiarise themselves with the work of Martynenko and Nagel’ [90] which
presents an alternative view on how surface diffusion could be the driver behind fuzz formation.
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In a room temperature experiment, Hino et al. [76] found that pre-irradiation of
W with He prior to H exposure had little effect on the total H retention, but
dramatically changed the way in which H was being trapped. Thermal desorption
spectroscopy revealed that when He was present H was being shifted to
lower-energy traps. This meant that H would be mostly released from trapping sites
within the material at only 473 K, rather than 673 K for W without He. As a result,
in any experiment performed above 473 K, one may expect thermal de-trapping to
allow most hydrogen to escape from the material. This may be explained by the
molecular dynamics modelling work of Juslin and Wirth [77], who found that
where He bubbles are present H is bound in the first few W atomic layers sur-
rounding the bubble, while being excluded from the inside of the bubble itself.

Nano-bubbles are expected to play an important role in H retention in
He-exposed W. In a study by Nishijima et al. [78], W samples were pre-exposed to
He plasma with material temperatures of 700 and 1600 K, before being exposed to
D plasma at 550 K. Here, the 700 K He pre-exposed sample showed reduced D
retention relative to a reference sample which had only been exposed to D plasma,
while the 1600 K pre-exposed sample showed a six-fold increase in D retention
compared to the reference sample. This dramatic increase in D retention for the
1600 K sample was attributed to the formation of micrometer-scale bubbles beneath
the surface. As this example demonstrates, understanding the mechanisms which
drive H retention is essential in order to understand why He is observed to both
increase [52, 79], and decrease [80, 81] H retention.

In addition to temperature effects, He fluence also has a complex influence on H
retention in W. Nobuta et al. [82] found that T retention increased with He
pre-irradiation fluence up to 1017 He/cm2, before declining at higher He fluences.
This effect is believed to result from changes to the W microstructure at higher He
fluence. Specifically, as He fluence increases, nano-bubbles precipitate from the
matrix and generate stress-fields within the material. Eventually, these stresses lead
to the formation of a network micro-cracks extending some distance into the
material, which provide additional pathways for H to escape [55], and significantly
reduce H diffusion into the bulk [80, 83].

1.3.4 The Importance of Statistically Significant Empirical
Validation of Computational Models

Modelling efforts are essential in order to gauge the likely effects of accumulated
damage over the lifetime of a fusion reactor. One of the challenges in modelling
fusion reactor first wall materials is that changes can occur over a very wide range of
scales—from femtoseconds to years, nanometres to metres. No single modelling
technique can effectively cover such a wide range of conditions. Instead, researchers
can chain modelling techniques that are better suited to different temporal or spatial
scales together in an approach known as “multi-scale modelling” [84].
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One of the drawbacks of a modelling approach to materials research is that errors
within the model can accumulate. This is especially the case for multi-scale models,
where higher scale models require information from smaller-scale models as input.
The “chain” of models is therefore only as strong as its weakest link. Robust
empirical validation of models is therefore essential.

Nano-bubble nucleation, migration and growth are ongoing, dynamic processes
and cannot be considered in isolation. However, the scales required to model these
processes differ by many orders of magnitude, necessitating several different linked
models in a multi-scale approach. Migration of small H–He clusters [85] and
nucleation of bubbles [86] occurs on a nm/ns scale, and is well-suited for study with
molecular dynamics simulations. On the other hand, bubble migration and coa-
lescence occur on a scale of mm/minutes (or larger/longer), making Kinetic Monte
Carlo methods more appropriate [87]. For a full-scale divertor simulation, a m/year
scale would be required, thereby necessitating higher and higher scale models [84].

To have any confidence in these higher-scale models, one must be able to verify
that the initial parameters from the smaller-scale models are valid. Thus, these
models must be able to make quantitative predictions about the behaviour of
bubbles (for instance) that can be tested empirically. To date, most quantitative
experimental work has focussed on measuring H or He retention through either ion
beam techniques (such as [88]) or thermal desorption spectroscopy (e.g. [89]). As
nano-bubbles themselves occur below the surface, they have primarily been studied
via Transmission Electron Microscopy (TEM). TEM, insofar as it is relevant to this
thesis, is discussed in more detail in Sect. 2.1.1. To summarise briefly here, TEM is
a technique that excels at studying fine details of individual features, but is poorly
suited for the study of entire populations of nano-bubbles.

Growth processes such as those behind nano-bubble formation are stochastic in
nature, so population level studies are essential in order to validate nucleation and
growth models. To fill this gap within the field, the author has developed Grazing
Incidence Small Angle X-day Scattering (GISAXS) as a new method of obtaining
population-level statistically significant information about nano-bubbles, including
their (average) shapes, size distributions, and depth distributions. Competing
computational models that make different assumptions about bubble growth pro-
cesses can be tested against this new suite of empirical information, allowing
researchers to form objective judgements about the effectiveness of these different
models. This process will be essential in linking the molecular dynamics nm/ns
scale of bubble nucleation to the larger mm/minute scale more relevant for bubble
coalescence processes, which in turn can be linked to the truly macroscopic m/year
scale of materials engineering.
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1.4 Thesis Outline

The work described within this thesis is concerned primarily with the formation of
nano-scale structures in W exposed to He or mixed H/He plasma. To achieve this,
the synchrotron based technique GISAXS has been applied to the study of fusion
materials for the first time. This pioneering work represents the single most sig-
nificant contribution the author has made to the field of fusion materials at the time
of submission, and is the main focus of this document.

Chapter 2 introduces the GISAXS technique and its use to study nano-bubble
formation in W, and provides a detailed description of the scattering model and
fitting algorithm which was used for GISAXS pattern analysis. This model is then
benchmarked against TEM data in Chap. 3, demonstrating excellent agreement
between these two very different techniques. In Chaps. 4 and 5 GISAXS is then
applied to the study of nano-bubble formation in W under varying plasma fluence
and temperature (respectively).

Chapter 6 then shifts focus to the broader problem of synergistic effects of
temperature, plasma composition, and radiation damage on H and He retention in
W, and nano-structure formation. Here, GISAXS is used to determine whether
nano-bubbles are present, and estimate their sizes where they are. The key findings
of this thesis are then presented in Chap. 7, along with a brief discussion of how
this work has contributed to the field of fusion materials research.
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Chapter 2
Developing a GISAXS Model to Enable
Study of Nano-bubble Formation

2.1 The Case for Grazing-Incidence Small Angle X-ray
Scattering (GISAXS)

2.1.1 Limitations of TEM as a Tool to Study
Nano-structures in W

Materials scientists have access to a wide range of characterisation techniques, each
with their own strengths and shortcomings. Thus, to understand why GISAXS is
important to future fusion materials research, it is instructive to first review the role
of TEM in this field.

Much of the present understanding of He-induced nano-structure formation in W
has come from detailed TEM studies; whether it be the experimental evidence for
bubble bursting driving nano-fuzz growth shown by Kajita et al. [1], or the
nano-scale crack networks observed by Miyamoto et al. [2] which inhibit H dif-
fusion into the bulk. Considering the critical role that TEM plays in many areas of
material science, it is worth taking a moment to consider what the technique
actually does. Given the extraordinary depth and breadth of TEM, it would be well
beyond the scope of this thesis to discuss the technique in any great detail. For the
sake of brevity, this discussion will focus mostly on the shortcomings of the
technique which are most relevant to the latter part of this chapter. For a more
comprehensive overview of the technique, readers are referred to the outstanding
text by Williams and Carter [3].

TEM is performed by passing a highly coherent electron beam through a sample,
as summarised in Fig. 2.1. A well-focussed electron beam scatters from the sample
and then is focused into a high-magnification image in the imaging plane of the
instrument via a series of electromagnetic lenses. By using high energy electrons
(typically >30 keV), the resolution limits imposed by the electron wavelength can
be minimised. Generally, resolution is not limited by diffraction. As electrons must
be able to pass through the sample, the sample itself must be made thin enough to
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be transparent to electrons. This typically means up to a few hundred nanometres
thick at most. To reduce multiple scattering of electrons within the sample, which
reduces image quality, samples should ideally be made as thin as possible.

This presents two challenges. First of all, the process of thinning a bulk sample
to nano-scale thicknesses is time-consuming, and one must be careful that the
methods used do not introduce artefacts which may affect the structures the
researcher is studying. One must also be mindful of the fact that surface effects are
likely to be much more significant in thin samples than bulk ones. The other
challenge is that this process requires one to cut their sample, damaging it and
making it unsuitable for further study with many other techniques. One common
method for preparing W samples for TEM is to cut a cross-sectional TEM specimen
from the sample of interest using a focused-ion beam (FIB). Samples are typically
no more than a few millimetres wide.

The actual volume imaged in a typical TEM study is very small, and will
generally be smaller the higher the magnification required. TEM is therefore at its
best when used to study fine details in small regions of a sample, but does suffer
from sampling limitations. If generalizations about large volumes of the sample are
required, one must be careful to prepare many specimens from different regions of
the sample. For instance, grain boundaries act as defect sinks, so bubble growth in
these regions is likely to differ substantially from other parts of the sample. Grain
orientation is also known to have a significant influence on He-induced nanos-
tructure formation [4]. Accounting for these differences may be difficult in practice.
A proper statistical analysis should then be performed, to provide some indication
of the sampling limitations.

An excellent demonstration of TEM is the study performed by Miyamoto et al.
[5], which describes a systematic investigation designed to determine how

Fig. 2.1 Simplified
schematic of a TEM operating
in bright field imaging mode.
Electrons are generated by an
electron gun at the top of the
column before being focussed
into a small beam in the
sample plane by the
condenser lens. Electrons are
then forward scattered from
the sample and focussed onto
a screen by the objective and
projector lenses. Apertures are
used to control beam intensity
and reduce imaging defects
such as spherical aberration
from imperfect lenses
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temperature affects the formation of He nano-bubbles in tungsten, and includes a
detailed in situ experiment where W was irradiated with a He ion beam under TEM.
In this paper, the authors present a dozen or so TEM micrographs from different
samples which have been exposed to He plasma at different temperatures, and under
different plasma fluences (see Fig. 2.2 for examples). This would have been a very
time-intensive process, with data taken from only a small part of the
plasma-exposed surface. Average nano-bubble diameters were estimated, but no
attempt was made to describe their size distributions. A comprehensive study of this
nature is a valuable contribution to the field of fusion materials research, but ulti-
mately suffers from the sampling limitations of TEM.

Small-angle scattering (SAS) techniques are much better suited to studying
sample-wide properties such as nano-bubble size distributions as much larger
volumes can be probed, allowing one to gain information on millions of structures
simultaneously. In these techniques, a scattering pattern is produced from either
neutrons or X-rays which are incident on the sample. Unlike conventional X-ray or
neutron diffraction, which are used to study the spacing and arrangement of indi-
vidual atoms, SAS focusses on studying the properties of larger structures, hence
scattering occurs at smaller angles. As He nano-bubbles in W occur within tens or
hundreds of nanometres from the sample surface, SAS experiments are best per-
formed in a grazing incidence to maximise the path length of the X-rays or neutrons
within the volume in which bubbles are present. In particular, grazing incidence

Fig. 2.2 Bright-field TEM images taken by Miyamoto et al. [5] showing nano-bubble formation
in W for samples exposed to in situ He ion implantation for sample temperatures of 293, 773,
1073, and 1273 K. Qualitative differences are readily apparent between samples, but difficult to
quantify. Used with permission

2.1 The Case for Grazing-Incidence Small Angle … 25



small-angle X-ray scattering has been found to be well-suited to studying this
problem, and is a powerful, non-destructive alternative to the use of TEM to study
He nano-bubble size distributions in W.

2.1.2 GISAXS Overview

Grazing Incidence Small Angle X-ray Scattering (GISAXS) works by illuminating
a material with a highly collimated, monochromatic X-ray beam, then measuring
the diffracted intensity at small angles opposite the incident beam. X-rays scatter
from electrons, both free and bound, and so for scattering to occur there must be
some fluctuation in the electron density within the material. It does not matter
whether the fluctuation in electron density is lower, such as a void, or higher, due to
a high density inclusion, both particles will produce identical scattering patterns.
This phenomenon is known as Babinet’s principle [6], and is widely employed in
the field of small angle scattering. For He nano-bubbles in W, the electron density is
much lower in the bubble than in the matrix, so one would expect some scattering
to occur for this system.

GISAXS was originally developed as a tool to study thin polymer films [7], and
is now used to study a wide range of material systems including thin films [8, 9],
interfaces [10], surface and sub-surface nano-structures [11], and in situ
nano-structure growth [12]. Standard small angle scattering techniques use a
transmission geometry. If samples are not sufficiently thick scattering can be weak,
which makes measurement difficult. By aligning the sample such that the incident
X-ray beam strikes the sample at a grazing angle, the X-ray path length within the
material can be increased, leading to much stronger scattering. This scattering
intensity can be further increased by depositing the film on a substrate with a lower
index of refraction to allow total external reflection at the interface at low angles.

Modifying the incidence angle can also be used to change the depth sensitivity
of the measurement [13]. At smaller angles (from sample surface), the X-ray beam
must pass through more material to reach the same depth as an X-ray beam incident
at a higher angle. For features buried beneath the sample surface one can select an
incident angle that provides good X-ray illumination of the features of interest,
while excluding the bulk signal below. He nano-bubble formation in W occurs
predominantly within a few tens of nanometres from the material surface. By using
incident X-rays at grazing incidence scattering from this region can be maximised,
with minimal interference from bulk scattering.

The use of grazing incidence angles brings with it its own challenges. The
incident X-ray beam must be highly collimated to reduce the angular deviation of
the X-ray beam. W absorbs X-rays strongly, so the X-ray source must be very
intense to compensate (interestingly, polymers have the opposite problem: weak
scattering means higher intensities are required to compensate). And one must be
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careful to avoid X-ray absorption edges, which can lead to X-ray fluorescence and
much stronger absorption. These conditions are best achieved with a synchrotron
light source.

2.1.3 GISAXS Beamline Setup

All GISAXS measurements described in this thesis were performed at the
Australian Synchrotron (AS) on the SAXS/WAXS beamline. In a synchrotron, high
energy electrons are confined in a polygonal “storage ring”. To maximise the
intensity of radiation coming into the SAXS/WAXS beamline electrons are passed
through an “undulator” which is inserted into the storage ring. In the undulator, the
electrons are forced to oscillate by a periodic magnetic structure, which causes the
electron to emit highly collimated synchrotron radiation during each oscillation.
This radiation is composed of X-rays of the characteristic frequency of the undu-
lator, along with its higher harmonics [14]. A synchrotron X-ray beam can also be
generated simply from the bending magnets used at each corner of the storage ring,
however, the X-rays would be less collimated and the intensity generated by this
set-up would be much lower.

Figure 2.3 shows a simplified schematic of a GISAXS synchrotron beamline.
Monochromatic X-rays are required for GISAXS measurements, so the polychro-
matic radiation from the undulator must first be passed through a monochromator.
For the AS SAXS/WAXS beamline a double crystal monochromator is used, which
allows one to select any wavelength for an experiment. After this, the X-ray beam is
then collimated using a series of slits to reduce the beam divergence. To minimise
scattering from X-ray collisions with air molecules, both the X-ray optical com-
ponents and detector are kept under vacuum, with only the sample holder exposed
to atmosphere. Kapton windows are used to allow X-rays to pass from regions of
vacuum to atmosphere. Kapton is a polymide film composed of the chemical ele-
ments H, C, N and O, and is used for the low atomic numbers of its constituent
elements and for the fact that it can be fabricated into strong yet very thin sheets.
These features mean fewer electrons are available to scatter X-rays as they pass
through the windows.

Samples are mounted on a motorised sample stage. To align a sample, it is first
raised into the X-ray beam until the X-ray intensity is reduced by half. The sample is
then rotated to maximise the X-ray intensity, before being raised once more into the
beam from below. This process is outlined in Fig. 2.4, and ensures that the sample
surface lies parallel to the incident X-ray beam for a nominal incident angle of 0°.

After scattering from the sample, X-rays pass through a second kapton window
into the detector chamber. The detector, a Dectris—Pilatus 1 M 2D CCD array, is
mounted on a moveable stage, allowing one to adjust the sample-detector distance.
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This distance is known as the “camera length”, and can be adjusted to measure
X-ray scattering at different angular ranges. To compensate for gaps between CCD
modules in the detector, for each scattering pattern three X-ray exposures are
performed where the detector is translated diagonally between each exposure
(Fig. 2.5).

Fig. 2.3 Schematic of a synchrotron GISAXS beamline. High-intensity synchrotron radiation is
generated by forcing electrons to oscillate by passing them through a periodic magnetic structure
known as an “undulator” (a), before unwanted wavelengths are filtered out with a monochromators
(b). The beam is then collimated to reduce beam divergence (c). A thin kapton window (d) is used
to separate these optical components from the sample stage (e) to reduce stray scattering. Scattered
X-rays pass through a second kapton window (f) towards the detector (g), which is also held under
vacuum. The camera length (h), L, is the distance from the sample to the detector, and can be
adjusted to probe different size features

Fig. 2.4 Illustration of the GISAXS sample alignment procedure. a Samples are first raised into
the X-ray beam at a nominal incident angle of 0° until the intensity is reduced by half. b Next, they
are rotated until the beam intensity is maximised, ensuring the surface lies parallel to the X-ray
beam. c Finally, the sample is raised once more into the beam until the intensity is reduced by half
again
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2.2 Building a GISAXS Model to Facilitate Analysis of He
Nano-bubble Formation

2.2.1 Model Overview

X-ray scattering occurs primarily from electrons, so X-ray scattering patterns form
as a consequence of electron density fluctuations within a material. For He-filled
nano-bubbles in W, the electron density in the bubbles is obviously much lower
than that in the W matrix, so strong scattering can occur. One of the challenges with
X-ray scattering techniques is that there may be many potential structures in a
material which can produce a given scattering pattern. At the detector, scattered
X-rays have both a definite change in direction and phase relative to the incident
beam. However, X-ray detectors are only able to measure the number of X-rays
which strike them (i.e. intensity); all phase information is lost.1 This means that
real-space information about structures in the material must be reconstructed from
incomplete information.

Due to this loss of information, real-space structures cannot be reconstructed
from an inverse Fourier transform of the scattering pattern. Instead, accurate
determination of the sizes/shapes of diffracting particles is best done by fitting a
model to the experimental data. Making an appropriate choice of particle model is
thus essential. In practice, one generally has some idea about what structures are
present within a material. In the current case nano-bubbles in tungsten are the
structures of interest. A good starting point would be to model scattering from
spherical particles, which could later be generalised to spheroidal or ellipsoidal
particles. Obviously, when looking at a scattering pattern with 1,000,000+
diffracting particles the model will never be truly representative of all of them, but

Fig. 2.5 Three X-ray scattering patterns are taken for each measurement (a–c) which are then
combined into a single image (d) for analysis. These images show the natural log of the raw data.
qy and qz are defined in Eq. 2.12

1This isn’t strictly true. It is possible to reconstruct phase information form scattered X-rays using
a technique known as phase contrast imaging. While not relevant to this thesis, the interested
reader is referred to a discussion of the technique in Ref. [15].
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some quick generalisations can be sufficient to produce a solid approximation. In a
sense, one can model the “average” properties of the particles, rather than their
individual natures.

The remainder of this chapter aims to provide a concise overview of the
GISAXS model which was developed to facilitate the work described in the sub-
sequent chapters of this thesis. In addition, it is hoped that this section will be of use
to others who are starting out with small-angle scattering techniques, and in par-
ticular those who may be contemplating writing fitting software of their own.

2.2.2 X-ray Propagation Through Materials

For photon energies above *30 eV, the optical properties of materials can be
described in terms of atomic scattering factors. In particular, the refractive index n is
given by [16]:

n ¼ 1� re
2p

k2
X
i

Nifi 0;Eð Þ ð2:1Þ

where re is the classical electron radius, k the X-ray wavelength, Ni the number of
atoms of type i per unit volume, and fi 0;Eð Þ the atomic scattering factor in the
forward direction2 for atoms of type i. E emphasises the energy (equivalently,
wavelength) dependence of the function. f 0;Eð Þ is complex, and can be expressed
in terms of its real and imaginary components as:

f 0;Eð Þ ¼ f0 0ð Þþ f1 Eð Þþ if2 Eð Þ ð2:2Þ

The imaginary component, f2, comes about due to photo-absorption within the
material, and is proportional to the absorption cross-section of the material, ra:

f2 Eð Þ ¼ ra
2rek

ð2:3Þ

Note that the absorption cross-section itself varies with photon energy. f0 0ð Þ is
approximately equal to the atomic number, Z, minus a small relativistic correction
factor:

f0 0ð Þ � Z� ¼ Z � Z=82:5ð Þ2:37 ð2:4Þ

In the absence of absorption, f1 Eð Þ ¼ 0. In this case, the sum
P

i Nifi 0;Eð Þ is
approximately equal to the electron density [17]. As W has a relatively high atomic
number (Z = 74), the binding energies of inner electrons are on the order of tens of

2This is the direction where the scattering vector, q = 0, hence the 0. q is defined in Eq. 2.12.
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keV, so absorption effects cannot be ignored except at very high X-ray energies (i.e.
much higher than the binding energies of the material’s innermost electrons).
Where absorption effects cannot be neglected, f1 Eð Þ can be calculated from f2 Eð Þ
using the Kramers-Kronig mathematical relations, giving:

f1 Eð Þ ¼ 1
prehc

Z 1

0

E02ra E0ð Þ
E2 � E02 dE

0 ð2:5Þ

Here, h is Planck’s constant, c is the speed of light, and E is the energy of the
photon. Figure 2.6 shows the atomic scattering factors for W for X-ray energies of
interest to GISAXS at the Australian Synchrotron [18]. At the ionisation energies of
inner electron orbitals, sharp changes in both f1 Eð Þ and f2 Eð Þ can be seen, which
come about due to increased photoelectric absorption at these energies.

The refractive index can alternatively be re-written in terms of its real and
imaginary contributions as:

n ¼ 1� d� ib ð2:6Þ

where:

d ¼ re
2p

k2
X
i

Ni f0;i 0ð Þþ f1;i Eð Þ� � ð2:7Þ

b ¼ re
2p

k2
X
i

Nif2;i Eð Þ ð2:8Þ

This notation is useful, as the real part, d, governs refraction within the material,
while the imaginary part, b, governs attenuation. For 10 keV k ¼ 1:24Å

� �
X-rays

in W, d ¼ 2:79� 10�5, and b ¼ 1:78� 10�6 [19]. The linear attenuation factor of
the material, l, can be readily calculated from b by [20]:

l ¼ 4pb=k ð2:9Þ

As the refractive index is somewhat less than 1, an X-ray may be totally
externally reflected if it is incident below the critical angle for the vacuum-material
(or atmosphere-material) interface. For X-rays incident from vacuum (n = 1), the
critical angle, ac, is:

ac ¼
ffiffiffiffiffi
2d

p
ð2:10Þ

Even where total external reflection does occur, an evanescent wave is able to
penetrate a short distance beneath the surface of the material, so scattering from
sub-surface features is still possible for X-rays incident below the critical angle.
However, the shallow depth of this wave would require any diffracting particle to be
very close to the sample surface. Consequently, by using X-rays which are incident
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at an angle below the critical angle, one would produce scattering almost exclu-
sively from the near-surface region of the material.

2.2.3 The GISAXS “Master Equation”

For monochromatic X-rays incident on a flat surface the diffracted intensity from
uniform particles suspended beneath the surface at any point in the detector plane is
given by [21]:

I / T aið Þj j2 T af
� ��� ��2V2 F q0ð Þj j2 S q0ð Þj jA ai; af

� � ð2:11Þ

Each of the individual elements of this equation will be described in detail in the
subsequent sections, including the mathematics used in the GISAXS model
developed for pattern fitting. In short, T aið Þ and T af

� �
are the Fresnel transmission

coefficients for incident and emergent X-rays, respectively, V the scattering parti-
cles’ volume, F q0ð Þ is the scattering particles’ form factor, S q0ð Þ is their structure
factor, and A ai; af

� �
is an attenuation factor to account for intensity loss of X-rays

as they travel through the material. ai and af are the incident and emergent angles
the X-rays make with the plane of the sample surface. q0 is the scattering vector
within the medium. This quantity will be described shortly. Throughout this thesis,
the prime symbol will be used to indicate a quantity within the material matrix,
while the absence of this symbol indicates a value in vacuum. These various angles
are illustrated in Fig. 2.7.

For the incident and scattered X-rays, we can define wavevectors ki and kf

which are aligned with their respective X-ray and have a magnitude 2p=k (see
Fig. 2.7). Outside the material the scattering vector q is given by the difference

Fig. 2.6 a real and b imaginary components of the atomic scattering factor for W between 5 and
20 keV. At energies corresponding to the binding energies of inner electron orbitals sharp changes
in the scattering factor are observed. Figure generated from data obtained from [18]
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between the scattered and incident wavevectors. For scattering at small angles the
x-components of each wavevector are approximately equal (i.e. qx ¼ k f

x � kix � 0Þ,
allowing q to be approximated as:

q ¼ kf � ki ¼ qy
qz

� �
¼ 2p

k
sin 2hf

� �
cos af

� �
sin af

� �þ sin aið Þ
� �

ð2:12Þ

Here, 2hf (rather than hf
�
is the azimuthal angle of the emergent X-ray, in line with

the conventions used in Bragg scattering. The incident X-ray is assumed to lie in the
x-z plane, so 2hi ¼ 0. In Eq. 2.11 the scattering vector in the medium q0, not the
scattering vector in vacuum q, is needed. This can be determined by accounting for
refraction, and is given by (see Sect. 2.2.2):

q0 ¼ 2p
k

sin 2hf
� �

cos af
� �ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 � cos2 af
� �q

þ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � cos2 aið Þp

" #
ð2:13Þ

2.2.4 Transmission Factors: T(ai) and T(af)

As the name implies, the transmission factors account for how much of the incident
and scattered X-ray beam are transmitted into or out of the material. They are
simply the Fresnel transmission coefficients for the X-ray-material system and are
given by:

T ai;f
� � ¼ 2ki;fz

ki;fz þ k0i;fz
ð2:14Þ

kiz ¼ � sin aið Þ ð2:15Þ

Fig. 2.7 Naming
conventions for axes, angles
and vectors in GISAXS are
shown [22]. The direction of
the y-axis is out of the page.
Used with permission
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k f
z ¼ sin af

� � ð2:16Þ

k0iz ¼ �n sin a0i
� � ð2:17Þ

k0fz ¼ n sin a0f
� 	

ð2:18Þ

Here, a0i;f is the incident or emergent angle within the medium. a0i can be
expressed in terms of ai as follows:

k0iz ¼ �n sin a0i
� � ¼ �

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � n2cos2 a0ið Þ

q
ð2:19Þ

For angles measured from the plane of the sample, Snell’s law is given by:

n1 cos h1ð Þ ¼ n2 cos h2ð Þ ð2:20Þ

For the vacuum-tungsten interface this gives:

cos aið Þ ¼ n cos a0i
� � ð2:21Þ

Substituting 2.21 into 2.19:

k0iz ¼ �
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
n2 � cos2 aið Þ

p
ð2:22Þ

Then, substituting 2.15 and 2.22 into 2.14:

T aið Þ ¼ 2 sin aið Þ
sin aið Þþ ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

n2 � cos2 aið Þp ð2:23Þ

A similar expression can readily be found for T af
� �

. These Fresnel transmission
coefficients are most significant at low angles. T af

� �
is responsible for strong

scattering in the so-called Yoneda peak at an angle af ¼
ffiffiffiffiffi
2d

p
.

2.2.5 Form Factor and Volume: F(q′) and V

The form factor, F q0ð Þ, comes about as a consequence of scattering due to the shape
of individual particles, and is strongly influenced by the particle size and shape. The
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form factor can be calculated by integrating over the volume of the particle, then
dividing by the volume of the particle3:

F qð Þ ¼

ZZZ
Dqe p x; y; zð Þð Þeiq:p x;y;zð Þdx dy dz

Vparticle
ð2:24Þ

Where p x; y; zð Þ is any point within the volume of the scattering particle, and
Dqe p x; y; zð Þð Þ is the difference between the electron density of the particle and that
of the surrounding matrix at point p. As Eq. 2.11 requires the product of the form
factor and volume, one could just as well multiply Eq. 2.24 by the volume of the
particle to eliminate the denominator. For particles with a constant electron density,
the Dqe p x; y; zð Þð Þ term may also be omitted.

In general, form factors can only be solved analytically if there are special
symmetrical relationships which one can take advantage of. By way of example, I
will demonstrate the process by solving the form factor of a cube of constant
electron density with side length 2R, centred at the origin with its edges running
parallel to the x, y, and z-axes:

FCubeVCube ¼
ZZZ 1

�1
eiq:p x;y;zð Þdx dy dz ð2:25Þ

FCubeVCube ¼
Z R

�R
eixqxdx

Z R

�R
eiyqydy

Z R

�R
eizqzdz ð2:26Þ

Each of the integrals is of the same form, so solving for
R R
�R e

ixqxdx:

Fx;Cube ¼
Z R

�R
eixqxdx ð2:27Þ

Fx;Cube ¼ 1
iqx

eiRqx � 1
iqx

e�iRqx ð2:28Þ

Fx;Cube ¼ 2 sin qxRð Þ
qx

ð2:29Þ

3Strictly speaking the form factor is defined without reference to the electron density; i.e.

F qð Þ ¼

ZZZ
eiq:p x;y;zð Þdx dy dz

Vparticle

This is more a matter of convention than physics. In practice, if a particle’s electron density is
non-uniform, Eq. 2.24 can be substituted for the form factor.
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The full form factor is thus:

FCubeVCube ¼ 8
sin qxRð Þ

qx

sin qyR
� �
qy

sin qzRð Þ
qz

ð2:30Þ

Alternatively, this could be expressed purely in terms of the form factor by
removing the volume of the cube; VCube ¼ 8R3:

FCube ¼ sin qxRð Þ
qxR

sin qyR
� �
qyR

sin qzRð Þ
qzR

ð2:31Þ

If these cubes were randomly orientated within the material, one could then
integrate this expression over all possible orientations of the cube.

For He nano-bubbles in W a spherical model is more appropriate. For perfect
spheres, the form factor is given by [23]:

FSphere q0ð Þ ¼ 3
sin q0j jRð Þ � q0j jR cos q0j jRð Þ

q0j jRð Þ3 ð2:32Þ

q0j j ¼
ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q02x þ q02y þ q02z

q
ð2:33Þ

VSphere ¼ 4
3
pR3 ð2:34Þ

In practice, it is known that He nano-bubbles are not perfectly spherical [22].
However, even if the nano-bubbles are ellipsoidal a spherical model would provide
a very good approximation if these ellipsoids were randomly orientated. W exposed
to He plasma should be isotropic in the x–y plane. However, any concentration
gradient with depth, and even the presence of the surface itself, introduces aniso-
tropy along the z-direction. To account for this, and any preferred orientation this
may lead to, the spherical form factor above can be generalised to that of a spheroid
with its axis of rotational symmetry aligned along the z-axis, as shown as Fig. 2.8.
For a spheroid with a height/width ratio �, an effective radius R/ can be calculated
for any value of q0 by:

R/ ¼ Rxy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
sin2 /ð Þþ �2cos2 /ð Þ

q
ð2:35Þ

Where Rxy is the radius of the spheroid in the x-y plane, and / is the angle the

scattering vector q0 makes with the z-axis. Noting that sin2 /ð Þ ¼ q2x þ q2y
q0j j2 and

cos2 /ð Þ ¼ q2z
q0j j2, the product q0j jR/ can be simplified to:

q0j jR/ ¼ Rxy

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
q2x þ q2y þ �2q2z

q
ð2:36Þ

The form factor for such a spheroid is then:
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FSpheroid q0ð Þ ¼ 3
sin q0j jR/

� �� q0j jR/ cos q0j jR/
� �

q0j jR/
� �3 ð2:37Þ

VSpheroid ¼ 4
3
p�R3 ð2:38Þ

For more complex shapes, numerical integration is also an option.

2.2.6 Structure Factor: S(q′)

The structure factor, S q0ð Þ, is used to account for correlations between scattering
particle positions within the material. In principle, one could calculate a single form
factor for an entire material by integrating over the electron density for every point
within the sample. This is obviously impractical. Instead, if one knows how par-
ticles are distributed within a material, this all-encompassing scattering factor can
be approximated by performing a convolution between the electron density function
of an individual particle (let’s call it Dqe pð ÞÞ, and the probability density function of
the particles P pð Þð Þ, provided that all particles are identical. The overall scattering
factor is then calculated by (see Eq. 2.24):

Scattering ¼
ZZZ 1

�1
Dqe pð Þ � P pð Þeiq:pdx dy dz ð2:39Þ

Note that * represents the convolution operator. The astute reader may notice
that this equation is analogous to the Fourier transform equation qð and p used for
clarity):

Fig. 2.8 Illustration of
spheroids used in the
spheroidal model. For these
spheroids, l is the average
x–y plane diameter, while � is
the ratio of the height to the
x-y plane diameter
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F qð Þ ¼
Z 1

�1
f pð Þeiq:pdp ð2:40Þ

Conveniently, the Fourier transform of a convolution is equal to the product of
the Fourier transforms of each individual function, allowing 2.39 to be simplified
to:

Scattering ¼
ZZZ 1

�1
Dqe pð Þeiq:pdx dy dz

�
ZZZ 1

�1
P pð Þeiq:pdx dy dz

ð2:41Þ

The first of these integrals is analogous to Eq. 2.24, and is equal to the product
of the form factor (adjusted for potentially non-uniform electron density) and the
particle volume. The second integral is the structure factor. The important point
here is that both the form and structure factors can be determined independently.

Even if a system is disordered, the presence of a high concentration of particles
will bring about some short-range ordering as particles cannot occupy the same
volume and must be “stacked” within the material somehow. As the concentration
of these particles is reduced this effect becomes smaller. For infinitely dilute dis-
ordered particles, the structure factor is 1. Where appropriate, this simplifying
assumption has been used for the GISAXS modelling discussed in this thesis.

2.2.7 Attenuation Factor: A(ai, af)

As nano-bubbles exist beneath the material surface, X-rays must propagate some
distance before scattering can occur, and then must travel back out of the material to
the surface. During this transit within the material attenuation occurs, reducing the
X-ray intensity. Further, the extent to which this occurs depends largely on the
incident and scattered X-ray angles. As we are dealing with scattering at small
angles, the effect of lateral scattering will be negligible, so attenuation with depth
(z-direction) is the primary concern.

For a material of constant composition and density, the attenuation factor will be
given by:

A ai; af
� � ¼ Z 1

0
D zð Þe�z=zi e�z=zf dz ð2:42Þ

There are three separate contributions to the integral. The first, D zð Þ, is the depth
distribution function of the particles, while the second and third components cor-
respond to the attenuation experienced by the X-ray as it travels to and from the
particle, respectively. zi and zf are attenuation coefficients for the incident and
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scattered X-rays, and correspond to the distance along the z-direction at which the
X-ray is attenuated by a factor of 1=e. These factors are calculated by [24]:

zi;f ai;f
� � ¼ k

ffiffiffi
2

p

4p

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
a2i;f � 2d

� 	2
þ 4b2

r
� a2i;f þ 2d

" #�1
2

ð2:43Þ

If the bubble concentration decreases exponentially with depth, Eq. 2.42 would
become:

A ai; af
� � ¼ Z 1

0
e�z=zi e�z=zf e�z=sdz ð2:44Þ

Where s is the depth at which the bubble concentration is reduced by a factor of
1=s. Equation 2.44 can alternatively be written as:

A ai; af
� � ¼ Z 1

0
e
�z 1

zi
þ 1

zf
þ 1

s

� 	
dz ð2:45Þ

Allowing one to define an effective attenuation coefficient, zeff :

1
zeff

¼ 1
zi
þ 1

zf
þ 1

s
ð2:46Þ

Solving Eq. 2.45 then gives:

A ai; af
� � ¼ zeff ð2:47Þ

2.2.8 Particle Size Distributions

Particles do not necessarily possess the same dimensions, so it is important to be
able to account for their finite size distribution. Particle size distributions depend on
the mechanisms which drive particle formation and growth, so determining the
nature of the distribution is important for nano-bubble modelling.

Two of the most widely used distribution functions used for modelling particle
size distributions are the log-normal [25, 26] and Weibull distributions [27, 28].
The normalised log-normal distribution is described by the function:

P xð Þ ¼ 1

xr
ffiffiffiffiffiffi
2p

p e�
ln x�lnlð Þ2

2r2 ð2:48Þ

In l and r are referred to as the location parameter and scale parameter,
respectively. l is equivalent to the median value, however the scale parameter is
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somewhat difficult to visualise (see Fig. 2.9a). Instead, it can be helpful to express
the spread of the distribution in terms of the full width at half maximum (FWHM),
where:

r ¼ 1ffiffiffiffiffiffiffiffiffiffiffi
2 ln 2

p sinh�1 FWHM
2l


 �
ð2:49Þ

The normalised Weibull probability density function is given by:

P xð Þ ¼ k
k

x
k

� 	k�1
e� x=kð Þk ð2:50Þ

Here, k and k are the shape parameter and the scale parameter, respectively.
Other statistical properties are summarised in Table 2.1. Given the greater com-
plexity of the Weibull function it can be difficult to visualise a distribution given the
shape and scale parameters alone. Instead, where this distribution is used it is better
to express the full distribution graphically to aid with interpretation (see Fig. 2.9b).

If particles follow some finite size distribution then the assumption of uniform
particle sizes used in the derivation of the structure factor in Sect. 2.2.6 will not
hold. The relative simplicity of Eq. 2.11 can be recovered if we assume that in any
given volume of the sample the particle sizes are approximately equal, with size
variations occurring between locations separated by more than the coherent lengths
of the X-ray. This approximation, known as the local monodisperse approximation,
allows one to calculate the scattering from different sized particles independently,
leading to the overall scattering equation:

I / T aið Þj j2 T af
� ��� ��2 V2 F q0ð Þj j2

D E
S q0ð Þj j2A ai; af

� � ð2:51Þ

Where V2 F q0ð Þj j2
D E

is the average volume-weighted form factor contribution to

the intensity, given by:

V2 F q0ð Þj j2
D E

¼
Z 1

0
P xð ÞV xð Þ2 F x; q0ð Þj j2dx ð2:52Þ

An alternative approach is the decoupling approximation, which assumes that
there are no correlations between the particle sizes and where they are located. This
works by introducing diffuse scattering component to account for the disorder of
this system, as described by Kotlarchyk and Chen in Ref. [29]. This modifies the
intensity function to:

I / T aið Þj j2 T af
� ��� ��2 V2 F q0ð Þj j2

D E
� V :F q0ð Þh ij j2 þ V :F q0ð Þh ij j2 S q0ð Þj j2

� 	
A ai; af
� �
ð2:53Þ
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Where V :F q0ð Þh ij j2 is the average volume-weighted form factor:

V :F q0ð Þh ij j2¼
Z 1

0
P xð ÞV xð ÞF x; q0ð Þdx

����
����
2

ð2:54Þ

The monodisperse approximation would be better in cases where particle sizes
are strongly correlated with their neighbours, while the decoupling approximation is
best where no correlations exist at all. For nano-bubbles in tungsten, neither of these
conditions is truly satisfied: nano-bubbles have a tendency to be larger the closer
they are to the surface of the material, but at any given depth there is still a broad
distribution of bubble sizes (see Sect. 3.2.2).

For S q0ð Þ ¼ 1, both approximations are identical.

Fig. 2.9 Examples are shown for a log-normal and b Weibull distribution functions for a range of
different parameter values. For the Weibull distribution, k = 1 is equivalent to an exponential
distribution

Table 2.1 Selection of statistical properties of log-normal and Weibull probability density
functions

Property Log-normal Weibull

Probability density function 1
xr

ffiffiffiffi
2p

p e�
ln x�ln lð Þ2

2r2
k
k

x
k

� �k�1
e� x=kð Þk

Mean eln lþ r2=2 k:C 1þ 1
k

� �
Median eln l k ln 2ð Þð Þ1=k
Mode eln l�r2

k k�1
k

� �1
k k[ 1

0 k� 1

(

Variance er
2 � 1

� 	
e2 ln lþ r2 k2 C 1þ 2

k

� �� C 1þ 1
k

� �� �2h i
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2.3 Pattern Fitting

2.3.1 Data Sampling Methods

The very first step in the fitting process is to decide what parts of the X-ray
scattering pattern to fit. Structures with different sizes and shapes will contribute
more scattering to different regions of reciprocal space, so it is important that the
fitting region is broad enough to cover all structures of interest. Another important
consideration is the presence of scattering features which are not described within
the model. For instance, in most patterns described in this thesis there is strong
scattering along the qz axis which is likely a consequence of scattering from surface
roughness—an effect which has not been incorporated into the model. Further
unaccounted scattering is also present at higher q values, which may come from
fluorescence from the synchrotron beamline’s collimating slits. These regions
should be avoided.

The two fitting strategies used in this thesis are 2D area fits, and 1D line fits
(Fig. 2.10). For the 2D fits, an area selected which encompasses a wide range of
reciprocal space across a range of qy and qz values. Low values of qy are excluded
to avoid the bright scattering along the qz axis. This approach results in a very large
number of data points falling within the region of interest, so the data must then be
downsampled by uniformly selecting a more manageable number of points from
within the region of interest.

1D fits are more common amongst GISAXS users. Here, slices of data are
selected lying parallel to either the qy or qz axes. The advantage of this approach is
that many scattering patterns encountered show distinctly different behaviours
along each of these directions. For instance, scattering from multi-layered films
stacked on top of each other in the z-direction will result in oscillations along the qz
direction. This approach could also be made more computationally efficient,
however the modelling algorithm used in this work has not been optimised for this
approach. This is something which should be improved during the software’s future
development. In this work, several slices along both the qy and qz axes are taken
and fitted simultaneously. All quantitative fitting was performed with this 1D
approach.

Finally, one should decide whether to fit patterns taken from different X-ray
incident angles independently or simultaneously. Simultaneous fits have the
advantage that differences in intensity between measurements taken at different
angles result in part from the depth distribution of the particles, allowing parameters
for the depth distribution to also be fitted. Generally, the approach in this thesis is to
perform simultaneous fits.
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2.3.2 Optimisation and Goodness-of-Fit

Fitting was performed by minimising the v2 value of the fit using the Nelder-Mead
method for parameter optimisation [30, 31] using the algorithm contained within
the “scipy” Python package. For data where errors have a Gaussian distribution the
parameter values which produce minimum v2 value coincides with the maximum of
the likelihood function for a given model [32]. This is generally not true for
non-Gaussian noise. Strictly speaking, systems where errors result from counting
statistics follow a Student’s t-distribution, however, for a sufficiently large number
of counts a Gaussian distribution is an excellent approximation. The difference
between Gaussian distributions and Student t-distributions is negligible for the
relatively large number of counts (>100 per pixel) for the CCD data typically
obtained during the work described in this thesis.

The v2 value for a given iteration of the fit is given by:

v2 ¼
XN
n¼1

yn � f xn;~h
� 	
rn

0
@

1
A

2

ð2:55Þ

Where N is the total number of data values yn at position xn being fitted, f xn;~h
� 	

the model to be fitted,~h the fitting parameters for the iteration, and rn the errors at
position xn. For counting noise, the errors are equal to the square root of the number
of counts, allowing Eq. 2.55 to be re-written as:

Fig. 2.10 The difference between a 2D and b 1D fitting strategies is shown. Note that there are a
number of contributions in the pattern which do not come from the nano-bubbles themselves and
should therefore be avoided in the fitting process. Toward the centre of the pattern lies a strong
central peak resulting from surface scattering. A beam stop is also visible, and was used to prevent
damaging the detector with the very high intensities of the direct and reflected X-ray beams. These
particular patterns are also slightly rotated due to a misalignment of the sample. This can be
corrected for during fitting
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v2 ¼
XN
n¼1

yn � f xn;~h
� 	� 	2

yn
ð2:56Þ

While comparisons of v2 scores can be used to determine the relative quality of
fits for parameter optimisation of a given model, they cannot be used directly for
comparisons between different models. Defining some objective metric by which
different fits can be compared would be very useful. One common approach to
solve this problem is to use the reduced v2, which is the v2 score divided by the
number of degrees of freedom of the fit. However, in non-linear models such as the
scattering model described here estimating the number of degrees of freedom is
prohibitively difficult. Thus, this approach is not applicable here (see [32] for a
more detailed discussion of this problem).

An alternative method of determining the relative quality of two different models
is to calculate the normalised residual of each point being fitted and constructing a
histogram by dividing the x-axis into a series of bins and counting how many times
the normalised residual falls into each bin (see [33] for an example of this
approach). The normalised residual is calculated by:

NormResidual ¼
yn � f xn;~h

� 	
rn

ð2:57Þ

For an “ideal” fit, the histogram will follow a Gaussian distribution with a mean
value of 0 and a variance of 1. The normalised residual will not be uniformly 0 for
an ideal fit as the data contains statistical noise which cannot be fitted. A variance
greater than 1 indicates that the model does not completely describe the data, while
a variance less than 1 indicates overfitting. This approach also allows the
goodness-of-fit to be quantified in terms of a p-score using a Kolmogorov-Smirnov
test [34, 35]. In this thesis this residual histogram approach to expressing the
goodness-of-fit has been used for qualitative model comparisons, so this additional
quantification step has not been performed.

2.3.3 Error Estimation

Error estimation is not trivial. In the literature errors are frequently quoted as a
single numerical value which represents one standard deviation in the scatter of the
measurements. This approach is valid where errors in the fitting parameters follow a
Gaussian distribution, however this is not generally the case. The GISAXS model
described in this chapter contains many parameters which must be simultaneously
fitted. The simple fact that more than one parameter is being fitted means that the
simple 1D Gaussian distribution which is typically assumed when quoting errors is
not valid. In principle one could map out the v2 values across a wide region of the
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n-dimensional parameter space to determine the relative likelihood of a range of
fitting parameter combinations, but communicating this sort of information is very
difficult—and rarely done in practice.

A common approach to error estimation is to compute the variance-covariance
matrix for the values of the fitting parameters after convergence [36]. The
variance-covariance matrix is equal to the inverse of the Hessian matrix of the v2.
The elements of the Hessian matrix are given by [37]:

Hij ¼
@2v2 ~h

� 	
@hi@hj

ð2:58Þ

where ~h are the optimal parameters determined by minimising v2 in the fitting

procedure, v2 ~h
� 	

is v2 (Eq. 2.56) calculated where the model has parameters~h, and

hi and hj are the ith and jth parameters of~h: The variance-covariance matrix, V, is
then:

V ¼ H�1 ð2:59Þ

The variances of each parameter hi are given by the matrix element Vii.
Similarly, the covariance of hi and hj are given by Vij. The standard error, r, is
given by the square root of the variance. In cases where the reduced v2 value is
significantly greater than 1, this may underestimate the standard error. For linear
models the reduced v2 value, v2red , is given by:

v2red ¼
v2

n� p
ð2:60Þ

Where n is the number of data points, and p is the number of fitting parameters,
and n−p is the number of degrees of freedom for the fit. The standard error can then
be corrected by multiplying the standard error by

ffiffiffiffiffiffiffiffi
v2red

p
[36]. v2red cannot be

computed for non-linear models as the number of degrees of freedom is not well
defined in those cases [32].

The variance-covariance matrix can be converted into a correlation matrix to
better help visualise interdependencies between the different fitting parameters. This
is done by constructing a diagonal matrix, D, from V as follows:

Dij ¼
ffiffiffiffiffi
Vii

p
i ¼ j

0 i 6¼ j

�
ð2:61Þ

then performing the matrix operations:
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C ¼ D�1:V :D�1 ð2:62Þ

Here, C is the correlation matrix. Values within the matrix vary between −1 and
1, with negative values implying a negative correlation (i.e. one parameter
decreases as the other increases), and positive values indicating a positive corre-
lation (i.e. both parameters increase or decrease together).

The drawback of a statistical approach such as this is that it relies on many
assumptions, such as the linearity of the model. The GISAXS model described in
this chapter is non-linear and therefore precludes the use of any approach that
requires an estimation of v2red . The “bootstrap” method is an alternative approach
that is applicable to models of any complexity, and is widely used in fields such as
astronomy [32], the social sciences, and medicine [38].

For the bootstrap method, optimal parameter values are calculated by fitting a
model repeatedly to a synthetic dataset generated by randomly selecting points from
the experimental data with replacement. The standard error is then given by the
standard deviation of the optimised parameter values. This approach naturally
captures many sources of error that can be otherwise difficult to pin-down,
including the sensitivity of the fit to changes in individual parameters, correlations
between parameters, and random errors that come about due to the intrinsic ran-
domness of the data itself. For more detail on this method, the interested reader is
referred to the review by Efron and Tibshirani [38].

For the work in this thesis, error estimates were generated by dividing larger data
sets into n equally sized smaller data sets by assigning one nth of the total data
points to each set. Each set was then fit individually and the spread of the results
used to calculate the standard deviations of the parameters used in the fitting
process. The variance-covariance matrix approach was also used as a sanity check
for the method. For uncorrelated parameters the agreement between the two
approaches was very good. However, the variance-covariance matrix approach
tended to significantly underestimate errors for highly correlated parameters.4

2.3.4 Other GISAXS Software

In this work, the GISAXS model and fitting algorithm was composed by the author
in the Python programming language. Before developing this model the software
packages IsGISAXS [39], FitGISAXS [40], and BornAgain [41] were trialled. The
IsGISAXS and FitGISAXS software were not well-suited to this project as, to the

4It is worth noting that systematic errors can be significant if the GISAXS model chosen does not
precisely match the material system under investigation. These errors can be difficult to quantify
and will not be captured by a covariance matrix approach. Empirical error estimates (e.g. com-
paring variability in measurements between measurements taken via different techniques) provide
a more robust means of estimating uncertainties, but are not always practical.
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best of the author’s knowledge, they did not support important features required in
this work such as arbitrary particle size distribution functions or the ability to fit
measurements taken at different angles simultaneously. BornAgain is a Python
package which offers great flexibility, however, at the time most of the data fitting
was performed the documentation for the software was very limited. The situation
has improved immensely in the past few years—BornAgain now has extensive
documentation online covering most aspects of the software, including detailed
tutorials and sample code for pattern simulation and fitting.

The author would recommend readers interested in performing their own
GISAXS data fitting use the BornAgain package, as it offers the most extensive
documentation and greatest flexibility.

2.4 Concluding Remarks

2.4.1 Future Work

The GISAXS model outlined in this chapter and the underpinning software is still
under development, and many new features will be implemented in the future. One
of the simpler adjustments would be to incorporate more form factors and structure
factors into the model. Form factors for many commonly encountered shapes are
readily available in the literature. An extensive list with full mathematical
descriptions can be found in the documentation of the IsGISAXS software [39],
allowing straightforward transplantation into the software used in this thesis.
Incorporating structure factors into the model is also straightforward. However,
structure factors are more difficult to verify via TEM than particle sizes and shapes
as, especially if particles are only weakly ordered. This is because many particle
positions would need to be precisely identified in three dimensions, while a TEM
micrograph is only a two dimensional image.

Another potential improvement would be to model effects from surface rough-
ness. Surface roughness can affect scattering in a number of ways. First and fore-
most, the variability of the surface height itself will produce scattering. But there is
another more subtle effect: an uneven surface means that not all X-rays will be
incident at the same angle. This could have a significant effect on efforts at mod-
elling nano-bubble depth distributions. Stoev and Sakarai [42] note that surface
roughness decreases reflection from the material surface, and can influence X-ray
transmission through material interfaces. This will be most pronounced for low
incident angles and at low qz, where the transmission factor is most significant.

The presence of particles such as nano-bubbles beneath the W surface will
effectively reduce the density of the near-surface region of the material, reducing
the refractive index in this area. If the concentration of these particles is high
enough, it could affect the refractive index of these materials enough to have a
measurable effect on scattering. If bubble densities vary with a function of depth,

2.3 Pattern Fitting 47



the refractive index may change continuously between the surface and the bulk.
Corrections for this effect are available in Lazzari et al. [43].

Each of these additional factors will increase the computational complexity of
the model, thereby increasing the time required for analysis. An important priority
in future will be to improve the efficiency of the model such that it can be made as
fast as possible. If single fits take several hours it makes it difficult to test different
model systems. This increases the time and effort required for analysis, making it
more difficult to analyse large data sets.5

2.4.2 Summary

GISAXS is a powerful non-destructive technique which has the potential to provide
the fusion materials research community with an unprecedented level of precision
for measurements of nano-structure ordering, and size and depth distributions. The
technique is highly complementary to TEM as it provides information about entire
nano-structure populations, rather than individual structures as is the case for TEM.

In this chapter the GISAXS model developed by the author and used throughout
this thesis was described in sufficient detail that anyone with a reasonable level of
programming knowledge should be able to reproduce it. The underlying physics
behind this model was also outlined, along with a brief overview of data fitting and
the mathematical considerations one should be mindful of when comparing dif-
ferent physical models of the same system.
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Chapter 3
Validation of GISAXS Model
with TEM Data

3.1 Experimental Overview

Validation of GISAXS through comparisons with more widely used techniques
such as TEM is important for many reasons. First and foremost, it serves as a test of
the model and the assumptions which underpin it. Another aspect is that it helps
build the profile of the technique within the wider fusion-materials community, by
providing a clear demonstration of what it can do, and how it compares to already
established techniques.

In this section, a study is described where both GISAXS and TEM were per-
formed on the same sample to measure He-induced nano-bubble diameter distri-
butions in W, demonstrating close agreement between the two techniques.
For TEM, nano-bubbles must be counted manually,1 so the number used to cal-
culate the distribution is limited by instrument availability and the man-hours one is
willing to commit to the task. The process of creating the samples, and the statistical
analysis used for the TEM aspect of the study are described, followed by the
GISAXS measurement conditions and some of the specific details of the model
which was fitted for this sample. For comparison, a number of different
nano-bubble size distribution models were tested.

This study highlights the strength of GISAXS in being able to quickly determine
the properties of the full size distribution of particles, taking advantage of the fact
that millions of structures are being probed simultaneously. TEM, on the other
hand, excels as a tool to identify the properties of individual particles. In the
author’s opinion, the two techniques form an excellent complement, and both
should have a place in the repertoire of scientists interested in studying these
structures.

1Automated image recognition has come a long way in recent years, and could be a viable
alternative to manual measurement of features imaged via TEM for some applications.
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3.2 Experimental Procedure

3.2.1 Sample Preparation and Plasma Exposure

Specimens were made from a sheet of powder metallurgical pure W (>99.95%)
with a thickness of 0.1 mm. Specimens were cut by press die into 3 mm diameter
disks, before being electrically polished in a 10% NaOH solution. Specimens were
then heat treated under vacuum at *2300 K (above the recrystallization temper-
ature) for 15 min in order to enlarge the grain size and remove stresses and defects,
thereby optimising the surface conditions for TEM.

Helium plasma exposure was performed in the Large Helical Device
(LHD) located in Gifu, Japan. The specimens were set on a high temperature
sample holder and heated to 1073 K, then inserted into the LHD vacuum vessel at
the first wall position in which the main incident particles are charge exchange
particles. The samples were exposed to 130 LHD discharges with He gas puffing.
A typical discharge duration was six seconds, repeating every three minutes. The
total plasma exposure time was therefore approximately 780 s. Since LHD is
mainly operated with hydrogen gas for other experiments, there is hydrogen
degassing from the plasma facing components during the helium discharges. The
helium plasma of LHD, therefore, includes about 10% hydrogen. The helium
implantation and vacancy production profiles into tungsten are estimated by com-
bination of the 3-D neutral Transport code EIRENE and TRIM calculations [1].
Incident fluence is estimated at 1023 He/m2 with a flux of 1020 He/m2/s and a broad
ion energy distribution. It is estimated that ion energies as high as 2 keV were
present, although low energy particles below 500 eV, which cannot induce dis-
placement damage in tungsten, were dominant.

After the helium plasma exposure experiments, cross-sectional thin samples
(about 40 nm in thickness) were fabricated by using focused ion beam
(FIB) processing for TEM measurements.

3.2.2 TEM Counting and Statistical Calculations
for Exponentially Distributed Data

Diameter and depth distributions of He nano-bubbles in tungsten were determined
with TEM by carefully counting and measuring the diameter and depth of each
bubble across several cross-sectional TEM micrographs. No attempt was made to
account for differences that may occur along grain boundary regions or within
crystalline grains of different orientations. Thus, one cannot say if the bubbles in
this work are representative of the entire sample. Automated software image
analysis was precluded by the uneven contrast throughout the image. A typical
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example of the bubble structures which formed is shown in Fig. 3.1. Here, bubbles
appear to be both larger and more closely packed near the surface than they are
deeper in the material. During counting, the TEM was defocussed slightly to
enhance the contrast between the bubbles and the surrounding matrix. In all, 420
bubbles were manually counted and measured.

Bubble diameters were found to follow an approximately exponential distribu-
tion, which was modelled using the equation:

P dð Þ ¼ 1
l
e
�d
l ð3:1Þ

where P dð Þ is the probability density of a bubble of diameter d, and l is the mean
diameter. Note that l is the only value which needs to be computed in order to
reproduce the entire size distribution. Bubbles smaller than 0.5 nm could not be
reliably measured due to the resolution limits of the TEM, so l was calculated by
taking the average of all bubbles with diameters >0.5 nm (there were 300 bubbles
in this reduced set). Of course, by eliminating the smaller bubbles one is not
calculating the mean of the entire distribution, but instead:

l0 ¼
Z 1

a

d
l
e
� d�að Þ

l dd ð3:2Þ

where a ¼ 0:5. Substituting d for u ¼ d � a:

l0 ¼
Z 1

0

uþ að Þ
l

e
�u
l du ð3:3Þ

20 nm

Fig. 3.1 Cross sectional TEM micrograph of helium nano-bubble formation in tungsten exposed
to helium plasma in LHD [7]. Here, it is clear that bubbles are both larger and more densely packed
closer to the surface than they are deeper in the bulk. Bubbles were counted by slightly
defocussing the image (not shown), enhancing the contrast between the bubbles and surrounding
material
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l0 ¼
Z 1

0

u
l
e
�u
l duþ

Z 1

0

a
l
e
�u
l du ð3:4Þ

l0 ¼ lþ a ð3:5Þ

The mean of the entire distribution is therefore l ¼ l
0 � 0:5. From the TEM

bubble diameter data, l was found to be 0.68 nm. If the bubbles which were
counted were a perfectly random sample of all bubbles within the material we can
estimate the standard error (SE) of this figure via the equation:

SE ¼ lffiffiffiffi
N

p ð3:6Þ

Here N is the number of bubbles sampled. This gives us an error estimate of
l ¼ 0:68� 0:04 nm.

The depth distribution of the bubbles was calculated via a similar process, using
the probability density function:

P zð Þ ¼ 1
s
e
�z
s ð3:7Þ

where z is the depth, and s the mean volume-weighted bubble depth. The bubble
volume, rather than number, was used as this was a much better match for the TEM
data. After adding a weight to each point proportional to volume, s was calculated
to have a value of 8:4� 0:5 nm. Nano-bubbles closer than 5 nm from the surface
were excluded from analysis, reducing the sample size to 336 bubbles. For these
shallow depths, helium can be directly implanted into the sample, so bubble growth
rates are expected to differ significantly from deeper within the sample where
helium is supplied solely via diffusion from above. This difference is readily
apparent in Fig. 3.1, as a distinct layer of closely-packed bubbles can be seen just
beneath the surface.

3.2.3 Fitting More Complex Diameter Distributions

In addition to the exponential distribution, the log-normal (Eq. 2.48) and Weibull
(Eq. 2.50) probability density distributions have also been trialled in this work. The
log-normal distribution was selected as it is commonly encountered in studies of
void formation (e.g. [2]), while the Weibull distribution was selected as it is a two
parameter distribution which is equivalent to the exponential distribution when its
shape parameter k ¼ 1. In effect the Weibull distribution can be seen as a gener-
alisation of the simpler exponential distribution.

Ideally, one should use the statistical properties of the distribution functions to
determine the function coefficients from the raw data directly. However, this is not
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always possible. In the present case the diameter distribution data is truncated at the
value of 0.5 nm, so converting the mean or standard deviation into a probability
density function coefficient is not straightforward. Instead, distribution functions
have been fitted to a histogram of the TEM bubble data.

To eliminate the need to fit a scaling parameter for these distributions the dis-
tribution functions were normalised to the total number of bubbles counted with
diameters greater than 0.5 nm. For a dataset where N bubbles have been counted,
the scaling factor S required to give this number over the interval a;1½ Þ is given
by:

S ¼ N
1� CDF að Þ ð3:8Þ

where CDF is the cumulative distribution function of the probability density
function. For the log-normal distribution, the cumulative distribution function is:

CDF xð Þ ¼ 1
2
þ 1

2
erf

ln xð Þ � ln lð Þffiffiffi
2

p
r

� �
ð3:9Þ

where erf is the error function. Coefficients are defined in Sect. 2.2.8. For the
Weibull distribution the cumulative distribution function is:

CDF xð Þ ¼ 1� e�
xk
k ð3:10Þ

Again, coefficients are defined with the original probability density functions in
Sect. 2.2.8. To avoid zero values in the nano-bubble diameter histogram the
cumulative distribution functions were fitted directly using a v2 fitting algorithm.
This also led to a much more stable fit for the Weibull distribution relative to
approaches based on fitting the probability density function, likely due to the rel-
ative simplicity of the cumulative distribution function.

To estimate errors in the fitted coefficents the jackknife method was used [3]. In
this approach, the fit is repeated by excluding a single data point each time. The
variance of the parameters being fitted is then calculated by:

var ¼ N � 1
N

XN
i¼1

xi � xð Þ2 ð3:11Þ

Here xi are the fitted parameter values of the each of the fitting runs where a data
point has been excluded, and x is the value for a fit where all data points have been
included. Errors are quoted as a single standard deviation, which is of course the
square root of the variance.

The calculated parameter values are l ¼ 2:48� 0:14 nm and r ¼ 0:9� 0:2 for
the log-normal distribution, and k ¼ 0:8� 0:1 and k ¼ 0:44� 0:14 nm for the
Weibull distribution. For comparison, the median of the exponential distribution in
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Sect. 3.2.2 was l ¼ 0:68� 0:04 nm. Figure 3.2 shows a comparison between the
different distribution functions used to fit the TEM data. Here, the log-normal
distribution is clearly a poor fit for the data, whilst the exponential and Weibull
distributions each provide an excellent approximation to the experimentally
observed distribution. The Weibull distribution appears to produce a somewhat
closer fit than is possible with the exponential distribution, however, this
improvement has no statistical significance given the very low count rates for
bubbles larger than 3 nm (i.e. mostly 0 or 1 per 0.1 nm bin).

3.2.4 GISAXS Measurement and Modelling

GISAXS measurements were taken at the SAXS/WAXS beamline of the Australian
Synchrotron using 10 keV X-rays (1.24 Å) and a sample-detector distance of
964 mm. Measurements were taken at 11 angles from 0° to 1° in 0.1° steps with a
Dectris-Pilatus 1 M area detector. To account for gaps between detector modules,
three separate 5 s measurements were taken at each angle, where the detector was
diagonally displaced between each measurement. X-ray scattering patterns were
obtained for both the plasma exposed sample and an undamaged reference.

Scattering patterns were fitted with both spherical (Eq. 2.32) and spheroidal
(Eq. 2.37) particle models, with exponential (Eq. 3.1), log-normal (Eq. 2.48), and
Weibull diameter distributions (Eq. 2.50). The depth distribution of nano-bubbles
was also fitted, assuming an exponential depth distribution (Eq. 3.7). For sim-
plicity, possible changes in bubble sizes with depth were neglected. For both the
spherical and spheroidal models the average radius l and depth s were fitted, while
in the spheroidal model the aspect ratio � (i.e. height/width) was also fitted.

Fig. 3.2 Comparison of fits
of different distribution
functions to the experimental
TEM data. The exponential
and Weibull distribution
functions are visibly much
better fits than the log-normal
distribution function
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3.3 Comparison Between GISAXS and TEM Results

3.3.1 Exponentially Distributed Diameters

Example scattering patterns for both the undamaged reference and plasma-exposed
sample are shown in Fig. 3.3a and b, respectively. In the undamaged sample an
intense streak can be seen along the qz axis, with intensity dropping rapidly at
higher qy. This is likely the consequence of sample surface roughness. After plasma
exposure the pattern changes dramatically, with a diffuse elliptical feature clearly
emerging. This additional feature is produced by X-ray scattering from
nano-bubbles which have formed in the system.

The GISAXS pattern for the helium-exposed sample was fitted using the model
described in Chap. 2 for both spherical and spheroidal nano-bubbles. The spher-
oidal nano-bubble model assumed that nano-bubbles were orientated such that their
axis of rotational symmetry was parallel with the z-axis. Anisotropy between the z
and x-y axes is reasonable, as the sample surface lies in the x-y plane. Nano-bubble
diameters were first fitted using exponential size distributions, as described in
Eq. 3.1. Nano-bubble depths were also fitted to an exponential distribution.

Fig. 3.3 Experimental and simulated GISAXS patterns are shown for a an undamaged reference
sample, b the sample exposed to helium plasma in LHD, and c the simulated GISAXS model for
spheroidal nano-bubbles. Examples of the d perpendicular and e parallel reciprocal space cuts used
for fitting are shown for the measurement shown in (b), which was taken at an incident angle of
0:8� (f) shows an example map of the normalised residual [7]. Used with permission
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The mean nano-bubble diameter l and depth s, as well as a constant background2

(to account for air scattering and scattering from beamline optics) and scaling factor
for Eq. 2.11 were optimised during the fit using the X-ray scattering model and
fitting algorithm described in Chap. 2. For the spheroidal fit, the nano-bubble aspect
ratio � was also fitted. Fitting was performed by taking “cuts” of reciprocal space
along directions both parallel and perpendicular to the sample surface (see Fig. 3.3d
and e). All patterns taken at angles � 0:5� were fitted simultaneously. For error
estimation, this large data set was divided into 10 smaller sets by assigning one
tenth of the total data points to each set. Each set was then fitted independently and
the spread of the results used to calculate the standard errors of the parameters used
in the fitting process.

For the spherical nano-bubbles, an average diameter l ¼ 0:526� 0:001 nm and
depth s ¼ 39:8� 0:7 nm were calculated, while for the spheroidal fit l ¼
0:596� 0:001 nm, s ¼ 9:1� 0:4 nm, and the aspect ratio � ¼ 0:719� 0:001. The
spheroids would have the same volume as perfect spheres with an average diameter
l ¼ 0:54 nm. Note that the errors quoted are the standard errors of the mean for the
10 independent fits (see [5]). The high degree of precision evident from these error
ranges is the result of the large number of data points fitted and high X-ray counts,
and is a clear demonstration of the stability of the fitting algorithm. It does not
imply that the nano-bubble model used is this accurate.

To determine the relative quality of the spherical and spheroidal fits, the nor-
malised residuals were calculated for each point in the patterns in the region bound
by qy � 1:4 nm�1; qz � 0:9 nm�1 and qy � 3:5 nm�1; qz � 4:0 nm�1 and compiled
into histograms as shown in Fig. 3.4 (see Ma et al. [6] for a more detailed dis-
cussion of this approach). For a fit where residuals are entirely due to Gaussian
noise (such as X-ray counting noise, or “shot noise”) these residuals should be
normally distributed with a mean value of 0 and a standard deviation of 1. Standard
deviations above 1 indicate that the model does not fully capture the data, while
values less than 1 are statistically unreasonable, indicating overfitting. Here, the
spheroidal model approaches much more closely to this ideal case with a roughly
Gaussian form, a mean of −0.8 and standard deviation of 4.3. For comparison, the
mean of the spherical model has a mean of 7 and standard deviation of 5.2. The
spheroidal model is therefore a much better approximation of the true nano-bubble
properties. This conclusion is supported by the TEM micrograph in Fig. 3.1, where
the cross-sections of many of the larger nano-bubbles are evidently elliptical.

The mean nano-bubble diameter found from the GISAXS analysis of l ¼
0:596� 0:001 nm for the spheroidal nano-bubble model is comparable to the value
of l ¼ 0:68� 0:04 nm found from TEM analysis (Fig. 3.5a). The discrepancy that

2In principle, it should be possible to subtract the background by taking a reference pattern and
subtracting it from the pattern of interest. Indeed, this was the approach taken in [4]. In practice,
the background is approximately constant over most of the pattern, and the fitted background value
tended to converge on similar values for all fits with similar measurement optics. This was useful
as an added sanity check on the outcome of the fit—a background that deviated significantly from
what was expected was a sure indication that the fitting process failed.
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does exist can easily be explained by the statistical error from the TEM analysis.
Furthermore, as TEM measurements of bubble sizes were taken by first defocussing
the images to increase contrast between bubbles and the surrounding matrix, there
may be a systematic tendency to overestimate bubble sizes with this approach.

The GISAXS estimate of the average particle depth s varies greatly
between spherical (s ¼ 39:8� 0:7 nm) and spheroidal (s ¼ 9:1� 0:4 nm)
models. The spheroidal model appears to be in excellent agreement with the value

Fig. 3.4 Histograms of the normalised residuals for the spherical and spheroidal models [7]. For
an ideal fit where all errors are the result of shot noise in the X-ray detector the normalised residual
histograms should have a Gaussian profile with a mean of 0 and a standard deviation of 1. Used
with permission

Fig. 3.5 Comparisons between a diameter and b depth distributions of nano-bubbles measured
via TEM and GISAXS, assuming spheroidal bubbles [7]. Note that in (b) the total nano-bubble
volume within each bin has been plotted. For TEM, mean bubble diameters and depths were
calculated as of l ¼ 0:68� 0:04 nm and s ¼ 8:4� 0:5 nm, respectively. For GISAXS, the mean
diameters and depths are l ¼ 0:596� 0:001 nm and s ¼ 9:1� 0:4 nm, respectively, assuming
spheroidal bubbles
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s ¼ 8:4� 0:5 nm measured from TEM data (Fig. 3.5b). The large discrepancy
between the depth distributions calculated by the GISAXS spherical and spheroidal
models indicate that estimating bubble depth distributions is very sensitive to the
particle model used. Simplifying assumptions, such as modelling spheroids with a
constant aspect ratio and orientation, or assuming diameter distributions are
unchanged with depth, are therefore likely to affect the accuracy of these depth
distribution estimates.

3.3.2 Log-Normal and Weibull Distributions

Log-normal and Weibull diameter distributions were also fitted using Eqs. 2.48 and
2.50 respectivel, assuming spheroidal nano-bubbles. For the log-normal diameter
distribution model the median diameter was found to be l ¼ 0:8� 0:2 nm, the
scale parameter r ¼ 0:55� 0:02, the mean depth (exponentially distributed) s ¼
8� 1 nm, and the aspect ratio � ¼ 0:73� 0:01. Here, it is readily apparent that the
uncertainties in these measurements are much greater than those for the exponen-
tially distributed fits.

The calculated parameters for the Weibull diameter distribution are k ¼
1:43� 0:05 (dimensionless), k ¼ 1:07� 0:05 nm, s ¼ 7:6� 0:6 nm, and
� ¼ 0:72� 0:01.

Figure 3.6a shows a comparison between each of the different diameter distri-
bution fits trialled. The exponential and log-normal fits are both good approxima-
tions of the TEM data, while the Weibull distribution has clearly failed to converge
on the correct parameter values. This is most likely the consequence of the fitting
process becoming trapped in local minima for the Weibull distribution.

Fig. 3.6 a Comparison of diameter distribution fits assuming exponential, log-normal, and
Weibull nan-bubble diameter distributions. Both the exponential and log-normal distributions
show good agreement, while the Weibull fit is poor. Note that as the y-axis is plotted on a
logarithmic scale zero values for the TEM data are not represented on this graph. b Distributions
were multiplied by the volume squared to show the relative contributions from bubbles of each
size
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This apparent instability within the fit has serious implications for the use of
Weibull distributions in GISAXS fitting for other patterns. It is worth noting that the
actual intensity a nano-bubble contributes to the final scattering pattern is propor-
tional to the volume squared, meaning larger bubbles contribute a disproportionally
large amount to the overall pattern. Figure 3.6b shows the same distributions from
(a) multiplied by the volume of the bubble squared. Here, the exponential and
log-normal distributions show similar profiles, except for a much heavier tail in the
case of the log-normal distribution.

It is interesting to note that both the log-normal and Weibull distribution fits
show very different parameter values to those calculated by fitting the distribution
functions to the TEM data. This may indicate that the use of cumulative distribution
functions is more robust for Weibull distributions, but a poor approach for
log-normally distributed data.

For both of these models the estimates of the average (exponentially distributed)
nano-bubble depth was found to be close to the value calculated from TEM data of
8:4� 0:5. This indicates that the choice of diameter distribution model has little
impact on depth distribution estimates.

3.3.3 Concluding Remarks

This study has provided an excellent demonstration of the power of GISAXS to
measure the diameter distributions and shapes of He-induced nano-bubbles in W. It
has also served as a test of the GISAXS model described in Chap. 2, and proven the
accuracy of this model. Prior to the introduction of GISAXS, developing a quan-
titative understanding of He nano-bubble sizes has been challenging, leading most
investigators to focus on largely qualitative properties of these bubbles. GISAXS
thus has the potential to greatly enhance our present understanding of
nano-structure formation in tungsten, and can serve as a much more detailed test of
computer models of He behaviour in W.

In this work exponential, log-normal, and Weibull nano-bubble diameter dis-
tributions were all trialled assuming spheroidal nano-bubbles, and used to fit both
the TEM data and GISAXS patterns. The exponential distribution was found to be
the most s and provided excellent agreement with the TEM data. Both Weibull and
log-normal nano-bubble distributions are also plausible, however more work will be
required to improve the fit stability for these functions. This lack of stability may
indicate an over-parametrisation. The log-normal and Weibull distributions are both
defined by 2 parameters, while only a single parameter is necessary for an expo-
nential distribution. If only a single parameter is necessary, the second parameter
may be “getting in the way” of the optimisation process, rather than making a
meaningful contribution to the fit.
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Spherical and spheroidal particle models were also trialled assuming exponen-
tially distributed nano-bubble sizes. The spheroidal model produced a much better
fit, indicating that there is some tendency for nano-bubbles to be compressed in the
direction normal to the sample surface. This seems plausible from TEM data, as
many bubbles are clearly non-spherical. Nano-bubble depth distributions were also
estimated, with the spheroidal model providing excellent agreement with the TEM
data.

GISAXS is also an excellent complement to TEM. While TEM is ideal for
studying the shapes and properties of individual particles, statistical limitations and
the man-hours required for sample preparation and bubble counting makes deriving
more generalised information about nano-bubble sizes time-consuming and tedious.
GISAXS, on the other hand, cannot reveal information about individual structures
at all, but excels at studying distributions of large numbers of particles simulta-
neously. Such a measurement can be performed in several minutes, and, after the
initial time commitment required to develop the model and fitting code, analysis can
be performed in a matter of hours. As most of the work is being done by a
computer, it is trivial to set up a routine that would allow many patterns to be fitted
overnight or over a weekend with little human intervention.3 The main drawback is
that the technique requires beam-time at a synchrotron facility, which makes the
technique somewhat less accessible.

TEM bubble counting could potentially be sped-up with the careful application
of image analysis software. However, the sample preparation required for TEM
studies is extensive, as samples must be thinned to a few 10 s of nm so that an
electron beam can pass through them without multiple scattering. This thinning
process can introduce artefacts, further confounding analysis. In a sense, this work
does as much to validate the use of TEM for studying helium nano-bubbles as it
does for GISAXS—it is the mutual agreement of these two radically different
techniques that demonstrates their mutual effectiveness.

In the following chapters I will provide further demonstrations of the GISAXS
technique. It has been used to study the effects of He fluence, sample surface
temperature, and the effects of mixed H/He and pure H plasma. Thus, we will move
beyond a mere technical demonstration and towards the use of GISAXS to address
real scientific problems which hitherto have been prohibitively difficult to study in a
quantitative sense.

3It is important to emphasise that computers are dumb, mindless machines and should never be
trusted to do anything by themselves. One should always be careful to verify that the fits are
reasonable, and that the fitting process is working as intended.
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Chapter 4
Effect of He Fluence on Nano-bubble
Growth

4.1 He Fluence and W Performance

He loading and subsequent nano-structure formation is a serious concern for the
development of plasma facing materials. In a large device such as ITER, plasma
facing surfaces will be exposed to very high plasma fluences over the life of the
machine, so understanding the long-term effects of this particle exposure on
material performance is essential. He is of particular concern as it can be stably
retained in W up to temperatures >1000 K [1], making it very difficult to remove
once incorporated. Further, He is insoluble, instead precipitating out in the form of
nano-bubbles.

If He is implanted into W, nano-bubbles will form. This is unavoidable. Less
clear is whether we can expect nano-bubbles to continue to form as the total He
fluence increases, or whether the nano-bubble concentrations/sizes saturate at some
point. Due to the difficulties in systematically measuring He nano-bubble sizes and
concentrations using traditional techniques such as TEM, few studies have focussed
on quantitatively measuring He nano-bubble growth. In the detailed TEM study by
Miyamoto et al. [2] both dimeter and concentration saturation occurred in
plasma-exposed samples below 773 K at a fluence of 5� 1023 He=m2, offering
some hope to the long-term stability of W under He plasma.

He is known to reduce the thermal conductivity of W. For instance, Cui et al.
found that the thermal conductivity in the He damaged region of W exposed to He
plasma at 773 K to a fluence of 1026 He/m2 was reduced by more than 80%
compared with undamaged W [3]. If the He damaged layer continues to grow with
successive He exposure, this could lead to a significantly higher surface temperature
during plasma exposure.

In order to develop a better understanding of this phenomenon the fusion
community will need access to advanced techniques beyond TEM. In this chapter, a
study is discussed which investigates the role of He fluence on nano-bubble growth
using GISAXS, providing unprecedented precision for nano-bubble diameter
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measurements. This work was performed on two separate linear plasma devices: the
Australian National University’s MAGnetised Plasma Interaction Experiment
(MAGPIE), and the University of California, San Diego’s PISCES-A device.

4.2 Experimental Overview

4.2.1 Sample Preparation

In this chapter, two separate fluence experiments are described: one with the
MAGPIE linear plasma device, and one with the PISCES-A device. These exper-
iments utilised different samples, prepared by different institutions.

For the MAGPIE experiments, 10� 10� 2mm samples were prepared by the
Australian Nuclear Science and Technology Organisation. All samples were cut
from a single large polycrystalline block of 99.97% purity W which had been
sourced from PLANSEE. The samples were prepared such that they were as similar
as possible to the ITER divertor specifications. The upper surface was polished
using chemo-mechanical processes to produce a mirror finish. PISCES-A samples
were also produced from high purity W and polished to a mirror finish, the main
difference being that they were cut into 5 mm diameter circular buttons.

4.2.2 MAGPIE—The MAGnetised Plasma Interaction
Experiment

MAGPIE is a linear plasma device located in the Plasma Research Laboratory of
the Australian National University, shown in Fig. 4.1. The plasma is generated in
the source chamber by a radio-frequency (RF) antenna, where ionisation occurs
predominantly by collisions from excited free electrons. The plasma then diffuses
towards the target chamber. Both the source and target chamber are surrounded by
water-cooled solenoids, which have separate power supplies to allow the magnetic
fields in the source and target chambers to be varied independently. The solenoids
in the target chamber are much more tightly spaced, allowing much stronger
magnetic fields in this region of up to 0.19 T. This magnetic configuration produces
a magnetic pinch within the plasma, increasing the plasma density in the target
region, thereby allowing higher plasma fluxes to be incident on the target. A more
detailed description of the MAGPIE device can be found in [4].

Four samples were exposed to pure He plasma in MAGPIE at He fluences:
2:7� 1024 He=m2, 5:4� 1024 He=m2, 1:1� 1025 He=m2 and 2:2� 1025 He=m2.
Prior to exposure, MAGPIE was evacuated to a base pressure below 2� 10�5 Torr.
Plasma exposure was performed with pulsed 1 kW RF input power at a duty cycle
of 50% to prevent the chamber from overheating. The background gas pressure was
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maintained at 10 mTorr. Electron and ion densities in the plasma in front of the
sample were measured to be 5:5� 1016=m2 and the sheath potential −37 V via
Langmuir probe. The electron temperature was 11 eV. For radio-frequency plasma
the ion temperature is expected to be significantly lower than this. Consequently,
most energy of the impinging ions will be contributed by acceleration across the
plasma sheath, so the He ion energy on impact with the sample surface will be
somewhat higher than 37 eV.

Sample temperatures were not measured during exposure. To estimate the
sample temperature, a further sample was exposed to similar plasma conditions and
its temperature measured from the back surface via a pyrometer, giving an
approximate sample temperature of 473 K for all samples. As samples were rela-
tively thin (2 mm) the front surface temperature should be similar. A fifth sample
was used as a reference for GISAXS measurements.

4.2.3 PISCES-A

The PISCES-A device is another linear divertor simulator which was designed to
simulate boundary plasma phenomenon, but also includes materials testing capa-
bilities (see Fig. 4.2). The plasma is generated by a reflex arc discharge from a
LaB6 disk cathode to a cooled cylindrical anode [5]. This plasma then drifts down
an evacuated chamber towards a water-cooled molybdenum target [6], which can
accommodate samples for plasma-material studies. Sample temperature is measured
with a spring-loaded thermocouple which is pressed against the back of the sample.

For the PISCES-A experiments samples were exposed to four different He
plasma fluences: 1:2� 1023 He=m2, 1:6� 1024 He=m2, 1:2� 1025 He=m2 and
6:8� 1025 He=m2. Surface temperatures were maintained between 623 and 673 K.

Fig. 4.1 Schematic diagram of the MAGPIE linear plasma device, highlighting the key
components. Plasma is generated by a radio-frequency antenna in the source region and diffuses
from there towards the target chamber. The magnetic field in the target chamber is much higher
than that in the source region increasing the flux at the sample position
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As the samples for the PISCES-A experiments were prepared separately an addi-
tional sample was prepared as a reference for GISAXS measurements.

4.2.4 Methods for Measuring Nano-structure Growth

Nano-bubble growth was measured via GISAXS at the Australian Synchrotron,
using the methods outlined in Sect. 3.2.4. Transmission electron microscopy was
also performed for the 2:2� 1025 He=m2 fluence MAGPIE sample at Australian
Nuclear Science and Technology Organisation using a JEOL 2200FS TEM oper-
ating at 200 keV. W specimens were prepared for TEM by first depositing a pro-
tective Pt layer on the sampe surface before cutting out a thin foil with a focussed
ion beam (FIB). Bubbles were identified by imaging the foil under high resolution
bright field conditions, varying the focus from under-focus to over-focus.

4.3 Results

4.3.1 Influence of Fluence on He Nano-bubble Diameters

Examples of GISAXS patterns are shown in Fig. 4.3 for samples exposed to He
plasma in MAGPIE and PISCES-A. For the MAGPIE reference sample (Fig. 4.3a)
X-rays are scattered predominantly within an intense streak along the qz axis, which
is likely to be a consequence of surface roughness. The PISCES-A reference sample
was similar, and is not shown.

After He exposure (Fig. 4.3b–f) the scattering pattern changes considerably, with
significant scattering away from the qz axis in all samples. For MAGPIE samples,
nano-bubble formation lead to the emergence of a semi-elliptical contribution
superimposed over the top of the central streak. The nano-bubble size distributions
were calculated by fitting the data with the spheroidal GISAXS model described in
Chap. 2, assuming exponential bubble size distributions. The results of this analysis
are summarised in Fig. 4.4 and Table 4.1. Note that the two highest fluence
PISCES-A samples have been excluded from Fig. 4.4 as nano-bubble fitting was
confounded by the presence of additional, non-spheroidal features. 0.52–0.57 nm

Fig. 4.2 Schematic of the
PISCES-A linear plasma
device. The plasma is
generated at the cathode and
moves down the main
chamber towards the target
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diameter bubbles formed in samples exposed to MAGPIE plasmas at fluences of
2:7� 1024 He=m2, 5:4� 1024 He=m2 and 2:2� 1025 He=m2, while larger
(0:72� 0:07 nm) bubbles formed at the intermediate fluence of 1:1� 1025 He=m2.

Fig. 4.3 GISAXS patterns taken at an angle of incidence of 0.5° are shown for: a an unexposed
reference sample, b a MAGPIE helium fluence of 2:7� 1024He=m2, c MAGPIE fluence of
1:1� 1025He=m2, d MAGPIE fluence of 2:2� 1025He=m2, e PISCES-A fluence of
1:2� 1023He=m2, and f PISCES-A fluence 6:8� 1025He=m2. Axes show the reciprocal space
co-ordinates for each pattern

Fig. 4.4 Average
nano-bubble diameters
lð Þ are shown for samples
exposed to He plasma in
MAGPIE and PISCES-A.
The higher fluence
� 1:2� 1025He=m2

� �

samples have been excluded
as the nano-bubble
measurements were
confounded by additional
contributions to the scattering
patterns
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The origin of this discrepancy is unclear, but it seems improbable that larger bubbles
should form at a fluence of 1:1� 1025 He=m2 than 2:2� 1025 He=m2. As sample
temperatures were estimated by comparison with plasma exposures under nominally
similar plasmas rather than during the actual exposure of the samples being reported
here, it is possible that the 1:1� 1025 He=m2 sample was exposed to a higher
temperature than the others. This could have occurred if the thermal contact for this
sample with the heat sink was poor, for instance. In all samples, the height to width
ratios of the spheroids were similar, ranging from 0.7 to 0.8.

Figure 4.5 shows a TEM micrograph of the 2:2� 1025 He=m2 fluence MAGPIE
sample highlighting the key features which had been observed. Notably, there
appears to be a distinct disordered region within the first 5–10 nm from the sample
surface, which is most likely the result of He retention within this region.
Nano-bubble formation was confirmed by looking at changes in image contrast
while under-focussing and over-focussing the TEM objective lens, as shown in
Fig. 4.6. The bubble shown appears to be approximately 1 nm across. As few
bubbles were sampled, information about depth distributions cannot be deduced
from this TEM study.

At a fluence of 1:2� 1023 He=m2 in PISCES-A an average nano-bubble size of
0:40� 0:01 nm was determined, increasing to 0:46� 0:02 nm at a fluence of
1:6� 1024 He=m2. This result is indicative of nano-bubble growth with increasing
fluence. At fluences above 1:2� 1025 He=m2 the PISCES-A sample scattering
patterns show dramatically different features, with the intensity plot taking on an
almost polygonal form (see Fig. 4.3f for an example). These more complicated
patterns indicate the presence of non-spheroidal features within the samples. If this
feature were the consequence of some change in the nano-bubble shape, such as
faceted faces, the polygonal shape observed would imply that these features must
be highly orientated as randomly orientated particles of any shape will produce a
spherically symmetrical pattern. As the samples were polycrystalline W such a high
degree of ordering seems implausible. Alternatively, the growth of surface features
could also account for this new feature, with ordering naturally occurring due to the

Table 4.1 Effect of plasma fluence on nano-bubble formation

Device He fluence
(�1020/m2)

Surface
temperature (K)

Mean diameter (x–y
plane, nm)

Aspect ratio
(z/y)

MAGPIE 2:7� 1024 473 0:57� 0:01 0:74� 0:01

MAGPIE 5:4� 1024 473 0:52� 0:02 0:70� 0:01

MAGPIE 1:1� 1025 473 0:72� 0:07 0:78� 0:01

MAGPIE 2:2� 1025 473 0:57� 0:02 0:74� 0:01

PISCES-A 1:2� 1023 623–673 0:40� 0:01 0:68� 0:01

PISCES-A 1:6� 1024 623–673 0:46� 0:02 0:77� 0:01

PISCES-A 1:2� 1025 623–673 Unidentified features

PISCES-A 6:8� 1025 623–673 Unidentified features
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anisotropy of such growth. A possible candidate would be the pyramidal
nano-structures observed by Parish et al. [7].

One final possibility is that this may be the consequence of ordering between
bubbles. This effect has been observed before in many body-centred-cubic metals in

Fig. 4.5 TEM micrograph showing key features of the 2:2� 1025 He=m2 fluence MAGPIE
sample. Of particular interest is the mottled region between the Pt overlayer and the W bulk, which
is likely a region of disordered W resulting from He retention and nano-structure formation in this
area

Fig. 4.6 a Under-focussed and b over-focussed TEM micrographs showing the presence of
a *1 nm bubble within the 2:2� 1025He=m2 fluence MAGPIE sample. The nano-bubble appears
as a bright spot in the under-focussed image, and a bright ring about a dark spot in the
over-focussed image
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a TEM study by Johnson and Mazey [8]. In their work, 1.5–2 nm bubbles were
found to self-organise in W at 775 K, with a repeating distance of *6.2 nm. This
explanation is particularly compelling as electron diffraction revealed an analogous
hexagonal pattern for the direct beam. It will be possible to investigate this in future
by incorporating better support for structure factors in the X-ray scattering model.

4.3.2 Effect of Fluence on Nano-bubble Depths

Nano-bubble depth distributions were also estimated, assuming that nano-bubble
depths are exponentially distributed. These results are summarised in Fig. 4.7.
Here, dramatic differences in the fit can be seen between the nano-bubble depths for
both MAGPIE and PISCES-A samples, with average depths in MAGPIE ranging
between *1–15, and *1–2 nm for their PISCES-A counterparts. The differences
between PISCES-A and MAGPIE may be more a consequence of the differences in
fluence than a difference between the two devices. 1–2 nm is the approximate depth
low energy (tens of eV) He ions penetrate beneath the sample surface, referred to
hereafter as the “implantation zone”. This result could indicate that, at low fluences,
He nano-bubbles precipitate mostly within the implantation zone.

Toward higher fluences there appears to be a trend towards increasing average
nano-bubble depth with increasing fluence. This could mean that once
nano-bubbles are no longer able to increase in size additional He is accommodated
by diffusing deeper into the material, with the depth He penetrates into the sample
increasing with increasing fluence.

However, the calculated errors for these fits were quite large (>20% for all
measurements), indicating poor convergence. Determining depth distributions with
GISAXS is much more difficult than bubble size distributions as it relies heavily on
comparing subtle differences in pattern intensities, especially at low qz values.

Fig. 4.7 Average depth
values sð Þ calculated from
GISAXS pattern fitting.
Results for samples exposed
to He plasma in PISCES-A
are much lower than those for
MAGPIE exposed samples.
This could be a consequence
of the lower plasma fluence
for those samples, or
alternatively, some difference
in the implantation depth
between the two experiments
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Further, the model which was fitted to the data assumed that the bubble concen-
tration reduced exponentially with distance from the sample surface—it is very
likely that nano-bubble distributions differ substantially between the implantation
zone, where He is supplied directly from the plasma, and deeper parts of the sample
where He must first diffuse downward.

One confounding factor in the depth modelling is the presence of a diffuse
background in the scatteringg patterns. This background is readily apparent in
patterns after adjusting brightness/contrast, and appears as a rectangular-shaped
plateau of *100–300 counts per pixel (this feature can be easily distinguished in
Fig. 3.3f). This contribution is believed to result from fluorescence from the col-
limating slits in the SAXS/WAXS beamline on account of the fact that it is
energy-sensitive: it appears for 10 keV X-rays, but disappears at 16 keV. These
diffuse fluorescence X-rays then either pass directly through the Kapton window of
the detector chamber or reflect from the sample surface and contribute to the
pattern. As the incidence angle of the X-rays is increased (i.e. by rotating the
sample) the sample obstructs these X-rays more, reducing the background contri-
bution. Thus, for larger samples the background contribution changes with angle.
This effect has frustrated efforts to measure structure depth distributions. It should
be possible to avoid this by careful GISAXS experimental design, such as careful
energy selection to minimise unwanted scattering, or by subtracting the background
from experimental data rather than through a fitting process.

4.4 Summary

Nano-bubble formation in W samples exposed to He plasma in the MAGPIE and
PISCES-A linear plasma devices across a range of plasma fluences from
1:2� 1023 He=m2 to 6:8� 1025 He/m2 was investigated to determine the effect of
total He fluence on nano-bubble growth.

Nano-bubble growth between fluences of 1:2� 1023 He/m2 and 1:6� 1024 He/
m2 was evident, with nano-bubble diameters increasing by *15% from 0:40�
0:01 to 0:46� 0:02 nm for exposure temperatures between 623 and 673 K. This
represents an approximately 50% increase in average nano-bubble volume.
Measurements for higher fluence samples were confounded by the presence of
additional contributions to the GISAXS scattering patterns. The nature of these
additional contributions presently is not known, though it could be a consequence
of surface modification or nano-bubble ordering.

For the MAGPIE experiments a fluence range from 2:7� 1024 He/m2 to
2:2� 1025 He/m2 was investigated for a W temperature of approximately 473 K.
Most samples showed nano-bubble diameters between 0.52 and 0.57 nm, indicating
that nano-bubble diameter increases saturate with increasing fluence at some flu-
ence lower than 2:7� 1024 He/m2 for this experimental setup.
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Measurements of depth distributions of nano-bubbles was also attempted.
Average nano-bubble depths tended to increase at higher fluences, however, errors
for these measurements were very large so further investigation will be necessary to
clarify this behaviour.
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Chapter 5
Effect of Sample Temperature
and Transient Heat Loading
on Nano-bubble Growth

5.1 Temperature and Nano-bubbles

Temperature plays a critical role in the formation of He nano-bubbles in W.
Generally, the higher the temperature the larger the bubbles which form [1], though
there is evidence that nano-bubble sizes may not vary below a certain temperature
[2]. This may be the consequence of different mechanisms driving bubble growth at
different temperatures: at low temperatures growth occurs predominantly from
vacancy/He diffusion, while at higher temperatures bubbles are mobile allowing
growth via mergers. This latter mechanism is of particular interest to the fusion
materials community as this means of growth has been found to lead to significant
surface modification which could have an adverse impact on W performance [1]. In
extreme cases, progressive surface roughening can lead to highly inhomogeneous
heating, with small localised parts of the material reaching temperatures high
enough to drive W melting and droplet emission into the plasma [3, 4].

Presently, it is not clear precisely where the dividing line between
diffusion-driven and merger-driven bubble growth occurs. Miyamoto et al. [2]
study into this phenomenon indicates that the crossover temperature may depend to
some extent on the nature of the sample itself, with a lower merger threshold
temperature observed under in situ TEM than that for a bulk sample exposed to He
plasma. On the other hand, El-Atwani et al. [5] observed no bubble coalescence
during in situ TEM even for temperatures up to 1223 K. Instead, they found that
bubble growth was more sensitive to vacancy availability, with larger bubbles
forming where vacancies were abundant. This was achieved by using He implan-
tation energies above the threshold required for Frenkel pair formation in W. Taken
together, these studies indicate a complex relationship between incident He ion
energy (vacancy availability) and temperature (vacancy and nano-bubble mobility)
on nano-bubble formation.

In a device such as ITER, transient thermal loading from Edge Localised Modes
(ELMs) and other plasma instabilities will lead to short-duration temperature
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spikes. Consequently, it is not enough to simply understand the behaviour of He
nano-structures under steady-state temperature and plasma conditions—one must
also investigate how these short-term temperature spikes influence nano-structure
formation as well.

In this chapter, the results of a series of experiments utilising GISAXS to
measure He nano-bubble formation are reported. To investigate steady-state tem-
perature effects, separate experiments were conducted on both the NAGDIS-II [6]
and PISCES-A [7] linear plasma devices. The influence of transient thermal loading
was then studied by exposing W samples pre-loaded with He plasma in PISCES-A
to an ELMy He discharge in the DIII-D tokamak [8]. A further study was attempted
where samples exposed to He plasma in MAGPIE were then subsequently annealed
at 1073 K, however, surface oxidation destroyed the nano-structures which were to
be studied.

5.2 Experimental Procedure

5.2.1 NAGDIS-II

The NAGDIS-II device is a linear plasma divertor simulator where the plasma is
generated by a DC discharge between a LaB6 cathode and a copper anode [6]. As
the ionised fraction in the discharge is low (*1%), high plasma intensities in the
exposure chamber were maintained by operating the cathode at high neutral pres-
sures. Neutral gas is then pumped out of the exposure chamber via a strong dif-
ferential pumping system producing a plasma with an ionised fraction greater than
10%.

Three samples were prepared for He plasma exposure in NAGDIS-II by first
cutting then polishing 10� 10� 2 mm polycrystalline W samples. A fourth sample
was also prepared, but was not exposed to plasma. After polishing, samples had a
visibly convex surface, and visible scratches from the polishing process.

Samples were exposed to similar plasma fluences (5:3� 1025 He=m2,
4:4� 1025 He=m2, 4:2� 1025 He=m2) at surface temperatures of 843–903 K,
943 K, and 1023 K, respectively. Sample temperature was controlled by changing
the plasma flux, where the plasma fluxes for each sample were 1:5� 1022 He=m2=s,
2:4� 1022 He=m2=s, and 4:7� 1022 He=m2=s, respectively. Nano-bubble growth
was measured via GISAXS at the Australian Synchrotron across incident angles
from 0.5° to 1.0° in 0.1° steps. Fitting was performed with the methods outlined in
Sect. 3.2.4, where several patterns taken at different incident angles were fitted
simultaneously for each sample.
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5.2.2 PISCES-A + DIII-D

To investigate the role of transient heat loading on He nano-bubble formation, W
samples were exposed to an ELMy plasma within the DIII-D tokamak. The DIII-D
device is a versatile divertor tokamak operated by General Atomics, and is an
upgrade of the earlier Doublet III tokamak [9] (Fig. 5.1). DIII-D is so-named for its
“D” shaped plasma, and was developed as a versatile device which can achieve
high-performance plasma despite its modest size [10]. The tokamak operates in a
pulsed mode, with plasma pulses up to 10 s long. DIII-D is equipped with the
Divertor Materials Evaluation System (DiMES), which facilitates studies of
material performance under tokamak plasma, including high energy transient events
such as ELMs [11].

For this experimental series, 12 W “buttons” were prepared, with 1 being
reserved as an undamaged reference sample. To determine the effects of He
pre-loading prior to transient heating 6 samples were pre-exposed to pure He plasma
in PISCES-A to a fluence of 1� 1026He=m2, 3 with a sample surface temperature of
773 K, and 3 with a surface temperature 973 K. 5 virgin samples and 2 of each of the
773 and 973 K samples were then exposed to a single 3 s He discharge in DIII-D,
which included approximately 150 ELM events. ELMs typically lasted 2–3 ms, with

Fig. 5.1 Cross-section of the
DIII-D tokamak, showing key
components of the device. In
the centre, a typical divertor
plasma configuration is
shown. Image from [10].
Used with permission

5.2 Experimental Procedure 79



a typical energy density of approximately 60 kJ/m2. During ELMs plasma densities
and temperatures reached 2� 1019 ions/m3 and 250 eV, respectively, compared
with 1� 1019 ions/m3 and 50 eV during periods between ELMs.

The work described here was part of a broader collaboration, and features only a
subset of that work. An overview of the collaboration’s wider methodology and
results can be found in reference [12]. Please note that the GISAXS fitting method
has been revised since [12] went to press, so results here may differ somewhat from
that earlier publication. GISAXS measurements were performed using a similar
process to those for NAGDIS-II samples. Nano-bubble size distributions were
found to be fundamentally different for samples which had been exposed to ELMs
in DIII-D, requiring two different nano-bubble diameter distributions to be fitted
simultaneously. This is discussed in Sect. 5.3.2.

5.3 Results

5.3.1 Effect of Temperature on Bubble Growth

Figure 5.2 shows the effect of temperature on nano-bubble diameters for samples
exposed to He plasma in NAGDIS-II and PISCES-A. Samples exposed to
NAGDIS-II show a significant increase in nano-bubble sizes as temperatures
increase from *873 to 943 K, but no further increase beyond this. Interestingly,
the nano-bubble diameters observed at *873 K are comparable to those found for
W exposed to He plasma in MAGPIE at the much lower temperature of 473 K
(i.e. l � 0:5nm).

The similarity between the nano-bubble sizes at 943 and 1123 K indicates that
nano-bubble growth at high temperatures (>*900 K) is either fluence limited, time

Fig. 5.2 Mean nano-bubble
sizes for plasma exposures
across a range of sample
temperatures are shown for
both NAGDIS-II and
PISCES-A [13]. He fluence in
NAGDIS-II PISCES-A
samples were approximately
5� 1025 He=m2 and
1� 1026 He=m2, respectively.
For comparison, the mean
bubble size for samples
exposed to plasma in
MAGPIE to a fluence of
2:2� 1025 He=m2 is also
shown. Image used with
permission
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limited, or both. Fluence limited growth has been demonstrated in situ TEM work
for relatively low He ion fluences (\1021 He=m2) [2], however this study does not
show how temperature affects this process beyond the coalescence threshold tem-
perature. Exposure time could also be a factor. As heating in NAGDIS-II was
achieved by varying the plasma flux, the higher temperature sample was only
exposed to plasma for half the time of the lower temperature sample, meaning less
time was available for nano-bubble formation. A more systematic study will be
required in order to obtain more definitive answers.

He is also known to produce surface pitting in W, as shown in the SEM
micrographs in Fig. 5.3. Here, surface pits several 10 s of nm across are readily
apparent at 943 and 1123 K, but are not visible on the surface of the *843–903 K
sample. The minimum temperature for surface pitting appears to be the same as that
for nano-bubble agglomeration, suggesting that the two phenomena are closely
related. Other work into the effect of nano-bubble growth in copper exposed to He
ion irradiation suggests that a small population of very large nano-bubbles form
during post-irradiation annealing [14], which are likely to migrate to the surface as a
consequence of the temperature gradient (and consequent vacancy concentration
gradient) between the bulk and the surface [15].

The difference in scale between the nano-bubbles measured by GISAXS and the
surface pits supports the coalescence-driven growth mechanism modelled in [14],
where large nano-bubbles constitute only a small minority of all bubbles.
Quantitative comparisons between this work and precedent models (such as [1]) is
difficult as models of He nano-bubble coalescence typically only model the beha-
viour of randomly distributed nano-bubbles during annealing. This is in stark
contrast to the experimental case where nano-bubbles are in a continuous dynamic
process of nucleation, migration and coalescence, which one would expect should
feature a larger population of smaller nano-bubbles which have recently nucleated.

The PISCES-A exposed samples show a similar qualitative behaviour with
increasing nano-bubble size as one moves above the threshold for growth via
coalescence (Fig. 5.2), demonstrating similar behaviour for these samples. One
notable difference, however, is that the nano-bubbles which formed under
PISCES-A plasma exposure were much larger below 900 K than those from

Fig. 5.3 SEM micrographs for W samples exposed to He plasma in NAGDIS-II across a range of
temperatures [13]. Surface pitting is readily apparent at temperatures above 943 K (b–c), but is not
observed for the 843–903 K sample (a). Image used with permission
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NAGDIS-II. There are many factors which could have contributed to these dif-
ferences, including differences in the W material prior to plasma exposure, plasma
fluence, plasma flux and total exposure time, and the fraction of He which is
retained in each experiment. Furthermore, due to the large errors for the 973 K
PISCES-A sample, once cannot say definitively whether these bubbles were any
larger than the 943 K NAGDIS-II samples. Understanding these differences will be
essential in order to develop a clear understanding of which factors are most
important for nano-bubble formation and growth, and importantly, why. This is a
question which will be pursued in future work.

5.3.2 Effect of Transient Thermal Loads

Scattering patterns for samples which had been exposed to ELMy discharges in
DIII-D were difficult to fit using a single nano-bubble distribution function alone,
indicating that there are distinct qualitative differences in nano-bubble, as shown in
Fig. 5.4.

For this reason, a more complex nano-bubble size distribution model was used
which consisted of a superposition of an exponential distribution, and a log-normal
distribution, given by:

P xð Þ ¼ r
l1

e�
x
l1 þ 1� r

xr
ffiffiffiffiffiffi

2p
p e�

ln x�ln l2ð Þ2
2r2 ð5:1Þ

Here, l1 is the median of the exponential component of the distribution, l2 is the
median of the log-normal component of the distribution, r is the scaling parameter
of the log-normal component, and r is the fraction of exponentially distributed

Fig. 5.4 Colour maps of the scattering patterns highlighting qualitative differences between
samples exposed to PISCES-A alone and the combination of PISCES-A and DIII-D are shown. In
general, DIII-D exposed samples show more circular nano-bubble formation, and the central streak
appears more rounded than PISCES-A exposure alone
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nano-bubbles. Aspect ratios for the height in the z-direction and cross-sectional
diameter in the x-y plane were also fitted for each, and are denoted �1 and �2 for the
exponentially and log-normally distributed components, respectively.

The addition of the log-normal contribution in Eq. 5.1 significantly increases the
complexity of the fit. For a simple exponential fit, there are 5 parameters which
must be optimised. For the combination of exponential and log-normal components,
this increases to 9. This raises a number of challenges. For instance, the fitting
algorithm is more likely to become trapped in a false minimum. Computational time
also increases substantially, making troubleshooting the fit prohibitively
time-consuming. Instead, fitting was performed for a single pattern taken at 1:0� for
each sample. This angle was chosen as the contribution from background scattering
drops with increasing incidence angle. As patterns from only a single angle was
being fitted, fitting depth distributions was not attempted.

Table 5.1 shows the fitted parameters for the combined exponential and
log-normal distribution functions. The fitting parameters of the exponential and
log-normal distributions are likely to be highly correlated, so one should be careful
about comparing the distribution parameters quantitatively. A more robust approach
is to compare the nano-bubble distributions graphically, as is shown in Fig. 5.5.
Scattering intensity for GISAXS scales with the volume of the particle.
Consequently, while small (<0.5 nm) bubbles appear to be more numerous than
larger bubbles, their contribution to the scattering and fit optimisation is negligible.

Table 5.1 Fitted values for samples exposed to He plasma in ELMy discharges in DIII-D.
Measurements were taken from two separate visits to the Australian Synchrotron, using different
GISAXS camera lengths of 964 mm and 1056 mm, respectively. The 1056 mm camera length
samples are indicated by an “*”. Please see Eq. 5.1 for a description of the parameters

Sample r (fraction) l1 (nm) �1 (ratio) l2 (nm) FWHM
(nm)

�2 (ratio)

773 K PISCES-A 1 0.73 0.79 – – –

773 K PISCES-A
+ DIII-D (1)

0.32 0.54 0.74 0.17 0.67 1.16

773 K PISCES-A
+ DIII-D (2) *

0.41 0.85 0.77 0.12 0.74 1.02

973 K PISCES-A * 1 0.83 0.84 – – –

973 K PISCES-A
+DIII-D (1)

0.44 0.63 0.90 0.67 0.68 0.96

973 K PISCES-A
+ DIII-D (2) *

0.48 0.95 0.86 0.86 0.85 0.94

DIII-D only (1) 0.58 0.69 0.74 0.85 0.98 1.00

DIII-D only (2) 0.66 0.60 0.71 0.91 0.56 1.11

DIII-D only (3) 0.48 0.57 0.77 0.68 0.74 1.03

DIII-D only (4) 0.37 0.63 0.75 0.86 0.79 0.96

DIII-D only (5) * 0.42 1.06 0.80 0.91 0.63 0.71
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One should therefore be cautious about trying to extrapolate these distributions to
below 0.5 nm as very little scattering is coming from these particles, so one cannot
say that they are actually being measured.

For most of the DIII-D exposed samples shown in Fig. 5.5 a significant peak in
the distribution function emerges at *1 nm, with roughly similar tails as one
moves toward higher nano-bubble diameters. This clustering of nano-bubble sizes
about *1 nm is evidence of a significant change in the nature of nano-bubble
formation. Plasma loading differs significantly during transient events such as
ELMs compared with the steady plasma fluxes which can be achieved in linear
plasma devices. During the ELM, a large amount of He is implanted into the walls
while the W surface is heated rapidly. The combination of the large amount of
injected He and rapid quenching following the ELM would then result in rapid He
precipitation into nano-bubbles. Due to the rapid, transient nature of this effect, it
seems reasonable that nano-bubbles should be small and relatively uniform in size,
unlike those which are able to form more slowly via diffusion, trapping and
agglomeration. Further to this, the height/width ratios of the log-normally dis-
tributed nano-bubbles (�2) are very close to 1 for most of these measurements. This
indicates that the anisotropy introduced by the sample surface is less relevant for
this mechanism of bubble production.

Interestingly, the samples exposed to He plasma in PISCES-A at 773 K prior to
a DIII-D discharge show very different behaviour to other samples. The log-normal
component of the distribution produced a sharp peak below 0.1 nm, and no *1 nm
peak is present. Due to the weak scattering expected below *0.5 nm this region of
the probability density function can be safely dismissed as an erroneous extrapo-
lation of the fitted parameters. Above 0.5 nm the distribution appears to decay more
slowly than the exponential fits used for PISCES-A exposures alone, with much
heavier tails extending to higher diameters. One possible explanation is that the He
nano-bubble density was already saturated prior to exposure to DIII-D. Thus, after

Fig. 5.5 Nano-bubble diameter distributions for nano-bubbles exposed to an ELMy discharge in
DIII-D. Most samples exposed to DIII-D feature a strong peak between 0.5 and 1.5 nm, likely the
consequence of rapid nano-bubble formation during ELM events. This feature is not observed in
samples pre-exposed to He plasma in PISCES-A at 773 K
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the rapid influx of He and sharp temperature spike of the ELMs the surplus would
have nowhere to go except within existing nano-bubbles.

This behaviour is not observed for samples pre-exposed to PISCES-A at 973 K,
which behave in a similar manner to samples without pre-exposure. However,
nano-bubble growth is known to be very different at 973 K, with a lower density of
larger nano-bubbles forming under these conditions. Consequently, nano-bubble
densities may not be saturated after exposure in PISCES-A, allowing new
nano-bubbles to precipitate during DIII-D ELMs.

5.4 Summary

The effects of temperature and transient heat and particle fluxes have on He
nano-bubble formation in W were studied using NAGDIS-II, PISCES-A, and
DIII-D. For W exposed to He plasma in NAGDIS-II at 873 K nano-bubble size
distributions exponentially distributed with l � 0:5 nm, similar to those found for
the MAGPIE plasma device at the much lower temperature of 473 K.
Above *900 K nano-bubbles followed an approximately exponential distribution
with l[ 0:65 nm demonstrating a significant increase in nano-bubble sizes at
higher temperatures. Results from PISCES-A show a similar trend, though
nano-bubble diameters measured were somewhat larger than was the case for
NAGDIS-II.

During transient heat and particle fluxes, such as those produced during ELMs,
nano-bubble formation is likely to occur via very different mechanisms than is the
case for steady plasma fluxes. GISAXS fitting required a more complex distribution
function consisting of a superposition of exponential and log-normal probability
density functions. In most W samples exposed to an ELMy He plasma in the DIII-D
tokamak a distinct peak for nano-bubble diameters around *1 nm was observed,
indicating the formation of a sub-population of relatively uniformly sized
nano-bubbles. This is most likely a consequence of the short-lived high He con-
centrations and temperature spikes which follow ELM events, with the tight clus-
tering of nano-bubble sizes being a product of their rapid formation.

Samples which had been pre-exposed to He plasma in PISCES-A at 773 K did
not have an enhanced population of nano-bubbles around *1 nm. This may be
attributed to the fact that the nano-bubble concentration after exposure in PISCES-A
is expected to be saturated, which may inhibit the formation of new bubbles during
ELMs. Instead, nano-bubbles would need to grow via other mechanisms, which
could explain the heavy-tailed distribution observed in this case.

This work is the first experimental demonstration of the significant differences in
nano-bubble formation behaviour which can be expected during transient events.
This is a topic which is highly relevant for the ITER project, as work on linear
devices will need to be extrapolated to the much more complex tokamak envi-
ronment. This result is an excellent demonstration of the power of GISAXS to
probe material changes which are almost inaccessible by other techniques.
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Chapter 6
Investigating Synergistic Effects
on W Performance with Magnum-PSI

6.1 Synergy

Linear plasma devices are useful in fusion material studies as they allow experi-
menters a much greater degree of control over the plasma conditions and sample
heating than is possible in a large scale fusion experiment such as ITER, allowing
one to perform controlled experiments to determine how different factors influence
material performance. Many factors are known to influence material performance,
including sample surface temperature [1–4], hydrogen [5–12], helium [13–26],
plasma impurities [27–32], material morphology [33, 34] and composition [35],
radiation damage [4, 36–43], sputtering [44], and thermal shocks [45, 46]. In large
fusion devices experimental campaigns typically run for months at a time, and
involve hundreds or thousands of discharges where successive discharges can vary
significantly from each other. This makes identifying the role of individual factors
very challenging using data from these machines alone.

Linear devices fill the gap by permitting systematic studies of individual factors,
and have done much to advance the current understanding of tungsten behaviour
under plasma exposure. However, the ultimate goal of fusion materials research is
to understand how candidate armour materials will behave in a full-scale fusion
device, such as ITER or a future DEMO reactor. And this understanding must be
complete enough to be able to predict the material performance over the full life of
the device. It is not enough to study the relevant factors which lead to tungsten
degradation individually: understanding the synergies between these factors is
essential.

Perhaps the most widely studied synergy in tungsten is the simultaneous effects
of hydrogen and helium on microstructure formation and hydrogen retention.
As ITER is a licenced nuclear facility, it will need to abide by strict limits on the
accumulation of in-vessel radioactive materials. The tritium limit for the entire
reactor is 1 kg [47]. Should this be exceeded, the reactor will no longer be able to
operate. Thus, minimisation of H retention is essential.
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For W exposed to pure H plasma at lower temperatures (473*723 K) H has a
tendency to cluster around grain boundaries which ultimately leads to the formation
of surface blisters [48]. However, even the addition of a 0.1% He into the plasma
has been found to significantly reduce the occurrence of these blisters. In a similar
study, Miyamoto et al. [49] also found that H retention is reduced in these mixed
plasmas, attributing this reduction in retention and blister formation to the forma-
tion of He nano-bubbles which are believed to act as a diffusion barrier. Blisters
formation was also found to be sensitive to the crystalline orientation of the crystal
grains in which they form. On the other hand, Lee et al. [50] found that He retention
is not affected by the presence of H.

This phenomenon becomes much more complicated once temperature is factored
into it, as the behaviour of both H and He vary independently at different tem-
peratures. In He pre-irradiated samples, Nishijima et al. [51] found that the tem-
perature of He pre-exposure had a dramatic effect on subsequent D retention after
pure D plasma exposure at 550 K. For high temperature (1600 K) pre-exposure,
where much larger nano-structures form, D retention was significantly enhanced,
while lower temperature (700 K) pre-exposure reduced D retention by a factor of 5.

Complex synergistic effects have also been observed for studies probing the
combined effects of radiation damage, H plasma, and temperature. For instance,
Wampler and Doerner [52] found that radiation damage has little effect on H
retention at 314 K, but significantly enhanced retention from 473 to 773 K. Plasma
flux also has a significant effect on H retention [3, 34]. For lower H fluxes, H
retention is expected to decrease substantially above *700 K. However, for H
fluxes above 1023D=m3 retention was stable up to 860 K.

6.2 Experimental Methods

6.2.1 Sample Preparation

Polycrystalline tungsten samples (10 mm � 10 mm � 2 mm) were cut from a
single large block of 99.97% purity tungsten, sourced from PLANSEE, and pol-
ished to a mirror finish.

To simulate the effects of collision cascades and transmutation from neutron
irradiation that will occur during operation, ten samples were irradiated with
2 meV W2+ ions to a fluence of 1019 ions/m2 at the 1.7 MV tandem ion accelerator at
the Australian National University. To account for chemical changes which are
expected under neutron irradiation a further ten samples were irradiated with 2 meV
Re2+ ions to a fluence of 1019 ions/m2. Irradiations were performed at room tem-
perature by rastering the beam across the sample surface. Both of these implantations
produced damage profiles with peak damage levels of approximately 5.2 displace-
ments per atom (dpa) at a depth of 80 nm calculated using the Kinchin-Pease method
with SRIM [53]. A further ten samples were left undamaged for comparison.
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6.2.2 Plasma Exposure in Magnum-PSI

After ion irradiation, samples were taken to the linear plasma device Magnum-PSI
at the Dutch Institute For Fundamental Energy Research (DIFFER) [54], where
they were exposed to plasmas under a wide range of conditions. The plasma fluxes
available in Magnum-PSI (1023–1024 ions/m2/s) are comparable to the steady-state
plasma fluxes expected in ITER’s divertor during burning plasma operation. Truly
producing an ITER-like environment is difficult, however, as ITER will operate for
several years, resulting in plasma fluences that are not viable to reproduce exper-
imentally. Further, plasma instabilities are the norm in tokamaks, so periodic epi-
sodes of very high heat and particle fluxes are expected in ITER. No attempt has
been made to reproduce those here. While reproducing a true ITER-like environ-
ment is difficult, experiments of this nature provide valuable insights into the
mechanisms that drive nano-structural development, H and He retention, which are
essential for modelling efforts to qualify the engineering tolerances of the reactor
lining materials.

The samples were maintained at floating potential and were exposed to each
permutation of surface temperature variation (<700 K and >1000 K), plasma feed
gas composition (100% H, 5% He/95% H, 20% He/80% H, 50% He/50% H, 100%
He), and ion irradiation treatment (W irradiated, Re irradiated, and non-irradiated) to
produce a broad range of conditions in order to determine the key mechanisms which
drive He retention, as outlined in Fig. 6.1. Samples were exposed to a fluence of
2� 1025ions=m2. An additional low fluence sample set (1� 1024ions=m2) was also
generated to gauge the effect of plasma fluence. Flow rates were used to determine
feed gas composition. Preliminary quadrupole mass spectroscopy measurements
have been performed, revealing actual ionic ratios much lower than those of the feed
gas for the mixed plasmas. Ionic helium concentrations are 2% He, 8% He, and 23%
He for the 5% He, 20% He and 50% He feed gas ratios, respectively. Throughout
this chapter the ionic ratios are reported.

2D temperature maps of the sample surface were measured using a FLIR A645
sc infra-red camera, and checked against a near-centre point measurement with an
FMPI SpectroPyrometer to ensure consistency. Due to the plasma profile, sample
surface temperatures were not uniform during plasma exposure, tending to be hotter
in the centre and cooler towards the edges of the sample. This discrepancy was most
significant for higher sample temperatures, where the difference could be up to 200–
300 K. For consistency, all temperature measurements reported here refer to the
value taken at the sample centre. Electron temperatures and densities were mea-
sured via Thomson scattering *25 mm in front of the target by performing 30
measurements over a 3 s period to minimise random errors [55]. The range of
values for electron temperature and electron density are shown in Fig. 6.2.
Exposure times for each sample were varied to ensure consistent fluence.

Due to the way Magnum-PSI is presently configured, plasma exposure occurred
by firing a series of short plasma pulses at the target samples, followed by a pause
of up to 30 min to allow the magnets to cool down to acceptable temperatures
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before the next pulse. The samples were actively cooled, so while temperatures
could become quite high during a plasma pulse, they promptly fell to room tem-
perature once the pulse stopped. H/He diffusion between plasma pulses is therefore
not considered to be significant.

Fig. 6.1 Schematic of the sample preparation method for the Magnum-PSI experiment. Samples
were created for each permutation of ion-irradiation treatment (orange), plasma condition (white),
and plasma feed gas composition (blue)

Fig. 6.2 The electron
densities (ne) and electron
temperatures (Te) of each
plasma shot are shown [56].
Open shapes refer to samples
which had not been
pre-irradiated with heavy
ions, solid black shapes
2 meV W ion pre-irradiated,
and solid red shapes 2 meV
Re ion irradiated.
Measurements were taken via
Thomson scattering for the
beam centre*25 mm in front
of the target. Image used with
permission
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Changing the plasma composition had a dramatic effect on other properties of
the plasma, such as the flux and sample heating. Compromise between these
parameters was therefore essential, so plasmas were chosen to minimise differences
between temperature and total fluences, as these are believed to be the most sig-
nificant factors. However, it is worth being mindful of the fact that other properties
such as the electron temperature and density, flux, pulse length, and total exposure
time varied from sample to sample. Indeed, despite efforts to maintain consistency,
even the temperature varied considerably between samples. Note, however, that all
plasma parameters were reasonably consistent between shots fired at the same
sample; differences occur primarily between different samples.

6.2.3 ERDA Measurements

C-ion elastic recoil detection analysis (ERDA) was performed on each of the
samples on the STAR accelerator at the Australian Nuclear Science and
Technology Organisation. ERDA measurements were performed on two different
occasions, with different ion conditions. In the first round of measurements,
10 meV C-ion beam was used on 4 sets of samples to measure the retention of both
H and He within the first 100 nm of the surface, using a 6 µm Kapton foil in front
of the detector to block unwanted backscattered C ions. C ions were used so that
both H and He could be measured simultaneously, as only target atoms lighter than
the incident beam can be backscattered.

In the second measurement round, an 8.7 meV C4+ beam of ions was incident at
an angle of 75°, and a silicon surface barrier detector was located at a scattering
angle of 30°, with a 9 µm Mylar stopping foil. In both measurement rounds the He
and H signals occurred in distinct regions of the spectrum, enabling straightforward
analysis. The adjustment in conditions in the second round was made to increase the
He count rate, which was very low for the first measurement round. The full helium
peak could also clearly be resolved, indicating that the maximum depth of the
analysis exceeded the maximum depth at which helium was retained. Helium
retention is expected to occur mostly within the first 100 nm or so from the sample
surface [57]. Cross sections for quantification were obtained via the methods out-
lined in [58]. Data analysis was performed using the SIMNRA software [59].

Defining the He profile deeper into the material is very difficult as the count rate
is low for the concentrations expected in all measurements. For this reason, the
focus has been on determining the total He retention rather than where this He is
located. Extracting information on H retention is more difficult. As the H compo-
nent of the plasma was 1H, the H which originated from the plasma could not be
easily distinguished from H contamination from surface condensation or other
sources. A reference sample was thus taken to measure the baseline H signal, and
the sharp surface peak has been largely disregarded.
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Another artefact in the data is also present in the form of an ever increasing peak
towards low energies, which is likely to originate from high-energy C ions being
backscattered from the W lattice, and impacting with H within the Kapton foil,
leading to low-energy knock-ions. Fitting was focussed on a narrow and relatively
flat region between the surface peak and low-energy background, where H counts
should originate predominantly from sub-surface H retention. H retention from the
reference sample in this region was *0.2 at.% (compared with >1 at.% for most
other samples), indicating that the background signal in this region is significantly
smaller than other potential sources of error. Data from a typical ERDA mea-
surement is shown in Fig. 6.3, highlighting the main features in the data.

6.3 Results

6.3.1 He Retention

Figure 6.4 shows the ERDA He retention measurements for each sample, for both
high (>1000 K) and low (<700 K) sample surface temperatures. He retention is
found to be greater at higher surface temperatures and the He retention increases
with increasing He content. However, it does not increase linearly. At lower surface
temperatures, the He retention remains fairly constant for the conditions studied
here.

Fig. 6.3 Results from a typical ERDA measurement are shown. Several distinct features are
present (from left): a low-energy peak resulting from knocked-on H atoms from the Kapton film
shielding the detector, a “plateau” caused by sub-surface H atoms, a sharp peak resulting from
surface adsorption of H, and a small high-energy peak from retained He. Only the sub-surface H
and He peak are of interest to analysis
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The variation in electron temperature enables the total ion energy, Ei, to be
calculated from the sheath potential, Us, by [60]:

Ei ¼ Us � eþ 2kBTi ð6:1Þ

Us ¼ �0:5kBTeln
2pme

mi

1þ Ti=Teð Þ
1� dð Þ2

 !
ð6:2Þ

where e is the elementary charge, me is the electron mass, mi is the ion mass, kB is
Boltzmann’s constant, Te is the electron temperature, Ti is the ion temperature, and
d is the secondary electron yield due to ion or electron collisions with the surface. In
Magnum-PSI electrons and ions are in thermal equilibrium in the source and are
expected to remain so upon reaching the target, so Te and Ti are assumed to be
equal. To calculate the ion energies, d was assumed to be negligible, and mi to be
the weighted average of the hydrogen and helium atomic masses for a given plasma
composition.

Figure 6.5 displays the He retention dependence on the ion impact energy, as
calculated from Eq. (6.2). Here, a clear minimum ion implantation energy appears
to be required in order to enable He ion retention. He retention was approximated as
a piecewise linear function of the form:

f Eð Þ ¼ 0; E\ET

m E � EHeð Þ; E�ET

�
ð6:3Þ

Here, E is the He ion energy, ET is the minimum threshold energy required for
He retention, and m is a linear gradient used to approximate He retention for He ion
energies beyond the threshold energy. ET was calculated by fitting both ET and m to
the data using a least-squares fitting algorithm, giving an estimated He retention
threshold energy of 9:0� 1:4 eV. Errors were estimated by applying the jackknife

Fig. 6.4 He retention in tungsten measured by ERDA at various H/He plasma ratios for
temperatures a >1000 K and b <700 K
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method, as described in [61]. Further uncertainty is introduced by the fact that the H
in the plasma is likely composed of some mix of H+, H2

+, and H3
+, rather than the

pure H+ assumed for this work. If H2
+ were the dominant species, for instance, the

He threshold energy would be closer to 9:4� 0:7 eV.
This minimum energy is unaffected by pre-irradiation with both W and Re,

which both show similar behaviour to the samples which were not pre-irradiated
with heavy ions. Furthermore, this minimum energy appears unaffected by sample
surface temperature and plasma H/He ratios. This result expands significantly on
the findings of Nishijima et al. [13], who observed pitting and bubble formation in
tungsten at 1600 K at and above 5 eV, but not at lower He ion energies. During
their experiments, Nishijima et al. noted fluctuations in the plasma potential could
vary by �4 eV over the course of a plasma exposure, meaning at a nominal ion
energy of 5 eV He ion energies could have reached energies as high as 9 eV. This
places both the present work and that of Nishijima et al. well within the range of
uncertainty for both experiments. The present work also demonstrates that the effect
is much more fundamental than a change in surface behaviour and is caused directly
by the inability of He to be retained at low ion impact energies.

Molecular dynamics simulations by Borovikov et al. [62] predicted similar
behaviour, with total He reflection occurring at impact energies up to 10 eV and
increasing retention with energy above 20 eV (no data were presented between 10
and 20 eV). The present study is in excellent qualitative agreement with Borovikov
et al., reproducing two of the key findings: zero retention below some minimum ion
impact energy, and increasing retention with increasing ion energy beyond this
threshold. This trend is observed regardless of the ion implantation treatment or
plasma composition for each sample.

Fig. 6.5 The effect of He ion
impact energy on He retention
is shown, revealing a
minimum impact energy of
9:0� 1:4 eV in order for
retention to occur [56]. Above
this value, He retention
increases sharply. This effect
is not strongly influenced by
ion irradiation treatment or
sample temperature. A solid
line has been drawn to guide
the eye. Image used with
permission
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6.3.2 He Nano-bubble Formation

The presence of an energy threshold has important implications for the formation of
helium-induced nano-bubbles in tungsten. GISAXS was performed to determine the
nature of any potential nano-bubble formation. A GISAXS model was then fitted to
the data, where nano-bubbles are assumed to be spheroidal in shape, and have an
exponential diameter distribution. Both the mean bubble diameter in the x-y plane
and their full height along the z-axis were fitted. The spheroids were orientated such
that their axis of rotational symmetry was aligned with the z-axis. Here, the sample
surface is in the x-y plane, while the z-direction is normal to the sample surface.

A summary of the results of the GISAXS analysis are presented in Table 6.1,
while examples of the corresponding GISAXS patterns used for this analysis are
presented in Fig. 6.6. Helium nano-bubble formation was observed in all samples
where the helium retention measured by ERDA exceeded 5� 1019He atoms=m2

and was absent for all samples with lower retention values. For samples which were
not pre-irradiated, the mean nano-bubble size were similar, ranging from 0.76 to
0.82 nm.

Bubbles were observed to grow more spherical with increasing helium con-
centration, but there was no such correlation with their diameters. This result
suggests that as retention increases, additional He retention occurs through an
increased concentration of bubbles, or an increased pressure within each bubble,
rather than by an increase in bubble size.

Nano-bubbles which formed in ion-irradiated tungsten with similar levels of He
retention resulted in the formation of somewhat smaller bubbles, though the dif-
ferences were comparable to approximately twice the error range of the measure-
ments. For this sample, the IR camera’s temperature measurement was saturated,
indicating a much higher surface temperature above 1600 K. This result of smaller
bubbles forming at higher temperatures contradicts previous direct observation and
modelling, which indicated larger bubble growth at higher temperatures [17, 63].

Table 6.1 Nano-bubble diameter distributions measured by GISAXS

Plasma
He
fraction
(%)

Ion
treatment

Retained He
atoms
(x1020/m2)

Surface
temperature
(K)

He ion
energy
(eV)

Mean
diameter (x-y
plane, nm)

Aspect
ratio (z/y)

0 – – 1000–1300 8.2±0.5 – –

2 – 0.10±0.01 1000–1300 9.2±0.6 – –

8 – 0.56±0.04 1000–1300 11.4±0.7 0.76±0.01 0.77±0.01

23 – 0.61±0.04 1000–1300 12.5±0.8 0.82±0.08 0.81±0.01

100 – 1.9±0.1 1100–1400 14.1±0.8 0.76±0.04 0.89±0.01

100 2 meV W 1.3±0.1 >1600 15.6±0.9 0.68±0.05 0.90±0.01

100 – 0.025±0.001 423–473 4.4±0.4 – –
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However, these studies dealt with systems which had not been ion-irradiated before
plasma exposure. Thus, this discrepancy may be the result of additional bubble
nucleation sites being available in ion-damaged samples as a consequence of
additional vacancy sites being created during ion implantation. This could result in
helium being distributed between larger numbers of smaller bubbles. Further study
will be required to verify whether this difference is a real effect, or the product of
measurement uncertainty.

6.3.3 H Retention

Figure 6.7 shows H retention measurements integrated over the first 40 nm for
tungsten with both low (<700 K) and high (>1000 K) surface temperatures. At
lower temperatures, ion irradiation, shown as the solid shapes, leads to a strong
increase in H retention and becomes less significant with increasing He feed gas
concentration. At higher temperatures, on the other hand, retention appears not to

Fig. 6.6 Grazing-incidence small angle X-ray scattering (GISAXS) patterns of samples exposed
to mixed H/He plasma GISAXS patterns are shown for non-irradiated samples with surface
temperatures above 1000 K for a undamaged tungsten, b 100% H, c 5% He, d 20% He, e 50% He,
and f 100% He [56]. When Ei exceeds the threshold energy of 9:0� 1:4 eV a circular component
emerges in the pattern which corresponds to the formation of He nano-bubbles. Axes show the
reciprocal space coordinates for each measurement. Image used with permission
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be strongly affected by the plasma composition. W and Re ion-irradiated samples
also show similar trends, indicating that retention is not strongly influenced by the
presence of Re.

Temperature is known to have a significant effect on the retention of H in W, so
even small changes in surface temperatures between shots could have important
implications for the interpretation of these results. To allow for variations in the
sample temperature while varying the plasma composition, Fig. 6.8 shows the same
data as Fig. 6.7 with H retention this time plotted against sample temperature. Ion
irradiation seems to significantly increase H retention. On the other hand, the
presence of He appears to counteract this effect, bringing retention figures closer to
their non-irradiated counterparts. H retention in non-irradiated samples, by contrast,
shows no dependence on He at either high or low temperatures. This result is
consistent with the near-surface D retention measurements taken by Baldwin et al.
[27] in mixed D-He plasma. In Baldwin et al. study, D retention could be measured
up to 3 µm below the surface. Although near-surface D retention was similar,
Baldwin et al. found that the presence of He lead to a dramatic reduction in D
retention beyond *100 nm, which was attributed to the formation of a layer of He
nano-bubbles that act as an effective diffusion barrier. The effect of He on hydro-
genic diffusion in tungsten has been measured explicitly by Lee et al. [64].

The effect of He on H retention can be explained by considering the energetics of
H or He binding with ion-induced defect structures. He binds much more strongly
to vacancies than H does, to the point where He retention in a mixed H/He plasma
is almost indistinguishable from He retention in a pure He plasma [65]. In effect, He
retention is not reduced by the presence of H (though the effect of H on He-induced
nanostructures is an open question). H, on the other hand, is strongly influenced by
He due to He preferentially occupying the available trapping sites. For the
non-irradiated samples, very little He retention was observed at lower temperatures.

At higher temperatures, H retention appears to level-off at a concentration of
around 1%, with very little variation observed between irradiation and plasma

Fig. 6.7 Hydrogen retention plotted against plasma He ionic concentration for sample surface
temperatures a >1000 K and b <700 K
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conditions. This is consistent with the work of Buzi et al. [3, 34], who found that
deuterium retention was relatively insensitive to temperature for high flux plasma
(*1024 m−2s−1). At lower plasma fluxes (*1022 m−2s−1) retention drops signifi-
cantly above 800 K. The lack of variation between ion-irradiated and non-irradiated
samples is likely to be due to damage annealing above 1000 K.

6.3.4 H-induced Surface Modification

To investigate changes to surface morphology, surface imaging was performed on
each sample after plasma exposure with a Hitachi 4300SE/N field emission SEM
(Fig. 6.9). For the low surface temperature (*490 K) sample exposed to a pure H
plasma without heavy ion irradiation (Fig. 6.9b), extensive blistering was observed
on the surface which is consistent with the small blisters observed by Shu [5].
Blister sizes ranged from hundreds of nanometres up to *1 lm. These form as a
result of H-induced local superplasticity where high concentrations of H greatly
reduce the formation energy of vacancies [7]. At the temperatures used within the
present experiment, diffusion of H into the bulk is limited, so H-induced void and
ultimately blister formation occurs near the sample surface, rather than along grain
boundaries. Blistering was not observed at higher temperatures, likely due to the
higher mobility of H under these conditions [2]. Surface modification from He was
not evident from SEM.

With increasing He concentration blister formation appears to decline (Fig. 6.9d).
Ueda et al. [48] observed a similar effect, where a plasma concentration with only
0.1% He resulted in a significant reduction in the number of blisters formed, with a
total suppression of blisters observed for concentrations higher than 1% He. This
phenomenon has been widely reported in the literature [24, 51, 65–67]. For samples
pre-exposed to W or Re ion irradiation, no notable surface deformation was
observed, even for surface temperatures below 700 K (Fig. 6.9f). Blister

Fig. 6.8 The effects of
plasma composition, sample
surface temperature, and ion
irradiation treatment on H
retention are shown
simultaneously
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suppression has also been observed in similar ion-irradiation studies in the
ion-damaged zone [40]. However, cracking was observed below this region along
the grain boundaries. For very high plasma flux, H migration may be limited by the
rate of inward diffusion from the surface. At lower energies, H first adsorbs on the
surface before diffusing inwards [4]. Due to the vacancies in ion-damaged tungsten
H becomes trapped and the rate of inward diffusion is limited until all free vacancies
are filled. Retention is therefore enhanced. As H atoms are tightly bound they are not
free to accumulate together and drive blister formation.

6.4 Conclusions

6.4.1 Summary

Understanding synergies is essential in order to better predict the performance of W
based materials in future fusion experiments. Here, a systematic study into the syn-
ergistic effects of H/He plasma composition, sample temperature, and radiation
damage onH retention,He retention, andmicrostructural changes inWwas described.

The energy of He ions as they impacted on the W surface was found to be the
dominant factor influencing He retention, and a clear minimum energy of 9:0� 1:4

Fig. 6.9 SEM micrographs showing surface morphology changes for a virgin W, b low
temperature H plasma without heavy ion irradiation, c low temperature 2% He plasma without
heavy ion irradiation, d low temperature 23% He plasma without heavy ion irradiation, e high
temperature H plasma without heavy ion irradiation, and f low temperature H plasma with W ion
irradiation. Blisters are clearly visible under low temperature exposure in the absence of heavy ion
induced damage, but appear to become sparser as He concentration is increased. At higher
temperatures, and where pre-irradiation was performed, blisters were not observed. Pitting is
observed in all samples, and is the result of sample preparation
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eV was found to be required for He to be retained assuming all H in the plasma was
H+. For H2

+ this estimate becomes 9:4� 0:7 eV. He retention increased sharply
above this energy. This result is in good agreement with earlier modelling work
[62], which predicted no He retention below 10 eV. This result also expands sig-
nificantly on the work of Nishijima et al. [13], who found a minimum He ion energy
was required for surface pitting to occur. For high temperature (>1000 K) samples
which had not been pre-irradiated with heavy ions, nano-bubbles were observed via
GISAXS, which possessed exponential diameter distributions with a mean diameter
of *0.8 nm. Their size was unaffected by both plasma H concentration and He
incident ion energy. However, the scattering signal from GISAXS was stronger
with greater He retention, indicating an increase in bubble concentration rather than
size with increasing He content. Pre-irradiation with heavy ions may reduce
nano-bubble sizes, though this will need to be verified by further work.

H retention was strongly influenced by sample temperature, decreasing sharply
until *700 K before plateauing at higher temperatures. This high-temperature
plateau may be a consequence of the high plasma flux of Magnum-PSI, as this
behaviour is not observed at lower fluxes [3]. Below 700 K, pre-irradiation with
heavy ions was found to increase H retention.

6.4.2 Future Work

In this study, GISAXS was only performed on a small selection of the samples
which were exposed to Magnum-PSI. So, while details such as He retention
(measured by ERDA) are known for all samples, details on the He nano-structures
are not. Only a single GISAXS measurement was taken for a sample which had
been exposed to heavy-ion irradiation, revealing an average bubble diameter which
was much smaller than those for non-irradiated samples. This raises an interesting
possibility that the presence of ion-induced defects may change the way in which
nano-bubbles form, possibly through the introduction of more nucleation sites for
nano-bubble growth. However, as only one measurement of ion-irradiated samples
was taken, it is not known whether the formation of smaller nano-bubbles is a
persistent feature of radiation-damaged materials, or whether some other trend may
emerge once a larger parameter space is probed.

Radiation damage could alter the growth dynamics of these bubbles in many
ways. Additional vacancy sites could mean more He is trapped in single vacancies
or small clusters, leaving less He available for bubble formation. Alternatively, it
may simply increase the rate of bubble nucleation, leading to the formation of a
larger number of smaller bubbles. Further GISAXS work on ion-damaged materials
will be required to determine the nature of any differences in nano-structure for-
mation which occur in radiation-damaged materials.
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Chapter 7
Conclusion

7.1 Summary of Key Results

7.1.1 Scientific Impact

He plasma exposure is known to lead to the formation of a range of nano-structures
in W, such as nano-bubbles, surface pits, and nano-scale “fuzz”. However, to date
this knowledge is mostly qualitative. This is largely due to the difficulty in mea-
suring sub-surface features such as nano-bubbles with the techniques which have
been traditionally used within the field.

The main focus of this thesis has been on filling in some of the gaps in the field
by introducing GISAXS as a new method to measure nano-bubble growth.
GISAXS is highly complementary to TEM, making it a powerful addition to the
repertoire of techniques available to researchers interested in studying
plasma-induced nano-scale modification of metals. This work has brought an
unprecedented amount of quantitative information about nano-bubble size distri-
butions to the field which, in turn, has provided striking new insights into how
nano-bubbles form.

Much of this work has already been published in leading peer-review journals
within the field of fusion materials, including “Nuclear Fusion” and the “Journal of
Nuclear Materials”. This includes many first author studies proof-of-concept study
demonstrating the feasibility of GISAXS for nano-bubble formation in W [1],
confirmation of the technique’s effectiveness via comparison with TEM [2], and a
short paper outlining the role of plasma fluence on nano-bubble growth [3]. This
work has also been used to support a collaborators’ publication, which focussed on
nano-bubble formation in the DIII-D tokamak [4]. Recently, the author has also had
a further manuscript based on the results presented in Chap. 6 accepted for pub-
lication in Nuclear Fusion, and intends to publish further papers relating to the work
in Chaps. 4 and 5.
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The impact of this work is further demonstrated by the large number of col-
laborators from around the world who have contributed to the work within this
thesis. These include external collaborators from Australia, France, Japan, the
Netherlands, and the United States. Different stages of this work have been pre-
sented at a number of national and international conferences, as well as during
invited presentations at institutions in France, Germany, Japan, and the
Netherlands.

In this chapter, the main results from this thesis are summarised. Though much
has been achieved to date, GISAXS is still very new to the field of fusion materials,
and there is much more that can be learned from it. Thus, the latter part of this
chapter describes some of the many future opportunities GISAXS may bring to
fusion researchers, demonstrating both the great depth and breadth of knowledge it
could potentially unlock.

7.1.2 Development and Demonstration of the GISAXS
Technique

Chapters 2 and 3 lay the groundwork for the application of GISAXS to the field of
fusion materials. In Chap. 2, a detailed GISAXS model is described which has
formed the basis of all subsequent GISAXS analysis contained within this thesis. At
the time of this writing, the author is the only person with any significant experience
working on the use of GISAXS to measure plasma-induced damage in nuclear
materials. Given the potential of the technique, and the value of the information it
may provide to the ITER project, wider adoption of the technique by the fusion
community would go a long way to driving progress within the field. This would be
especially important if researchers working at ITER require non-destructive mea-
surements of nano-structure formation in divertor or first-wall tiles.

Chapter 3 compared results from TEM and GISAXS studies looking at the size
distribution of nano-bubbles which formed in W exposed to He plasma in the Large
Helical Device (LHD). Both TEM and GISAXS results indicated that nano-bubble
diameters followed an exponential distribution, with mean values of l ¼ 0:68� 0:04
nm and l ¼ 0:60� 0:01 nm, respectively. Nano-bubble depths were also found to be
exponentially distributed, with mean depths of s ¼ 8:4� 0:5 and s ¼ 9:1� 0:4 for
TEM and GISAXS, respectively. This excellent agreement is a clear validation of the
GISAXS technique, placing it on a strong foundation for future work.
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7.1.3 Effects of Fluence, Temperature, and Transient
Heat/Particle Loading on Nano-bubble Formation

Below a temperature of *900 K, nano-bubble diameters were found to saturate
with increasing fluence for samples exposed to He plasma, where nano-bubble
diameters were exponentially distributed with l ¼ 0:52� 0:57 nm for both the
MAGPIE and NAGDIS-II linear plasma devices. On the other hand, l[ 0:65 nm
nano-bubbles formed in NAGDIS-II above *900 K. SEM images also reveal the
formation of surface pits in samples exposed to He above *900 K, but not for
those with lower exposure temperatures. A similar trend toward larger bubbles for
samples above *900 K was also observed for samples exposed to He plasma in
PISCES-A.

Nano-bubble diameter distributions changed significantly in W exposed to an
ELMy discharge in the DIII-D tokamak, likely due to the high heat and particle
fluxes during ELMs. These could not be fit with simple exponential distributions,
instead requiring a superposition of two different probability density functions (one
exponential, one log-normal). For most samples, a distinct peak in nano-bubble
diameters around *1 nm emerged, indicating some new mechanism must exist
which promotes the formation of relatively small bubbles. This may be a conse-
quence of the rapid precipitation of He during ELMs, driven by the short-lived high
He concentrations in the material during an ELM. For W pre-exposed to PISCES-A
at 773 K this peak was not observed. For this sample, He nano-bubbles likely
reached their saturation density prior to DIII-D exposure, inhibiting the precipita-
tion of smaller bubbles.

7.1.4 Synergistic Effects, He, and H Retention

W samples were exposed to mixed H/He plasma in Magnum-PSI across a range of
H/He plasma ratios, sample surface temperatures, with and without heavy-ion
pre-irradiation of the W samples. For these experiments, the energy of He ions as
they reached the W surface was found to be the dominant factor influencing He
retention. A clear minimum energy of 9:0� 1:4 eV was found to be required for He
to be retained, with He retention increasing sharply above this energy.

GISAXS on samples with high surface temperatures (>1000 K) during He
exposure which had not been pre-irradiated with heavy ions found that samples had
exponential diameter distributions with a mean diameter of *0.8 nm. Their size
was unaffected by both plasma H concentration and He incident ion energy. Higher
levels of retained He did lead to stronger scattering, suggesting higher nano-bubble
concentrations.
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H retention was strongly influenced by sample temperature, decreasing sharply
until *700 K before levelling-off at higher temperatures. Below 700 K,
pre-irradiation with heavy ions was found to increase H retention, but the type of
ion (W/Re) did not have a definitive effect.

7.2 Future Opportunities

7.2.1 Using GISAXS to Benchmark Nano-bubble Growth
Models

The ability to measure a full nano-bubble size distribution with a single measure-
ment is both one of the greatest strengths and drawbacks of the GISAXS technique.
While the advantage of this is self-evident, the “catch” is that determining the
nano-bubble diameter distribution function ab nihilo is nothing more than a stab in
the dark. In a sense, computational modellers interested in determining the
underlying dynamics which drive nano-bubble growth have the opposite problem:
they can readily determine what nano-bubble size distributions should occur based
on their models, but have little experimental data to verify this work.

From this it should be immediately clear that there is excellent complementarity
between the GISAXS and modelling approaches. If modellers were able to deter-
mine nano-bubble properties such as diameter distributions (as in [5]), aspect ratios,
preferred orientations, depth distributions, and so on, experiments could then be
designed based on these models. GISAXS could then be performed on these
experimental samples and the results checked for consistency with computational
methods. This process of model development and verification would allow mod-
ellers to move confidently towards more detailed models at larger scales, where any
simplifying assumptions used to enable this transition could be justified on the basis
of empirical agreement.

7.2.2 Advanced GISAXS Analysis and Methods

The GISAXS work in this thesis utilises a fairly standard GISAXS setup to measure
relatively simple structures (i.e. spheroids). From here a natural next step is to move
towards the study of more complex structures.

There are many possible candidates. For instance, the unidentified
nano-structures resulting from He plasma exposure in PISCES-A reported in
Chap. 4 would make excellent candidates for the next steps in the expansion of
GISAXS into the field of fusion materials. Incremental development of the fitting
software to solve these problems would greatly enhance the usefulness of the
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technique to the field, and the knowledge gained from these problems could easily
be applied to other fields where small angle scattering is widely used.

In the author’s view, the ideal goal would be to develop GISAXS in order to
quantify the properties of nano-fuzz. Given the complexity of these structures this
would not be a trivial exercise, so minimising unwanted contributions from surface
scattering would be essential here.

One method to simplify this analysis would be to perform an advanced GISAXS
technique known as “Anomalous Grazing Incidence Small Angle X-ray Scattering”
(hereafter AGISAXS, see [6, 7]). This method allows one to perform a background
subtraction on a sample by performing two measurements on the same sample at the
same angle at different X-ray energies: one just below the absorption edge of the
objects you want to study, and the other just above. Provided that the background
signal comes from material where the strength of X-ray scattering does not change
substantially between these two energies, the difference in scattering between the
two patterns will come almost entirely from the particles of interest.

The problem with this for measuring nano-bubbles or nano-fuzz for fusion is that
He does not scatter X-ray appreciably, so it is unrealistic to expect to be able to
measure a He contribution, irrespective of how ingenious the setup. However, if
part of the sample could be doped with a different metal with a different response to
X-rays, and then design an experiment where this other metal is incorporated
entirely within the nano-fuzz with nothing remaining in the bulk (by depositing a
thin-film which is entirely transformed into fuzz, for instance), then it may be
possible to produce an AGISAXS pattern with very little background to contend
with, profoundly simplifying analysis.

AGISAXS could also be useful in the context of measuring nano-bubbles. One
could create a multi-layered structure where W is co-deposited with some minor
dopant. If the choice of dopant is altered between each layer, and the layer thickness
is well defined, it would be possible to “tune” the measurement to a given layer by
performing AGISAXS about the absorption edge of the dopant of that layer. This
would provide information about nano-bubble sizes for a specific depth beneath the
surface, and would greatly simplify the process of probing depth profiles [8].
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