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Introduction

The idea of publishing this book on “Bioengineering in Cell and Tissue Research”
was originated by Gerhard M. Artmann, with the goal of writing about our dreams
and making the reader dream with the authors and be fascinated. The book is meant
to have life and spirit, and to become a pioneer in technology and sciences, espe-
cially the life science. The chapters in this book are written by excellent scientists on
advanced, frontier technology and address scientific questions that need consider-
able thinking in terms of engineering. The aims are to provide the readers, including
students, faculty, and all scientists working in academia and industry, new informa-
tion on bioengineering in cell and tissue research to enhance their understanding
and innovation.

This book is composed of six sections that cover a broad hierarchy from genes
to the universe. These sections are Genes, Genome and Information Network; Cell
and Tissue Imaging; Regenerative Medicine and Nanoengineering; Mechanics of
Soft Tissues, Fluids and Molecules; Bioengineering in Clinical Applications; and
Plant and Microbial Bioengineering.

Section I on “Genes, Genome and Information Network” contains three chapters:
Chapter 1 on “Reporter Genes in Cell-based Ultra-High Throughput Screen-

ing” by Stefan Golz presents the processes used to identify target-specific, disease-
relevant genes or gene products devoid of side effects with the aid of ultra-high
throughput screening (uHTS). It discusses how to set up a drug discovery pipeline
starting from target identification to finally delivering molecules for clinical devel-
opment. This chapter presents many of the large arsenal of technologies available
for researchers in industry and academia to generate data in support of a functional
link between given genes and a disease state. The author concludes that experimen-
tal testing of candidate drug compounds remains the major route for the lead drug
discovery process, which has been aided by uHTS using targeted assays together
with the design of combinatorial chemistry libraries. Converting the knowledge of
the target mechanism and underlying molecular recognition principles into robust
and sensitive assays is a prerequisite of successful uHTS screening.

Chapter 2 on “Gene Arrays for Gene Discovery” by David Ruau and Martin
Zenke provides an overview of the strategies for gene discovery using gene arrays.
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viii Introduction

A wealth of genetic information has become available due to the determination of
the DNA sequences of the entire genomes of human and other biological organisms
and the advancement of microarray technology that measures simultaneously the
expression of thousands of genes. As a result, bioinformatic tools have been devel-
oped to determine transcriptional “signatures” of various cell types, tissues and en-
tire organisms in normal and disease states, to apply data mining strategies for gene
discovery, and to synthesize and understand complex gene networks. This chapter
reviews the data mining strategies for microarray gene expression data, including
data pre-processing, cluster analysis, information retrieval from knowledge-based
databases, and their integration into microarray data analysis workflows, as exem-
plified by studies on antigen-presenting dendritic cells that have been treated with
transforming growth factor β1.

Chapter 3 on “Physical Modulation of Cellular Information Networks” by Sum-
ihiro Koyama and Masuo Aizawa reviews the effects of physical stimulation on
the information networks in cells. The modulating factors applied include electrical
potential, hydrostatic pressure, electromagnetic field, shear stress, and heat shock
application, and the cellular functions investigated include viability, proliferation,
differentiation, gene expression, and protein production, as well as morphological
changes. The authors conclude that future work in cellular engineering for physi-
cal stimuli-induced gene expression will involve the exploration of specific physi-
cal stimulus-responsive promoters and investigations on stress-induced expression
mechanisms. They also conclude that the effects of physical stimulation on mam-
malian cells will have a wide range of applications, particularly in cellular engineer-
ing, tissue engineering, and medical engineering.

Section II on “Cell and Tissue Imaging” contains three chapters:
Chapter 4 on “Fluorescence Live-Cell Imaging” by Yingxiao Wang, John Y-J.

Shyy, and Shu Chien surveys the principles and technologies used in performing
fluorescence live-cell imaging and their applications in mechanobiology. The cov-
erage includes the uses of fluorescent proteins and their derivatives and fluorescent
microscopy and its integration with atomic force microscopy, with the purposes
of visualizing intraellular localization of organelles, signaling/structural molecules,
gene expression, and post-translational modifications. Techniques are presented for
the spatiotemporal quantification of these subcellular and molecular events, e. g.,
by using fluorescence resonance energy transfer (FRET), fluorescence recovery af-
ter photobleach (FRAP), and fluorescence lifetime imaging microscopy (FLIM).
The impact of these fluorescence technologies on cardiovascular research in rela-
tion to mechanobiology is discussed. It is pointed out that studies of cardiovascu-
lar specimens from transgenic animals would reveal new information on the target
molecules.

Chapter 5 on “Optical Coherence Tomography (OCT)” by Gereon Hüttmann
and Eva Lankenau addresses this emerging technology for three-dimensional imag-
ing of biological tissues. OCT is a new imaging technology that provides higher
imaging depth with a high resolution that goes below 10 micrometers and does not
rely on the depth of focus of the imaging lens. The basic theory of OCT and its
emerging applications in tissue engineering are presented. Compared to technolo-
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gies such as ultrasound, X-ray, MRT and electron microscopy, OCT offers a non-
contact, non-invasive in-vivo applicability with compact and affordable devices.
Coupling with spectroscopy, stains and specially designed probes provides addi-
tional means to generate site- and function-specific contrast. Hence, optical imaging
and microscopy are well developed technologies now widely used in medicine and
biotechnology.

Chapter 6 on “Ultrasonic Strain Imaging and Reconstructive Elastography for
Biological Tissue” by Walaa Khaled and Helmut Ermert reviews the technology
of imaging relevant to biomechanics and summarizes their work in the field of
elastography. The authors discuss some basic principles and limitations in the cal-
culation of displacement estimators that are needed to evaluate strain images and
the relative elastic moduli of biological tissues, which are illustrated with results
from tissues in-vitro and in-vivo. The quantitative information obtained on the rela-
tive shear modulus seems promising for differential diagnosis of lesions in biolog-
ical tissues. This chapter closes with a discussion on the prospects and applica-
tions of ultrasound elastography. This real-time ultrasound strain imaging system
has been used in a clinical study for the early detection of prostate cancer dur-
ing conventional transrectal ultrasound examinations. The authors feel that elasto-
graphy holds promise in the in vivo diagnosis of prostate cancer and intravascular
diseases.

Section III on “Regenerative Medicine and Nanoengineering” contains five chap-
ters:

Chapter 7 on “Embryonic Stem Cell Derived Somatic Cell Therapy” by Kurt
Pfannkuche, Agapios Sachinidis and Jürgen Hescheler discuss the results from
transplantation studies of embryonic stem cell derived somatic cells in animal mod-
els. The results are promising for ES cell-based cell therapy of degenerative dis-
eases such as cardiac and neurological diseases. However, clinical application of ES
cell-based therapies requires resolving the current barriers regarding safety aspects,
purity and quantity of the cells, immunological rejection and ethical issues. Tissue
engineering in combination with the ES cells might contribute to the development
of new therapeutical concepts for treatment of severe degenerative diseases. Indeed,
many important studies and concepts exist to develop strategies for generation of
tissue engineered heart valves. The authors discuss cardiac tissue engineering with
a special focus on embryonic stem cell derived cardiomyocytes.

Chapter 8 on “Collagen Fabrication for Cell-based Implants in Regenerative
Medicine” by Hwal (Matthew) Suh discusses the use of fabricated collagen for cell-
based regenerative medicine as applied to skin regeneration, bone reconstruction,
esophagus replacement, and liver regeneration, as well as anti-adhesive matrix that
promotes wound healing. This chapter provides an overview for the characteriza-
tion and fabrication of collagen, and the requirements of materials for cell-based
implants and biomaterials in cell hybridization. The author points out that a system-
ized approach with single cell encapsulation by collagen containing signal transduc-
tion agents and ligands to attract specific cell adhesive receptors and with stem cell
differentiation and proliferation toward the designated target tissue may contribute
to the future progress of stem cell-based implant.
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Chapter 9 on “Tissue Engineering” by Bernd Denecke, Michael Wöltje, Sabine
Neuss and Willi Jahnen-Dechent discusses the approach to tissue engineering by
combining cells and biomaterials into functional tissues. The authors recapitulate
the basic considerations of cell-material interactions in the development of biolo-
gical substitutes. The tissue-engineered substitutes are comprised of cells cultured
in a natural or nature-like environment that sustain growth and differentiation. The
biomaterial scaffolds in the substitute need to provide cell attachment sites and a ba-
sic three-dimensional organization resembling the extracellular matrix. This chapter
covers the recent advances in material scaffolds and cell-material interactions, and
the use of stem cells for tissue engineering. The authors point out that the combi-
nation of cells and material scaffolds into tissue-engineered replacements of tissues
and organs poses a formidable task because of the hurdles of regulatory approval
and commercial viability.

Chapter 10 on “Micro and Nano Patterning for Cell and Tissue Engineering”
by Shyam Patel, Hayley Lam, and Song Li focuses on micro and nano technolo-
gies that have been used to investigate the regulation of cell functions by micro
and nano features in matrix distribution, surface topography and three-dimensional
microenvironment. The authors discuss the technologies that can be applied to the
fabrication of functional tissue constructs and the recent advances in microfabrica-
tion and nanotechnology industry that have enabled many new ways of examining,
manipulating and engineering biological processes. This chapter provides informa-
tion on the uses of this emergent micro and nano patterning technology for the study
of cell behavior and the creation of new therapies and engineering of tissues that are
functionally similar to native tissues.

Chapter 11 on “Integrative Nanobioengineering” by Andrea A. Robitzki and
Andrée Rothermel presents novel bioelectronic tools for real-time pharmaceutical
high-content screening in living cells and tissues. The authors discuss new online
and real-time diagnostic systems. Miniaturized biomonitoring systems that utilize
nano- and micro systems technology, automatic methods and software programs
will allow remote measurements of disease-related biomarkers, thus making it pos-
sible to perform risk assessments on the patient before actual symptoms occur. This
will allow the implementation of personalized prevention program and early indi-
vidual therapies for people with an increased risk for a certain disease. The au-
thors propose that future screening platforms should provide several technologies,
including predictive tests of incompatibility, proteomics and post-genomics, cell and
tissue based microsystems, combination with in silico models, and bioelectronical
cell-based immunological measurements.

Section IV on “Mechanics of Soft Tissues, Fluids and Molecules” contains six
chapters:

Chapter 12 on “Soft Materials in Technology and Biology” by Manfred Staat,
Gamal Baroud, Murat Topcu, Stephan Sponagel gives an introduction to the me-
chanics of soft materials. The authors pointed out that growing interest in flexible
structures has brought biomechanics into the focus of engineering. Elastomers and
soft tissues consist of similar networks of macromolecules. The chapter provides
a brief introduction to the concepts of continuum mechanics, and presented typical
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isotropic models of soft materials in technology and biology. The authors discussed
the similarities and differences of the thermo-mechanical behavior. For rubber-like
materials, a modification of the Kilian network is suggested which greatly simplifies
the identification of material parameters. Finally, the dynamical loading of biopoly-
mers and volume changes with phase transitions are considered.

Chapter 13 on “Modeling Cellular Adaptation to Mechanical Stress” by Roland
Kaunas aims at elucidating the mechanism underlying the adaptive changes of cells
in response to mechanical loading. In arteries, atherosclerotic plaques are preferen-
tially located at sites of low and oscillating wall shear stress; bone and skeletal
muscle adapt to compressive and tensile forces, respectively. In all these cases, me-
chanical loading modulates the form and function of tissues. This chapter describes
a new approach for developing an adaptive constitutive model of adherent cells sub-
jected to mechanical stretch. Such a model would provide a framework by which
the accelerating accumulation of mechanotransduction data can be interpreted, thus
providing a clearer understanding of how cells respond to mechanical loading. To
illustrate the concepts, the model is applied toward understanding how endothelial
cells adapt to cyclic stretch.

Chapter 14 on “How Strong is the Beating of Cardiac Myocytes?” by Jür-
gen Trzewik, Peter Linder and Kay F. Zerlin describes the CellDrum technique,
which involves the culture of cell monolayers or thin tissue composites under bi-
axial load conditions for mechanical evaluation. A CellDrum consists of a plas-
tic cylinder sealed on one end with a thin and biocompatible silicon membrane.
The membrane allows cell attachment and proliferation under in vitro cell culture
conditions. This device can be used to monitor the stress-strain relationship of the
cell-membrane composites and has been applied to studying biomechanical pro-
perties of cells cultured on CellDrum membranes, including endothelial cells, fi-
broblasts and cardiomyocytes (self-contracting in monolayer cultures or embedded
in collagen I matrices). The relative displacement of silicon membranes attached
to cylindrical wells (diameter 16 mm) is measured with non-contact displacement
sensors at a resolution in the μm-range. This system can be adapted for medi-
cal applications to determine the mechanical properties of cells/tissues in disease
states.

Chapter 15 on “Mechanical Homeostasis of Cardiovascular Tissue” by Ghas-
san S. Kassab addresses the state of mechanical homeostasis in the cardiovascular
system, with special attention to the variations of stresses and strains. This chapter
critically evaluates the various hypotheses on cardiovascular homeostasis of stresses
and strains, viz., uniform wall shear stress, uniform mean circumferential stress and
strain, uniform transmural stress and strain, and biaxial stress and strain. The evi-
dence for these hypotheses is considered in the normal, flow-overload, and pressure-
overload cardiovascular system, as well as during its development and in atherogen-
esis. This chapter considers the implications of these hypotheses on mechanotrans-
duction and on vascular growth and remodeling. The author concludes that there is
significant evidence that the internal mechanical factors are narrowly bounded and
carefully regulated such that a perturbation of mechanical loading causes adaptive
responses to restore mechanical homeostasis.
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Chapter 16 on “The Role of Macromolecules in Stabilization and Destabilization
of Biofluids” by Björn Neu and Herbert J. Meiselman focuses on the interactions
between RBCs as influenced by the presence of macromolecules in the suspend-
ing phase. RBCs are chosen to study cell-cell interaction because they are the most
numerous cells in blood, have an important function of oxygen transport, and can
raise low-shear blood viscosity and adversely affect microvascular blood flow when
undergoing excessive aggregation. The authors deal in detail the depletion of macro-
molecules near the RBC surface because they believe this phenomenon is the most
likely mechanism for RBC aggregation. Stabilization of RBC systems via small
polymers or covalent attachment of polymers to the membrane surface is also con-
sidered. The authors point out that increased attention to the biophysical aspects of
cell-cell interactions will yield important new information that may lead to improved
disease diagnosis, patient care and advances in cellular- and bio-engineering.

Chapter 17 on “Hemoglobin Senses Body Temperature” by Gerhard M. Artmann,
Kay F. Zerlin and Ilya Digel report on a glass-transition like temperature transition
occurring under certain conditions in RBCs around body temperature. The chapter
was based on an accidental discovery of a temperature transition of RBC passage
through small micropipettes many years ago at the University of California, San
Diego. Artmann’s group followed the biophysical mechanism of this effect since
then. The authors’ claim that the body temperature of a species was imprinted into
the structure of hemoglobin and other proteins has been supported by several recent
publications. The writing reflects Dr. Artmann’s philosophy and view of life.

Section V on “Bioengineering in Clinical Applications” contains five chapters:
Chapter 18 on “Nitric Oxide in the Vascular System: Meet a Challenge” by Ste-

fanie Keymel, Malte Kelm, and Petra Kleinbongard reviews several aspects of re-
search on nitric oxide (NO), especially its role in vascular biology and other fields in
biology and medicine. Theoretical and experimental studies of NO metabolism and
the in vivo and ex vivo detections of NO by bioassay and biochemical methods are
outlined. The authors provide evidence that plasma nitrite is a sensitive marker for
eNOS activity and propose that it may be used to monitor the efficacy of therapeutic
interventions influencing endothelial function and NO metabolism in future clinical
trials. The role of the NOS activity of RBCs as an intravascular source of NO is
discussed. The authors point out the importance of using high-resolution intravital
microscopy and real-time image acquisition and analysis to visualize the microcir-
culation, in order to study NO dynamics in relation to RBC rheology in vivo.

Chapter 19 on “Vascular Endothelial Responses to Disturbed Flow” by Jeng-
Jiann Chiu, Shunichi Usami, and Shu Chien focuses on the role of non-uniform
and irregular distribution of wall shear stress at branches and bends of the arterial
tree in the preferential distribution of atherosclerosis. While laminar blood flow and
sustained high shear stress in the straight part of the arterial tree up-regulates the
expression of genes and proteins in endothelial cells (ECs) to protect them against
atherosclerosis, disturbed flow and the associated oscillatory and low shear stress
up-regulate pro-atherosclerotic genes and proteins. This chapter summarizes the
know-ledge on the effects of disturbed flow on ECs in terms of signal transduc-
tion, gene expression, cell structure and function, as well as pathologic implications.
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Such investigations serve to elucidate the mechanisms underlying the effects of dis-
turbed flow on ECs, thus facilitating the understanding of the etiology of lesion
development in the disturbed flow regions.

Chapter 20 on “Why is Sepsis an Ongoing Clinical Challenge?” by Aysegül
Temiz Artmann and Peter Kayser reports on RBC responses during sepsis. Most
in-vivo studies conducted by introducing microorganisms such as Escherichia Coli
into experimental animals showed deleterious effects of the infection on RBCs. The
authors found in their own in vitro studies with whole blood, partly in contrary to
earlier studies, that after adding E. coli-derived lipopolysaccharides, RBCs lost their
capability of aggregation, and this was accompanied by RBC swelling. The authors
formulated a new biophysical hypothesis based on colloid osmotic pressure consid-
erations to explain the phenomenon.

Chapter 21 on “Bioengineering of Inflammation and Cell Activation” by Alexan-
der H. Penn, Erik B. Kistler, and Geert W. Schmid-Schönbein discusses the role of
inflammation and cell activation in circulatory shock and multi-organ failure. The
authors have traced the inflammatory mediators in several forms of shock to the
action of digestive enzymes, which are synthesized in the pancreas and act on the
intestine. During intestinal ischemia, the mucosal barrier becomes permeable to pan-
creatic enzymes, allowing their entry into the intestine wall to cause auto-digestion
of matrix proteins and tissue cells and production of inflammatory mediators, which
are released into the central circulation, lymphatics and the peritoneal cavity to cause
multi-organ failure. Inhibition of pancreatic enzymes in the lumen of the intestine
serves to attenuate the inflammation in several forms of shock, and this may have
major significance in the treatment of a variety of clinical conditions.

Chapter 22 on “Percutaneous Vertebroplasty” by Christianne Vant, Manfred
Staat, and Gamal Baroud reviews the two intraoperative complications of this inter-
ventional radiology procedure used to treat vertebral compression fractures. While
this procedure shows promising results, it can cause complications due to exces-
sive injection pressure, which is an extravertebral problem, or extraosseus cement
leakage, which is an intravertebral problem. Current solutions for these complica-
tions involve the modification of cement delivery devices and procedure and the
modulation of the rheological properties of the cement. Testing in a synthetic model
demonstrates the existence of conflicting demands on the cement viscosity, i. e., low-
viscosity cement is needed to solve the extravertebral problem, but high-viscosity
cement is needed to solve the intravertebral problem. The challenge is to develop
biomaterials, techniques and/or devices that can optimize the conflicting demands
on cement viscosity.

Section VI on “Plant and Microbial Bioengineering” contains five chapters:
Chapter 23 on “Molecular Crowding” by Ira. G. Tremmel addresses the effects

of a crowded physico-chemical environment on the structure, function and evolution
of cellular systems in photosynthetic membranes. The impact of crowding on pho-
tosynthetic electron transport has been simulated and analysed, taking into account
realistic concentrations and shapes of photosynthetic proteins. The effects of macro-
molecular crowding may depend on many factors (e. g., background molecules) and
there may be opposing effects (e. g., decrease of diffusion vs. increase of thermo-
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dynamic activities). Diffusion coefficients for both large and small molecules are
reduced 3- to10-fold from those in water, but the mobility of some enzymes is large
in mitochondria, suggesting the presence of channels to facilitate protein movement.
The findings on movement of molecules through crowded environment raises inter-
esting questions in molecular evolution as to how biological macromolecules have
evolved to optimize their function in environments that have evolved to become
crowded.

Chapter 24 on “Higher Plants as Bioreactors” by Fritz Kreuzaler, Christoph
Peterhänsel, and Heinz-Josef Hirsch discusses the use of gene technology with C3-
type plants to optimize CO2 fixation for the production of biomass and bio-energy.
As a result of photosynthesis utilizing CO2, ATP is generated to provide the energy
to do work in biological organisms. In higher plants, the important biochemical
pathways involved in CO2 reduction and assimilation are C3 and C4. Because the
loss of fixed CO2 by photorespiration is large in C3 plants, but virtually none in
C4 plants, it is desirable to modify the plants from C3- to C4-type. The authors
discuss the strategies of integrating new biosynthetic pathways into C3 plants by
modifying the photorespiratory pathway or the CO2-fixating enzyme Rubisco in
plant chloroplasts. Among the various possibilities to produce more biomass to deal
with the progressive increase in demand, the best way is to use gene technology
to improve the efficiency of photosynthesis and CO2-fixation, thus producing more
biomass with better quality.

Chapter 25 on “Controlling Microbial Adhesion” by Ilya Digel discusses the use
of a surface engineering approach to manipulate microbial adhesion to surfaces.
Microbes have a tendency to colonize surfaces, and this complex adhesion process
is affected by many factors, including the characteristics of the bacteria, the target
material surface, and environmental factors such as the presence of macromolecules,
ions or bactericidal substances. A better understanding of these factors would enable
the control of the adhesion process. The controllable stimulation or inhibition of
microbial adhesion can be achieved either by physical adsorption or by chemical
grafting of functional groups onto a suitable matrix. The feasibility and applicability
of these methods have been proved in ethanol production using laboratory-scale bio-
reactors. Such surface engineering approach exploiting the propensity of microbes
to adhere to surfaces can serve many biotechnological purposes.

Chapter 26 on “Air Purification by Means of Cluster Ions Generated by Plasma
Discharge” by Kazuo Nishikawa and Matthew Cook discusses ways to purify air
pollution by using cluster ions. The authors review the growing need for the removal
of harmful molecules in the air due to increasing pollution. The removal of airborne
particles allow for an improvement in indoor air quality and a reduction in illnesses
caused by airborne viruses, bacteria, and fungi and due to allergic bronchial asthma.
The authors discuss the research on air purification through applying a plasma dis-
charge into the atmosphere and creating ozone and radicals of strong chemical re-
activity, and they present a novel plasma discharge technology, which can produce
positive and negative “cluster” ions at a normal atmospheric pressure and character-
ize the resultant cluster ions. A series of experiments have been performed to prove



Introduction xv

the air purification effects of such cluster ions, with close attention paid to airborne
harmful microbes and cedar pollen allergens.

Chapter 27 on “Astrobiology” by Gerda Horneck discusses this relatively new
area that attempts to reveal the origin, evolution and distribution of life on Earth
and throughout the Universe in the context of cosmic evolution. A multidisciplinary
approach is required involving astronomy, planetary research, geology, paleontol-
ogy, chemistry, biology and others. Astrobiology extends the boundaries of biolog-
ical investigations beyond the Earth, to other planets, comets, meteorites, and space
at large. Focal points are the different steps of the evolutionary pathways through
cosmic history that may be related to the origin, evolution and distribution of life.
Increasing data on the existence of planetary systems in our Galaxy support the as-
sumption that habitable zones are not restricted to our own Solar System. From the
extraordinary capabilities of life to adapt to environmental extremes, the boundary
conditions for the habitability of other bodies within our Solar System and beyond
can be assessed. Astrobiology has the potential to give new impulses to biology.

In summary, the twenty-seven chapters in this book on “Bioengineering in Cell
and Tissue Research” provide state-of-the-art knowledge on Genes, Genome and In-
formation Network; Biological Imaging; Regenerative Medicine and Nanoengineer-
ing; Mechanics of Soft Tissues, Fluids and Molecules; Clinical Applications; and
Plant and Microbial Bioengineering. The book is intended to stimulate the reader
to think about these problems and create innovative solutions. The authors and the
editors would be most gratified if these aims are achieved.

Chu Chien
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Chapter 1
Reporter Genes in Cell Based
ultra High Throughput Screening

Stefan Golz

Bayer Healthcare AG, Institute for Target Research, 42096 Wuppertal, Germany,
stefan.golz@bayerhealthcare.com

Abstract Pharma research in most organizations is organized in discrete phases
together building a “value chain” along which discovery programs process to fi-
nally drug candidates for clinical testing. The process envisioned to identify target-
specific modulators lacking several side effects. Following a technical assessment of
the targets “drugability”, the probability to identify small molecule modulators, and
technical feasibility target-specific assays are developed to probe the corporate com-
pound collection for meanful leads. “High-Throughput-Screening” (HTS) started
roughly one decade ago with the introduction of laboratory automation to handle
the different assay steps typically performed in microtiter plates. Today a large arse-
nal of screening technologies is available for researchers in industry and academia
to set up uHTS or HTS assays. Here the use of reporter genes offer an alternative for
following signal transduction pathways from receptors at the cell surface to nuclear
gene transcription in living cells.

1.1 Introduction

The modern drug research process has reversed the classical pharmacological strat-
egy. Today, research programs are initiated based on biological evidence suggesting
a particular gene or gene product to be a meaningful target for small molecule drugs
useful for therapies. The process envisioned to identify target-specific modulators
lacking several side effects. Also, it allows setting up a linear drug discovery process
starting from target identification to finally delivering molecules for clinical devel-
opment. One central element is lead discovery through high-throughput screening of
comprehensive corporate compound collections. Pharma research in most organiza-
tions is organized in discrete phases together building a “value chain” along which
discovery programs process to finally drug candidated for clinical testing (Hüser
et al. 2006).

This pipeline is fueled by targets suggested from external or in-house generated
data suggesting a gene or gene product to be disease relevant. Today a large arsenal
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of technologies is available for researchers in industry and academia to generate
data in support of a functional link between a given gene and a disease state.

1.2 From Gene to Target

Following a technical assessment of the targets “drugability” (Hopkins and Groom,
2002), the probability to identify small molecule modulators, and technical feasibil-
ity target-specific assays are developed to probe the corporate compound collection
for meanful leads. Lead discovery in the pharmaceutical industry today still de-
pends largely on experimental screening of compound collections. To this end, the
industry has invested heavily in expanding their compound files and established
appropiate screening capabilities to handle large numbers of compounds within
a reasonable period of time. “High-Troughput-Screening” (HTS) started roughly
one decade ago with the introduction of laboratory automation to handle the differ-
ent assay steps typically performed in microtiter plates. HTS technologies during
the last decade have witnessed remarkable developments. Assay technologies have
advanced to provide a large variety of various cell-based and biochemical test for-
mats for a large spectrum of disease relevant target classes (Walters and Namchuk,
2003). In parallel, further miniaturization of assays volumes and parallelization of
processing have further increased the test throughput. The ultra-high-throughput is
required to fully exploit big compound files of >1 million compounds and is per-
formed entirely in 1536-well plates with assay volumes between 5 – 10 μl. This as-
say carrier together with fully-automated robotic systems allow for testing in excess
of 200,000 compounds per day. The comprehensive substance collection, together
with sophisticated screening technologies, have resulted in a clear advantages in
lead discovery especially for poorly druggable targets with a poor track record in
the past.

1.3 Screening Assay Classes

Today a large arsenal of screening technologies is available for researchers in in-
dustry and academia to set up uHTS or HTS assays with high reproducibilty and
accuracy. The assay technologies can be divided into three differrent classes:

1. Cellular growth and proliferation assays have been employed to search for thera-
peutics in anti-infectives and cancer. The ease use, the possibility for adaptation
to high-throughput formats and the direct relevance to disease pathology of these
growth assays were the reasons for the wide use in drug discovery processes.
The difficulty to discriminate pharmacologically from cytotoxic effects is the
main problem for an assay principle with unclearly defined targets. As a conse-
quence cellular growth and proliferation assays have a higher risk to fail even in
toxicological testing in late stages.
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2. Biochemical bioassays are an experimental approach for the testing of isolated
enzymes or receptors in which the activty of a purified protein is monitored di-
rectly.

3. Cell based bioassays are a different experimental approach for pharmacologi-
cal assays and are widely used in drug discovery processes. Recently, molec-
ular biology has revolutionized cell based bioassays by providing recombinant
cell lines containing readout technologies amenable to ultra high-throughput for-
mats. The functional readout of this assay format allows, to monitor all possible
drug-receptor interactions, including allosteric modulation and allow the screen-
ing of different pharmacological target classes as G-protein coupled receptors,
Ion-channel or transporter. The timescale of the assay type ranges from seconds,
e. g. hormone-stimulated Ca2+ signals, to few hours for reporter gene readouts.
This assay type is target biased and allows the discrimination and differentiation
of target-specific signals from general phenotypic effects. Optical assays rely
on absorbance, fluorescence or luminescence as readouts. The used readout tech-
nologies are comprising fluorescent Ca2+ indicators and different reporter genes.
The reporter genes used in ultra high-throughput screening can be divided into
two different classes: photoproteins & luciferases and fluorescent proteins.

The choice of cellular screening approach has an enormous impact both on the de-
velopment and implementation of the HTS or uHTS for a target. The availability
and behavior of the cells, together with the amplitude and reproducibility of the sig-
nal attainable against that cellular background, can all determine whether primary
cells or cell lines, both native and engineered, are selected. Primary cells of human
origin are arguably the most physiologically relevant model system and several se-
lected primary cell types, human and other species, are commercially available and
amenable to HTS or uHTS respectively. In general, primary cells cannot be obtained
at the scale necessary for HTS or uHTS, and thus primary cell screens are positioned
in the screening paradigm as low-throughput secondary assays. Transformed cell
lines of mammalian origin (e. g. CHO, HEK 293) are the most commonly used cell-
based uHTS assay formats. The advent of molecular and cell biology techniques to
clone and express human proteins has provided access to cell lines with high ex-
pression levels of the target of interest. Cell lines can be engineered to express or
over-express a target of interest. Expression can be transient or stable and several
expression systems can be employed depending on the nature of the cell line and the
target. Stable cell lines are most commonly generated by plasmid transfection infec-
tion. Stable expression of the target is the approach of choice for HTS and uHTS in
the most drug discovery processes.

1.4 Reporter Gene Classes

Bioluminescence is the light produced in certain organism as a result of luciferase-
or photoprotein mediated reactions. Numerous marine and terrestrial organisms are
bioluminescent, while the biochemistry and molecular biology of the underlying
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processes has been evaluated recently. The reaction involves the oxidation of a sub-
strate (called luciferin or coelenterazine respectively) by an enzyme (the luciferase)
or photoprotein (Wilson and Hastings 1998). Oxygen is usually the oxidant. Bio-
luminescent organisms are found in a variety of organisms. Common examples are
insects, fish, squid, sea cacti, sea pansies, clam, shrimp, and jellyfish. The biolu-
minescent systems in these organisms are not all evolutionarily conserved, and the
genes coding for the proteins involved in bioluminescence are not homologous. The
emitted light commonly has one of three functions: defense, offense, and communi-
cation.

The bioluminescent systems could be devided into different classes and sub-
classes: 1. Flash-light reporter gene, 2. Glow-light reporter genes with subclasses
coelenterazine-dependent, non-coelenterazine dependent luciferases and non-luci-
ferase glow-light systems, and 4. fluorescent proteins.

In the 1980s, molecular and cell biologists used reporter genes to investigate
the 5′ untranslated regions of cDNAs to determine which sequences were involved
in modulation of gene transcription. In the ensuing decades, the technology and
instrumentation have evolved such that many target classes are now amenable to
cell-based HTS in reporter formats. Reporter enzymes provide a highly amplified
signal, thereby providing sensitivity, and luciferase appears to be the most com-
monly used reporter enzyme for HTS. Transcriptional regulation assays are config-
ured by linking the natural promoter, or elements of the promoter, of the gene of
interest to the coding region of the reporter gene. To take advantage of common
signal transduction pathways, synthetic repeats of a particular response element can
be inserted upstream of the reporter gene to regulate its expression in response to
signaling molecules generated by activation of that pathway (Johnston and Johnston
2002).

1.5 Flash-Light Reporter Genes

Many coelenterates and ctenophores, such as the jelly-fishes Aequorea victoria
(Fig. 1.1B) and Clytia gregaria (Fig. 1.1A), the hydroid Obelia longissima
(Fig. 1.1D), and the ctenophore Mnemiopsis are bioluminescent (Shimomura 1985).
The emission is triggered by calcium, even though the use the same luciferin –
called coelenterazine (Jones et al. 1999). Coelenterazine is an imidazolopyrazine
(Fig. 1.2), which occurs widely in luminous and non-luminous marine organisms.
The first isolated flash-light photoprotein was the the hydrozoan Aequorea system,
aequorin.

In the presence of a calcium chelator, one can isolate and purify aequorin, which
requires only coelenterazine and calcium for light production. It is now clear that
the photoprotein is simply a stable luciferase reaction intermediate to which an
oxygenated form of the coelenterazine is already bound, probably as a hydroper-
oxide.
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Fig. 1.1 Origins of Flash light photoproteins used in uHTS. Picture of A Clytia gregaria (identi-
fied photoproteins Clytin and mtClytin), B Aequorea Victoria (identified photoprotein: aequorin),
C Beroe abyssicola (identified photoprotein: Berovin) and D Obelia longisima (identified photo-
protein: Obelin)

Calcium, for which the protein has three binding sites, triggers the flash by allow-
ing the reaction to go to completion via the dioxetanone intermediate. Thus instead
of triggering at the stage of luciferin availability, calcium acts here on a reaction in-
termediate. The emission is blue (486 nm) when the Aequorea reaction is carried out
in vitro, whereas the bioluminescence from the living organism is green (508 nm)
because of the presence of the soluble green fluorescent protein, Aequorea GFP. The
involvement of energy transfer was first described in the case of Obelia, where, in
extracts, photoprotein and GFP are found together in granules (Morin and Hastings
1971). If the cells are mechanically ruptured in seawater containing MgCl2 (a Ca2+
antagonist), then centrifuged lightly to remove large cell debris, the supernatant con-
tains both intact granules and the soluble “photoprotein”. If calcium is added to the
supernatant, it causes a flash of blue light by reacting with the photoprotein. If wa-
ter is now added, the granules osmotically rupture, and green light is produced as
the photoprotein and its associated GFP come in contact with calcium. However, if
the order of additions is reversed, first water, then calcium, only blue light is emit-
ted, because the photoprotein-GFP complex has dissociated in dilute solution, thus
preventing energy transfer (Predergast 1999).

Recently new flash-light photoproteins could be identified from other organisms:
Berovin from Beroe abyssicola (Fig. 1.1C), two different Bolinopsin photopro-
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Fig. 1.2 Chemical turnover of Coelenterazine by flash-light reporter genes as Aequorin, Obelin,
mtClytin or Berovin (hν470 = light, aequorin)

teins from Bolinopsis infundibilum and a new photoprotein from Clytia gregaria
(Fig. 1.1A) with a mitochondrial leader sequence.

1.6 Glow-Light Reporter Genes

Many different organisms, ranging from bacteria and fungi to fireflies and fish, are
endowed with the ability to emit light, but the bioluminescent systems are not evo-
lutionarily conserved: genes coding for the luciferase proteins are not homologous,
and the luciferins are also different, falling into many unrelated chemical classes.
Biochemically, all known luciferases are oxygenases that utilize molecular oxygen
to oxidize a substrate (luciferin), with formation of a product molecule in an elec-
tronically excited state (Hastings 1998). One of the most striking characteristics of
luciferases is the very high diversity of mechanisms, structures and functions that
bioluminescent organisms have achieved.

1.7 Coelenterazine Dependent Luciferases

Luciferases encompass a wide range of enzymes that catalyze light-producing
chemical reactions in living organisms. To date, all known luciferases use molecu-
lar oxygen to oxidize their substrates while emitting photons. Different coelenter-
azine dependent luciferases were identified: Renilla luciferase, Gaussia luciferase
and Metridia luciferase.

Gaussia luciferase (Gluc) is the one of the smallest luciferase known and is
naturally secreted and was isolated from Gaussia princeps (Fig. 1.3B). This lu-
ciferase emits light at a peak of 480 nm with a broad emission spectrum extend-
ing to 600 nm. Gaussia luciferase has been cloned, overexpressed in bacteria, and
used as a sensitive analytical reporter for hybridization assays and monitoring of
cellular expression in culture and in vivo (Tannous et al. 2005). The Gaussia lu-
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Fig. 1.3 Origins of Glow-light reporter genes used in uHTS. Picture of A Firefly Beetle (identified
luciferase: Firefly luciferase), B Gaussia princeps (identified luciferase: Gaussia luciferase; GLuc),
C Renilla reniformis (identified luciferase: Renilla luciferase) and D Metridia longa (identified
luciferase: Metridia luciferase; MLuc)

ciferase is a coelenterazine dependent luciferase which does not require ATP for
activity. Gaussia luciferase cDNA was isolated from a cDNA library using expres-
sion cloning and the protein was expressed and purified in quantity from bacterial
ferments. This enzyme is 188 amino acids in length and encoded in a cDNA of
555 bp. Gaussia luciferase has a broad pH optimum with peak activity at 7.7. Anal-
ysis of the gene sequence indicates a secretory signal which is functional in eukar-
yotes.

The bioluminescent sea pansy Renilla reniformis contains a luciferase-luciferin
system (Fig. 1.3C). Renilla luciferase is a monomeric protein that catalyzes the oxi-
dation of coelenterazine to produce light emission at 482 nm. In vivo an energy
transfer to a green-fluorscent protein (GFP) occurs and light is emitted at 509 nm. In
recent years several secreted proteins have been used as markers of gene expression.
The main advantage using a secreted reporter protein, in comparison with an intra-
cellular reporter protein, is the ability to measure gene expression without destroy-
ing the cells or tissues. Renilla luciferase gene was engineered to encode a protein
product secreted by mammalian cells by fusing the end of a short DNA sequence
encoding the signal peptide from human interleukin-2 (IL-2) protein to the renilla
luciferase cDNA (Liu et al. 1997). This construct was cloned under transcriptional
control of the cytomegalovirus (CMV) promoter or responsive elements in a mam-
malian expression vector, respectively. Both secreted and non-secreted renilla lu-
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ciferases are widely used in screening and compound characterization approaches
in single and multiplexing readouts.

There are bioluminescent organisms with naturally occurring secreted luciferases,
and the cDNAs encoding some of them have been cloned. These include the ma-
rine ostracod Vargula hilgendorfii (Thompson et al. 1989), the deep sea shrimp
Oplophorus gracilorostris (Yamaguchi 1975), and the marine copepod Gaussia prin-
ceps (as described before). The attractiveness of secreted luciferases as reporters is
a strong stimulus for the investigation and exploitation of new bioluminescent sys-
tems. Metridia longa is a small luminous marine copepod (Fig. 1.3D). The biolu-
minescence originates as a secretion from epidermal glands located in the head part
and abdomen in response to mechanical, electrical, or chemical stimuli. Biolumines-
cence in Metridia longa may well serve as a defense mechanism against predators;
the release of a luminous bolus from the animal is accompanied by rapid swimming
that displaces the copepod away from its “glowing phantom”. Metridia luciferase
(Mluc) was cloned and coelenterazine was identified as substrate (Markova et al.
2004). MLuc is expressable in bacteria and mammalian cells respectively. It is used
as a reporter gene in uHTS in single and multiplexing readout. Its use is described
in detail in Sect. 1.14.

1.8 Luciferin Dependent Luciferases

Most bioluminescent insects are beetles (Coleoptera), in the families of Elateri-
dae (such as click beetles), Phengodidae (the railroad worm with its red and green
lanterns is a spectacular example) (Viviani et al. 2006), and Lampyridae, the fireflies
(Fig. 1.3A, origin of Photinus pyralis luciferase). The reaction chemistry is presum-
ably the same or similar for all beetles because their luciferases all react and give
light with firefly luciferin. Firefly luciferin is a benzothiazoyl-thiazole, an different
substrate from coelenterate luciferin, but again a dioxetanone is the critical energy-
rich intermediate in the reaction (reaction is shown in Fig. 1.4). Luciferase first
catalyzes the condensation of luciferin with ATP in the presence of Mg2+, followed
by the reaction of the adenylate with oxygen and cyclization of the peroxide; ATP
provides the good leaving group AMP. The breakdown of the dioxetanone releases
the energy. Even though the luciferin is the same in all beetles, their emissions span
a wide-wavelength range, from green to orange.

Firefly luciferase is a 62 kDa monomeric protein with no prosthetic group. The
firefly luciferase enzyme has had a long history of use in biology, especially for
the detection of ATP. The cloning of the firefly luciferase gene and its expression
in cells from different organisms has generated a great deal of interest in possible
applications of the gene as a tool in biological studies and drug screening (Wood
et al. 1989). Its first use was as a reporter for monitoring promoter activity. Though
available for only a short time, the gene has already been widely applied in this
role, due to the great sensitivity, ease of use, and cost efficiency of the luciferase
assay. All beetle luciferases catalyse the conversion of chemical energy into light
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by a two-step process (Fig. 1.4). This process utilizes ATP, O2, and beetle luciferin,
a unique heterocyclic acid found only in bioluminescent beetles. In the first step, the
carboxylate group of luciferin is activated by acylation with the alpha-phosphate
of ATP. The luciferyl adenylate is then oxidized with molecular oxygen, in the
second step, to yield AMP, carbon dioxide, and oxyluciferin. The oxyluciferin is
generated in an electronically excited state which, upon transition to the ground
state, emits the photon characteristic of bioluminescence. Under optimal condi-
tions the firefly luciferase emits light whose peak intensity is at 561 nm (yellow-
green).

The bioluminescence of the marine ostracod crustacean Vargula (Cypridina)
hilgendorfii (sea firefly) is due to a luciferase-luciferin reaction. Both substances
are secreted by the organism into the sea water where they combine and produce
light at 460 nm. The coding sequence of Vargula luciferase has been cloned and its
use as a reporter gene is described. One of the advantages is that the gene product
(555 amino acids) is secreted by the cell. Secreted Vargula luciferase is quantitated
by the reation with Vargula luciferin and is inhibited by the addition of EDTA or
EGTA suggesting a role for divalent ions such as calcium. A disadvantage of Var-
gula luciferase is that the luciferin required is not overall available (Bronstein et al.
1994).

Bacterial luciferase is a heterodmeric enzyme for which the subunits α and β are
coded by the LuxA and LuxB genes, respectively. The active site is on the α unit, but
the β unit is essential for the activity. The key difference between the bacterial and
mammalian luciferases is their temperature stability. It differs between 7 and 40 ◦C.
Bacterial luciferases are used in biochemical assays in HTS and uHTS as readout
for different metabolic pathways coupled to changes in NADH concentration.

1.9 Non-Luciferase Glow-Light Reporter Genes

Non-luciferase reporter genes are well known and widely used in industrial and aca-
demic research. Two prominent and representive examples are alkaline phosphatase
and β-Galactosidase.

Alkaline phosphatase is a membrane bound protein, but could be secreted from
the cell by alterations of the coding region of the membrane localization domain.

Fig. 1.4 Chemical turnover of Luciferin by glow-light reporter gene Firefly luciferase. (hν560 =
light)
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This truncated form of the engineered gene could be used as a secreted reporter
gene for cell based assays. The detection of the secreted gene product is performed
while the cell population remains intact for further investigations. Secreted alkaline
phosphatase (SEAP) can be measured in a two-step assays using a bioluminescent
substrate and is extremly heat stable.

In contrast to alkaline phosphatase the β-Galactosidase assays is based on
a b-D-galactopyranoside substrate. β-Galactosidase is one of the most widely used
reporter genes in molecular biology. The β-Galactosidase readouts are based on
colorimetric or chemiluminescent formats. The chemiluminescent β-Galactosidase
assay is highly sensitive, but its usefulness is limited in certain cell lines and tissues
due to endogenous enzyme activity.

Both β-Galactosidase and Alkaline Phosphatase (Hiramatsu et al. 2005) assays
formats are belonging to the glow bioluminecent reporter genes and could be used
as readouts for promotor- or responsive element readout approaches.

1.10 Fluorescent Proteins

Green fluorescent protein (GFP) is responsible for the green bioluminescence from
the jellyfish Aequorea. The intense fluorescence of GFP is due to the nature of
a chromophore composed of modified amino acids within the polypeptide. Forma-
tion of the fluorescent chromophore is species independent and apparently does not
require any additional factors. Hence, because the gene product is easily detectable
by its intense fluorescence, the GFP cDNA has become a unique reporter system.
The advantages of GFP are being exploited in a variety of experimental systems
(e. g. Dlctyostellum, plants, Drosophila and mammalian cells). In the last 10 years
green fluorescent protein (GFP) has changed from a nearly unknown protein to
a commonly used tool in molecular biology, medicine, and cell biology. GFP is
used as a biological marker and reporter gene. Green fluorescent proteins are found
in numerous organisms such as jellyfish and sea pansies. In 1955 it was first reported
that Aequorea (Aequorea victoria) fluoresced green when irradiated with ultravio-
let light. Two proteins in Aequorea are involved in its bioluminescence, aequorin
(a flash-light type coelenterazine-dependent photoprotein) and the green fluorescent
protein (GFP). GFP is a spontaneously fluorescent protein converts the blue chemi-
luminescence of the primary bioluminescent proteins (as luciferases or photopro-
teins) into green fluorescent light, presumably to reduce scattering and hence im-
prove penetration of the light over longer distances. The molecular cloning of GFP
cDNA from the Pacific jellyfish Aequorea victorea and the demonstration that this
GFP can be functionally expressed in bacteria have opened exciting new avenues
of investigation in cell, developmental and molecular biology and biotechnological
engineering.

Knowledge of the 3D structures of GFP is helping to understand the basic pho-
tochemistry and structure of the protein. Crystalline GFP exhibits a nearly identical
fluorescence spectrum and lifetime to that in aqueous solution, and fluorescence is
not an inherent property of the isolated fluorophore, the elucidation of its 3D struc-
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ture helps provide an explanation for the generation of fluorescence in the mature
protein, as well as the mechanism of autocatalytic fluorophore formation. Further-
more, the development of fluorescent proteins with varied emission and excitation
or other characteristics would dramatically expand their biological applications as
intracellular reporters (Zimmer 2002).

The structure of the wild-type protein was solved by Ormo et al. (1996). The
monomer structure consists of a 11-stranded β-barrel forming cylinder structure.
Inside the cylinder resides the fluorescent center of the molecule – a modified ty-
rosine sidechain and cyclized protein backbone. This motif, with a single α-helix
inside a very uniform cylinder of 13-sheet structure, represents a new class of pro-
tein fold. The regularity of the 13-can of GFP is quite remarkable. The current
dataset of sequenced and spectroscopically characterized GFPs and GFP-like pro-
teins could be classified in four color types: green, yellow, orange-red fluorescent
proteins and purple-blue nonfluorescent chromoproteins. These color types apper-
ently posses specific chromophore structures.

The GFP cDNA has proved to be a better reporter gene than expected origi-
nally. It was demonstrated that a fluorescent gene product can be easily produced
in a heterologues system, because there is no absolute requirement for another fac-
tor to form the GFP chromophore. GFP can be detected after fixation, and both N-
and C-terminal protein fusions are possible (Wang and Hazelrigg 1994). Further-
more the system has already yielded derivatives that have different spectral proper-
ties, which will probably permit simultaneous use of multiple reporter genes. Today
GFPs widely used for 1. Identification of transformed cells (e. g. by fluorescence
activated cell sorting or fluorescence microscopy), 2. Determination of gene expres-
sion in vivo and in vitro, 3. Localization of fusion proteins, 4. Characterization of
intracellular protein traffic, 5. Labeling of unicellular or multicellular organisms,
and 6. Identification of organisms released or not to be released to the environment
(Prasher 1995). In high throughput screening approaches GFPs today are widely
used as co-transferction markers to identify and develop cell lineages expressing
recombinant target genes or pathway readouts.

The process of exciting fluorescent probes is not entirely selective and causes
unwanted fluorescence, excitation snd light scattering signals from endogcnous cel-
lular and equipment sources, and comprises the background autofluoresescence
present in all fluorescent assays. A concern for screening assays is that certain com-
pounds may themselfe be fluorescent and cause false readings in the assay. Despite
this concerns the use of GFPs in screening could be divided into three classes (Gon-
zalez and Negulescu 1998). 1. Intensity-based assays. This type of fluorescent assay
utilizes indicators, loaded into membranes or compartments that alter their inten-
sities in response to environmental change. To be practical for cell-based assays,
these dyes should be membranc permeable, non-toxic, and well retained in appro-
priate locations inside the cell. 2. Fluorescence resonance energy transfer. FRET is
a well-described phenomenon that results when two fluorophores (one donor and
one acceptor) with appropriate spectral overlap are in close proximity. Excitation
energy is transferred from the donor (e. g. a luciferase or photoprotein) to the accep-
tor and results in a decrcase in donor intensity and a increase in acceptor intensity.
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The practical advantages of a ratiometric FRET read-out for screening are improved
reproducibility and signal-to-noise ratio and less signal perturbation during solution
additions to the sample. One limitation of FRET probes is that spectral overlap
between the emissions of donor and acceptor can reduce the dynamic range of the
assay. The use of GFPs as primary readout in ultra high-throughput screening is lim-
ited by the long half-life of GFP and the lower sensitivity compared to enzymatic
bioluminescent readouts for target classes as GPCRs, ionchannels, transporters or
nuclear receptors.

1.11 Cell Based Assay Formats
in ultra High Throughput Screening (uHTS)

Reporter genes offer an alternative assays for following signal transduction path-
ways from receptors at the cell surface to nuclear gene transcription in living cells.
Specific reporter genes are now available for the study of ligand activity at Gαi/o,
Gαs and Gαq G-protein-coupled receptors (GPCR).

GPCRs interact with heterotrimeric G proteins to regulate a range of second mes-
senger pathways to enable communication from the cell surface to the nucleus. Upon
activation of the receptor, the G protein dissociates into α and βγ subunits both of
which stimulate intracellular signalling pathway. GPCRs coupled to the Gαq family
of G proteins stimulate the enzyme phospholipase C (PLC). PLC cleaves mem-
brane phospholipids to produce inositol-1,4,5-trisphosphate (IP3), which mobilises
calcium from intracellular storage sites, and diacylglycerol (DAG), which activates
protein kinase C (PKC). Gαs-coupled receptors stimulate adenylyl cyclase, which
synthesises cAMP from ATP. In contrast, Gαi-coupled receptors inhibit adenylyl
cyclase and so reduce cAMP formation. The βγ subunits from Gαi and other G pro-
teins are able to activate the mitogen-activated protein kinase (MAP kinase) pathway
and PLC. These second messenger pathways then activate a range of effector sys-
tems to change cell behaviour. In many cases this includes the regulation of gene
transcription. Depending on the G-protein coupling of the target GPCR different re-
porter gene readouts are used for uHTS. The choice of reporter gene and the second
messanger pathways of GPCRs are illustrated in Fig. 1.5 (Eglen 2005; Jacoby 2006).

Glow-light reporter genes are often used to detect Gαi/Gαs receptor or nuclear
receptor activity in promotor assay approaches. The choice of promoter depends on
the nature of the signalling pathway under study. To generate reporter assays spe-
cific synthetic promotors, containing a single type of transcription factor binding
site only, for single signaling cascades have been developed. Commenly used pro-
motor constucts are the cAMP response element (CRE), serum response element
(SRE), the transcription factor NFAT (nuclear factor of activated T cells) and the
Gal4 upstream activating sequence.

The CRE system is used for Gαi- and Gαs-coupled GPCRs readouts, whereas an
agonist causes a rise in intracellular cAMP (Williams 2004). The decreased cAMP
level activates protein kinase A (PKA) and the catalytic unit, of PKA can then move
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Fig. 1.5 Schematic diagram of luminescent readouts for G-protein coupled receptor signal-
ing pathways. AC: adenylate cyclase, ATP: Adenosine triphosphate, cAMP: cyclic Adenosine
monophosphate, PK: Proteinkinase, CRE: cAMP responsive element, CRE-P: phosphorylated
CRE binding protein, MEK: MAPK/ERK kinase, MAPK: mitogen activated protein kinase,
DAG: diacylglycerol, PKC: protein kinase C, PIP2: inositol-bisphosphate, IP3: inositol-1,4,5-
trisphosphate, Ca: Calcium, NFAT: nuclear factor of activated T cells, NFAT-P: phosphorylated
NFAT, PLC: phospholipase C, Gαs: G-protein alpha s, GαI: G-protein alpha I, Gβγ : G-protein
beta gamma

into the nucleus and phosphorylate a CRE binding protein (CREB). The phospho-
rylated CREB binds to the CRE in the promoter of a target gene, thus increasing
transcription.

The NFAT system could be used for Gαq receptor and target which are signaling
through a slow kinetic calcium release. Antigenic stimulation of the T-cell receptor
stimulates PLC, which then activates the transcription factor NFAT (nuclear factor
of activated T cells). Stimulation of PLC increases levels of IP3, and hence intra-
cellular calcium concentration, and diacylglycerol, which activates PKC. Increased
intracellular calcium concentration stimulates calcineurin, which dephosphorylates
cytoplasmic NFAT allowing it to move into the nucleus. PKC, meanwhile, stimu-
lates the production of the AP-1 immediate–early gene partners Fos and Jun. Once
in the nucleus, NFAT binds with Fos and Jun to form a transcriptional complex ca-
pable of synergistically activating both the NFAT and AP-1 response elements to
stimulate gene expression.

The Gal4 System is widely used to detect nuclear receptor activities. The yeast
transcription factor Gal4 binds to the Gal4 upstream activating sequence (UAS)
causing transcription of two genes involved in galactose metabolism. Gal4 con-
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sists of a transcriptional regulatory domain and a DNA binding and transcription
activation domain. Chimeric proteins have been made, in which the transcriptional
regulatory domain of mammalian transcription factors are fused to the DNA bind-
ing domain of Gal4. If expressed in mammalian cells containing a reporter linked
to GAL4-UAS, this chimeric transcription factor can be phosphorylated by second
messenger kinases and so increase reporter transcription. This system is widely used
in cell-based assays for HTS and uHTS of nuclear receptors respectively.

Flash-light reporter genes generally encoded ion indicators rather than reporter
gene and are widely used to detect and monitor calcium release or calcium flux in
cell-based assay approaches for G-protein receptors and ion channels. Photopro-
teins as Aequorin, Obelin, Clytin or Berovin are used as cytosolic or mitochondrial
tagged reporters in generic reporter cell lines. Flash-light reporter genes are applic-
able for agonist and antagonist screening approaches for G-protein coupled recep-
tors and some ion channels. Kinetic as well as integral-based data analysis, allow the
differentiation between agonistic or antagonistic test compounds in a single assay
approach (see Sect. 1.13).

1.12 Reporter Genes in uHTS

Cell-based reporter gene assays can be designed to detect transcriptional regulation
of a particular gene, or they can be configured to detect the activity of a signaling
pahway. In reporter assays, the expression of a protein whose enzymatic activity
is easily detected is linked to the biological activity of the target of interest. Tran-
scriptional regulation reporter assays are configured by linking the promotor, or ele-
ments of the promotor, from the gene of interest to the coding region of the reporter
gene. To detect the activity of a signaling pathway, repeats of a particular respon-
sive element are located upstream of the reporter gene and regulate its expression in
response to the activation of the pathway.

The advantages of the use of new reporter gene systems in cell-based uHTS
are multiple instrumentation platforms, diversity of reagent kits, acceptable cost,
greater signal amplitude, assay stability and most importantly, reporter gene assays
are highly amenable to miniaturization. Reporter gene assays have their limitations
too.

For example, reporter gene assays designed to detect Gs coupled receptor activity
are often configured to amplify the signal via multiple copies of the cAMP res-
ponsive elements. Reporter gene assays designed to detect the receptor activity via
calcium mobilization typically utilize the NFAT responsive element or flash-light
reporter gene systems. NFAT mediated gene expression is dependent on both the
amplitude and the duration of the calcium flux and therfore NFAT-driven reporter
gene assays can not be detect rapid calcium-mediated responses.
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1.13 Photoprotein Readouts and Cell-Based Assay Development

Obviously, cell-based assays screens designed to detect calcium mobilization via
flash-light reporter gene systems were limited to those receptors that signal through
the Gαq pathway. Co-expression of a promiscous (Gα15, Gα16), or chimeric G-
protein can switch the signal of the GPCRs to the IP3 pathway and calcium release
(see Fig. 1.5). These G-protein switching strategies have made calcium mobilization
screening approaches applicable to many more receptors. The calcium mobilization
could be detected through a flash-light reporter gene system or by a fluorescent
imaging system that collects information about the calcium flux in each well. The
intracellular calcium concentrations could be measured by preloading the cells with
a calcium-sensitve fluorescent dye, such as Fluo3 (Minta et al. 1989).

Calcium mobilization screens are often used as a single readout suited for the
identification of agonist activities. Antagonist screens are typically configured as
binding assays using isolated receptors or membrane preparations with a radiola-
beled ligand readouts.

Flash-light reporter genes as mitochondially tagged aequorin (mtAequorin) or
clytin (mtClytin) are widely used for the identification of agonist and antagonist ac-
tivities in two step bioluminescent readouts. Generic CHO-based reporter cell lines
constitutively expressing the mtClytin or mtAequorin respectively are used to gene-
rate recombinant G-protein coupled receptor cell lines. The activation of recombi-
nant GPCR by its ligand (Fig. 1.6, Signal 1) leads to the initiation of a cascade
of reactions releasing Ca2+, that triggers the emission of bioluminescence by the
mtAequorin or mtClytin present in the system. The amount of light emission corre-
lates directly to the used ligand concentration.

Fig. 1.6 Kinetic readout of flash-light type reporter gene aequorin in 1536-well format. Y :
RLU/s:relative light units, X : time [s]
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To differentiate between agonists and antagonists a second readout is neces-
sary. Non saturating ligand concentrations of the recombinant GPCR lead to a par-
tial activation and consumption of the coelenterazine-loaded photoprotein amount.
The second line activation of an endogenous Gαq GPCR (here P2Y2 receptor,
Fig. 1.6, Signal 2) by its ligand triggers the emmsion of bioluminescence of the
coelenterazine-loaded photoprotein which was not triggered by the activation of the
recombinant GPCR. The amount of light emission of the second signal correlates di-
rectly to the ligand concentration of the recombinant GPCR. This principle could be
used to differentiate between agonists and antagonist in a two step bioluminescence
readout.

1.14 Multiplexing Reporter Gene Readouts

An early drug discovery approach focusing on gene families can benefit from strate-
gies that exploit common signaling mechanisms to more effectively identify and
characterize novel chemical lead structures. Multiplexing, defined as the screening
of multiple targets or the use of different reporter genes within the same experiment,
are examples of this strategy (Miret et al. 2005).

To meet the increasing demands of compound testing created by combinatorial
chemistry, technology investments in screening are focused on 3 major areas: minia-
turization, automation, and multiplexing. Miniaturization attempts to increase the
density of data points per plate of a particular assay format, whereas automation
provides equipment to perform these assays with fewer human resources and higher
reproducibility. Both of these approaches are applicable to any target class. Mul-
tiplexing allows for the parallel processing of multiple targets and promises to in-
crease efficiencies, reduce costs, and improve the quality and content of screening

Fig. 1.7 Use of Mluc in cell-based 1536 assay format. CHO cell line with recombinant Metridia
luciferase under the control of a CRE regulated promoter. X -axis: increasing concentration of
forskoline (left to right), Y -axis: increasing concentration of coelenterazine (top to bottom)
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data. In addition, it can also simplify the construction and execution of target selec-
tivity panels. The use of multiplexing in hit discovery has been previously reported
for kinases, nuclear receptors, and GPCRs. Common strategies of cell-based multi-
plexing assay approaches are combinations of glow- and flash-light reporter genes
or reporter genes with different substrate specificity. Combinations of Firefly lu-
ciferase (Glow) with photoproteins as mtAequorin or mtClytin or Firefly luciferase
(Glow) with Metridia luciferase (Glow, Fig. 1.7) are mixtures of both approaches.

1.15 Ultra High Throughput Screening

The availability of genomic information significantly increases the number of po-
tential targets available for drug discovery. In a chemical re-search approach, ultra-
high throughput screening (uHTS) (a screening robot-system for cellbased assays
is shown in Fig. 1.8) of validated targets takes place early in the drug discovery
process. Effective implementation of a chemical strategy requires assays that can
perform uHTS for a large numbers of targets. Most assay principles are based
on receptor competition between a substrate or ligand and the candidate com-
pound measured by either binding or function of the receptor. Assays are tuned
for the detecting competitive inhibitors. The rules of receptor theory and enzy-
mology together with the detailed knowledge of the kinetic behaviour of the sys-
tem dictate the most straightforward conditions for identifying inhibitors or activa-
tors.

Recent advances in organic synthesis, and combinatorial chemistry in particular,
made available large libraries of small synthetic compounds. The established chem-
ical access to these small molecules offer the possibility for the fast expansion of the
chemical space around active compounds by structural derivatization. As a conse-
quence, today most big pharmaceutical companies predominantly rely on libraries

Fig. 1.8 A Bioluminescent readout in cell-based HTS. B Picture of a uHTS Robot-System for
compound screening (Bayer Healthcare AG, Wuppertal, Germany)
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made up of synthetic compounds for lead discovery. The identified lead structures
provide entry points into medicinal chemistry programs.

A lead structure displays a desired biological activity but does not yet combine
all pharmacodynamic and pharmacokinetic properties required for therapeutic use.
The comprehensive list of attributes required from a lead structure explains why the
discovery of novel molecules is expected to be a rare event. In most cases, uHTS
derived lead candidates display liabilities regarding one or more properties and sig-
nificant medicinal chemistry efforts are needed to completely assess the potential of
a novel compound class.

Experimental testing of candidate drug compounds remains the major route for
lead discovery in the drug discovery process. uHTS using targeted assays together
with the design of combinatorial chemistry libraries have matured over the last
decade to provide a technology platform for lead discovery. Converting the knowl-
edge of the target mechanism and underlying molecular recognition principles into
robust and sensitive assays is a prerequisite of successful uHTS screening.
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Abstract The wealth of genetic information available in life sciences now allows
the engineering of DNA and RNA molecules, proteins, cells, tissues and even entire
organisms with wanted properties. This is due to large scale sequencing projects that
determined the DNA sequence of the entire human genome and of the genomes of
several animal species, microorganisms and pathogens. At the same time microar-
ray technology advanced to a stage that permits measuring the expression levels
of thousand of genes simultaneously in one single experiment. In addition, specific
bioinformatic tools have been developed to determine transcriptional “signatures”
of various cell types, tissues and entire organisms, both in the normal and patho-
logical state. Furthermore, various data mining strategies are being used for gene
discovery and for a systematic and genome wide understanding of complex gene
networks.

Here we provide an overview of data mining strategies for microarray gene ex-
pression data, including (i) data preprocessing, (ii) methods of cluster analysis and
(iii) the retrieval of information from knowledge-based databases and their inte-
gration into microarray data analysis workflows. Our analysis shows examples of
mining strategies for antigen presenting dendritic cells (DC) that were treated with
transforming growth factor β type 1 (TGF-β1).

2.1 Introduction

The development of DNA microarrays about 15 years ago represents one of the most
revolutionary inventions in cell biology. DNA microarrays allow measuring the ex-
pression levels of thousand of genes simultaneously thereby generating profiles of
mRNA expression for the entire transcriptome of an organism. DNA microarrays
are made by robotic disposition of complementary DNA (cDNA) in an ordered ar-
ray on glass or nylon membrane supports. Each spot corresponds to a sequence
that is highly specific for a gene of interest and one single DNA microarray can
now cover all genes of a given organism. The technologies employed for produc-
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ing microarrays are diverse: manufacturers like Affymetrix use photolithography to
synthesize oligonucleotides directly on the support thereby achieving densities of
1,300,000 oligonucleotides on a 1.3 cm2 surface for measuring 38,500 genes.

DNA microarrays are now being used in scientific research and medical diagno-
sis to address a wide range of very diverse questions. In addition, novel applications
of DNA microarrays emerged with genome sequencing projects that provided the
complete sequence information of a given organism. This genome-wide sequence
information now allows measurements that are more than just comparing gene ex-
pression levels. For example, DNA microarrays are being designed for determining
single nucleotide polymorphisms (SNPs) in order to map and relate individual gen-
uine variations with a particular disease or phenotype. Another newly developed
form of DNA microarrays is the tiling array. Such tiling arrays cover the organisms’
entire genomic sequence to systematically interrogate genomic regions. For exam-
ple the seven Affymetrix human tiling arrays contain 45 million oligonucleotide
probes tiling the entire human genome at an average resolution of 35 base pairs.
Such tiling arrays are most suitable to precisely map novel RNA transcripts and
therefore extend the information that is obtained by conventional gene expression
arrays. Additionally, tiling arrays are now being used in chromatin immunoprecip-
itation (ChIP) studies to map the positions of transcription factors and other DNA
binding molecules on a global scale. Epigenetics represents an intensive field of
research and tiling arrays allow the identification of DNA methylation patterns [26].

Importantly, DNA microarrays emerging as a novel genomic platform technology
raised multiple challenges: (i) the genome-wide analysis produces huge amounts
of data that need to be processed, stored and managed; (ii) advanced data mining
techniques have to be employed to assess and understand the underlying biological
events. Frequently, data mining or knowledge discovery involves multiple iterative
steps:

1. Data preprocessing;

2. Data mining;

3. Data presentation;

4. Interpretation of the results.

Genome wide microarray studies are systematic and unbiased approaches for a given
question and produce results that are often outside of the expertise of the investiga-
tor. Therefore, the extracted information needs to be enriched with knowledge from
additional sources in order to put data into context. However, integrating additional
information adds further dimensions to the data and increases the complexity of
finding relevant clusters by traditional clustering techniques, such as k-means or
agglomerative hierarchical clustering. Techniques, like principal component analy-
sis (PCA) [35] or singular value decomposition, are often used in gene expression
mining. They are known as feature transformation methods that allow to summarize
data and to reveal hidden structures. Subspace clustering is also used in microarray
analysis for mining of high dimensional data. Subspace clustering selects subsets
from all dimensions (e. g. samples or patients) to identify groups of genes that ex-
hibit similar expression profiles in the selected subset of dimensions.
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Other data mining strategies perform searches no longer on gene expression
values but directly on meta-data such as gene function. Here we will show an exam-
ple for Gene Ontology (GO) [2] over-representation analysis that became a standard
in DNA microarray analysis workflows.

2.2 Data Processing

2.2.1 Challenges in Data Acquisition and Processing

One of the major challenges in microarray technology is to demonstrate the consis-
tency of the data points measured. This issue has been addressed very recently by
the MicroArray Quality Control (MAQC) project [29]. This consortium showed that
for many manufacturers the most recent generation of DNA microarrays allows ro-
bust and precise monitoring of gene expression of a given biological sample. Thus,
microarray quality is not a major concern anymore and variability in data points
is mainly inherent to the biological samples and their preparation, and to some ex-
tent also influenced by microarray scanning and data preprocessing. Factors playing
a major role in data consistency can be categorized as follows:

• Precision (defines the reliability of the measurement);
• Accuracy (shows how close signal intensity translates into expression levels for

a given gene);
• Specificity (indicates whether the DNA sequence present on the array measures

the expression of the gene it has been design for);
• Sensitivity (describes the limitation of detecting low abundant transcripts while

maintaining an acceptable accuracy and specificity).

All these criteria rely on the array design, preparation of the biological material and
data processing. In the following we will review the currently available methods
for preprocessing of raw data and how these data are further processed for gene
mining.

2.2.2 Data Preprocessing: An Overview

Here we will focus on the Affymetrix platform that received the most attention from
the bioinformatic community and is also one of the most widely used microarray
technologies.

The Affymetrix platform uses one-color microarrays as opposed to two-color mi-
croarrays. For one-color microarrays one RNA sample is hybridized to a single array
while for two-color microarrays two RNA sample are hybridized competitively to
the same array. These different technologies imply a difference in signal interpre-
tation. The signal obtained from two-color microarrays is the ratio of abundance of
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the test sample with respect to the control sample whereas with one-color techno-
logy measures are absolute expression values. Signal processing is also different,
but some steps are identical, such as image acquisition and primary data analysis
that produce the raw expression values.

The first step in data preprocessing is the background noise correction which is
particularly difficult. This is because the background noise correction has two con-
tradictory effects: it simultaneously increases accuracy and lowers the precision by
increasing the variance between replicates. For more information on background
noise corrections we refer to the Affymetrix manual [1] and [5].

In the next step raw expression levels need to be normalized in order to be com-
parable across samples. There are numerous normalization methods that often rely
on platform specific features. For reasons of space we will not cover this topic here
in detail but refer to Chap. 2 of Gentleman et al. [10] and also to some excellent
reviews [6, 16, 27]. Yet, it is important to point out that a direct and quantitative
comparison between the expression levels of different genes on the same microarray
is not possible since each probe/gene on the microarray hybridizes with the target
sequence with a different specificity. Consequently, the relation between signal and
transcript concentration is not linear for low and high transcript concentrations and
thus unique for every probe. Microarray technology accurately measures variations
in the abundance of a particular transcript in different biological samples and thus
up- or down-regulation of genes. The information obtained by comparing the signal
intensities of different genes of the same biological sample hybridized to the same
array is however rather limited.

Following normalization one would like to identify genes or samples that ex-
hibit a similar expression profile e. g. by performing gene clustering. At this stage
it is important to know that the choice for the distance or similarity measure is
crucial before any clustering is performed. Thus, gene clustering can lead to dif-
ferent interpretations depending on the similarity measures applied. There are dif-
ferent types of distances that exhibit different properties. Frequently, distance is
categorized into three types: (i) Minkowski metrics, (ii) parametric correlation and
(iii) non-parametric correlation. Minkowski metrics (1) yields Manhattan and Eu-
clidean distances with p = 1 and p = 2, respectively.

Minkowski Metrics (2.1)

D(x, y) = p

√√√√ n∑
i=1

|xi − yi |p . (2.1)

For the Minkowski metrics the distance between samples is the same for relative
and absolute expression measures (two-color microarrays). This does not hold for
the distance between genes. On the other hand, distances based on the Pearson cor-
relation (2.2) yield the same distance between genes for both relative and absolute
measures but not for the distance between samples. Considering these facts and that
most people are interested in classifying similar multidimensional gene expression
profiles, the most widely used metrics are the correlations, such as Pearson correla-
tion.
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The Pearson correlation (2.2) and its related correlations, like the cosine distance
used by Eisen et al. [9], give good results when clustering aims at the identification
of genes with similar expression profiles independently of scale.

Pearson Correlation Coefficient (2.2)

D(x, y) =
∑n

i=1(xi − x̄i)(yi − ȳi)√∑n
i=1(xi − x̄i)2

∑n
i=1(yi − ȳi)2

. (2.2)

The Pearson correlation and their derivatives are parametric and able to measure lin-
ear relations between gene vectors of expression values but are sensitive to outliers.
Pearson correlation can also be used to classify samples but with the assumption
that the populations are normally distributed. A normal distribution of expression
values is in fact observed in the large majority of microarray experiments performed
today [11]. Parametric correlation measure can – due to its sensitivity to outliers –
give non-homogeneous cluster solutions. In this case non-parametric correlations,
such as Spearman rank correlation or Kendall’s τ rank correlation, are preferred.

Further measures of similarity have been specifically designed for gene expres-
sion clustering. Often microarray experiments have an underlying structure deter-
mined by covariate (supplementary) information such as treatment, cell or tissue
type, or time. Those features can be incorporated into the similarity measure as
weight to make clusters more relevant [4, 14]. Furthermore, to create even more
meaningful clusters, genes can be linked to knowledge-based databases such as lite-
rature co-citation or biological pathway information. Text mining on the available
online medical literature to extract gene function annotation is a particularly dy-
namic field of bioinformatics research [24,33]. The general idea behind text mining
for gene co-citation is that genes that are cited in the same paper might be function-
ally related [17]. Another approach outlined in Maere et al. [23] produces clusters
based on GO. GO describes genes according to their cellular component, biologi-
cal process, molecular function etc. Numerous tools make use of the GO classifi-
cation and are listed on the GO web page (http://www.geneontology.org/GO.tools.
microarray.shtml). The majority of these software tools perform statistical tests on
the genes of interest by searching for enriched GO classes. Further methods pro-
pose to incorporate knowledge from GO to assess or improve the cluster interpreta-
tion [15].

2.3 Gene Discovery by Gene Clustering

Gene clustering aims at identifying groups of genes exhibiting common features
in complex data sets. There are many clustering algorithm that essentially can be
classified into hierarchical and non-hierarchical clustering (Fig. 2.1). Classical ap-
proaches for clustering are the partitioning and hierarchical algorithms, but there is
no universal clustering algorithm that fits all applications. So far non-hierarchical
clustering has received the most attention (Fig. 2.1). Agglomerative hierarchical
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Fig. 2.1 Schematic representation of clustering algorithms

clustering with heatmap representation was one of the first clustering method ap-
plied to gene expression profiling published by Eisen et al. [9] in 1998.

There are basically two ways for generating clusters by hierarchical clustering:
either agglomerative or divisive, depending whether the tree is built from bottom to
top or vice versa. Agglomerative hierarchical clustering is mainly used and gives
better results than the divisive methods [19]. Agglomerative hierarchical methods
use different linkage methods to cluster the groups when building the tree and most
frequently the average linkage method (UPGMA) is used. A list of available linkage
methods is given in Table 2.1.

Table 2.1 The different linkage methods commonly used for hierarchical clustering

Methods Description

Single Shortest distance or nearest neighbor [25]
Average Unweighted average distance (UPGMA) also called Group average distance
Weighted Weighted average distance (WPGMA)
Complete Furthest distance/neighbor [32]
Mcquitty Similar to single method [20]
Ward Inner squared distance; for interval-scaled measurements [13]
Median Weighted pair-group method using centroid (WPGMC)
Centroid Unweighted pair-group method using centroid (UPGMC)
Flexible Generalization of the others [13]
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There are three types of non-hierarchical clustering algorithms: (i) partitioning
methods, (ii) hybrid methods combining partitioning and hierarchical methods and
(iii) further methods such as density based clustering or subspace clustering [13].

Hierarchical clustering methods perform well on data sets with a few dimen-
sions but when the dimensionality increases other clustering techniques should be
considered. In this instance principal component analysis (PCA) and subspace clus-
tering, like CLIQUE or PROCLUS, will perform better and find more meaning-
ful clusters than the classical hierarchical clustering. An extensive literature exists
on high-dimensional clustering approaches [13]. An interesting method applied
in microarray mining is the frequent pattern mining technique, such as bicluster-
ing [8]. Biclustering works on the genes and the conditions to produce subclus-
ters [34]. This clustering method finds genes regulated in the same way between
just a subset of the samples. For a survey on biclustering techniques see Madeira
et al. [22].

In summary, the results obtained by clustering, either hierarchical or non-hier-
archical clustering, are highly dependent on the metric (distance or similarity/
dissimilarity) used to quantify the difference between the features. It is important
to note that all clustering techniques described here are unsupervised methods. Su-
pervised methods, such as those employed in machine learning techniques, are not
often used in gene expression mining. Machine learning is however often employed
in medical applications where one wants to classify a new sample or patient within
a given disease category.

2.4 TGF-β1 Signaling in Dendritic Cells Assessed
by Gene Expression Profiling

Conventional strategies in biology analyze the impact of a single gene or its
product on a biological phenomenon mainly by employing hypothesis driven ap-
proaches. This has now changed by analyzing genes and/or proteins in systematic
and unbiased approaches within complex regulatory networks on a global scale, for
example by DNA microarrays. The wealth of information obtained requires novel
ways of data acquisition, management, mining and the representation of the knowl-
edge. In the following we will demonstrate the power of such genome-wide ap-
proaches by analyzing the impact of the multifunctional cytokine TGF-β1 on gene
expression in dendritic cells (DC), a key cell of our immune system. This study led
to the identification of major players in DC development [12, 18].

DC are professional antigen presenting cells that induce antigen specific T cell
responses and control the balance between immunity and immunological toler-
ance [3, 31]. DCs are derived from hematopoietic stem cells in bone marrow and
different cytokines have been implicated in DC development and function. TGF-β1
is a multifunctional cytokine involved in a variety of biological processes including
DC development. TGF-β1−/− mice lack for example Langerhans cells (LC), the
cutaneous contingent of DC located in epithelial tissues, such as skin [7].
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In our previous work we used in vitro culture systems and gene expression pro-
filing with DNA microarrays to search for genes with a decisive function in DC
development. These studies identified the helix-loop-helix (HLH) transcription fac-
tor Id2 (inhibitor of differentiation/DNA binding 2) as one of the critical factors for
LC development [12]. Id2 is up-regulated during DC differentiation and important
for DC subset specification [12, 30]. Id2−/− mice lack LC and we demonstrated
that TGF-β1 up regulates Id2 expression.

Id2 is a member of the inhibitory HLH transcription factor family that antag-
onizes the action of the activating HLH factors, such as E2A, and was found to
repress B cell genes in DC [12]. This led us to propose a model where the relative
abundance of Id2 and for example E2A determines lineage choice by affecting the
property of a common progenitor to develop into B lymphoid cells or DC [12]. Thus,
high Id2 expression provides an environment where B cell/DC precursors are per-
missive to the action of factors with an instructive function in DC development. We
then proceeded to search for such factor by performing gene expression profiling of
TGF-β1 treated cells [18].

DC were obtained by a 2-step culture system where CD34+ stem cells from hu-
man cord blood are amplified with a stem cell factor/cytokine cocktail (in the fol-
lowing referred to as hematopoietic progenitor cells, HPC) and then induced to dif-
ferentiate into DC with GM-CSF and IL-4. HPC and DC were treated with TGF-β1
for 4, 16 and 36 hours, RNA was isolated and subjected to DNA microarray analysis
using Affymetrix human HG-U95Av2 GeneChip arrays [18, 28].

The first point to be addressed is “what is the global effect of TGF-β1 treatment”?
To answer this question we performed principle component analysis (PCA) on all
HPC and DC data sets by considering all genes present on the array irrespective
whether they were expressed or not. PCA separated HPC and DC data sets (Fig. 2.2)

Fig. 2.2 Principal component
analysis (PCA) of hematopo-
ietic progenitor cells (HPC)
and dendritic cells (DC)
treated with TGF-β1 for
4, 16 and 36 hours (h), or
left untreated (0 hours) [28].
The three first components,
capturing together 99.3% of
the variability in the data sets,
are shown
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and showed that TGF-β1 effectively influenced gene expression in DC. There was
only a minor effect of TGF-β1 on gene expression of HPC.

PCA can also be used to classify genes but when all genes analyzed in a microar-
ray experiment are considered (frequently several thousands) the resulting images
are cluttered. Correspondence analysis, a variant of PCA, represents a way to over-
come this limitation [21].

Phenotyping of immune cells, including DC, frequently involves determining
the expression pattern of cluster of differentiation (CD) molecules. We thus pro-
ceeded to investigate changes in the expression of CD molecule in response to
TGF-β1 by hierarchical clustering and display in heatmap format (Fig. 2.3). Gene
expression values and conditions were compared using Pearson correlation coef-
ficient. The hierarchical clustering was performed by agglomerative bottom-top
UPGMA linkage method (Table 2.1) and this approach gave the most interpretable
output.

Fig. 2.3 Heatmap view of hierarchical clustering of CD molecules in HPC (progenitors) and den-
dritic cells (DC) treated with TGF-β1 [28]. Each row represents one gene and color indicates
expression variation: red, higher expression and blue, lower expression in relation to the mean
expression value of the gene
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There were only minor effects of TGF-β1 on CD gene expression in HPC and
the most dramatic changes were observed in DC treated with TGF-β1 for 4 hours
(Fig. 2.3). This result is very much in line with the PCA result (Fig. 2.2).

Heatmap representation of hierarchical clustering provides a graphical view on
the different gene expression patterns that exist in a given data set. The main advan-
tage of hierarchical clustering over other clustering methods, including neural net-
works such as self organizing maps (SOMs), is that it is an unsupervised approach
that does not requiring further input from the user (e. g. defining the numbers of
clusters to be generated).

2.4.1 Linking Gene Expression Data to Knowledge-based
Databases

Gene function is described in a controlled vocabulary referred to as Gene Ontology
(GO) (www.geneontology.org) that describes genes and their products according to
their activity in biological processes, molecular function and cellular component.
Thus, further information on the changes in gene expression induced by TGF-β1
was obtained by GO over-representation analysis. In this approach genes are in-
vestigated for their over-representation in GO biological process categories thereby
identifying the impact of a given treatment on, for example, a particular cellular
pathway, process or compartment.

To this end 2204 differentially regulated genes were subjected to GO over-
representation analysis and most of the TGF-β1 target genes were found in GO
categories related to immune and defense responses, responses to stress, wound-
ing, pathogens etc. (Fig. 2.4). These results provide further information on the gene
categories affected by TGF-β1 in DC.

Kyoto Encyclopedia of Genes and Genomes (KEGG) represents a knowledge-
based database that contains information on gene networks including a large num-
ber of signaling and metabolic pathways. Thus, microarray data can be linked to
KEGG database for exploring gene expression data for specific pathways (Fig. 2.5).
Therefore, DC expression data were investigated for their contribution to the canon-
ical TGF-β1/Smad signaling pathway (Fig. 2.5). Changes in gene expression are
displayed in color code.

As expected the expression of a number of known TGF-β1 target genes was
found to be induced such as PAI-1. In addition, the analysis identified several novel
TGF-β1 target genes that are currently being further investigated.

2.5 Conclusions

Genome-wide gene expression profiling and advanced bioinformatics provide
unique opportunities to decipher complex biological processes and are expected to
pave the way for computational prediction of complicated cellular processes. To
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Fig. 2.4 Gene ontology (GO) over-representation analysis of 2204 genes that are differentially reg-
ulated upon TGF-β1 treatment of DC [28]. Color scale indicates confidence (corrected p-value) in
the over-representation of the respective GO class; white nodes are not over-represented. Node size
is proportional to the number of gene present in the individual category. A circular representation
(panel A) and an organic network layout (panel B) are shown
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Fig. 2.5 KEGG pathway for TGF-β1 signaling with gene expression variation map. Schematic
representation of the TGF-β1 signaling pathway from KEGG database. Changes in gene expres-
sion upon TGF-β1 treatment (4 hours) of DC are displayed in color code (e. g. red, increase in
gene expression) and several TGF-β1 target genes are shown

improve the reliability of microarray technology and data management still remains
a major challenge. Initiatives, such as the Minimum Information About Microar-
ray Experiment (MIAME) society and more recently the MicroArray Quality Con-
trol (MAQC) and the External RNA Controls Consortium (ERCC), represent steps
in this direction. Here we provide an overview of classical gene mining strategies
by focusing on microarray gene expression data. Many other approaches are cur-
rently being developed that will contribute to the expanding field of system biology.
The ultimate aim is to construct in silico models that faithfully describe genomic
and molecular interactions, complicated cellular processes and finally the behav-
ior of cells. The new discipline of system biology uses concepts and methods from
physics, chemistry, statistics, bioinformatics and knowledge from biology to en-
hance our understanding of complex biological processes, thereby providing oppor-
tunities to find solutions for diseases that are out of reach in current biomedicine.
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Abstract In this chapter, we reviewed the effects of physical stimulation includ-
ing electrical potential, hydrostatic pressure, electromagnetic field, shear stress, and
heat shock application on cellular functions such as proliferation, differentiation,
gene expression, and protein production. Prospects for future investigation are also
discussed.

3.1 Introduction

It has been known for many years that the alteration of the extracellular environ-
ment including chemical and physical factors can trigger the activation of intracel-
lular signaling cascades and gene expressions in a cell. Extensive researches have
gradually revealed that chemical and physical stimulation can activate a sort of re-
ceptor molecules which induce the gene expressions. For example, the exposure of
cells to raised or reduced temperatures or to a wide variety of physical and chemical
injuries activates the expression of heat-shock proteins by causing the intracellu-
lar accumulation of abnormal or degraded proteins (Lindquist 1986; Lindquist and
Craig 1988; Lindquist 1992; Yanagida et al. 2000; Hochleitner et al. 2000; Koyama
et al. 2002a; Calini et al. 2003). As another example, the plasma membrane dis-
ruption of sea urchin eggs, fibroblasts, and endothelial cells by a mechanical injury
induces a rapid burst of localized exocytosis (McNeil 2002). The exocytotic reac-
tion is rapidly evoked in a Ca2+-dependent fashion and is quantitatively related to
the disruption magnitude (McNeil 2002). It has also been reported that a wide range
of physicochemical stimulation activated growth factors and the immunomodula-
tory cytokines production in the animal cells (Koyama et al. 1996, 1997, 2002b;
Koyama and Aizawa 2002; Lee et al. 1995; Mohamadzadeh et al. 1995; Enk et al.
1996; Wlaschek et al. 1997; Finkel 2001; Fujimori et al. 2005; Park et al. 2006).
A fundamental question which remains unanswered is how the physicochemical
stimuli trigger the synthesis of the growth factors and the immunomodulatory cy-
tokines. The chemical stimulation induced growth factors and cytokines productions
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have been extensively studied and clarified for many years. Meanwhile, it should be
emphasized at this point that, compared with the chemically induced growth fac-
tors and cytokines production, physical stimulation induced mechanisms of growth
factors and cytokines productions have not yet been elucidated.

Aizawa and coworkers have looked at the physical stimulation-induced cellu-
lar protective action for inspiration and developed a novel method for electrically
modulated cellular functions of animal cells (reviewed in Aizawa et al. 1999). When
animal cells are cultured directly on an electrode surface and then exposed to a weak
electrical potential, no electrochemical reaction is induced. The cell/electrode-
interactive effects have been reported to involve cell proliferation control, gene ex-
pression, protein production, cell differentiation, etc. Animal cells can remain alive
if the electrode potential is controlled properly (Yaoita et al. 1989, 1990; Kojima
et al. 1991). On the other hand, Koyama and colleagues (Koyama et al. 2002b;
Koyama and Aizawa 2002; Koyama et al. 2005) discovered novel modulation meth-
ods for the regulation of animal cell functions using extremely high hydrostatic
pressure exposure for a short period, during which the cells remained alive. Hy-
drostatic pressure exposure of the animal cells triggers the activation of protein
kinase C (PKC)-dependent intracellular signaling cascades (Koyama and Aizawa
2002), gene expression, and secretion of immunomodulatory cytokines (Koyama
et al. 2002b; Koyama and Aizawa 2002). Recently, the modulation of the prolifera-
tion rate of animal cells due to hydrostatic pressure has also been reported (Koyama
et al. 2005).

In this chapter, we review the effects of physical stimulation including electrical
potential, hydrostatic pressure, electromagnetic field, shear stress, and heat shock
application on cellular functions such as proliferation, differentiation, gene expres-
sion, and protein production. Most of the findings were discovered by our research
group. Prospects for future investigation are also discussed.

The dotted arrows indicated indirect or direct activation of the targets. G = G
protein; PLC = phospholipase C; PIP2 = phosphatidylinositol 4,5-bisphosphate;
IP3 = inositol triphosphate; DAG = diacylgrycerol; NFκB = nuclear factor κB;
IκB = inhibitor of NFκB; MAPK = mitogen activated protein kinase; MAPKK
= MAPK kinase; MAPKKK = MAPKK kinase; ERK = extracellular regulated
kinase; JNK = c-Jun NH2-terminal kinase; Ash = abundant Src homology; Grb2
= growth factor receptor bound protein2; SOS = son of sevenless; PI3 kinase =
phosphatidylinositol 3-kinase; ECM = extracellular matrix.

3.2 Cellular Responses to Physical Stimulation

To activate useful cellular functions with the help of physical stimulation, it is neces-
sary to understand the stimulation-induced intracellular signaling cascades and the
gene expression subsequently triggered. This section introduces various types of
physical stimuli-activated intracellular signaling cascades and cytokine production.
Figure 3.1, Table 3.1 and 3.2 summarized intracellular signaling pathways, gene
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Fig. 3.1 Schematic diagram showing the intracellular signaling pathways in response to the physi-
cal stimuli

expression, and protein production activated by physical stimulation. A detailed ex-
planation is described in the below subsections from 2.1 to 2.5. Because heat shock
stress influences both membranous and cytoplasmic proteins, it is generally thought
that physical stimulation can affect not only membrane functions but also halfway
along the intracellular signaling cascades (Fig. 3.1).

3.2.1 Electrical Potential

We have investigated the effects of low voltage of electrical potential stimulation
on gene expression and protein production in mammalian cells which cultured on
an optically transparent electrode surface (Fig. 3.2). Koyama and coworkers (1996,
1997) have discovered that a 10 Hz sine wave potential application induces the nerve
growth factor (NGF) production in mouse astroglial cells. Astroglial cells had been
cultured for 7 days in a serum-free Dulbecco’s modified eagle medium (DMEM) to
synchronize a resting stage of astrocytes, which cells scarcely produce NGF. The
cells were subjected to another 1 hr culture along with the application of the sine
wave potential at varying amplitudes. NGF was maximally secreted at an upper
potential of +0.3 V and was increased by six-fold over the control.

The intracellular levels of NGF remained unchanged by the electrical stimula-
tion. Furthermore, we confirmed that the electrical potential induced NGF produc-
tion involves gene expression mechanisms activated by protein kinase C (PKC) –
activator protein-1 (AP-1) intracellular signaling pathway (Fig. 3.1 and Table 3.2;
Details are described in Sect. 3.5.1).
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Fig. 3.2 Schematic illustration of electrical potential-controlled cell culture system. Mammalian
cells are cultured on the surface of an ITO/glass electrode. The electrode potential is controlled
with an Ag/AgCl reference electrode through a potentiostat and a function generator

As another example for an electrically stimulated activation of gene expression,
Kimura and colleagues (1998a, b) have discovered a rectangular wave potential ap-
plication induces cell differentiation of PC12 cells. The electrically induced differ-
entiation was completely inhibited by both of these inhibitors including lanthanum
ion, a calcium channel blocker, genistein, a tyrosine kinase inhibitor, and chelery-
thrine, a specific PKC inhibitor, respectively (Fig. 3.1 and Table 3.2). The authors
mentioned that the electrically induced PC12 differentiation might involve a stretch-
activated (SA) calcium ion channel, because the calcium ion induction due to the
electrical stimulation was completely inhibited by a nifedipine or gadolinium ion
treatment (Details are described in Sect. 3.5.2).

Electrical potential stimulation is useful to modulate intracellular signaling path-
ways and cytokine production at the single-cell level. Therefore, electrical potential
stimulation is utilized to control protein production in a lab-on chip device.

3.2.2 Hydrostatic Pressure

In our previous study, extremely high hydrostatic pressure exposure triggered inter-
leukin (IL)-6 and -8 expression and secretion in normal human dermal fibroblasts
(Koyama and Aizawa 2002; Koyama et al. 2002b). More than 90% confluence of
the cells was pressurized at up to 70 MPa (0.1 MPa = 1 bar) for 20 min and they
remained alive after the pressurization (Fig. 3.3). The mechanisms of pressure-
induced IL-6 production involve PKC activation (Fig. 3.1; Koyama and Aizawa
2002).
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Fig. 3.3 Schematic illustration of hydraulic apparatus system

Several researchers have reported that weak hydrostatic pressure can induce gene
expression of nitric oxide synthase (NOS)-2 in chondrocytes and human optic nerve
astrocytes (Fermor et al. 2001; Liu and Neufeld 2001). Studying intracellular sig-
naling cascades using nerve astrocytes, 1 kPa of hydrostatic pressure for 12 h or 48 h
induced the activation of epidermal growth factor receptor (EGFR) tyrosine kinases
and nuclear factor (NF)κB, in which NOS-2 is involved (Fig. 3.1; Neufeld and Liu
2003). Because the pressure exposure activated EGFR tyrosine kinases in the astro-
cytes, the application of pressure might also induce the type of cytokine production
that activates EGFR tyrosine kinases. Hydrostatic pressure is useful to stimulate
numerous cells rather than the single-cell level because the pressure is uniformly
transmitted throughout the solvent. Therefore, pressure-activated gene expression is
useful to improve the protein production in large volumes.

3.2.3 Shear Stress

The effects of shear stress on the MCP-1 expression have been studied in cultured
human umbilical vein endothelial cells (Fig. 3.4; reviewed in Chien 2003). The
application of a shear stress of 12 dynes/cm2 causes an increase in the monocyte
chemotactic protein-1 (MCP-1) gene expression to approximately 2.5 fold in about
1.5 h. Studies on the promoter region of MCP-1 showed that the TPA responsive
element (TRE) is a critical cis-element in the shear stress activation of MCP-1. The
transcription factor for TRE is the activator protein-1 (AP-1), which is a dimmer
composed of c-Jun – c-Fos or c-Jun – c-Jun. The activation of c-Jun and c-Fos
is mediated by the mitogen activated protein kinase (MAPK) signaling pathways
(Fig. 3.1; reviewed in Chien 2003).
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Fig. 3.4 Schematic illustration of shear stress flow chamber system

The application of shear stress (12 dynes/cm2) to cultured bovine aortic endothe-
lial cells activates the Ras pathway including ERK and JNK (Fig. 3.1; reviewed in
Chien 2003). Activation of Ras, which become GTP-bound style, occurs within se-
conds after the beginning of shearing, and the activation of the downstream signaling
molecules and gene expression follows sequentially (Fig. 3.1).

Integrins are transmembrane receptors that link the intracellular cytoskeletal pro-
teins with the proteins in the ECM to provide two-way communication between the
cell and its extracellular matrix (ECM). The integrins play a significant role in the
initiation of signaling in response to shear stress (Fig. 3.1). There are more than 20
types of integrins, each of them is composed of two subunits, α and β. Shear stress
causes the association of αvβ3 with Shc and the subsequent activation of the Ras
pathway (Fig. 3.1) only when the endothelial cells are cultured on ECM composed
of vitronectin or fibronectin (reviewed in Chien 2003). Another endothelial cell de-
rived integrin is α6β1 which has laminin as its cognate ECM molecule. Shear stress
can activate α6β1 in endothelial cells only when they are cultured on laminin.

The shear stress is useful to modulate the cytokine production at the single-cell
level and it can be utilize to modulate the protein production in microfluidic devices.

3.2.4 Heat Shock

The heat shock proteins (hsps) are strongly induced by high and low temperatures,
starvation, and a wide variety of other stresses, conditions which repress the synthe-
sis of most cellular proteins. The hsps are induced by a myriad of stresses, including
ethanol, anoxia, inhibitors of electron transport, amino-acid analogs, virus infec-
tions, arsenite and cadmium (Lindquist and Craig 1988; Lindquist 1986; Lindquist
1992). Several hsps, or their close relatives, are expressed at normal temperatures
and play vital roles in the cell growth as well as in the stress tolerance. Their induc-
tion is often accompanied by tolerance of these stresses.

Besides the heat shock induced hsps, several researchers have reported that a heat
shock at 43 ◦C for 24 h increases the synthesis and release of IL-6 into the cul-
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ture media in human skin fibroblasts (Park et al. 2006). Moreover, the heat shock-
induced expression of matrix metalloproteinase (MMP)-1 and MMP-3 is mediated
via an IL-6-dependent autocrine mechanism, in which ERK and JNK play an impor-
tant role (Fig. 3.1). As another example, Zhou and coworkers (2005) have reported
that heat shock activated p38 kinase, ERK and NFκB signal pathways in monocytes
(Fig. 3.1). The p38 pathway takes part in a heat shock induced up-regulated Toll-
like receptor (TLR) 2 and TLR4 in monocytes (Table 3.1). The induction of TLRs
was prior to that of Hsp70. This suggested that the up regulation of TLR2 and TLR4
might be independent of the induction of Hsp70.

In the same way as hydrostatic pressure, the long-term exposure of cells to heat
shock stress can be used to improve the large-volume protein production.

3.3 Electrically Controlled Proliferation
Under Constant Potential Application

3.3.1 Electrical Potential-Controlled Cell Culture System

Aizawa and coworkers have developed a novel method for electrically modulating
cellular functions of animal cells (reviewed in Aizawa et al. 1999). Animal cells
are directly cultured on an electrode surface and then exposed to a weak electri-
cal potential which does not induce any electrochemical reaction. Figure 3.2 shows
a schematic illustration of an electrical potential-controlled cell culture system (re-
viewed in Aizawa et al. 1999). To avoid electrochemical reactions, the application
of the electrical potential to the animal cells was carried out using a three-electrode
system that included working, counter-, and 0-V reference electrodes. An indium
tin oxide (ITO) optically transparent working electrode is placed on the bottom of
a culture dish with the counter- (Pt) and reference (Ag/AgCl) electrodes. Animal
cells are directly plated onto the ITO electrode surface. This is followed by filling
the culture dish with a culture medium. A potentiostat and a function generator con-
trol the ITO working electrode potential. Living animal cells remain alive on the
ITO electrode surface if the electrical potential is properly controlled (Yaoita et al.
1988, 1989; Kojima et al. 1991).

3.3.2 Cell Viability Under Constant Potential Application

Using the potential-controlled cell culture system (Fig. 3.2), the viability of ani-
mal cells was examined under a constant potential application between −0.4 V to
+1.2 V, a potential range that did not induce water electrolysis and electrochem-
ical reactions (Yaoita et al. 1988, 1989). HeLa cells were cultured on the opti-
cally transparent working electrode for a few days, followed by a potential appli-
cation (Yaoita et al. 1988). After the potential application, the HeLa cells were
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examined using the trypan blue dye-exclusion viability test (Fig. 3.5). Almost all
of the HeLa cells remained alive until the electrical potential reached +0.65 V vs.
Ag/AgCl for 5 days of cultivation. At constant potential application of +0.7 V (vs.
Ag/AgCl), the necrosis of the HeLa cells was gradually induced, and almost all of
the cells died after a 12-h exposure (Table 3.2). At +1.0 V (vs. Ag/AgCl) and greater
constant potential application, the necrosis of the HeLa cells occurred within 2 h
(Fig. 3.5).

The relationship between constant electrical potential and the morphology of an-
imal cells is schematically illustrated in Fig. 3.6 (reviewed in Aizawa et al. 1999).
At a potential of less than −0.2 V (vs. Ag/AgCl), the animal cells on the working
electrode became globular and then gradually swelled outward, projecting the intra-
cellular contents (Fig. 3.6). At +0.4 V (vs. Ag/AgCl) and greater positive potential
application, the animal cells on the electrode became rounded (Fig. 3.6). Despite the

Fig. 3.5 Time course of
damaged HeLa cells on the
electrode surface at constant
potential. The percentage of
dead HeLa cells was deter-
mined by staining with trypan
blue dye

Fig. 3.6 Morphology of cells cultured at constant potential
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fact that the electrical potential-induced death of cells depends on the type of ani-
mal cells, the electric effect on cell morphology tends to differ only slightly among
various animal cells (Aizawa et al. 1999).

3.3.3 Electrical Modulation of Cellular Proliferation Rate

Since mammalian cells are one of the major devices for producing functional pro-
teins, controlled cell proliferation techniques are very attractive for the application
in cellular engineering. When applying a constant potential to the electrode surface
on which animal cells are cultured, these cells proliferate at various rates depending
on the electrode potential (Yaoita et al. 1988, 1990; Kojima et al. 1991, 1992). The
proliferation of HeLa cells cultured on the electrode surface is markedly inhibited
and the cells undergo morphological change (Yaoita et al. 1988, 1990). At potentials
of +0.6 and +0.65 V vs. Ag/AgCl, the proliferation rates of HeLa cells decreased to
70% and 20%, respectively, compared with cells to which no potential was applied
(Table 3.2). With a constant potential application of +0.6 V, the HeLa cells became
globular in shape without disruption of actin filament structures. Almost all of the
HeLa cells remained alive in case of a constant potential application of +0.65 V vs.
Ag/AgCl for 5 days.

As another example, human carcinoma MKN45 cells stopped proliferating and
showed morphological changes at +0.4 V (vs. Ag/AgCl) potential and grew nor-
mally again when the electrode potential shifted to +0.1 V vs. Ag/AgCl (Table 3.2;
Fig. 3.4; Kojima et al. 1991, 1992). More than 90% of the MKN45 cells remained
alive until the constant potential of +0.4 V vs. Ag/AgCl was applied for 100 h
of cultivation. Simultaneously with the proliferation rate experiment, Kojima and
coworkers (1991) examined the membrane fluidity of MKN45 cells by measuring
the fluorescent anisotropy. After a potential application of +0.4 V vs. Ag/AgCl for
60 h, the fluorescent anisotropy increased by 10% compared with the MKN45 cells
to which no potential was applied (Table 3.2; Kojima et al. 1991). HeLa cells on the
potential-controlled electrode showed the same reactions, and thus the fluorescent
anisotropy increased by 10% compared with the control cells after a potential of
+0.6 V vs. Ag/AgCl was applied for 1 h (Table 3.2; Yaoita et al. 1988). An increase
in the fluorescent anisotropy means a decrease in the membrane fluidity, which is
one of the keys to solving the mechanisms of the inhibition of cell proliferation.

3.4 Modulated Proliferation Under Extreme Hydrostatic
Pressure

Since high hydrostatic pressure exposure decreases the membrane fluidity in animal
cells (Gibbs 1997), the application of pressure can also modulate cell proliferation
rates in the same manner as constant an electrode potential application (Fig. 3.7;
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Fig. 3.7 Controlled growth
rate of MKN45 cells on the
electrode surface. MKN45
cells were cultured at 0.4 V
vs. Ag/AgCl for 100 h, and
then the applied potential was
shifted to 0.1 V vs. Ag/AgCl
(arrow)

Yaoita et al. 1988; Kojima et al. 1991). Koyama and colleagues (2005) confirmed
this hypothesis and reported that the application of high hydrostatic pressure modu-
lates the cell proliferation rate changes in mouse 3T3-L1, conger eel (Conger myr-
iaster), and deep-sea eel (Simenchelys parasiticus; habitat depth, 366 – 2630 m)
cells. They investigated the survival rates of mouse 3T3-L1, conger eel, and deep-
sea eel cells after the exposure to high hydrostatic pressure for 20 min (Fig. 3.8;
Koyama et al. 2005). The cell viability was investigated using double staining with
both calcein-AM and EthD-1. The majority of the mouse 3T3-L1 cells at 37 ◦C and
all of the conger eel cells at 25 ◦C remained alive until pressure reached 60 MPa
(0.1 MPa = 1 bar, Fig. 3.8). At 15 ◦C, conger eel cells began to sustain damage or
die at pressure of only 5 MPa (Fig. 3.8). All of the deep-sea eel cells remained alive
at 150 MPa, although no mouse and conger eel cells remained alive at pressures of
130 MPa and greater (Fig. 3.8).

Figure 3.9 shows the cell proliferation rates of each cell type under pressure con-
ditions (Koyama et al. 2005). From the results in Fig. 3.8, Koyama and colleagues
(2005) set the temperature conditions for mouse, conger eel, and deep-sea eel cells
at the growth optima of 37 ◦C, 25 ◦C, and 15 ◦C, respectively. When no statistically
significant differences in cell density between 0 and 100 h was detected, the cell
growth rate was considered to be zero. The conger eel cells were sensitive to high
hydrostatic pressure and did not grow at 10 MPa. On the other hand, the mouse
3T3-L1 cells grew more rapidly at pressure of 5 MPa than at atmospheric pressure
and stopped growing at 18 MPa. Even though surface-dwelling organism-derived
cells such as mouse and conger eel cells did not grow at a pressure greater than
18 MPa, deep-sea eel cells were capable of growth at high hydrostatic pressure of
up to 25 MPa. Mouse 3T3-L1, conger eel, and deep-sea eel cells became rounded
after 2–3 days of cultivation under the pressures of 18, 10, and 30 MPa, respectively.

The cell proliferation rate of mouse 3T3-L1 cells increased by 27% at the pres-
sure of 5 MPa compared with the rate under atmospheric pressure (Fig. 3.9). Several
researchers reported that the application of weak pressure, such as gas pressure of
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Fig. 3.8 Survival rates of mouse 3T3-L1, conger eel, and deep-sea eel cells under elevated pressure
conditions. E, Deep-sea eel cells at 15 ◦C; H, conger eel cells at 25 ◦C; G, mouse 3T3-L1 cells at
37 ◦C; S, conger eel cells at 15 ◦C. Each cell type was grown to 1 – 5×103 cells/cm2 and subjected
to hydrostatic pressure for 20 min. After pressurization, the viability of more than 100 cells was
investigated using the calcein-AM and EthD-1 double-staining method

Fig. 3.9 Properties of cell
growth under elevated hy-
drostatic pressure conditions.
When no statistically signifi-
cant differences in cell density
between 0 and 100 h was de-
tected, the cell growth rate
was considered to be zero

4 – 12 kPa and H2O pressure of 0.4 kPa, promoted the cell proliferation rates of rat
mesangial cells and human umbilical vein endothelial cells, respectively (Kawata
et al. 1998; Schwartz et al. 1999). Hydrostatic pressure-induced cytokine gene ex-
pression and secretion involve the PKC activation in normal human dermal fibro-
blasts (Koyama et al. 2002b; Koyama and Aizawa 2002). Because some cell types
can be stimulated to proliferate in culture when PKC is activated (Alberts et al.
2002), the mechanisms of pressure-stimulated cell proliferation in mouse 3T3-L1
cells might involve the activation of PKC-signaling cascades.
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3.5 Electrically Modulated Gene Expression
Under Alternative Potential Application

3.5.1 Electrically Stimulated Nerve Growth Factor Production

Since controlled gene expression techniques are of great interest for the application
in cellular engineering, our efforts were concentrated on determining the electric
effects of the alternative potential application in activating gene expression pro-
cesses. First, we investigated the glial cell-driven nerve growth factor (NGF) pro-
duction (Table 3.2; Koyama et al. 1996, 1997), which restores neuronal function in
the brain (Levi-Montalcini 1987; Whittemore and Seiger 1987). Mouse astroglial
cells that had been cultured on an electrode (Fig. 3.2) for 7 days in a serum-free
Dulbecco’s modified Eagle’s medium (DMEM) were subjected to the application of
10-Hz sine-wave electrical potential at varying amplitudes for another 1 h of culture.
After the electrical stimulation, the cells were placed in fresh DMEM containing
1% (w/v) bovine serum albumin and cultured for another 24 h. After the incuba-
tion, we determined the levels of secreted and stored NGF proteins. The electrical
stimulation induced NGF secretion, the although intracellular NGF levels remained
unchanged after the stimulation (Fig. 3.10). The NGF was maximally secreted by
an upper potential of +0.3 V vs. Ag/AgCl. The NGF secretion was increased by
six- and three-fold compared with the control at +0.3 V (p < 0.001) and +0.4 V
(p < 0.005), respectively. However, the astrocytes began to be partially detached
from the growth surface of the ITO working electrode at a stimulation of +0.4 V.
This was the first direct demonstration that the NGF protein production is enor-
mously enhanced by stimulating resting-stage astrocytes with a low-frequency sine-
wave potential (Koyama et al. 1996, 1997).

The expression of the NGF gene correlates with several protooncogenes encod-
ing proteins of the Fos and Jun families. These proteins can form homodimers or
heterodimers, referred to as AP-1, which behave as transcriptional factors (Hala-
zonetis et al. 1988; Rauscher et al. 1988; Smeal et al. 1989; Zerial et al. 1989). In
fibroblasts, the NGF mRNA expression is mediated via the interaction of the c-fos
protooncogene with the AP-1 binding site in the first intron of the NGF gene (Hen-
gerer et al. 1990; D’Mello and Heinrich 1991). Furthermore, the levels of NGF tran-
scripts changed corresponding to the levels of c-jun transcripts (Jehan et al. 1995).
The results in those reports suggested that the NGF secretion might also be induced
by a sine-wave potential application in association with AP-1 complexes. To con-
firm this hypothesis, we extensively assayed electrically stimulated astroglial cells
for NGF, c-fos, and c-jun expression to elucidate the molecular mechanisms.

Figure 3.11 shows the time course of the NGF, c-fos, and c-jun mRNA expres-
sion. In the c-fos mRNA expression, the mRNA level in electrically stimulated as-
troglial cells reached a maximum at 30 min, followed by a decrease to the control
level at 2 h. On the other hand, the time course of the c-jun expression gradually in-
creased, as shown in Fig. 3.11, and was similar to that of the NGF expression. These
results indicate that the electrical sine-wave potential application induced the c-fos
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Fig. 3.10 NGF secretion at different upper potentials of stimulation. Media and homogenized cell
solutions were collected after 24 h of incubation and assayed for NGF using ELISA (∗ p < 0.05,
∗∗ p < 0.005, ∗∗∗ p < 0.001; compared with secreted or cellular NGF of control). Values are mean
± S.D. of three independent determinations

Fig. 3.11 Time courses of NGF, c-jun, and c-fos mRNA expression after 1-h sine-wave potential
application in which the upper and lower potentials were set at +0.3 V and 0 V, respectively, vs.
Ag/AgCl
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Fig. 3.12 Assumed scheme of the electrically stimulated activation of NGF production

and the c-jun mRNA expression, and consequently the NGF mRNA was expressed
to release NGF proteins. As the electrically stimulated NGF secretion is inhibited
by either the PKC inhibitor staurosporine or the PKC down-regulator phorbol 12-
myristate 13-acetate (Koyama et al. 1996), the electrically stimulated NGF expres-
sion and secretion are modulated by the PKC–AP-1 signaling pathway in astroglial
cells (Fig. 3.12).

3.5.2 Electrically Induced Differentiation of PC12 Cells

As another example of an electrically stimulated activation of gene expression,
Kimura and coworkers (1998a, b) succeeded in the differentiation of PC12 cells via
a rectangular-wave potential application-induced c-fos mRNA expression
(Table 3.2). PC12 is a cell line originating from pheochromocytoma in the rat
adrenal medulla and it differentiates into sympathetic nerve-like cells with NGF
treatment (Greene and Tischler 1976), extending long neurites that have been used
as good markers to investigate the differentiation.
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PC12 cells were cultured on an ITO electrode, as shown in Fig. 3.2, and subjected
to a rectangular peak-to-peak potential of 100 mV with a frequency of 100 Hz for 5 –
60 min every 24 h, repeated 3 times, followed by an incubation for 2 days at 37 ◦C.
The differentiation assay was performed in randomized areas by counting the per-
centage of cells that extended neurites of more than 10 μm in length. Figure 3.13
shows the differentiation ratio of PC12 cells. With an electrical application for 5 min
repeated 3 times, PC12 cells differentiated slightly but proliferated as well as nor-
mally cultured cells. After being subjected to the electrical potential for 30 min and
this being repeated 3 times, the cells differentiated at a rate of 16.2±0.26% (n = 3).
When PC12 cells were treated for 60 min every 24 h, repeated 3 times, and then
incubated for 2 days, the differentiation ratio was 9.9 ± 0.71% (n = 3). However,
a rectangular potential stimulation for more than 60 min may be harmful because
some PC12 cells sustain damage or die after the application. These results demon-
strate that low-frequency potential stimulation induces the differentiation of PC12
cells without any growth factor.

Calcium-ion influx (Morgan and Curran 1986; Manivannan and Terakawa 1993)
and the activation of the c-fos mRNA expression (Kruijer et al. 1985) have been
known to induce the differentiation of PC12 cells. Kimura and colleagues (1998b)
showed that the rectangular potential stimulation-induced differentiation of PC12
cells was involved in the activation. The treatment with lanthanum ion, a calcium
ion-channel blocker, completely inhibited the potential-induced differentiation of
PC12 cells, although the cells treated with both lanthanum ion and NGF extended
long neurites in a manner similar to normal NGF-treated cells, as shown in Fig. 3.14.
Kimura et al. also examined the effects of chelerythrine, a specific PKC inhibitor, on
the potential application-induced differentiation (Fig. 3.14). In the presence of both
NGF and chelerythrine, the neurite outgrowth was slightly reduced (Fig. 3.14). On
the other hand, the electrically stimulated differentiation was completely inhibited
by the chelerythrine treatment (Fig. 3.14). The electrically induced differentiation

Fig. 3.13 Differentiation rate
of PC12 cells subjected to
electrical potential for 5, 30,
or 60 min every 24 h, repeated
3 times, and then incubated
for another 2 days. NGF,
the cells were treated with
50 ng/ml of 2.5S-NGF for
96 h. All experiments were
performed more than three
times
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Fig. 3.14 Differentiation and c-fos mRNA expression in PC12 cells treated with electrical stimu-
lation or NGF in the presence or absence of chemical compounds. The cells were treated with
20 μM of nifedipine, a specific L-type calcium channel blocker, 1 μM of chelerythrine, a PKC
inhibitor, or 100 μM of LaCl3, a nonspecific calcium-ion channel blocker. The cells were subjected
to the electrical potential for 30 min every 24 h, repeated 3 times, and then incubated for another
2 days (Potential). PC12 cells were treated with 50 ng/ml of 2.5S-NGF for either 30 min in the
c-fos experiment or 90 min in the differentiation assay (NGF(+)). Control cells were treated with
neither the electrical potential nor NGF (NGF(−))

might involve a calcium-dependent PKC-signaling cascade. Moreover, the potential
application-induced calcium-ion influx measured with indo-1 was completely in-
hibited by the treatment with either the L-type calcium ion-channel blocker nifedip-
ine or the stretch-activated channel blocker gadolinium ion. Nifedipine also com-
pletely inhibited the electrically induced c-fos mRNA expression, although it did
not inhibit the NGF-induced one (Fig. 3.14). These results indicate that the electri-
cal stimulation-induced calcium-ion influx occurred via an L-type calcium channel
as a stretch-activated channel. As mentioned above, the constant potential applica-
tion decreases the membrane fluidity of MKN45 cells (Kojima et al. 1991) and HeLa
cells (Yaoita et al. 1988). Because high hydrostatic pressure exposure also decreases
membrane fluidity in animal cells (Gibbs 1997), the repetitive potential shift might
cause oscillation of the cellular membrane due to the electrical interaction between
the working ITO electrode (Fig. 3.2) and the charged membrane molecules.

3.6 Cellular Engineering to Enhance Responses
to Physical Stimulation

Because controlled gene expression techniques are of great interest in cellular engi-
neering applications, several researchers have developed methods for instantly con-
verting the physical stimulation into an useful gene expression using hsp70 promoter
activity (Yanagida et al. 2000; Mie et al. 2003). The Hsp70 gene expression is in-
duced by various types of physical stimuli including elevated temperature (Lindquist
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1986; Lindquist and Craig 1988), hydrostatic pressure (Osaki 1998; Koyama et al.
2002a), magnetism (Goodman and Blank 2002), UV-C radiation (Niu et al. 2006),
ionizing radiation (Calini et al. 2003), and electrical stimulation (Yanagida et al.
2000). Therefore, a wide range of physical stimuli can induce an useful protein-
encoded gene expression in mammalian cells using an hsp70 promoter in a con-
structed plasmid.

Yanagida and coworkers (2000) constructed a plasmid in which an hsp70 pro-
moter was connected with a firefly luciferase and emitted the luminescence from
transfected mouse 3T3-L1 cells (3T3-HSP cells), which were cultured on a working
ITO electrode (Fig. 3.2). Figure 3.15 shows the time course of the hsp70 promoter-
induced luciferase activity in electrically and heat-stimulated 3T3-HSP cells.

The cells were exposed to a 10-Hz electrical sine-wave potential, in which the up-
per and lower peak potentials were set at +0.3 V and 0 V, respectively, vs. Ag/AgCl,
at 37 ◦C for 1 h. The electrically stimulated 3T3-HSP cells induced a greater lu-
ciferase activity compared with that induced by the heat treatment of 3T3-HSP cells
at 42 ◦C for 2 h (Fig. 3.15). After the heat treatment at 42 ◦C for 2 h, the luciferase
activity increased and reached a maximum at 8 h of incubation after the termination
of the stimulation. On the other hand, the sine wave potential-induced luciferase
activity appeared to occur more slowly than with heat stimulation and reached the
maximum activity at 24 h of incubation. This result indicates that alternative po-
tential stimulation can modulate the hsp70 promoter activity. Using the electrically
modulated hsp70 promoter activity, Mie and coworkers (2003) demonstrated that
the electrical stimulation induced neural differentiation of mouse N1E-115 neu-
roblastoma cells in areas required to construct neural networks. They constructed
a plasmid containing a mouse NeuroD2 gene under the hsp70 promoter and trans-
fected it into the mouse neuroblastoma cell line N1E-115. The stably transfected
cells were cultured on a working ITO electrode and subjected to a 100-Hz sine-
wave potential in which the upper and lower potentials were kept at +0.4 V and
−0.4 V vs. the resting potential of the electrode for 90 min. Under these conditions,
the cell morphology and the proliferation rate did not change. After a 72-h incuba-
tion, the electrically stimulated cells differentiated as neural cells. This raises the

Fig. 3.15 Time course of lu-
ciferase activity in electrically
and heat-stimulated 3T3-HSP
cells. (G) Cells were electri-
cally stimulated with a 10-Hz
sine-wave potential of which
the upper and lower peak
potentials were maintained
constant at +0.3 V and 0 V,
respectively, vs. Ag/AgCl at
37 ◦C for 1 h. (E) Cells were
heated at 42 ◦C for 2 h
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Fig. 3.16 Relative rate of gene expression and protein production of IL-6, IL-8, and MCP-1. The
cytokine mRNA expression after 4 h of incubation were assayed, and values were normalized
to that of L32. Media and homogenized cell solutions were collected after 24 h of incubation
and assayed using ELISA. Values are mean ± S.D. of four independent experiments (∗ p < 0.01,
∗∗ p < 0.001, compared with control)
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hope that it will be feasible to apply electrical stimulation to cells in order to form
neural networks in microelectronic devices.

As another example of controlled gene expression, Koyama and colleagues
(2002b) found that extremely high hydrostatic pressure stress induced the expres-
sion of a variety of immunomodulatory cytokine mRNA and protein production
in normal human dermal fibroblasts. Normal human dermal fibroblasts were found
to survive and be active in producing IL-6 and -8, and monocyte chemoattractant
protein-1 (MCP-1) under extremely high hydrostatic pressure of up to 70 MPa for
20 min. Hydrostatic pressure application at 70 MPa for 20 min markedly enhanced
IL-6 and IL-8 secretion by about 130-fold compared with the control (Fig. 3.16). It
should be noted that the secretion levels of both IL-6 and -8 at 70 MPa increased
by about 13-fold compared with those induced by pressure of 40 MPa without tran-
scriptional enhancement (Fig. 3.16). Conversely, MCP-1 secretion decreased at hy-
drostatic pressure of 40 MPa, although the mRNA level increased (Fig. 3.16). With
the application of 70 MPa, MCP-1 secretion did not change compared with the basal
level (Fig. 3.16). Although the induction of IL-1α, IL-1β, and IL-12 mRNA oc-
curred under high hydrostatic pressure conditions, no translation of IL-1α, IL-1β,
and IL-12 proteins was found. The results in Fig. 3.16 indicate that hydrostatic pres-
sure stress triggers posttranscriptional regulation mechanisms that modulate the im-
munomodulatory cytokine production.

Future work in cellular engineering for the physical stimuli-induced gene ex-
pression will involve exploring specific physical stimulus-responsive promoters and
investigating stress-induced expression mechanisms.

3.7 Concluding Remarks

A variety of effects of electric stimulation, including the halting of the cell prolife-
ration (Table 3.2; Fig. 3.7; Yaoita et al. 1988, 1990; Kojima et al. 1991, 1992), the
decrease in plasma membrane fluidity (Table 3.2; Yaoita et al. 1988; Kojima et al.
1991), the changes in cell morphology and the cytoskeletal distribution (Fig. 3.6;
Yaoita et al. 1989, 1990), the gene expression (Table 3.2; Figs. 3.11 and 3.14;
Koyama et al. 1996; Kimura et al. 1998b), the activation of the hsp70 promoter
(Table 3.2; Fig. 3.13; Yanagida et al. 2000; Mie et al. 2003), the protein secre-
tion (Table 3.2; Fig. 3.10; Koyama et al. 1996, 1997), and the cell differentiation
(Table 3.2; Fig. 3.14; Kimura et al. 1998a, b), have been reported in mammalian
cells cultured on an ITO working electrode (Fig. 3.2). Among these effects, the con-
stant potential-induced inhibition of the cell proliferation and the decrease in plasma
membrane fluidity are especially similar to those of hydrostatic pressure. High hy-
drostatic pressure exposure also decreases the membrane fluidity (Gibbs 1997) and
stops the proliferation in animal cells (Fig. 3.9; Koyama et al. 2005). Similarly, ex-
tremely high hydrostatic pressure also triggers intracellular PKC-signaling cascades
(Table 3.1; Fig. 3.1; Koyama and Aizawa 2002) and consequently induces the im-
munomodulatory cytokine gene expression and the protein secretion (Fig. 3.16) as
does alternative potential stimulation (Figs. 3.10, 3.11, and 3.14). The rectangular-
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wave potential application induced calcium-ion influx occurs via an L-type calcium
channel as a stretch-activated channel (Table 3.2; Figs. 3.1 and 3.14; Kimura et al.
1998a, b). Therefore, a repetitive potential shift might cause oscillation of the cellu-
lar membrane due to electrical interaction and result in a variety of the phenomena
seen in mammalian cells.

The effects of physical stimulation on mammalian cells are certain to find a wide
range of applications, particularly in cellular engineering, tissue engineering, and
medical engineering.
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Abstract It has become clear that mechanical force plays critical roles in regu-
lating a variety of cellular functions. However, the molecular mechanism by which
cells perceive mechanical cues remains elusive. With the development of novel fluo-
rescence probes and optical microscopy, there has been significant advancement in
the spatiotemporal characterization of signaling transduction. In this chapter, we de-
scribe the recent progress in the development of fluorescence proteins and biosen-
sors capable of visualizing signaling cascades in live cells. Special emphasis is
placed on how these biosensors are applied to image the subcellular localization of
organelles and signaling/structural molecules, and the transcriptional regulation of
target genes. Several technologies, including fluorescence resonance energy trans-
fer (FRET), fluorescence recovery after photobleaching (FRAP), and fluorescence
lifetime imaging microscopy (FLIM), are highlighted to demonstrate their utility
and efficacy in live cell imaging of post-transcriptional modifications in response to
mechanical stimulation. The impact of these fluorescence technologies on cardio-
vascular research in relation to mechanobiology is also discussed. In summary, we
overview the research progress in fluorescence technologies and their applications
in mechanobiology.

4.1 Introduction

The use of fluorescence probes tagged specifically to molecules of interest and their
detection with fluorescence microscopy provide powerful technologies for live-cell
imaging of molecular events at cellular and molecular levels. The application of such
fluorescence microscopic technology to live cells can further elucidate molecular
events with spatial and temporal resolutions.

Cells in the body are exposed to physiological and pathophysiological stim-
uli that encompass both chemical and mechanical factors, and it is important
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to understand how these factors interact to modulate functions at cellular and
organ levels. Compared to the large amount of information on cellular or or-
gan responses to chemical factors, there is a paucity of knowledge on the ef-
fects of mechanical factors and their interaction with chemical factors. During
the past decade, tremendous research advances have been achieved on mechano-
biology, i. e. how cells perceive mechanical cues, and transmit them into intra-
cellular chemical signals for the regulation of cellular functions. Much of the
knowledge on mechanobiology was obtained by studying the responses of cells
in the cardiovascular system to mechanical forces due to hemodynamic factors.
For example, vascular endothelial cells (ECs) are exposed to shear stress that
play important roles in maintaining physiological functions of the vascular wall
and also in contributing to patho-physiological changes in disease. The contrac-
tion of cardiac myocytes is essential for cardiac outputs, and abnormalities in
contractility during several disease states can cause cardiac hypertrophy or heart
failure.

At the cellular and subcellular levels, mechanical forces have been shown to
activate a variety of membrane receptors and ion channels. These mechano-sensors
initiate many downstream molecular events via cytoskeleton-dependent or -indepen-
dent pathways. Such signal transduction processes involve post-translational regu-
lation, including phosphorylation, methylation, sumolation, etc. The mechanotrans-
duction not only changes the structure and function of these signaling molecules, but
also their intracellular locations. Ultimately, the mechanically initiated cues reach
the nucleus to control the transcription program with subsequent regulations of gene
expression and cellular functions.

Recent advances of fluorescence microscopy make it a very useful tool for elu-
cidating the mechanotransduction processes; the state-of-the-art technologies for
live-cell imaging of signaling is particularly valuable for investigating the spatial
and temporal aspects of molecular mechanisms in mechanobiology.

4.2 Fluorescence Proteins

4.2.1 Green Fluorescence Protein (GFP)

GFP was first discovered by Shimomura [1]. This protein is accompanied by aequo-
rin in Aequorea jellyfish. The excitation of aequorin leads to a blue emission peaked
at 470 nm, which trans-activates GFP to emit a bright green fluorescence light. Dif-
ferent kinds of GFPs exist in Aequorea, Obelia, Phialidium, and Renilla. In this
article, GFP only refers to that from Aequorea unless otherwise specified. The gene
sequence encoding GFP was first obtained by Prasher [2]. The fusion of the GFP
coding sequence with genes encoding various signaling molecules allows an dy-
namic visualization of these target molecules [3, 4] (Fig. 4.1).

The chromophore of the wild-type GFP is a p-hydroxybenzylidene-imidazo-
linone encompassing Ser-Tyr-Gly (65–67), which is protected by a shell consisting
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Fig. 4.1 The structure of GFP and its labeling of targeting molecules by fusion. A The domain
structure of GFP; B a scheme of a recombinant protein with a targeting molecule fused with GFP
to trace the positions of the targeting molecule

of 11 strands of β-barrels and an α-helix [5,6] (Fig. 4.1A). Because of the protection
of this shell, GFP is relatively stable in conditions with different pHs [7]. Several
amino acids located in the N- and C-terminals of GFP are flexible and hence can
be truncated without perturbing its chromophore and the emission fluorescence [8].
The wild-type GFP consists of two chemically different populations that can be
excited at 395 nm and 475 nm (a minor peak). The excitation of 395 nm induces
an emission at 508 nm, whereas the excitation of 475 nm causes an emission at
503 nm [9]. This wild-type GFP does not fold efficiently at 37 ◦C and hence has
limited biological applications. There have been tremendous efforts to create GFP
mutants to improve its properties. An enhanced version of GFP has been developed
by introducing two mutations at F64L and S65T [10, 11]. This improved version of
GFP from Tsien’s group can fold fairly well at 37 ◦C and hence is widely used in
modern cell biology [11].

4.2.2 Derivatives of GFP with Different Colors

Mutations have been introduced into GFP to obtain various forms of fluores-
cence proteins generating distinct colors. The introduction of mutations F64L,
Y66H, and Y145F results in a blue fluorescence protein (BFP) with excitation
peak at 383 nm and emission peak at 447 nm. This BFP is spectrally distinctive
from GFP and can be used in combination with GFP to double-label the same
cells [12]. The mutation of Tyr 66 to Trp (Y66W) shifts the excitation and emis-
sion maxima to 436 and 476 nm, respectively. Additional mutations F64L, S65T,
N146I, M153T, and V163A restore the brightness of the Y66W mutation and cre-



68 4 Fluorescence Live-Cell Imaging: Principles and Applications in Mechanobiology

ate the cyan fluorescence protein (CFP) [13]. A new version of CFP, CyPet [14],
has been developed through directed evolutionary screening method which al-
lows a higher fluorescence resonance energy transfer (FRET) between a coupled
YFP. Although folding well at room temperature, CyPet protein is not stable at
37 ◦C and hence not suitable for studies in cells [15]. Yellow fluorescence pro-
tein (YFP) was created by stacking an aromatic ring next to the phenolate anion
of the chromophore. The mutation at 203 (T203Y) introduces an aromatic ring
and causes a 20 nm shift of excitation and emission peaks. Together with muta-
tions at other sites (i. e., S65G, V68L, Q69K, S72A), this new YFP can be distin-
guished from GFP [12]. The recently developed versions of YFP, Venus and YPet
have further improved fluorescence properties, including brightness and photosta-
bility [15].

4.2.3 Fluorescence Proteins Derived from DsRed

With its red color, the fluorescence protein DsRed has been popular to cell biolo-
gists. However, DsRed has a very severe disadvantage in that it forms tetramers, i. e.
four copies of expressed DsRed aggregate in cells. The formation of DsRed tetramer
often causes the artificial oligomerization of the targeting molecules fused to DsRed
and alters their native structure and functions [16]. Hence, the potential of DsRed
as a fluorescence labeling tag is very much limited. Many mutations have been in-
troduced to DsRed through a directed evolution strategy to yield mRFP1, which
is a monomer and retains the red fluorescence properties of DsRed [16]. However,
mRFP1 has poor extinction coefficient, fluorescence quantum yield, and photosta-
bility [17]. Recently, Tsien’s group at UC San Diego created a wide range of fluores-
cence proteins based on mRFP1 by using directed evolution methods and iterative
somatic hyper-mutation [17,18]. These newly developed fluorescence proteins have
relatively long wavelengths in excitation and emission and have been named with
different fruit names according to their emission colors. These fluorescence pro-
teins can also be easily differentiated from those derived from GFP and thus allow
labeling different targeting molecules with different colors within the same cells.
Among these colorful fluorescence proteins, mOrange, mCherry, mPlum, and Td-
tomato are of great interest to cell biologists [15]: mOrange (excitation: 548 nm;
emission: 562 nm) is the brightest monomer and has excellent extinction coefficient
and quantum yield; mCherry with long wavelengths (excitation: 587 nm; emission:
610 nm) is attractive because it has excellent photostability, fast maturation rate, and
high resistance against varying pHs; mPlum (excitation: 590 nm; emission: 649 nm)
is the only far-red fluorescence protein with reasonable brightness and photosta-
bility; tdTomato (excitation: 554 nm; emission: 581 nm) is a dimer, but has the
highest brightness. Hence, tdTomato can be a good choice for molecular labeling
of red colors if the size of the fusion tag is not a major concern for the targeting
molecule.
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4.2.4 Small Molecule Fluorescence Dyes

Because the fluorescence proteins are relatively large in size (about 30 KD), it is
of interest to develop alternative dyes with smaller molecular weights that can
be tagged to the target proteins. One example is the biarsenical-tetracysteine sys-
tem, which consists of a cell-membrane-permeable biarsenical dye and a tetra-
cysteine motif fused with a gene encoding the targeting protein. The biarsenical
dye is non-fluorescent until binding to its coupling partner, the tetracysteine mo-
tif. Two biarsenical dyes, the green FlAsH and red ReAsH, have been widely used
to stain different molecules in live cells [19–21]. A potential problem for FlAsH
and ReAsH systems is the non-specific high level of background staining. Re-
cently, improved tetracysteine sequences, HRWCCPGCCKTF and FLNCCPGC-
CMEP, have been identified through random mutagenesis and fluorescence activated
cell sorting (FACS) [22]. These sequences have higher fluorescence quantum yield
and affinity for biarsenical dyes, hence enhancing the signal/background staining
contrast.

4.3 Fluorescence Microscopy

4.3.1 Epi-fluorescence Microscopy

Epi-fluorescence Microscopy is widely used for live-cell imaging. In general, a di-
chroic mirror reflects the excitation light with a shorter wavelength toward the
specimen through an objective. The emission light with a longer wavelength from
the specimen passes the same objective and dichroic mirror to the camera or eye
pieces. A complete set of filters/mirrors for an epi-fluorescence microscopy con-
sists of excitation filters, dichroic mirrors, and emission filters. For multicolor
time-lapse imaging systems, multiple excitation and emission filters and dichroic
mirrors are automatically controlled by filter controllers and dichroic exchangers,
which are synchronized by a computer and imaging acquisition software. This
allows the automated time-lapse imaging acquisition of multiple colors in live
cells.

4.3.2 Confocal Fluorescence Microscopy

In a conventional fluorescence microscope, the entire specimen is excited by fluo-
rescence light from a light source. The emission lights from different focal planes
of the specimen are collected by the detecting device, either a camera or eye-
pieces. Such an imaging approach decreases the signal/noise ratios for signals
from the focal planes of interest. In a confocal fluorescence microscope, a pin-
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hole is introduced in front of the imaging device, which allows only lights from
focal points of the objective lens to pass and be collected by the imaging de-
vice. Hence, confocal fluorescence microscopy can efficiently exclude lights from
planes out of focus, thus providing clearer images than epi-fluorescence microscopy.
The stacking of images from different layers of focal planes can provide a clear
3D view of distributed molecules within the cell. Because most confocal mi-
croscopes utilize lasers as the light sources to provide focused and bright ex-
citation light, the strong excitation lights may cause severe photobleaching of
the fluorescent proteins/dyes and thus damage the molecular features in the im-
age. This is especially important when using confocal microscopy for live-cell
imaging.

4.3.3 Total Internal Reflection Fluorescence Microscopy (TIRF)

Many molecular events, e. g. membrane protein activities and cell-ECM adhesion,
occur only at a very thin layer within the cell or at the cellular interface. The fluo-
rescence signals of interest from these thin layers are often overwhelmed by the
background fluorescence if observation is made with conventional epi-fluorescence,
or even confocal, microscopy. Total Internal Reflection Fluorescence Microscopy
(TIRF) can overcome this problem and detect fluorescence signals emitted from
a very thin layer (∼200 nm). When an excitation light is directed into a cover glass
underneath a specimen with a well-calculated angle, the excitation light can be
completely reflected and travels only in the glass. Some of the light energy will
propagate a short distance (∼200 nm) into the specimen and generate an evanes-
cent wave. All fluorescent molecules of the specimen layer within this evanescent
wave distance, but not those from other layers, will be excited and emit the desir-
able fluorescence signals. Hence, TIRF microscopy allows the imaging of only the
molecular events occurring within this short distance and eliminates the interfering
signals from layers outside of this range.

4.3.4 Integration with Atomic Force Microscopy (AFM)

Atomic Force Microscopy allows the imaging of structural features of molecules/
organelles within cells at sub-nanometer resolution. Furthermore, AFM can also
measure the mechanical properties of inter- and intra-molecular bonds. Because
AFM differentiates different types of molecules according to their size or shape, it
is relatively less powerful in detecting untagged molecules with similar size/shape.
Since fluorescent microscopy can easily distinguish molecules by tagging them
with fluorescence proteins/dyes with different colors, the combination of these two
imaging modalities can provide images of cellular/molecular structures with high-
resolution, as well as excellent molecular specificity [23].
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4.4 Applications in Mechanobiology

4.4.1 Visualization of Cellular Localization
of Signaling Molecules and Expression of Genes

Cells in the cardiovascular system are constantly exposed to biomechanical forces.
Flow channels and stretch chambers, which allow the precise control of chemical
and mechanical factors, have been used as in vitro models to investigate the mecha-
nisms by which ECs, VSMCs and cardiac myocytes convert mechanical cues to
biochemical signals, which in turn modulate the expression of genes regulating car-
diovascular functions. By using such systems, we and others showed that signaling
molecules located in the membrane, lipid raft, and focal adhesions are activated by
various mechanical forces. For example, shear stress activates focal adhesion kinase
(FAK) in ECs, which was revealed by the increased tyrosine phosphorylation and
clustering with vitronectin receptor [24]. IκB kinase (IKK) was also shown to be
activated by shear stress, which resulted in the nuclear translocation of transcription
factor NF-κB [25].

The cDNAs encoding GFP and other fluorescence proteins (FPs) can be conve-
niently fused to targeting genes to generate a recombinant gene sequence, which
encodes the targeting molecules covalently coupled together with a fluorescence
protein tag (Fig. 4.1B). FPs are in general inertial and should not perturb the native
functions of the fused targeting molecules if the expressed fusion protein is correctly
assembled. The positions of this targeting molecule of interest can be visualized with
high spatiotemporal resolutions in live cells when the recombinant gene is expressed
in host cells. A wide range of the known signaling molecules have been labeled with
FPs [7]. Many of these fluorescence-labeled signaling molecules have been used in
mechanobiology study to monitor the signaling relay, deformation and locomotion
of organelles, and cellular structures responding to mechanical forces.

4.4.1.1 Subcellular Changes of Organelle-Positions

Because some of the signaling molecules can specifically localize to certain subcel-
lular organelles, these signaling molecules have been labeled with FPs to highlight
their subcellular positions and monitor the changes of organelles. Cytochrome-c
oxidase, which stays at the inner mitochondrial membrane, has been fused with yel-
low fluorescence protein (YFP) to visualize the deformation of mitochondria. When
a mechanical torque is applied through a RGD-coated magnetic bead adhered on
a human airway smooth muscle cell surface, large displacement of mitochondria
can be observed proximal and distal from the bead-attaching site [26, 27]. GFP has
also been used to label nucleus and study its volume changes upon micropipette as-
piration. Results from such experiments indicate that cells lacking emerin, an inner
nuclear membrane protein, are less deformable than normal cells when mechanical
force was generated through micropipette aspiration [28]. Recently, cell-permeable



72 4 Fluorescence Live-Cell Imaging: Principles and Applications in Mechanobiology

small molecule compounds have been developed, e. g. Mitotrackers (Invitrogen), to
stain mitochondria and observe the cell deformation upon mechanical loading [27,
29, 30]. Although these cell-membrane-permeable dyes are easier to handle during
staining experiments, FPs can be more conveniently fused to signal peptide targeting
toward different organelle-localization [31]. These FP-fused proteins can be used to
report the deformation of different organelles responding to mechanical stimulation.

4.4.1.2 Localization of Signaling/Structural Molecules

The live cell imaging with GFP-fused proteins is a very useful method in study-
ing mechanobiology. The deformation and hence the mechanical properties of cel-
lular structures in response to mechanical stimulation can be monitored in a dy-
namic fashion. GFP-fused microtubules or actins have helped to reveal that cells
can be separated into three mechanically different regions: an elastic nucleus,
a viscoelastic-fluid-like cytoplasm, and an elastic cortical layer upon mechanical
force application through micropipettes [32]. Shear stress has been shown to cause
a heterogeneous deformation of intermediate filaments visualized by GFP-fused vi-
mentin [33]. GFP-fused actin has also been used to visualize the shape deformations
and migration patterns of wounded endothelial monolayer under shear stress [34].
With GFP-fused microtubules, cells were visualized to behave like a globally-
interconnected network in response to mechanical stimulation, suggesting that the
local mechanical stimulation can be rapidly transmitted to cause large deformation
in distal regions in the cell [26].

GFP-fused proteins have also been widely utilized to study molecular dynamics
in mechanobiology. Utilizing the GFP-fused proteins involved in focal adhesion,
i. e., GFP-paxillin and GFP-tensin, Zamir et al. revealed that focal contacts and fib-
rillar adhesions, two types of cell-ECM contacts, have different dynamic character-
istics and may provide a molecular switch mechanism to perceive different mechan-
ical micro-environments [35]. The application of GFP-zyxin further revealed that
small and nascent focal contacts at the leading edge exert stronger forces on the sub-
strate than those in the large and mature focal adhesion sites. In another study, it was
shown that the associated traction forces diminish as the nascent focal contacts start
to mature and grow into focal adhesion sites [36]. GFP-fused zyxin and vinculin
were also used to assess the dynamics of focal adhesion assembly/disassembly un-
der mechanical stress [37]. Actin fused with GFP was used to visualize podosomes
on gel substrate with different stiffness. The results from such experiments suggest
that the mechanical stiffness of the substrate controls the spatio-temporal patterns
of the podosome structures [38]. In other studies, paxillin [39] and FAK [40] fused
to GFP were applied to visualize the motility of focal adhesion complex upon me-
chanical force application.

Another major application of GFP-fused proteins in mechanobiology is to mon-
itor the translocation of specific targeting molecules among different subcellular
organelles and locations. Shear stress has been shown to induce the nuclear translo-
cation of endothelial glucocorticoid receptor (GR), visualized by an expressed GFP-
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GR [41]. Mechanical stretch induced a plasma-membrane-translocation of GFP-
fused RhoA [42]. Mechanical stretch on the plasma membrane induced by osmo-
sis also caused a translocation of GFP-fused Pleckstrin-homology domain of PLCδ

from the membrane to cytosol, reflecting a mechanically induced PIP2 hydroly-
sis [43]. GFP-fused IκBα has been used to visualize the decreased level of IκBα

in the cytosol upon flow application [44]. GFP has also been fused to TRPM7, an
ion channel and a protein kinase. Shear stress in this study was shown to induce
a plasma membrane translocation of GFP-fused TRPM7, which resulted in the con-
current increase of TRPM7 current in VSMCs [45].

The functionality and biophysical properties of specific proteins can be examined
by GFP-fused proteins. Mechanical perturbation of HeLa cells by glass pipette was
shown to induce a Ca+2 wave propagating between neighboring cells. GFP-fused
connexins were used to show that the expression level of connexin determines the
distance range of these wave propagations, suggesting the involvement and impor-
tance of tight junctions for this mechanotransduction process [46]. With multiple
copies of GFP fused together with fibronectin domains, the folding/unfolding bio-
physical properties of fibronectin were also studied utilizing single molecule force
spectroscopy (SMFS) [47].

4.4.1.3 Transcriptional Activation of Specific Genes

Mechanical stimulation plays a crucial role in regulating expression of many genes
in various tissues. Results from many laboratories, including ours, show that shear
stress regulates many genes and their products, including vasodilators (e. g., NO),
vasoconstrictors (e. g., endothelin-1), growth factors (e. g., platelet-derived growth
factors), adhesion molecules (e. g., intercellular adhesion molecule-1), chemo-
attractants (e. g., monocyte chemotactic protein-1), and molecules involved in sur-
vival and apoptosis (e. g., growth arrest and DNA damage inducible protein 45
(GADD45), p53, and p21cip1) [48, 49]. GFP is a very useful marker to monitor the
level of these expressed proteins. Usually, GFP is fused with the promoter region of
the gene to be studied. Cells harboring this reporter system can then be subjected to
various types of mechanical stimuli, and the induction and/or reduction of the gene
can be monitored by the level of expressed GFP.

GFP fused with a promoter derived from smooth muscle actin gene revealed
that mechanical stretch induced an increase of smooth muscle actin gene expres-
sion, which is dependent on the intact actin and microtubules [50]. GFP has also
been fused to cis-regulatory regions of dentin matrix protein 1 (DMP1) to report
their transcription activities. This system was shown to be up-regulated by mechan-
ical stretch and correlated with local mechanical strain where cells are seeded [51].
Mechanical stretch also induced an NF–κB-dependent increase of iex-1 expression
visualized by the GFP-fused iex-1 promoter [52]. A promoter of osteopontin (OPN)
fused to GFP revealed that mechanical stretch can induce the expression of the OPN
gene and bone remodeling [53]. Similarly, shear stress-induced NF–κB gene expres-
sion was monitored by a NF–κB promoter sequence fused together with GFP [44].
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The use of GFP-fused eNOS revealed that the shear stress magnitude is in propor-
tional to the eNOS protein expression level in transgenic mice in vivo [54].

4.4.2 Spatiotemporal Quantification
of Post-translational Modifications

Post-translational modifications of molecules play crucial roles in regulating cel-
lular signaling processes. For example, phosphorylation has been shown to be the
key mechanism for the rapid and orchestrated transmission of signals inside the
cells [55]. Acetylation/deacetylation is involved in regulating chromatin structure
and function [56]. The enzymatic activation of matrix metalloproteinases (MMPs) is
also crucial for cell migration and cancer development [57]. These active molecular
events are important for mechanotransduction and mechanobiology [58]. There is
an emerging need to develop imaging reagents and methods to visualize the post-
translational modifications of signaling molecules in live cells upon mechanical
stimulation.

Fluorescence resonance energy transfer (FRET), fluorescence recovery after pho-
tobleaching (FRAP), and fluorescence lifetime imaging (FLIM) provide powerful
means in this respect. The implementation of these technologies involves the inte-
gration of several facets including the developments of molecular sensors, optical
microscopic systems, and imaging analysis methods. The focus of this chapter is on
the development of molecular sensors and their applications in mechanobiology.

4.4.2.1 Fluorescence Resonance Energy Transfer (FRET)

FRET is a phenomenon of quantum mechanics. When two fluorophores, with the
emission spectrum of one fluorophore (the donor) overlapping the excitation spec-
trum of the other (the acceptor), are close to each other with favorable relative orien-
tations, the excitation of the donor can elicit a sufficient energy transfer to the ac-
ceptor and produce emission from the acceptor. The modulation of the distance
or relative orientations between the fluorophores can affect the FRET efficiency.
At present, CFP and YFP are the favorite FRET pair comparing to BFP and GFP,
since CFP has better extinction coefficient, quantum yield and photo-stability than
BFP [59]. FRET imaging of molecular activities has high spatio-temporal resolu-
tions and is therefore suitable for molecular imaging in live cells. Upon activation,
a typical FRET biosensor would undergo a conformational change leading to an
alteration of the relative distance/orientation of the donor and acceptor. Hence, the
change of FRET signal of these biosensors can represent the activation status of the
targeting molecules. Based on this principle, many biosensors have been developed
to visualize molecular activities in live cells, e. g. protease activities, calcium dy-
namics, Ras, Rho small GTPases activation, and tyrosine/serine/threonine kinases,
phosphor-lipid dynamics, etc. [60].
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Many of these FRET-based techniques have been applied to visualize signal
transduction in response to mechanical stimulation. For example, GFP-fused Rac
and Alexa568-p21-binding domain of PAK1 (PBD) were used to monitor the Rac
activation in live cells by measuring FRET between GFP to Alexa568 [61]. With this
FRET-based biosensor, shear stress was shown to induce a directional activation of
Rac concentrated at the leading edge of the cell along flow direction [62]. Shear
stress has also been shown to induce a polarized Cdc42 activation along flow di-
rection visualized by the FRET between a GFP-Cdc42 and an Alexa568-PBD [63].
A separated pair of ECFP-fused relA and EYFP-fused IκBα was used to moni-
tor the interaction of relA and IκBα. The FRET efficiency between ECFP-relA and
EYFP-IκBα decreased upon shear stress application, indicating a mechanical-force-
induced dissociation of relA and IκBα [44]. In our laboratory at UC San Diego,
a Src biosensor has been recently generated with ECFP and EYFP covalently con-

Fig. 4.2 A FRET-based Src biosensor and its application in detecting the mechanical-stimulated
Src activation. A A cartoon scheme depicting the activation mechanism of the Src biosensor. When
Src kinase is inactive, ECFP and EYFP are positioned proximal to each other and have strong
FRET. The excitation of the biosensor at 433 nm results in the emission from EYFP at 527 nm.
When Src kinase is activated to phosphorylate the substrate peptide in the biosensor, the biosensor
will undergo a conformational change and separate EYFP from ECFP, which results in the de-
crease of FRET. The excitation of the biosensor at 433 nm then results in the emission from ECFP
at 476 nm. Hence, the emission spectra of the biosensor represent the activation status of Src ki-
nase. B FRET response of a cell with clear directional wave propagation away from the site of me-
chanical stimulation introduced by laser-tweezers. The color bar on the left indicates ECFP/EYFP
emission ratios, with cold color representing low ratios and hot color representing high ratios. The
pink arrow represents the site of force application and the force direction. The white arrows point
to the front edge of activated Src wave. This figure is adapted from Wang et al. [64]
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catenated with a phosphor-amino-acid binding domain and a substrate peptide spe-
cific for Src kinase. The activation of Src can phosphorylate this biosensor to cause
changes in conformation and FRET between ECFP and EYFP. Hence, FRET levels
of the biosensor represent different activation status of the Src kinase (Fig. 4.2A).
When a local mechanical force is introduced to a bead adhered on a live endothelial
cell by a laser-tweezer, a rapid distal Src activation and a slower wave propagation
of Src activation can be observed [64] (Fig. 4.2B). The results demonstrate how
biochemical signals are initiated and transmitted in live cells upon mechanical stim-
ulation. CFP and YFP have also been fused to human B2 bradykinin receptor, a G
protein-coupled receptor (GPCR), to detect the activation of GPCR. Shear stress
was shown to activate B2 bradykinin GPCR within 2 min, which can be inhibited
by B2-selective antagonist [65]. These results suggest that B2 bradykinin GPCR
may serve as a mechano-sensing molecule in response to shear stress.

4.4.2.2 Fluorescence Recovery After Photobleach (FRAP)

Fluorescence recovery after photobleaching (FRAP) is a procedure to selectively
photobleach the fluorescence signals within a region of interest and monitor the re-
covery of fluorescence in this region over a period of time (Fig. 4.3). This simple
technique can be used to determine the kinetic characteristics of targeting fluores-
cence molecules, e. g. their diffusion coefficient or transport rate [66]. Naturally,
FRAP has been used in live cell analysis of dynamics of mechanobiology. It is con-
ceivable that cellular membrane is the primary site where mechanical cues are con-
verted to biochemical signals because of its proximity to extracellular environment.
Although other subcellular organelles such as cytoskeleton and mitochondria have
been shown to be mechanical sensitive, many plasma membrane-associated signal-
ing proteins and receptors are still considered to be crucial for mechanobiology.
A line of evidence supporting such a hypothesis is the modulation of cell mem-
brane fluidity by mechanical forces [67, 68], which may greatly affect the activity
of membrane-bound proteins and receptor. By using confocal laser scanning mi-
croscope analyzing FRAP, Butler et al. studied the effects of shear stress on the
spatial distribution and persistence of the shear-induced increases in fluidity of
plasma membranes [69]. The results suggest that the lipid layer of plasma mem-
brane can serve as a mechano-sensing element and show that the upstream and
downstream portions of plasma membrane respond differently under certain flow
applications. Other intracellular signaling/structural molecules have also been stud-
ied using FRAP. Osborn et al. [70] recently showed that shear stress, while inhibiting
cell motility, caused an increased F-actin turnover in ECs at early stages (1 – 2 hr)
upon flow application. FRAP has also been applied to assess the dissociation rates
of different focal adhesion molecules zyxin and vinculin, before and after the me-
chanical stress dissipation by modulating actin cytoskeleton with cytochalasin D or
laser-scissors. The results indicate that mechanical forces regulate the focal adhe-
sion assembly by modulating the kinetic characteristics of zyxin [37]. Finally, FRAP
has been used to assess the speed of intercellular Ca2+ wave propagation upon the
mechanical stretch [71, 72].
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Fig. 4.3 FRAP principles and examples. A The principles of FRAP. The fluorescence of a region
of interest in a cell can be photo-bleached and monitored for its recovery. The diagram shown on
the right represents a typical time course of fluorescence intensity of a selected region on a FRAP
experiment. B A sample FRAP experiment. A HeLa cell was transfected with a membrane-targeted
Src biosensor [64]. EYFP of the biosensor was photo-bleached and the fluorescence recovery was
monitored on a region highlighted by the white arrow

4.4.2.3 Fluorescence Lifetime Imaging Microscopy (FLIM)

Fluorescence lifetime imaging microscopy (FLIM) is a technique to visualize the
life time of excitation state of spatially distributed fluorescence molecules. Methods
to measure fluorescence lifetime can be separated into two categories: frequency
domain and time domain. For the frequency domain method, the excitation light is
in a sinusoidal format and the emission fluorescence is also a sinusoidal wave with
the same frequency as the excitation light. The delay or phase-shift of emission
fluorescence comparing to the excitation light is used to calculate the lifetime of
the fluorescence probe (Fig. 4.4A). For the time domain method, the specimen is
excited with a pulse light with its duration much shorter than the emission lifetime
of the fluorescence probe. The time course of the emission fluorescence intensity
captured is used to calculate the lifetime characteristics (Fig. 4.4B).

Because FLIM is independent of the local concentration of fluorescence mole-
cules and the excitation intensity, this method provides relatively more reliable
signals comparing with other technologies based on fluorescence intensity. When
a fluorescence protein/probe serving as a donor interacts with its acceptor fluo-
rescence molecule during FRET, the lifetime of interacting donor changes. Hence,
FLIM can separate the population of interacting fluorescence molecules from those
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Fig. 4.4 Schemes of two methods to measure fluorescence lifetime. A Frequency domain. B Time
domain

of non-interacting ones based on lifetime distribution. Therefore, when integrated
with FRET, FLIM can help to separate signals of donor-molecules having FRET
from those non-FRET donors, thus enhancing the signal/noise ratio of FRET mea-
surement [73]. Although FLIM is very useful and has been applied to study cellular
imaging in general, e. g. FLIM was used to visualize the lateral signal propagation
from ErbB1 receptor in live cells [74], it is a largely unexplored field in mechano-
biology.

4.5 Perspective in Cardiovascular Physiology and Diseases

Mechanobiology is crucial for the regulation of function and structure of cells in the
cardiovascular system. Located at the interface between the blood and vessel wall,
ECs are constantly exposed to shear stress. The circumferential stresses resulting
from blood pressure are mainly born by the VSMCs in the artery. In the heart, car-
diac myocytes undergo regular contractions to drive the circulation of blood. Since
various biomechanical forces are crucial for cardiovascular functions, impaired cel-
lular responses to the mechanical forces or dysfunctional mechanical outputs are
pathophysiological processes that can lead to various cardiovascular diseases. Thus,
the study of mecahnobiology at the levels of molecules, cells, and organs have been
important topics for interdisciplinary research, including bioengineering, bioimag-
ing, cardiology, physiology, and other fields.

Imaging techniques such as MRI, X-ray, and ultrasound have been widely used
to monitor cardiovascular structures and functions in vivo. To date, these techniques



4.5 Perspective in Cardiovascular Physiology and Diseases 79

are mainly used for diagnosis and research at the organ level. The current fluores-
cence live-cell imaging technology has the capability to study mechanobiology at
the cellular and subcellular levels in single cells, but has its limitations in investi-
gating cardiovascular physiology and pathophysiology in live experimental animals
and human patients. Heart and blood vessels are buried in the body and it is diffi-
cult to introduce fluorescence probe into cells in the cardiovascular system in vivo.
Nevertheless, these advanced imaging technologies can be potentially important in
several areas related to the mechanobiology in the cardiovascular system. First, the
dynamic rolling and adhesion of white blood cells in the microcirculation can be
studied by intravital fluorescence microscopy. The white blood cells can be labeled
with GFP to increase their visibility. The homing of bone marrow-derived endothe-
lial progenitor cells (EPCs) in repairing injured vessel wall and myocardium has
been a popular research topic recently. Labeling of EPCs with GFP or using EPCs
harboring GFP isolated from transgenic mice in conjunction with fluorescence live-
cell imaging would be a fruitful research direction. As GFP can be introduced into
various molecules through genetic approach, observations of cardiovascular spec-
imens from transgenic animals would also reveal new information on the target
molecules.
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Abstract Optical imaging technologies offer high resolution non-contact visuali-
zation of tissues with a large variety of contrast modalities. However tissues are
optically inhomogeneous due to microscopic variations of the refractive index. The
resulting scattering limits resolution and imaging depth. Optical coherence tomog-
raphy (OCT) is a relatively new approach for obtaining 3-D high resolution imaging
of tissue which is successfully used in the diagnosis of the eye diseases. However,
OCT is not limited to medical applications. This review will cover theory and tech-
nology of OCT and provide an overview over current use and future prospects in
tissue engineering.

5.1 Introduction

Biological tissues are composed of 3-dimensional structures whose sizes cover
about nine orders of magnitude, ranging from nanometers to meters. Consequently
tools were developed for the visualization and quantification of tissue morphology
on these scales. Today, from X-ray diffraction for the analysis of biomolecules to
whole body MRT, biological structures can be imaged. Optical imaging is not only
very attractive because of it’s resolution down to a subcellular level. Compared to
competing technologies like ultrasound, X-ray, MRT, and electron microscopy it
offers a non-contact, non-invasive in-vivo applicability with compact and afford-
able devices. Spectroscopy, stains and specially designed probes provide additional
means to generate site- and function-specific contrast. Consequently optical imaging
and microscopy are well developed technologies which are widely used in medicine
and biotechnology.

One of the main disadvantage of visible and near infrared light for the investiga-
tion of complex tissue structures is the strong scattering, which is caused by a ran-
dom variation of the refractive index. Consequently in the past imaging was limited
to 2-dimensional surfaces or thin tissue sections. However, biology is inherently
3-dimensional and therefore several methods were developed to provide a depth
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resolved imaging of tissue layers. The challenge here is to provide a good depth
resolution and additionally an efficient rejection against scattered photons, which
degrade the image contrast. The two principal ways to go are the use of a non-linear
interaction between light and tissue, which limits the optical response (e. g. fluores-
cence, scattering) to the high irradiance at the focal point or the rejection of out of
focus light by optical means. Two-photon excited fluorescence microscopy, second
harmonic, and CARS imaging are examples for the first, confocal microscopy (CM)
for the second approach. CM utilizes a point illumination and a confocal detector,
which limits the depth of focus and rejects the out-of-focus light. Invented by Min-
sky in 1961 [44], CM is now a standard technique in microscopy and is also used
for in-vivo imaging in medical diagnosis [6, 8, 26]. A good depth sectioning capa-
bility requires objectives with a large numerical aperture (NA) and a good optical
quality of the sample, which can not be assured for all applications. Additionally
the imaging depth is limited to 100 – 200 μm.

A new imaging technology which provides higher imaging depth combined with
a resolution below 10 micrometer is optical coherence tomography (OCT). Instead
of relying on the depth of focus of the imaging lenses, OCT uses the same working
principle as ultrasound or radar. The propagation time of light from the objective
to the object and back is measured. Due to the high speed of light and the small
distances involved, the pulse-echo principle is not applicable for OCT and inter-
ferometry is used instead. Thereby OCT effectively decouples the depth resolution
from the imaging NA and achieves a longitudinal resolution of only a few micro-
meters even with low NA objectives. Figure 5.1 shows the resolution and maximal
imaging depth of OCT in comparison with ultrasound, MRT, and microscopy.

OCT was first successfully applied to high resolution retina imaging, which is
especially hampered by the low NA of the human lens system [29]. Starting from

Fig. 5.1 Resolution and maximal imaging depth of different imaging modalities (modified af-
ter [5])
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here it is now spreading to other medical specialties [4, 11, 19, 20, 24, 25, 31, 40, 48,
57, 67, 74] in search of diagnostic applications and to non-medical fields, which in-
clude displacement measurements [50], investigation of scattering polymer compo-
sites [17], as well as paints and coatings [71]. Within medicine, OCT has established
itself as a valuable imaging modality with a combination of resolution and imaging
depth, which is unmatched by other methods. These features will also be of value
for biotechnological applications when OCT is used for 3-dimensional imaging of
cultured cells and tissues in research as well as in process control.

This chapter will address the theory of OCT and emerging applications in tissue
engineering. Excellent reviews on OCT technology and medical applications have
been published [5, 21, 53, 64]. Here we will concentrate on the basic theory of OCT
in order to give the reader a feeling what he can expect from the OCT technology. In
the second part, the use of OCT in the field of tissue engineering will be reviewed.

5.2 Optical Coherence Tomography (OCT)

5.2.1 The Basic Principle

OCT was developed in an endeavor to increase the depth resolution in 3-dimensional
medical imaging over the depth of focus of the imaging device, which is limited by
the maximal focusing angle or more precisely the numerical aperture (NA). For
classical imaging transverse resolution 	x and longitudinal resolution 	z scale dif-
ferently with the NA [33]

	x ∝ λ

NA

	z ∝ λ

NA2

. (5.1)

	x decreases linearly, 	z goes with the square. Only for a large NA in the range of
1.0 to 1.3, the focal volume has comparable lateral and longitudinal dimensions [65].
Reducing the NA for example to 0.05 dramatically decrease the depth resolution
at 800 nm wavelength to 320 μm with moderate effects on the lateral resolution
(	x = 16 μm). 3-dimensional imaging with low NA will always result in a poor
depth discrimination and a considerably better lateral resolution.

Interferometry measures distances without being limited by the focusing angle.
The phase 2π/λ zS of the field ES = ÊS cos(2π/λ zS) of the reflected light contains
information on the propagation distance zS. Unfortunately the phase can not be mea-
sured directly, but it can be revealed by an interferometer which superimposes ES
with a reference wave ER (Fig. 5.2). Constructive and destructive interference at the
output of the interferometer will result in an intensity I (zS,λ) which depends on zS
and on the wavelength λ

I (zS,λ) = IS + IR + 2
√

IS IR cos(2π/λ(zS − zR)) . (5.2)
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Fig. 5.2 The principle of optical coherence tomography (OCT). Interferometry with spectrally
broad light source measures distances of scattering structures in tissues in order to construct images
with high depth resolution. Either the spectrum, which contains the depth information as intensity
modulations (SD-OCT), or the total intensity when changing zR (TD-OCT) is measured at the
output of the interferometer

With a single wavelength, the intensity I (zS,λ) changes periodically with zS and
a unique depth information is only obtained within the range of one wavelength.
However the dependence of the phase 2π/λ(zS − zR) and the interference pattern
I (zS,λ) on the reciprocal wavelength 1/λ gives a unique depth information. The
difference of the interferometer arm lengths zRS = zS − zR is the slope of the lin-
ear relation of the phase versus 2π/λ. There are two ways to recover the depth
information from the interferogram. The first, which is called spectral-domain OCT
(SD-OCT), uses a spectral resolved detection of the output of the interferometer, the
second, time-domain OCT (TD-OCT) measures the wavelength integrated output as
a function of the reference arm length zR. Both use spectrally broad and therefore
low coherent light sources.

In SD-OCT, the spectrum I (zS,λ) is measured versus 1/λ. According to
Eq. (5.2), the spectrum is modulated with a frequency which is proportional to the
path length difference zRS. Therefore the frequency content of spectrum contains
the distances of all scattering structures and an A-scan can is easily reconstructed
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by a Fourier transform. SD-OCT uses either a broad band light source together with
a spectrometer or a rapidly tunable laser source to record the spectrogram of the
superimposed sample and reference radiation at the output of the interferometer.

SD-OCT was proposed by Fercher for ophthalmologic measurements [22] and
later demonstrated with a broad band light source and a spectrometer under the name
“spectral radar” by the group of Häusler [3]. Tunable laser sources were already
used for distance measurements of scattering sites in fibers [18] and OCT based on
rapidly wavelength-swept lasers has recently drawn under the name swept-source
OCT [9] or optical frequency-domain imaging (OFDI) [12] the interest of several
groups, because extremely high A-scan rates are possible.

SD-OCT can measure only path length differences, i. e. it cannot discriminate
between positive and negative zRS. Additionally self interference from strong re-
flections inside the tissue causes spurious signals which may obscure the image
information.

These problems can be circumvented by the TD-OCT principle, which was the
traditional OCT approach early proposed for high resolution imaging of retinal
structures [23, 60]. If the length of the reference arm is changed, each wavelength
causes a periodically intensity modulation at the output of the interferometer due to
constructive and destructive interference. The intensity modulations have different
frequencies for different optical wavelengths λ. They are only in phase and can pro-
vide a measurable modulation at nearly equal arm lengths (zRS ≈ 0). For larger zRS
the modulation is lost due to averaging over the different phase-shifted wavelength
components (see Fig. 5.2). The zRS range, over which a modulation is observed,
is called the coherence length of the light source [28]. The wavelength integrated
interference pattern is described mathematically by introducing the coherence func-
tion γ , which gives the contrast of the interference pattern for a certain path length
difference, and the central wavelength λ0 of the light source:

I (	z) = IS + IR + 2
√

IS IRγ (zRS)cos(2π/λ zRS) . (5.3)

Since γ and the power spectrum of the radiation are Fourier pairs, a broad emis-
sion spectrum of the light source corresponds to a short temporal coherence length,
i. e. an narrow coherence function. A-scans are measured by moving the “coherence
gate” formed by γ trough the sample when the reference arm is scanned over the
desired depth range. Back reflections from the sample are identified by measuring
the modulation of the output signal. From the modulation amplitude the scatter-
ing intensity, from the reference arm length at maximal modulation the depth are
inferred.

Since the interference pattern is usually measured in a time-dependent fashion as
zR is continuously changed, this OCT approach was named time domain OCT. TD-
OCT does not suffer from the signal ambiguities or the self interference of sample
signals which are known from SD-OCT. However the sensitivity is significantly
reduced because only a fraction of the photons returning from the sample contribute
to the modulation and therefore to the OCT signal. A further technological problem
of fast TD-OCT is the delay line in the reference arm. For each A-scan the optical
path length has to be changed with constant velocity. Large affords were made to
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build fast delay lines and A-scan rates of more than 4000 per second were achieved
by rotating cubes [5] or gratings [51]. As a way to overcome moving parts in TD-
OCT it was suggested to measure the whole interference pattern in parallel with
a line detector [27, 35, 36].

At the exit of the interferometer the backscattered photons give rise to a signal
which – according to Eq. (5.2) – consists of the background IS + IR and an informa-
tion carrying modulation with the amplitude A = 2

√
IS IR. The interference with the

reference wave provides effectively an amplification of the signal from the probe,
which is able to lift the modulation A out of the detector noise. Under optimized
conditions nearly shot noise limited performance is reached. For a quantification of
the sample intensity, the modulation amplitude is squared and displayed on a loga-
rithmic scale.

5.2.2 Image Formation

Image formation in OCT is similar to ultrasound. A measurement of a depth scan at
certain position of the tissue gives the A-scan. By scanning the beam or translating
the sample in one direction B-scans (x–z image), by scanning in two directions C-
scans (3-dimensional x–y–z image stacks) are constructed. For TD-OCT there is
also the possibility to acquire en-face OCT images by fast lateral scanning at fixed
reference arm positions. Images at different zR are afterwards combined to a virtual
depth scan.

Tissue samples scramble phase of reflected and transmitted light due to a random
arrangement of scatters. On the detector waves with statistical phases differences
will interfere and produce random intensity fluctuations which are usually called
speckles [10]. When superimposed with the reference beam a predictable phase
relation exists only inside of each speckle. If the detector is larger than the average
speckle size, which corresponds to the diffraction limited resolution of the imaging
system, averaging over a number of speckles will decrease the modulation and des-
troy the depth information. Therefore the detector diameter has to be reduced to
less than one speckle, which effectively results in a confocal detection. In general,
interferometry with rough or scattering objects requires detection, and, if good light
efficiency is anticipated, also illumination with high spatial coherence, i. e. small
emitting and detecting areas are needed. Mono mode fibers which are commonly
used in the OCT interferometer automatically fulfill this condition.

When the tissue is sampled the speckle pattern moves over the detector and
modulates the measured signal. Therefore the OCT image are degraded by a salt
and paper noise with a contrast of approximately 0.5 [21]. The average sizes of the
speckle grains corresponds in lateral and longitudinal directions to the diffraction
limited resolution [56]. Speckle noise is multiplicative and drastically reduces the
resolution, especially for low contrast objects. It is one of the main disadvantages
of OCT compared to confocal or other incoherent imaging modalities. Several ap-
proaches, mostly based on averaging a number of images with uncorrelated speckle
patterns, were proposed to improve the image quality [55].
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In summery, OCT combines low NA confocal microscopy with coherence gating,
which provides a drastically increased depth resolution and rejection of scattered
photons. Additionally a fast z-scan is possible since no movements of the sample or
the optics are involved, and the interferometric detection enables nearly shot noise
limited sensitivity. However on the flip-side of the coin we have a degradation of the
images by speckle noise, which is not present in incoherent imaging.

5.2.3 Figure of Merits for the Performance of OCT

An OCT device is composed of four main components: light source, interferome-
ter, detector, and application system. The overall performance depends on all four
components. The impressive progress of OCT in the last years was only possible
by technological developments in all four fields. For comparison of different OCT
devices the following figures of merit are usually used.

5.2.3.1 Depth Resolution

In SD-OCT the depth resolution 	zOCT depends on the accuracy by which the spec-
tral modulation frequency can be determined. The broader the spectrum, the more
fringes can be used and the smaller is the error. In TD-OCT 	zOCT is the width
of the coherence function γ , which is directly connected to the spectral width 	λ

of the light source. Hence for both SD- and TD-OCT depth resolution is inverse
proportional to 	λ and is described by the same equation:

	zOCT ≈ λ2
0

	λ
. (5.4)

Interestingly the depth resolution increases with the square of the center wavelength
λ0 which favors shorter wavelengths for higher resolution. Unfortunately shorter
wavelengths have to fight with stronger tissue scattering and reduced tissue penetra-
tion.

5.2.3.2 Measurable Depth Range

In SD-OCT a large depth of the imaged tissue structure results in high frequency
modulations of the spectrum (see Eq. (5.2)). Therefore the spectral resolution δλ of
the spectrometer or the instantaneous line width of the swept laser source determine
the maximal depth range zmax which can be covered

zmax ≈ 1

4

λ2
0

δλ
. (5.5)
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In TD-OCT the pathlength changes, which can be realized in the reference arm
limit zmax. Therefore available technology, e. g. stability of the reference arm and,
for a given A-scan rate, the velocities by which zR can be changed, limit zmax. If
the fringe pattern is recorded by a line detector essentially the number of detector
elements defines the depth range [35]. In practice the measuring depth is also lim-
ited by the depth of focus of the imaging optics. However, this limitation can be
overcome by dynamic focus tracking [54], image fusion techniques [15], or special
imaging optics [39].

5.2.3.3 Signal to Noise Ratio

The OCT signal is the squared modulation of the measured signal, which is propor-
tional to both sample and reference intensity. Noise consists of three main parts: the
shot noise of the sample intensity, detector noise, and relative intensity noise (RIN)
which increases with the reference intensity [58]. The signal to noise ratio (SNR) is
optimal, when the reference intensity IR is that large that due to the multiplication in
the modulation term shot noise from the sample intensity IS dominates the two other
noise components [52]. In this case the SNR equals the number of detected sample
photons. Under optimal conditions OCT is able to detect nearly every photon from
the sample. However, if the reference intensity is too high, RIN will degrade the
performance because it increases stronger with IR than the OCT signal [49].

5.2.3.4 Sensitivity

The sensitivity S of an OCT device is defined as the minimal reflectivity in the sam-
ple which can be measured at a SNR of one. At the shot noise limit, the sensitivity is
given by the reciprocal of the number of photons falling on the sample during a sin-
gle pixel integration time τ multiplied by the detection efficiency of the detector. For
SD-OCT τ is the inverse of the A-scan rate. All photons from all reflecting structures
give rise to a modulation of the spectrum which is detected during the full A-scan
acquisition time. In time domain OCT photons reflected from a certain structure
cause a modulation and hence an OCT signal only within the coherence gate. Pho-
tons outside the coherence gate are lost for OCT. Therefore the effective integration
time is reduced be the ratio between z-range and z-resolution (zmax/	zOCT). Usu-
ally there is an advantage of 100 to 1000 times in SNR and sensitivity for SD-OCT
compared to TD-OCT, which can be used for higher speed, lower optical power on
the sample, or higher effective imaging depth.

5.2.3.5 A-Scan Rate

The A-scan rate determines not only the imaging speed, but also the sensitivity to
sample movements. Due to the interferometric nature of OCT even small sample
displacements cause fringe washout in the interference pattern. During the integra-
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tion time sample movements have to stay below one wavelength. The parallel detec-
tion make spectral radar and TD-OCT with a line detector especially susceptible to
fringe washout, because the integration time is the full A-scan acquisition time [77].
High A-scan rates are preferable for rapid measurements of large imaged fields or
volumes, but in general are limited by the maximal attainable light intensity on the
sample, the data acquisition time, and the sweep rate of the reference arm (TD-OCT)
or of the laser source (swept source OCT). With respect to imaging speed SD-OCT
is today far superior to TD-OCT due to a higher SNR and the lack of moving parts in
the interferometer. Line detectors suitable for spectral radar can support more than
30,000 A-scans per second. Swept laser sources with more 300,000 A-scans/second
were successfully used for OCT [30]. With that high measurement rates volumes of
1000 ×1000 ×1000 pixels are acquired within 3 seconds.

5.2.3.6 Effective Imaging Depth

The effective imaging depth, i. e. the maximal depth in which structures can be
visualized with a certain SNR or image quality, depends not only on the OCT device
but also on the tissue investigated. Main limiting factors are the sensitivity S and
attenuation coefficient μeff. As a rule of the thumb the amount of back reflected
light scales according to Lambert–Beer’s law and the imaging depth scales with

zeff ∝ ln(S)

2μeff
. (5.6)

Fig. 5.3 The wavelength dependence of absorption (solid line) and scattering (dashed line) of
biological tissue (modified after [66])
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Light attenuation by the tissue depends on absorption as well as on scattering. Be-
low a wavelength of 700 nm the absorption of proteins, blood, and melanin is the
limiting factor (Fig. 5.3). Between 700 nm and 1500 nm, a range which is called the
optical window of tissue, scattering is dominant until above 1500 nm strong water
absorption kicks in again. In general, zeff increases for scattering biological tissue
from 400 nm to 1400 nm with increasing wavelength.

Not only a lack of returning photons limits the imaging depth. Depending on the
scattering properties of the tissue, there is a certain chance for multiple scattered
photons to reach the detector [47]. This gives rise to a background signal which
reduces the image contrast in deeper layers.

5.2.4 Functional Imaging

OCT only detects scattered or reflected light which primarily carries information on
tissue morphology. However, there is a strong desire in imaging tissue functions.
Therefore any OCT imaging which relies on additional parameters of the detected
light is dubbed functional OCT imaging.

5.2.4.1 Spectroscopic OCT

Light reemitted from the tissue may not only be changed in its phase (according
to the propagation time), but also in its spectral shape by wavelengths dependent
reflection, scattering, or absorption [69]. The reemitted light therefore carries spec-
troscopic information about the tissue. For recovering this information either the
spectrum of the OCT light source is divided (physically or mathematically) in dif-
ferent subbands which are than used for separate reconstructions of OCT images in
the different spectral ranges or an OCT interferometer with several light sources of
different wavelength is used [32,45,70]. Spectroscopic OCT can be used to visualize
the main tissue chromophores water, blood, haemoglobin, and melanin.

5.2.4.2 Polarization Sensitive OCT

When tissue is illuminated with polarized light the birefringence of certain tissues
or depolarizing scattering will alter the polarization state of the reemitted light [13].
An OCT with two orthogonal polarization channels can detect the residual degree of
depolarization and the rotation of the polarization axis in a depth resolved fashion.
Polarization contrast was successfully demonstrated for skin, cornea (collagen), and
the retinal nerve fiber layer [14].
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5.2.4.3 Doppler OCT

Flowing of blood or other movements of tissue structures introduce small frequency
shifts in the reemitted radiation (Doppler shifts), which are proportional to the ve-
locity [43]. When interfering on the detector these Doppler shifts lead to a time-
dependent change of the interference pattern. Velocities can be calculated when the
phases of the interference patterns at two time points, which are separated by a cer-
tain delay, are compared. The minimal measurable velocity depends on the SNR
of the OCT signal, the delay time, and phase noise in the interferometer. Spectral
radar and TD-OCT with a linear detector are especially suited for Doppler OCT
because they possess a very high phase stability due to the lack of moving parts,
which are prone to phase jitter. The maximal measurable velocity is limited by an
ambiguity as the phase difference exceeds 2π. This limit can be extended by spe-
cial algorithms used in ultrasound Doppler imaging [75]. By choosing an adequate
time delay between the phase measurements, OCT can be adapted to certain veloc-
ity ranges. For example, at 10,000 A-scans per second a range from 10 μm/s to
2 mm/s was demonstrated for a spectral radar system [38].

5.2.4.4 Contrast Agents for OCT

In microscopy the use of fluorescent contrast agents has dramatically improved the
information obtained from tissues and cells. OCT visible markers which could be
functionalized with antibodies or other molecules for selective targeting would en-
large the applications of OCT enormously. Either a strong absortion or an efficient
scattering is needed to make visible changes in the OCT images. Due to their high
cross-sections micro- and nanoparticles (e. g. microbubbles, microcrystals, and gold
nanoparticles) are especially attractive [1, 37]. Magnetically moved particles were
also demonstrated as a contrast agent. They use the high phase sensitivity of OCT
to generate a Doppler contrast [46]. This ongoing research field may in future lead
to a molecular contrast OCT [73].

5.3 Applications in Tissue Engineering

Cell-based biotechnology, i. e. stem-cell research, industrial cell culture, and tissue
engineering still uses technologies developed in biological research labs. These are
characterized by labor-intensive handling of cells und tissues, a lack of standardi-
zation, and a limited control of the involved processes. In contrast to established
industrial production, the manufacturing of differentiated cell lines or specialized
tissues is more complex and usually not fully understood. High quality standardized
products can not simply be guarantied by a strict control of all process parameter,
but often the literally “right touch” of the lab technician is necessary for success.
This calls for a tight supervision of cell or tissue growth during production. Op-
tical imaging is especially attractive, because it is well established in biology and
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medicine, and a not-too-expensive, non-destructive technology, which works with-
out contact to the sample [41, 42]. In principle an on-line monitoring of cell and
tissue growth in a high throughput fashion is possible. For cell culture and thin sam-
ples below 200 μm thickness, confocal or two-photon microscopy give high reso-
lution 3-dimensional images. However, for thicker tissues the penetration depth of
the classical microcopy is too low. Conceptually OCT can fill the gap between mi-
croscopy on one side and ultrasound or MRT on the other side with an imaging
depth of a 1–2 millimeters. In this thickness range are a wide selection of important
tissues like epithelial tissues (skin, mucous membranes), cartilage, vessels, heart
valves, bladder or lung tissue.

Astonishingly, rather few application of OCT in tissue engineering, all in very
early states, were published [2, 16, 34, 41, 61, 62, 72, 76]. They can be assigned into
three mayor groups:

5.3.1 Visualization of Cells in Scaffolds

Tan et al. used an 800 nm OCT and CM to investigate GFP transfected fibroblasts
in chitosan scaffolds [62]. Cell-free and cell-filled pores of the scaffold and changes
in cell density were observed over nine days. These changes included an inhomo-
geneous distribution of cells and a blockage of superficial pores, which may have
led to a deprivation of deeper lying cells. The combination with CM gave additional
information on the GFP stained cytoskeleton. In a similar work the OCT was used
to calculate the occupation of chitosan microchannels by the implanted cells [2].
Here CM imaging was limited to a depth of 150 μm. With a 1300 nm OCT bone
cell-line in a poly(l-lactic acid) (PLLA) matrix were imaged [76]. The structure of
the empty scaffold and the cells inside the scaffold were observed down to a depth
of 1 mm. A direct discrimination between cells and scaffold was not possible even
though microparticles with a high refractive index were used as a scattering contrast
agent. Therefore OCT served for larger volume, larger depth observations, whereas
microscopy gave high resolution images of individual cells, which were easily dis-
tinguishable with microscopy from the scaffold down to a depth of a few hundred
micrometer.

A recently published work demonstrates that high resolution OCT can also visua-
lize cell migration, cell proliferation, cell adhesion, and cell matrix interaction in
3-dimensional tissue models [61].

5.3.2 Visualization of the Morphology of Artificially Grown Tissues

OCT is not only useful for investigating and improving the cell growth and cells in-
teraction in scaffolds. An important application of OCT may also be the supervision
of the growth of artificial tissue at a production stage. In-vitro grown cartilage sam-
ples were successfully monitored by OCT. Inhomogeneities and the formation of
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Fig. 5.4 OCT image of in-vitro grown cartilage tissue, which is used for transplantation (image
size 6 mm × 1.6 mm). A Cartilage sample of medium quality having some inhomogenities at the
surface (arrows). B Cartilage, which was previously judged of having a medium quality by su-
perficial inspection. Large hidden cavities were seen with OCT (arrows). C Cartilage in an early
growth stage with beginning cavity formation (arrows)

cavities were detected in early stages of cultivation (Fig. 5.4). In proof-of-principle
experiment OCT was used to image a model for an artificial coronary artery in a ded-
icated bioreactor [41]. Tissue thickness and, via Doppler-OCT, flow profiles in the
lumen were quantified. The use of OCT for monitoring the uniformity of the wall
thickness, and the epithelization of the inner surface at the end of the growing pro-
cess were proposed. Additionally, Doppler OCT may provide valuable information
on the state of flow, i. e. turbulent, transitional, or laminar flow.

Successful visualization of the different layers of engineered skin equivalents
including stratum corneum, epidermal and dermal layer as well as the basement
membrane zone was demonstrated with a high resolution OCT [59].

5.3.3 Measurement of Tissue Function

The ultimate goal of OCT imaging is to include information about tissue func-
tion into the OCT images. Unfortunately spectral information is hidden under tis-
sue scattering which exceeds absorption by far in the optical window. With the
exception of water, tissues have no strong absorption differences in the spec-
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tral range of 750 nm to 1500 nm, which is used for OCT. Though, changes of
the OCT signal were reported after deliberately altering the redox state of cy-
tochrome oxidase in 3-dimensional cultured cells [72]. However, these changes
were not consistent with biochemical measurements of the redox state. Probably
parallel changes in the scattering obscured the absorption changes. A strong in-
fluence of tissue scattering on the OCT signals was also observed, when spectro-
scopic OCT at 1300 nm and 1500 nm was used to quantify the water content of
skin [68].

The high phase sensitivity of OCT provides different ways for functional im-
aging. Doppler OCT, which was already used successfully in medical diagnosis [7],
is a means to probe function of artificial vascular structures [40]. Additionally, small
displacements in the tissue can be measured and quantified by OCT even though
they lead only to minute changes of the phase or speckle position. Ko et al. used
a speckle correlation technique to visualize mechanical properties of engineered
tissues by monitoring deformations in response to external forces [34]. Differences
in microscopic displacements and shear stress were observed during the growth
process which could be related to changing cell–cell and cell–matrix adhesion.

5.4 Conclusion

OCT provides unique imaging possibilities which will by useful for monitoring cell
and tissue growth. However, up to now this potential was barely exploited. The
reason may lie partly in former limitations of the OCT technology which used to be
quite complicated, expensive, and slow for 3-dimensional imaging and partly in lack
of understanding of the OCT technology by researchers and companies involved in
cell and tissue engineering. Last but not least the limited availability of OCT tech-
nology prohibited wider use. We anticipate, that this will change as technology and
application of OCT in other fields progress rapidly. Recently OCT devices with
several hundred thousands A-scans were demonstrated, prices below 10,000 $ are
possible, and general purpose OCT devices are now commercially available [63].
Progress in functional OCT imaging (polarization sensitive and Doppler OCT, con-
trast agents) will further enlarge the applicability of OCT in tissue engineering.
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Abstract In the field of medical diagnosis, there is a strong need to determine me-
chanical properties of biological tissue, which are of histological and pathological
relevance. In order to obtain non-invasively mechanical properties of tissue, we de-
veloped a real-time strain imaging system for clinical applications. The output data
of this system allows an inverse approach leading to the spatial distribution of the
relative elastic modulus of tissue. The internal displacement field of biological tissue
is determined by applying quasi-static compression to the considered tissue. Axial
displacements are calculated by comparing echo signal sets obtained prior to and
immediately following a small compression, using a cross-correlation technique.
Strain images representing mechanical tissue properties in a non quantitative man-
ner are displayed in real time mode. For additional quantitative imaging, the stiffness
distribution is calculated from the displacement field assuming the investigated ma-
terial to be elastic, isotropic, and nearly incompressible. Different inverse problem
approaches for calculating the shear modulus distribution using the internal dis-
placement field have been implemented and compared using tissue-like phantoms.
One of the important applications for diagnosis using ultrasound elastography is the
coronary atherosclerosis, which is a common disease in industrialized countries. In
this work some clinical in-vivo results are presented using intravascular ultrasound
elastography. In the field of tumor diagnosis, the results of an ongoing clinical study
with more than 200 patients show, that our real time strain imaging system is able to
differentiate malignant and benign tissue areas in the prostate with a high degree of
accuracy (Sensitivity = 76% and Specificity = 89%). The reconstruction approaches
applied to the strain image data deliver quantitative tissue information and seem
promising for an additional differential diagnosis of lesions in biological tissue.

6.1 Introduction

Palpation is one of the oldest clinical examination methods and was practiced by
the ancient Egyptians in 3000 BC. The first treatise in the book of the heart at the
Edwin Smith and Ebers Papyrus is entitled “Beginning of the secret of the physi-
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cian”. Breasted 1930 described how the ancient physician followed the same steps
in the process of examination as in our modern medical practice: interrogation of
the patient as a first step then followed by the classical steps, inspection, palpa-
tion of the body and diseased organs. According to Sakorafas 2001, this papyrus
included the first written evidence suggestive of breast cancer, which was detected
by palpation. Palpation is still one of the standard screening procedures for the de-
tection of breast, thyroid, prostate, liver abnormalities et cetera. Palpation is used
to measure swelling, detect bone fracture, find and measure the pulse, or to locate
changes in the pathological state of tissue and organs. However, palpation is not
very accurate, because of its poor sensitivity with respect to small and deeply lo-
cated lesions as well as to its limited accuracy in the morphological localization of
lesions. The standard medical practice of soft tissue palpation is based on qualita-
tive assessment of the low-frequency stiffness of tissue to define mechanical prop-
erty changes of biological tissue, which represent important diagnostic information
and are of histological and pathological relevance (Ophir et al. 2002). The elas-
tic properties of soft tissues depend on their molecular building blocks and on the
microscopic and macroscopic structural organization of these blocks (Fung 1993).
Pathological changes are generally correlated with changes in tissue stiffness as
well.

Although many researchers have proposed imaging the stiffness distribution in
tissue to enhance diagnosis of cancer disease, as shown in Anderson 1977 and Well-
man 1999, current medical practice routinely uses sophisticated diagnostic tests
through magnetic resonance imaging (MRI), computed tomography (CT) and ul-
trasound (US) imaging, which cannot provide direct measure of tissue elasticity.
However, early detection is one of the primary requirements of successful cancer
treatment especially in breast and prostate cancer. Thus, early detection through
screening methods, such as mammography (female breast), is considered central to
cancer surveillance programs throughout the world. In spite of the unquestionable
successes, there remains an urgent need to improve both sensitivity and specificity
of cancer imaging modalities. In the USA and other developed countries, cancer
is responsible for about 25% of all deaths. On a yearly basis, 0.5% of the popula-
tion is diagnosed with cancer, especially breast and prostate cancer, which present
about 33% of all common cancer cases for females and males respectively (Jemal
et al. 2005). For example, Adenocarcinoma of the prostate is the most prevalent
malignant cancer and the second cause of cancer-specific death in men. It is es-
timated, according to the American Red Cross Prostate Cancer Statistics, that in
2007 in the USA 218,890 men will be diagnosed (new case) and 27,050 men
will die of cancer of the prostate (for details see, http://www.seer.cancer.gov/ Na-
tional Cancer Institute). The probability of developing prostate cancer from birth to
death is 1 to 6. Its annual incidence is approximately 185,000 in Europe, 52,200
in the UK and 56,160 in Germany (Ferlay et al. 2002). Its therapy is more ef-
fective when cancer is diagnosed at an early stage, but this carcinoma is usually
asymptomatic and therefore reliable diagnostic modalities are required. Many can-
cers, such as cancers of the breast or in the prostate appear as extremely stiff nod-
ules (Anderson 1977). Accurate assessment of the local extent of the disease is
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fundamentally important in the selection of appropriate local treatment modali-
ties.

In order to obtain non-invasively the needed mechanical properties of tissue, we
developed at the Institute of High Frequency Engineering at the Ruhr-University in
Bochum a novel real-time strain imaging system for clinical applications (Pesavento
et al. 2000; Lorenz et al. 2002). Initial experiences with this system in biopsy gui-
dance and prostate cancer detection show that it is possible to detect prostate cancer
with a high degree of sensitivity using real-time elastography in conjunction with
conventional diagnostic methods (König et al. 2004, 2005).

Another important application for diagnosis using elastography could be the
coronary atherosclerosis (de Korte 2002), which is a common disease in industri-
alized countries. Acute coronary syndromes are associated with a high mortality
rate. They are usually caused by a sudden occlusion of the coronary lumen due to
rupture of unstable plaques in the vessel wall, often with less than 50% stenosis. The
use of computer tomography, X-ray or ultrasound to determine plaque morphology
does not give sufficient information for determining the risk of an acute syndrome.
However, the mechanical properties of vulnerable coronary plaques were shown to
be different from other plaque types. Therefore, IVUS strain imaging can be an
important imaging tool for risk assessment of plaques (Doyley 2001).

In this chapter, we review some relevant background material from the field of
biomechanics and summarize our work in the field of elastography. We then discuss
some basic principles and limitations that are involved in the calculation of displace-
ment estimators needed to evaluate strain images or the relative elastic modulus of
biological tissues. Results from biological tissues in vitro and in vivo are shown to
demonstrate this point. Most of the findings were discovered by our research group
and the Ruhr-University hospitals, Department of Urology, Marienhospital, Herne
and the Department of Cardiology, Bergmannsheil, Bochum. Prospects and results
for different applications of ultrasound elastography are shown and discussed at the
end of this chapter.

6.2 Ultrasound Elastography

Elastography is an imaging technique which was developed over the past two
decades for imaging soft tissue elastic modulus (Ophir et al. 1991) and may of-
fer new information about tissue diagnosis. This technique was developed as a more
quantitative alternative to manual palpation, which is commonly used to detect can-
cerous tissue. The goal of elastography is to use the ultrasound machine to determine
mechanical properties of tissue from which a pathological reference can be proven.
Elastography is based on the static deformation of a linear isotropic elastic material
and generates several new kinds of images, called elastograms. We differentiate here
between strain images in which only strain distributions are shown and modulus im-
ages in which the relative shear or elastic modulus of biological tissue is presented.
As such, the properties of elastograms are different from the familiar properties of
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sonograms. Sonograms are related to the local acoustic backscattered energy from
tissue components, elastograms relate to local strains.

Since the echogenicity and stiffness of tissues are not directly related (Ophir
2002), it could be expected that imaging tissue stiffness, or a related parameter such
as local tissue strain, will provide new information compared to sonograms which
relate to tissue morphology and architecture. Figure 6.1 shows a tissue mimicking
phantom with a hard rigid body inside, which is not visible in the conventional ul-
trasound image, because of equal backscattering properties, but clearly seen in the
strain image. These phantom results have now been confirmed in different medical
applications as in the prostate diagnosis (König et al. 2005) and in the breast diag-
nosis (Garra et al. 1997; Hiltawsky et al. 2001; Insana et al. 2004) and in animal
studies (Bilgen et al. 2003).

In the first step of elastography the internal displacement field of biological tis-
sue is determined using an ultrasound elastography system by applying quasi-static
compression to the considered tissue (Fig. 6.1). Axial displacements are calculated
by comparing echo signal sets obtained prior to and immediately following less than
1% compression, using a fast phase-sensitive technique. Strain images representing
mechanical tissue properties in a non-quantitative manner are displayed in real time.

Tissue strain imaging elastography methods based on ultrasound fall currently
into three main groups:

1. Methods where a quasi-static compression is applied to the tissue and the result-
ing components of the strain tensor are estimated (Ophir et al. 1991; O’Donnell
et al. 1994).

2. Methods where a low frequency vibration (<1 kHz) is applied to the tissue, and
the resulting tissue behavior is inspected by ultrasonic or audible acoustic means
(Lerner and Parker 1987; Lerner et al. 1990; Fatemi et al. 1999; Taylor et al.
2000), and

Fig. 6.1 A soft tissue mimicking phantom with a hard inclusion is slightly compressed using the
US transducer. The isoechoic rigid body with spherical shape in the phantom is not visible in the
conventional B-mode image on the left because of equal backscattering properties. The same body
can be clearly seen in the strain image to the right, where artifacts are seen above the inclusion
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3. Methods involving the measurement of displacements induced by the LF propa-
gation (50 to 200 Hz) of pulsed shear waves using a time-resolved 2-D transient
elastography system (Sandrin et al. 1999; Catheline et al. 1999).

To understand the mechanical properties of tissue, it is necessary to understand the
basic elasticity theory for Static Compressions. The next sections will introduce
various types of elastography methods: strain imaging and reconstructive ultrasound
elastography. The next subsection summarizes quasi-static deformations and the ba-
sic theory of static compression. In the last section we present some strain imaging
phantom and in vivo results.

6.2.1 Theory for Static Deformations

For a large number of solids, the measured strain is proportional to the load over
a wide range of loads. This linear relationship is known as Hooke’s law, which states
that each of the components of the state of stress at a point is a linear function of the
components of the state of strain at the point (Saada 1989). Mathematically, this is
expressed as a constitutive equation, which may be written in tensor notation as:

σi j = Cijmnεmn {i, j,m,n = 1,2,3} , (6.1)

where Cijmn are elastic constants comprising the elements of a stiffness matrix and
σi j is the stress component in a plane perpendicular to the axis xi and parallel to the
axis x j .

The components of the matrix Cijmn are elastic constants that are intrinsic prop-
erties of the material. Furthermore, using the 2D-scan conditions from a conven-
tional ultrasound 2D-machine and deformations seen in Fig. 6.1 all structures and
boundary conditions can be reduced to a two dimensional case. The constants Cijmn

characterize a general anisotropic, linearly elastic material. In order to calculate ad-
equate material properties, some assumptions with respect to the material and the
geometry are needed. In general, soft tissue can be well modeled as a visco-elastic,
anisotropic, and incompressible material. However, in the context of elastography
the material behavior is assumed to be linear elastic for small deformations, isotropic
and nearly incompressible. While the first simplification can be achieved using
a suitable experimental set-up, the second assumption excludes the investigation of
anisotropic tissue such as muscle. Since the elastic properties of an isotropic mate-
rial are independent of the orientation of the axes, the equations may be expressed in
terms of only two independent parameters known as the Lame’s constants λ and μ.
Linear elastic materials obey the generalized Hooke’s law which is expressed above
and use the following 3 elastic constants:

C1122 = λ (6.2)

C1111 = λ+ 2μ (6.3)

C1212 = 1

2
(C1111 − C1122) = μ . (6.4)
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The constant μ, is referred to as the shear modulus. The volume change per unit
volume due to spherical stress is dependent on the bulk compressional modulus K ,
which is related to the Lame’s constants by:

K = 3λ+ 2μ

3
. (6.5)

There are also two other engineering parameters commonly used to characterize
the mechanical properties of solid materials: Young’s modulus, E , and Poisson’s
ratio, v. These are related to K and μ by the following expressions:

K = E

3(1 − 2ν)
(6.6)

and

μ = E

2(1 + ν)
. (6.7)

Soft tissues contain both solid and fluid components and therefore may have me-
chanical properties that fall somewhere between both (Sarvazyan et al. 1995). The
ratio between the shear modulus and the compressional modulus μ/K is c1ose
to a few tenths for solid materials, while it equals zero for liquids. Many soft tis-
sues are nearly incompressible with Poisson’s ratios ranging from 0.4900 to 0.4999
(Rychagov et al. 2003), which make them mechanically similar to liquids. Note that
from equation (Eqs. (6.6)–(6.7)) for incompressible tissues (ν ∼= 0.5), the relation-
ship E ∼= 3μ holds. This means that for incompressible materials there exists a sim-
ple proportionality between the shear and the Young’s moduli. The bulk compres-
sional modulus K may be estimated from the propagation speed of compressional
waves c and the material density (K ∼= ρc2).

Since it is well known from the literature that the changes of the speed of sound
as well as the density in different soft tissue types are small (Christensen 1988),
the difference of the bulk modulus of tissues is small as well. Hence in traditional
medical ultrasound imaging, the speed of sound in tissue is assumed to be a constant
1540 m/s. Thus, the ability to create properly scaled sonograms of soft tissues is in
part due to this small variability in the speed of sound and the attenuation in different
tissue layers. It has been shown that the shear modulus of normal and abnormal soft
tissues may span much more than an order of magnitude (Krouskop et al. 1998)
which can not be explained based on variations of the speed of sound or the bulk
modulus only, because of the small change of this modulus for different soft tissue
types and the concomitant low contrast to noise ratios of imaging results.

Indeed, the elasticity analysis using the linear elastic Hookean behavior is pos-
sible only for very small static deformations. Within each subset the elasticity
(Young’s modulus) can be well approximated as a constant permitting reconstruc-
tion based on a linear elastic model. However, since each subset is associated with
a different overall internal strain, in other words, different preload deformations,
nonlinear elastic properties of tissue are evaluated (Reichling et al. 2005). Note that
the real material behavior of tissue is non-linear and the visco-elastic properties play
an important role.
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6.2.2 Imaging Tissue Strain

If a constant uniaxial load deforms an elastic medium, all points in the medium ex-
perience a level of longitudinal strain. The main component of this strain is along
the axis of compression. The longitudinal axial strain is estimated in one dimen-
sion from the analysis of ultrasonic backscattered signals obtained from standard
diagnostic ultrasound equipment. This means that ultrasonic speckle may be used
for this purpose, and no discrete resolvable targets must be present. A stiffer tissue
element will generally experience less strain than a softer one. In the experimental
setup (Fig. 6.2) the ultrasonic RF-data were acquired from scatterers contained in
the tissue region of interest, and then digitized.

The data set is acquired while compressing the tissue with the ultrasonic trans-
ducer (or with an extra compressor combination seen in Fig. 6.2). Along the ultra-
sonic radiation axis a small surface deformation is applied, generally about 1% or
less of the total tissue depth. Echo lines are acquired before and after compression
from the same region of interest.

The main goal of elastography is to use the difference in elastic modulus of tissue
types to distinguish them. The basic steps to create elastograms are: The first step is
to subject the specimen, for example as seen in Fig. 6.2 a uniform target containing
a simple circular pattern of higher elastic modulus, to a deformation. The second
step includes the calculation of speckle motion using the ultrasound and a displace-
ment estimator to assume the uniaxial displacement of this target. The third step is
to calculate the strain as the gradient of the measured displacement.

Fig. 6.2 Schematic diagram of the strain imaging experiment
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Measuring and predicting displacement and strain fields from the known target
modulus is also defined as the forward elasticity problem. In general, the displace-
ment field may be determined using ultrasound or nuclear magnetic resonance. In
the case of ultrasound the speckle images (echo lines) and the displacements are
obtained under static conditions, and effort is made to keep the deformations small.
As a result the deformations are governed by the equations of equilibrium of an in-
compressible, linear elastic solid undergoing small quasi-static deformation. In the
case of magnetic resonance imaging the displacements are calculated from the phase
of the measured magnetic field and are required to be time harmonic (Sinkus et al.
1999). Thus the governing equations are time harmonic and sensitive to visco-elastic
properties of tissue, which are negligibly small in the quasi-static case.

The strain distribution calculated is not an intrinsic tissue property. It is depen-
dent on both internal and external boundary conditions, as well as on the distribution
of shear modulus in the tissue. The external boundary conditions depend on the 3D-
shape and the relative size of the compressor compared to the tissue, as well as on the
degree of friction between the internal and external contact surfaces. The shape and
type of the tissue components determine the internal boundary conditions. There-
fore, a map of the strain distribution in tissue reveals not only information about
tissue shear modulus distributions, but also about tissue connectivity (interfaces be-
tween tissue components) and other geometrical considerations. An incorrect inter-
pretation of the stiffness distribution as a direct map of strain images may result
in some known image artifacts due to stress concentrations that may be misinter-
preted as areas of low modulus or stress decay inside the tissue layers (Kallel et al.
1996).

6.2.3 Displacement Estimation in Strained Tissues

Several algorithms have been developed to estimate displacement and strain in one
and two dimensions either from ultrasound radio frequency-data or demodulated
data. These approaches can be summarized in estimates with ultrasound speckle
tracking or block matching techniques (O’Donnell 1994; Kaluzynski 2001), cor-
relation based algorithms (Ophir 1991, 1996) and optical flow algorithms (Lorenz
1999; Khalil 2005).

6.2.4 Methods Using Radio Frequency Data

The methods using RF-data cross-correlation are the most effective and common
methods to determine the tissue motion. Using ultrasound RF-data the digitized con-
gruent echo lines before and after compression are segmented into small temporal
windows that are compared pair-wise using one of a variety of possible time-delay
estimation techniques such as cross-correlation, from which the change in arrival
time of the echoes before and after compression can be estimated. Due to the small
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magnitude of the applied compression, there are only small distortions of the echo
lines, and the changes in arrival times are also small. The windows are usually trans-
lated in small overlapping steps along the temporal axis of the echo line, and the
calculation is repeated for all depths (Fig. 6.3).

The fundamental assumption is that speckle motion adequately represents the un-
derlying tissue motion for small uniaxial compressions. This assumption appears to
be reasonable as long as the distributions of the scatterers before and after compres-
sion remain highly correlated. Therefore is the time delay estimation (TDE) a very
important aspect for the quality of elastography. The local tissue displacements are
estimated from the time delays of gated pre- and post-compression echo signals
(Eq. (6.4)).

The auto- and cross-correlation functions of two segments of the pre- and post-
compression echo signals are defined as:

r jk(τ ) = 1

Tc

ti+Tc/2∫
ti−Tc/2

e j (t + τ )ek(t)dt (6.8)

for |τ | <
π

ω0
	 Tc (6.9)

where Tc is the window length of the segments being searched e1 and e2 (seen in
Figs. 6.3 and 6.4) and i 
= k (or i = k) for the cross- and the auto-correlation function
respectively. Therefore the cross-correlation coefficient will be defined as

ρ(τ) = r12(τ )√
r11(0)

√
r22(0)

. (6.10)

Time delays are estimated from the lag of the peak of the cross-correlation function
τ (t) between the pre- and post-compression gated echo signals, as seen in Eq. (6.4).
Using the constant speed of sound we can then calculate the displacement 	z as
follows:

Fig. 6.3 Definition of segments and steps using RF-data from a compressed and an uncompressed
Echo with determined time lag. (Tc: Window length)
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Fig. 6.4 Echo signals from pre- and post-compression (left) and the calculated correlation coeffi-
cient (right), where the time delay τ(t) is calculated using the maximum of the cross correlation
function

	z(t) = 1

2
c · τ (t) . (6.11)

However this method is time consuming. It is also possible to use other estimators
of time delay, such as the frequency shift of the cross-spectrum (Konofagou et al.
1999), or the point of zero phase of the cross-correlation function (PRF-Algorithm)
(Pesavento et al. 1999; Lorenz et al. 2001). The quality of elastograms is highly
dependent on the optimality of the time delay estimation procedure, which is mainly
degraded by two factors:

1. Random noise, which introduces errors in the TDE and is especially disruptive
for small time delays.

2. The decorrelation, which results from tissue compression and occurs when the
post-compression signal is distorted such that it is no longer an exact delayed
version of the pre-compression signal. This error increases with increasing strain
and is independent of the signal to noise ratio of the system but mainly arises
from new non linear effects, for more details see Erkamp et al. 2004.

Any phenomenon (such as lateral and elevational motion) that degrades the pre-
cision of the time-delay estimates will also degrade the strain estimates, thus in-
troducing additional noise into the elastogram. Echo signal decorrelation is one of
the major limiting factors in strain estimation and imaging. For small strains, it has
been shown that temporal stretching of the post-compression signal (or temporal
compression of the pre-compression signal) by the appropriate factor, entirely com-
pensate for signal decorrelation, for more details see the work of Lindop et al. 2006.
The quality measure of elastograms is denoted SNRe, which has previously been
defined by (Cespedes et al. 1993) and can be measured experimentally in images
where the underlying strain field is known to be homogeneous.

SNRe = μ̂s

σ̂s
(6.12)

μ̂s is the mean strain estimate and σ̂s is the standard deviation. When the post-
compression echo signal is stretched, it realigns all the scatterers within the correla-
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Fig. 6.5 Tissue like phantom with a stiff cylindrical inclusion: B-scan (left), strain image calcu-
lated using the RF-data with 1.5% applied deformation (middle) and using 2D-Block Matching
algorithm (right) with 3% applied deformation

tion window. Global uniform stretching was found to significantly improve the elas-
tographic signal-to-noise ratio (SNRe) and the strain dynamic range in elastograms
(Alam and Ophir 1997). Thus, a global uniform stretching of the post-compression
A-line prior to the displacement estimation is highly advisable, unless the applied
compression is very small (<1%) and thus stretching may not be necessary. If
high strains (large deformations) are applied, significant decorrelation occurs, which
cannot effectively be compensated by stretching. Axial stretching is mandatory in
the presence of intermediate strains; otherwise the elastograms become so noisy
(Khaled et al. 2006) that they are practically useless as seen in Fig. 6.5.

6.2.5 Block Matching Methods:

The RF-based time delay estimation was shown to be accurate but heavily depend-
ing on the compression magnitude and echo decorrelation. In case of deformations
larger than 1%, fast cross-correlation methods fail to estimate the exact displace-
ment of the deformed tissue, as seen in Fig. 6.6. A number of other techniques for
the estimation of displacement based on Block Matching (e. g. Sum Absolute Dif-
ferences (SAD)) have been explored. As radio-frequency data is rarely available in
conventional ultrasound machines we proposed strain imaging using base-band en-
velope data (Lesniak et al. 2005). The envelope signals can be digitized at a lower
sampling rate and they require less storage and processing time. However, the feasi-
bility and accuracy of envelope data based strain imaging has not been extensively
explored yet. The use of Block Matching techniques for displacement estimation is
in case of large deformations crucial. The reference image and the deformed image
are divided in overlapping equal blocks, as seen in Fig. 6.6, from which the displace-
ment is calculated using for example the Sum Absolute Differences (SAD), which is
presented to perform as precisely as the normalized cross correlation, which reduces
computation complexity.

SADmin(i, j) = min
v

[
N∑

n=1

|x1D (i, j)− x2D(i, j + v )|
]

. (6.13)
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Fig. 6.6 Scheme of SAD block matching

Therefore, to estimate displacements of local tissue regions motion compensation
methods based on block matching, mainly global block matching and based on SAD
were used.

From Eq. (6.13) x1D and x2D denote 2D-blocks from two consecutive interpo-
lated windows with the size (N1 by N2) the values (i, j ) denotes the block index, v is
varied in a certain interval. For each window position the axial and lateral displace-
ments of the best matching pair is recorded, resulting in (M by N) displacement
values per image block. Finally, a global axial displacement matrix is determined
for each image pairs (Khaled et al. 2006b).

The disadvantage of this method is that it is very time consuming, therefore other
methods using variable size block matching, like diamond search, 3-step search, et
cetera, which improve results of video codec applications, are tested to determine
better and faster displacement estimation results.

6.3 Reconstructive Ultrasound Elastography

As described in the previous section measuring and predicting strain fields from
a known target E-modulus is also defined as the forward elasticity problem. In this
problem we were given the material properties and the boundary data and were
asked to calculate the displacement field. In the inverse problem the situation is re-
versed. We are now given the displacement field (or the related measurement) and
the boundary data and are asked to calculate the material properties. While this sit-
uation is typical for inverse problems in other fields such as ultrasound tomography,
the inverse elasticity problem is distinct in that the measured data is known only on
a significant subset of the domain and sometimes the boundary data too.
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6.3.1 Tissue-like Material Phantoms

In the frame of reconstructive elastography it was important to solve the forward
elasticity problem, so it is possible to understand more about material properties and
boundary data, which will be applied to solve the inverse problem. Thus in freehand
elastography, the compression is manually induced by the conducting physician and
is therefore operator dependent, leading to unstable image sequences. On the one
hand it was important to present a new designed phantom to help physicians get
used to real time elastography systems and on the other hand it was important to
make phantoms with known target E-modulus and boundary data so we can solve
the forward and inverse problems.

Tissue-mimicking phantoms used for elastographic experiments are mostly made
from a mixture of agar and gelatin. The solution of agar and gelatin has effectively
revealed interesting properties, since gelatin contributes to the elastic character and
agar insures stiffness and cohesion (Hall et al. 1997). The acoustical scattering of
such phantoms can be adjusted by simply varying the scatterer concentration. The
independent control of acoustical and mechanical properties of such phantoms made
agar gelatin phantoms attractive for elastographic experiments. However, the disad-
vantage is the long-term change in geometric and physical properties, as well as
that agar-gelatin phantoms tend to rupture easily under increasing radial stress. For
solving the inverse problem and testing the prostate diagnostic using ultrasound
elastography and a rectal probe these phantoms could not simulate the ruggedness
and elasticity needed.

For those reasons, a new material has been tested for this specific application
purpose, which has a high breaking strength and is able to emulate tissue structures
accurately. This material is Poly Vinyl Alcohol (PVA). It acquires its properties by
freeze-thaw cycle processes in its cryogel form (PVA-c). This gel transition makes
a thermoreversible gel, which is a matrix of a physically crosslinked polymer con-
taining uncrosslinked ones and water. Normally cryogel prosperities depend on sev-
eral factors such as the molecular weight of the uncrosslinked polymers, concentra-
tion of aqueous solution, temperature and time of freezing, and number of freezing
cycles (Peppas et al. 1991). Most of the gel types are stable in room temperature;
they could be extended up to six times of their initial size, which show their rubbery
and elastic properties and also their high mechanical strength.

Chu et al. 1997 have studied this material and found that the acoustical and elas-
tic characteristics of the PVA-c are within the range of those of soft tissues. There-
fore for the production of phantoms with variable realistic elastic, ultrasound and
even also magnetic resonance properties, we need a set of materials to represent fat,
glandular and the perineal membrane. These materials consist of ethyl alcohol in
PVA-c with TLC Silica gel 60 H dispersions with different concentrations and dif-
ferent thaw and freeze cycles (Khaled et al. 2005). Production of molds for making
phantoms with geometries suitable for current ultrasound elastography with internal
structures was achieved including simulated tumors. Some niceties in mechanical
properties could be simulated also in the phantoms for the appropriate experiment.
The variation of the elastic modulus according to thaw and freeze cycles was quanti-
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fied using a compression experiment at the Institute of Mechanics, Ruhr University
Bochum. Preliminary results established a range of 26.3 ± 2.6 kPa–86.9 ± 11.8 kPa
for 2–5 freeze-thaw cycles and 10% PVA-solution concentration, with a 19 hour
freeze and 4 hours thaw cycle duration (Arnold 2006; Reichling 2007). Different
studies of the Young’s moduli the ultrasound speeds and ultrasound attenuation co-
efficient were calculated. The results show that the stress-strain relationship of PVA-
phantoms is close to that of tissue, and that the ultrasound propagation speed is in
the range of [1498 m/s–1560 m/s] at 22 ◦C room temperature.

6.3.2 Solution of the Inverse Problem

Unfortunately, strain images alone do not represent a quantitative measure of elas-
ticity, because they do not take account of how the stresses are distributed in the
medium and therefore provide only approximate measures of tissue elasticity, which
could be misinterpreted as explained before. Better images can be obtained by ex-
ploring the feasibility of reconstructing tissue elasticity within the framework of
solving the inverse problem. However, inverting measured responses, such as strain
distribution, prove to be difficult due to stability problems and it requires the com-
plete understanding of the equivalent forward problem using a finite element (FE)
simulation technique.

Almost any tissue material has a more complex behavior than the simplifica-
tions given above. A few soft tissues obey Hooke’s law in a very limited range
of temperature, stress and strain, but usually soft tissue can be well modeled as
a visco-elastic, anisotropic, and incompressible material. There are three additional
properties found in many tissue types, which also affect the deformation character
of tissue, as explained by (Fung 1993): The first property is called stress relaxation,
which means decreasing the corresponding induced stress in a body if this body is
suddenly strained and the strain is maintained constant, the second is called creep,
which happens when the body is suddenly stressed and this stress is maintained con-
stant, and the body is continuing its deformation. The third feature is called hystere-
sis; it means there is a difference in the stress-strain relationship between the loading
and the unloading process. These three phenomena are called features of visco-
elasticity. Mechanical models are often used to discuss the visco-elastic behavior
of materials, such as the Maxwell model, the Voigt model, and the Kelvin model
(Fung 1993). These models all consist of a combination of a linear spring and dash-
pots with coefficients of viscosity. The ideal linear spring is deformed proportionally
to the load. The dashpot is supposed to produce a velocity proportional to the load
at any instant. Therefore the total force produces a displacement in the spring and
a velocity in the dashpot, which defines the mechanical behavior of all models.

In spite of these real properties, tissue and tissue-like materials are usually as-
sumed that they behave as linear, elastic, and isotropic materials to simplify and
study them (Ophir et al. 2002). These assumptions are likely to be reasonable for
small strains, short duration load application, and a spatial scale that is large com-
pared to the relative correlation length of the elastic variability in the tissue sample.
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Furthermore, using the assumption of a plane strain deformation, all structures and
boundary conditions can be reduced to a two dimensional case. Using these sim-
plifications, the inverse problem of elastography can be defined as an estimation of
the shear modulus distribution μ from the measured axial displacement component
u1(x1). In order to solve this inverse problem, two completely different classes of
methods can be distinguished. On the one hand there are so called direct approaches,
e. g. (Sumi et al. 1995) and on the other hand there are the iterative approaches,
e. g. (Oberai et al. 2003). Generally in the direct method the strong form of equilib-
rium equations is used, neglecting the body force ( fi ) (Skovoroda et al. 1997).

∂σi j

∂x j
+ fi = 0 {i, j = 1,2}

fi � 0 ,

(6.14)

where σi j is one component of the 2nd ranked stress tensor and fi is the body force
per unit volume acting on the body in the xi direction (Saada et al. 1989). Since
most tissues can be treated as incompressible, a value close to 0.5 can be assumed
for the Poisson’s ration ν (Cespedes et al. 1997). In addition the pseudo-constitutive
law for incompressible materials can be used as in the following equation:

σi j = pδi j + 2μεi j , (6.15)

where δi j is the Kronecker delta, p is the mean normal stress, μ is the shear modulus
defined above in Eqs. (6.6)–(6.7) and E is Young’s modulus and in the case of in-
compressible soft tissue the relationship E ∼= 3μ holds. The Hooke’s law, (Eq. (6.1)),
and the Eqs. (6.14)–(6.15) are then rearranged to yield a linear partial differential
equation for μ:

∂μ

∂x3
= 0 (6.16)

and

A
(

∂μ

∂x1
· 1

μ
,

∂μ

∂x2
· 1

μ

)T

= −B . (6.17)

A and B are matrices depending on the strain and the strain derivatives in x1 and x2
direction as follows:

A =
(

2ε11 + ε22 ε12
ε21 ε11 + 2ε22

)
(6.18)

and

B =
⎛
⎜⎝

∂ (2ε11 + ε22)

∂x1

∂ε12

∂x2
∂ε21

∂x1

∂(ε11 + 2ε22)

∂x2

⎞
⎟⎠ . (6.19)
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Using Eq. (6.15) we can obtain the derivative of the relative shear modulus except
in the points where the determinant of A is zero as follows:

div(lnμ) = −A−1B . (6.20)

The relative shear modulus can then determined using a line integration at any point
in the plane (x1,x2) closed with the surface c, relatively to the known shear modulus
of a starting point (a1,a2).

μ(x1,x2)

μ(a1,a2)
= exp

⎛
⎝−

∫
c

(
A−1B

)⎞⎠ . (6.21)

The benefit of these direct solution methods is that they are time-saving compared to
the iterative methods. A disadvantage is that all components of the strain tensor are
assumed to be known. Furthermore, in order to estimate the strain field, noisy data
have to be differentiated. Better solutions could be achieved using iterative methods
solving the inverse problem of elasticity, e. g. (Oberai et al. 2003; Reichling et al.
2007). These algorithms generally use the weak form of the equilibrium equations.
In these methods the inverse problem is regarded as a minimization problem. Fig-
ure 6.7 and Eq. (6.22) show the optimization procedure in which a functional (π)
is defined, in order to minimize the difference between the measured and the sim-
ulated deformation, which is equivalent to minimizing the difference between the
corresponding displacements. The second part of the sum is a Tikhonov regulariza-
tion parameter (Bertero et al. 1998), needed for the stability of inverse problems. The
Tikhonov parameter is essentially a trade-off between fitting the data and reducing
a norm of the solution. It helps to regulate the numerical solution in terms of noisy
measured data and is chosen according to the theory of residues due to Morozov
(see Isakov 1998 for example). This is defined as in the following equation:

Find μ = μ(x) : π(μ) = ‖T (u)− T (um) ‖2
� +α

2
→ min! , (6.22)

where um is the measured and u is the calculated displacement field from appro-
priate finite element simulations, while T denotes a projection tensor onto the axial
direction in the space � and π the resulting error-function to be minimized.

We consider the solution of this inverse problem by using a class of optimization
algorithms (Reichling et al. 2007), that require the value of the functional and its
derivative (gradient). ϕ is defined as the solution of the direct problem and Dμπ the
derivative of the error function π to the variable μ. Several quasi-Newton algorithms
exist, such as the steepest descent, BFGS (Broyden–Fletcher–Goldfarb–Shanno) al-
gorithm, see Zhu et al. 1997 for more details.

Figure 6.7 shows the block diagram of the BFGS algorithm used to solve the in-
verse problem of elasticity. The main advantages of these methods are the robustness
with respect to the noisy measured data um and the fact that only a one dimensional
component of the displacement is needed. The disadvantage is that these algorithms
are comparatively time-consuming.
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Fig. 6.7 Optimization Algorithm used to solve the inverse problem. ϕ is defined as the solution of
the direct problem and Dμπ the derivative of the error function π to the variable μ

6.3.3 Simulation and Experimental Results

The above mentioned methods were implemented and applied to a number of nu-
merical simulations and experimental data. To reconstruct the elastic properties of
tissue a simulation procedure for effective modeling is needed. This procedure con-
tains three composites, and interactive parts: (1) a mechanical tool using finite ele-
ment simulations giving the simulated axial displacement and stress at each of its
nodes after the application of the external compression on the specimen; (2) an
acoustical tool measuring the acoustic RF-signals and images inside the phantom
before and after compression and (3) and image formation technique giving esti-
mates of the displacement field, strain distribution and reconstructing the elastic-
ity image of the tissue. Numerical simulations were performed using a standard fi-
nite element program. To simulate the mechanical behavior of the tissue-mimicking
phantoms, a two-dimensional mesh consisting of 2236 eight-node, isoparametric,
arbitrary quadrilateral elements, designed for incompressible or nearly incompress-
ible plane strain applications, was used. As only the axial displacement can be mea-
sured with an adequate accuracy, only one-dimensional simplification of the direct
approach Eq. (6.21) is used. In the simulation, the experiment shown in Fig. 6.8

Fig. 6.8 Schematic diagram of the experimental setup and the simulated phantom finite element
mesh
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(left) is modeled as a plane strain state. The simulated phantom consists of a hard
cylindrical inclusion in a softer matrix.

Figure 6.8 (right) shows a sketch of the finite element discretization with applied
boundary conditions. In order to reconstruct the shear modulus appropriate bound-
ary data were applied to the model: all nodes on the upper and lower boundary
can move freely in x-direction, whereas the movement in y-direction is prescribed,
all other nodes can move in x- and y-direction. In all FE-analyses, the Young’s
modulus of the inclusion was higher than surrounding material. The Poisson’s ratio
of both parts was set to 0.495 defining nearly incompressible tissue-like materials.
Corresponding to a finite element solution of the elasticity problem, the equation for
determining the nodal displacement u in Fig. 6.8 (right) is given by:

n∑
j=1

Kij (μ)u j = fi . (6.23)

K is the stiffness matrix depending on μ, which is the vector containing the nodal
values of the shear modulus and the vector f , which appears on the right-hand side
contains contributions from prescribed external force and displacement boundary
conditions. In this study, we have used the finite element formulation for a nearly
incompressible linear elastic solid described in Hughes (2000). As seen in Fig. 6.9
(left) on the top of the specimen a compressor plate is shown, where the transducer is
integrated in the real experiment, which permits the assumption of the plane strain
state. The ratio of the shear modulus between the inclusion and the matrix is set
to μinc/μmat = 3/1 and both materials are chosen to be nearly-incompressible. To
simulate a measurement situation, the noisy displacement field is obtained by adding
white Gaussian noise with a noise level of 1% to the calculated displacement field.

Figure 6.9 shows a comparison between numerical simulation results of calcu-
lating the relative shear modulus using noisy data with the direct and the iterative
approaches described earlier. Both methods are capable of finding the hard inclu-
sion but with different results. The comparison to the right (Fig. 6.10, right) shows
that the iterative method is much better than the direct one. However, an error is
still found between the real and the calculated values of the shear modulus, because
of the simulated noisy data. The disadvantage of the iterative method is the higher
computation time which is about tens times or higher than the time used in the direct

Fig. 6.9 Results of finite element analyses for μinc/μmat = 3/1: displacement in y-direction (left)
and (c) strain εyy (right)
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Fig. 6.10 Numerical simulations of an experiment: calculated relative shear modulus distribution
using noisy data with the direct (left) and the iterative method (middle), path plot showing the shear
modulus ratio along the path in 1 cm depth for the real simulation and the inverse results (right)

method. For all cases, the overall time taken to solve the problem is reasonable (for
the 80 ×60 mesh about 5 min using a 1.7 GHz Pentium processor). In Fig. 6.10 the
thin white circle marks the position of the inclusion in the scanned region.

In the experimental setup (Fig. 6.11) the ultrasonic RF-data were acquired using
a commercially available ultrasound system (Siemens SONOLINE Omnia) modi-
fied to get RF-signals, equipped with a 9 MHz linear array probe, a trigger interface,
and sampled by a conventional analog to digital conversion card (12 Bit; sample fre-
quency: 50 MHz) and a desktop PC. To measure the stress-strain relation we used
a pressure sensor and sensitive digital position encoders combined with a multi-
channel electronic PC measurement unit for parallel, dynamic measurement data
acquisition using a second desktop computer.

In the experiment we reconstruct the elastic properties of the ultrasonic tissue
mimicking PVA-phantom, seen in Fig. 6.12, containing a harder 1.4 mm diameter
cylindrical inclusion with more freeze thaw cycles than the surrounding material.

Fig. 6.11 The experimental setup to measure and reconstruct the shear modulus of phantom mate-
rials using ultrasound elastography
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Fig. 6.12 PVA-c tissue mim-
icking ultrasound phantom
with a cylindrical inclusion
and the ROI of the ultrasound
image

We used PVA-c phantoms (10% concentration) with 2 and 5 freeze and thaw-cycles
to emulate the surrounding material (soft tissue) and the hard inclusion (tumor tis-
sue) respectively.

The tissue-like phantom was imaged using the ultrasound elastography system
and a stepper motor with a compressor plate to generate a plane strain state and
measure stress-strain relation as seen in Fig. 6.13. Acquired experimental results
using a tissue mimicking phantom (Fig. 6.13) were similar to simulated results in
Fig. 6.13.

In order to simplify the visualization of the inclusion and to compare the numeri-
cal results, the chosen test phantom was not isoechoic. In this experiment small
displacements are determined between ultrasonic image pairs, which are acquired
under varying small axial compression, using a cross-correlation analysis of corre-
sponding echo-lines within RF-data sets as detailed earlier. The derivative of dis-
placement field is equal to the strain in tissue. The strain imaging system uses the
fast phase root algorithm (Pesavento et al. 2000) for strain estimation leading to
a frame rate of 30 frames per second.

After acquiring a series of 2D elastograms, the volume is created by placing each
image at the proper location in the volume. The position data acquired with each
2D elastogram determines the particular location of the image. Using the three-
dimensional data to reconstruct an equivalent virtual object could help in calculating
the volume of the object imaged. This procedure is shown in Fig. 6.14.

Some physicians assert that the correct estimation of the tumor volume (in vivo)
for example in the prostate cancer would be helpful in formulating treatment for
the disease, since (ex vivo) determination of tumor volume has been shown to cor-

Fig. 6.13 Experimentally obtained results of the phantom: the B-mode image (left), reconstructed
relative shear modulus using the direct method (middle) and the calculated relative shear modulus
using the optimization iterative method (right)
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Fig. 6.14 Sequential acquisition of parallel slices using elastography, combined with image seg-
mentation, enables the reconstruction of 3D image to the right

relate with the progression of the disease after radical prostatectomy (Taylor et al.
2000). Other applications for elastography could be in the development of haptic
devices. These could be used in many application fields, such as in virtual reality,
intra-operative navigation, in teaching and in palpation perception representation for
pathological tissues or organs in medical examinations (Khaled et al. 2004).

6.4 Medical Results of Elastography

In principle, elastography may be applied to any tissue system that is accessible
ultrasonically and which can be subjected to a small static (or dynamic) compres-
sion. The compression may be applied externally or internally as shown in case of
intravascular applications.

In this section a summary of results from some applications is presented. By
comparison, the companion sonograms do not provide a clear visualization of the
tumors shown in the elastography images of the prostate. It should be noted that
each elastogram was derived from two or more of very similar sonograms, one of
which is shown. The first in vivo application of elastography was for imaging the
breast and skeletal muscle (Cespedes et al. 1993).

More recently, the first real time ultrasound elastography was developed at the
Ruhr-University to determine strain images in the prostate side by side with the
B-mode scan on a conventional ultrasound machine (Voluson 730, Kretz, GE), us-
ing a transrectal transducer with a middle frequency of 7.5 MHz. During the on-
going clinical study on prostate tumor diagnosis at the Urology Hospital of the
Ruhr-University Bochum (Marien-Hospital Herne), more than 216 patients have
undergone clinical examinations. It has been shown that our system for real time
ultrasound elastography is able to detect the prostate carcinoma with a high degree
of accuracy, reaching a sensitivity of 76% and a specificity of 84%, compared with
only 34% using ultrasound B-Mode images alone (König et al. 2004, Kühne et al.
2003 and Scheipers et al. 2003). Figure 6.15 shows an example, where prostate
slices with histological diagnosis following radical prostatectomies act as reference.
Cancerous areas have been stained and marked on the prostate slices.
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Fig. 6.15 In vivo results of a human prostate: a Histology, tumors have been stained, malign and
benign tissue areas have been marked by pathologist. The tumor is in the lower left side. b B-mode
image: tumor nearly not visible. c Strain image: The tumor is clearly visible as a dark area on the
left side. (In cooperation with the Urology Hospital, Ruhr Univ. Bochum, Marien-Hospital Herne
and LP-IT Innovative Technologies GmbH)

Fig. 6.16 In vivo results of a human prostate during a biopsy guided with real time strain imaging
in the longitudinal mode. (In cooperation with the Urology Hospital, Ruhr Univ. Bochum, Marien-
Hospital Herne and LP-IT Innovative Technologies GmbH)

In a second study we examined 56 patients (preliminary results) suspected of
suffering cancer according to either the digital rectal examination (DRE) and/or
the PSA-test (blood-test) values and/or transrectal ultrasound (TRUS). The patient
underwent sextant needle biopsy assisted with real time strain imaging, where the
“gold standard” is the needle biopsy result, 85% of the cancer patients were correctly
recognized and 61% of needle specimen were correctly classified (König et al. 2004,
2005) as seen in Fig. 6.16.

6.5 Results of an Intravascular Ultrasound Study

Recently, the method of ultrasound elastography became of major interest for plaque
discrimination (de Korte 2002). The stiffness of the wall tissue is evaluated to char-
acterize vulnerable plaques, usually soft plaques regions exhibiting an increased
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strain, which are characterized by a thin fibrous cap covering an eccentric soft lipid
pool. Any physiological phenomena, such as pulsating arteries or respiration, could
be used as a source of tissue compression.

In an experiment an intravascular ultrasound (IVUS) scanner (GalaxyII, Boston
Scientific) is used for in vivo experiments in the catheter lab at the Ruhr-University
Hospital (Bergmannsheil, Cardiology Department). Single element rotating trans-
ducers with a center frequency of 40 MHz are used for the acquisitions. Custom
made hardware is used for triggering and signal amplification. In vivo imaging
is performed and full frame RF data are sampled ( fs = 400 MHz), digitized and
recorded with informed patient’s consent during IVUS examinations in the catheter
lab. Simultaneously, intracoronary pressure signal is recorded along with an electro-
cardiogram. Pressure guide wires were used for pressure measurements and evalu-
ated.

Pressure measurements were used to align the RF data of consecutive diastolic
frames. The analysis of the acquired image series reveals that the image correlation
reaches a maximum during the diastolic phase of the heart cycle (Fig. 6.17).

For strain image calculations only frames in the late diastole are considered, since
in this part of the heart cycle vessel motion and thus decorrelation effects are sup-
posed to be minimal. However, motion is still present even in the diastole and often
degrades strain estimation results. During a heart cycle only a small number of im-
age frames are suitable for strain analysis. Another problem is the rotating single el-
ement system, which reduces signal correlation according to non uniform rotational
distortion (NURD) and has a low frame rate of about 30 frames per second. There-
fore real-time strain calculations are not feasible. Contour mapping procedures and
block matching methods reduces the error of decorrelation and can improve strain
images.

The strain of the surface of the plaque is lower than the surrounding lumen (red)
under this pressure. The plaque layers are clearly recognized at several places with
different strain values. Several layers are also seen inside the plaque, which are hav-
ing a higher or a lower strain locally. The Figs. 6.19–6.20 show results from differ-
ent patients. B-mode images with 50 dB dynamic range are displayed along with the
strain images calculated from two consecutive frames of data in the diastolic phase

Fig. 6.17 In vivo results of a 40 MHz IVUS scan of the left coronary artery (right). Full frame
RF data is recorded for three seconds. Simultaneously, an intracoronary pressure signal is recorded
(left). For strain calculations only frames in late diastole are considered. The arrow in the pressure
plot indicates the acquisition time of the two consecutive data sets
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Fig. 6.18 In vivo data of the left coronary artery of a 71 years old patient. RF-data collected (left)
and B-mode image (1024 × 256) samples ( fs = 200 MHz) for a rotating single Element in polar
coordinates. To the right is the B-mode image in Cartesian coordinates

Fig. 6.19 B-mode image (upper left), results of contour detection of the plaque surface (upper
right), strain images determined inside this contour (lower left), the virtual addition of both the
strain and the B-mode image (lower right) [soft = light; hard = dark]

Fig. 6.20 Results of B-scan and contour detection of the plaque surface (left), strain images de-
termined inside this contour (center), the virtual addition of both the normal strain and the normal
B-scan (right) [soft = light; hard = dark]
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of the heart cycle. The strain is only displayed in the contours around the luminal
border. With increased depth the signal correlation is reduced and strain calculation
is not feasible, this area is blackened out. The B-mode image in Figs. 6.18–6.19 and
Fig. 6.20 are showing a thickened intima with a plaque formation. The strain images
show that parts of this plaque are hard (dark) on the cap of the plaque and other parts
are soft inside the plaque (yellow or green).

6.6 Summary and Conclusion

Ultrasound elastography is a newly developed imaging modality based on the fact
that different tumors and cancerous tissue are significantly harder than normal tis-
sue. The goal of this modality is to determine non-invasively elastic properties of
examined tissue using the displacement and strain calculated according to a small
deformation.

We presented in this chapter a novel real-time ultrasound strain imaging system,
which allows the use of elastography in a clinical study for the early detection of
prostate cancer during conventional transrectal ultrasound examinations. We have
shown that elastography holds promise in the in vivo diagnosis of prostate cancer
and intravascular disease. The fact that free-hand real-time strain imaging for the
deformation is used, leads to decorrelations in RF-signals, which increases images
noise.

We presented a method to determine tissue deformation using block-matching,
which improves strain images calculated in the large deformation case. Thus,
the displacement estimation can be improved if we take into account the non-
linear effects. While strain imaging artifacts are fairly well understood, their pos-
sibly ambiguous role for the detection of lesion and diagnosis remain unknown.
Therefore we have developed and implemented an efficient formulation to solve
the inverse problem of elasticity using the reconstructive elastography. It deliv-
ers additional quantitative information about the relative shear modulus and seems
promising for differential diagnosis of lesions in biological tissue. Although, only
one-dimensional displacements were calculated for the quasi-static problem, it has
been shown that for a given range of SNRe a relative modulus reconstruction proce-
dure is possible using a fast direct method and an accurate iterative method. These
methods can be further improved by calculating the lateral displacements and the
non-linear axial distortions in finite deformations. The strain imaging and the re-
constructive elastography methods are able to localize inclusions, where only the
iterative reconstructive approach can be used for an acceptable non-invasive quanti-
tative identification of the shear modulus distribution of tissue.

Finally, in spite of the progression happened in the past several years in elasto-
graphy, much progress has yet to be made in order to develop elastography towards
a viable clinical tool. The results of strain imaging of tissue are certain to find a wide
range of applications, particularly in cancer diagnosis, intravascular diagnosis, tis-
sue engineering, and other medical engineering applications.
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Abstract Results from transplantation studies of embryonic stem cell derived so-
matic cells in animal models are promising for ES cell-based cell therapy of degene-
rative diseases such as heart and neurological diseases. However, clinical application
of ES cell-based therapies will become possible after resolving the current barriers
regarding safety aspects, purity and quantity of the cells, immunological rejection
and ethical issues. Tissue engineering is an emerging research field that in com-
bination with the ES cells might contribute to the development of new therapeuti-
cal concepts for treatment of severe degenerative diseases. Indeed, many important
studies and concepts exist to develop strategies for generation of tissue engineered
heart valves. Also, which heart cell type is optimal for cell therapy of cardiac insuf-
ficiency is controversially discussed. In this article we discuss interesting aspects of
cardiac tissue engineering with special focus of embryonic stem cell derived car-
diomyocytes. In addition, barriers of the tissue engineering approach as well as
of the ES cells in general are discussed that should be conquered before ES-cell-
derived therapies can be considered for therapeutical application.

7.1 Introduction

The institute of Neurophysiology of Cologne is mainly focused on investigating em-
bryonic stem (ES) cell derived cardiomyocytes from murine (mES) and human stem
(hES) cells. The functional characterisation of these cells is still ungoing to unravel
details of their specific physiology. In addition, the complete transcriptome of the
mES derived pure cardiomyocytes has been identified (Doss MX et al. 2007). Gene
ontology analysis from the transcriptome shows a specific pattern of gene expres-
sion in the ES cells-derived cardiomyocytes that reflect the biological, physiological
and functional processes occurring in mature cardiomyocytes. More over, cardiac
specific signal transduction pathways were identified (Doss MX et al. 2007).

In the present manuscript we are highlighting aspects of cardiac tissue engineer-
ing with special focus on ES cell derived cardiomyocytes. The generation of car-
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diomyocytes from ES cells is discussed as well as special topics such as cardiac
progenitor cells, reprogramming of somatic cells the use of cell-permeable proteins,
in vitro culture of viable heart tissue slices, recent advantages and technical hitches
in cardiac tissue engineering.

7.2 Rationale for the Cardiac Tissue Engineering

During embryonic development the heart is the first organ of mesodermal origin. Ini-
tialized from a simple tube like structure it undergoes major morphological changes,
recapitulating a sophisticated pattern, to form the four-chambered muscle pump,
driving blood flow by continuous contractions through all vessels and capillaries of
the human body. The heart wall is build up mainly from blood vessels, cardiomy-
ocytes and fibroblasts. While cardiomyocytes are responsible for the contraction
fibroblasts promote the electrical coupling of the cells and build up the extracellular
matrix.

During fetal development cardiac myocytes rapidly proliferate but in the postna-
tal life proliferation ceases. The terminally differentiated cardiomyocyte has evaded
cell cycle and has therefore lost its capacitance to duplicate. Even though there are
reports that adult cardiomyocytes can increase DNA content and might also du-
plicate under some conditions this has to be considered as a very rare event. The
mechanisms by which cardiomyocytes are terminating cell cycle are not completely
understood but down-regulation of cyclins and cyclin-dependent kinases is found in
adult cardiomyocytes. There is also evidence that the high expression of retinoblas-
toma susceptibility gene (rb) in differentiated cardiomyocytes is playing a critical
role for the cell cycle exit. In addition the minimal incidence of cardiac tumors indi-
cates for a possible tight and multilayered regulation of cell cycle in cardiomyocytes
of higher vertebrates (for a detailed review see Ahuja et al. 2007). In contrast, adult
cardiomyocytes of amphibians can contribute to tissue regeneration by mechanisms
that are not fully investigated. In newt, a dedifferentiation of a subpopulation of
cardiomyocytes was found after tissue injury. This dedifferentiation is accompa-
nied by proliferation of the cells and tissue restore. The dedifferentiated cells are
not restricted to the cardiac fate any longer and when transferred to the limbs they
transdifferentiate into chondrocytes and skeletal muscle (Laube et al. 2006).

Although putative cardiac stem cells and side populations of cells are discussed
to retain a potential to expand and to adopt a cardiac phenotype, it is a fact that
the contractile tissue damage occurring during cardiac infarction cannot be repaired
neither by regenerative functions of the organ itself nor by circulating stem or pro-
genitor cells.

Cardiac infarction is the outcome of a dramatically reduced oxygen supply,
mainly as a result of an occlusion of atherosclerotic vessels and ends up with a rapid
loss of contractile cells. During the acute phase an inflammatory process is initiated
by macrophages, monocytes and neutrophils migrating into the infarcted tissue. The
extracellular matrix is damaged by matrix metalloproteases, resulting in a thinning



7.3 Embryonic Stem Cells as an Unlimited Source for Cardiomyocytes 137

of the ventricle wall. During the recovery process, a remodelling of the injured area
occurs. A scar tissue is formed, mostly consisting of fibroblasts that are forming
large quantities of extracellular matrix proteins, namely collagen, building a fibrous
scar tissue with implemented mechanical properties and reduced elasticity.

Cardiac tissue engineering may be useful for repairing of damaged myocardium
to improve contractile function. In principle, two approaches are promising to engi-
neer cardiac tissue: First, it may be possible to build up an artificial tissue in vitro
and transplant it as a functional patch of beating tissue or second, to perform in vivo
tissue engineering by introduction of cells as pure preparations or in combination
with matrix compounds that can repair the damaged organ directly.

7.3 Embryonic Stem Cells as an Unlimited Source
for Cardiomyocytes

During the past decade there is an emerging field of embryonic stem cell biology.
These cells have the fascinating properties to be able to proliferate infinitely (“self-
renewal”) and to differentiate into any cell type of the body (pluripotency). Murine
ES (Fig. 7.1) cells can be easily modified in vitro to express transgenes. Genetically
engineered vectors for labelling and selection purposes are of interest in the view of
tissue engineering.

ES cells differentiation into cardiomyocytes is spontaneous in the absence of
leukaemia inhibitory factor (LIF). For murine ES cell lines large scale bioreactor
systems (Schroeder et al. 2005) have been developed to achieve high numbers of
cardiomyocytes. In contrast, human ES cells have a lower capability to generate
cardiomyocytes by spontaneous differentiation and further development is neces-

Fig. 7.1 Phase contrast images of embryonic stem cell colonies. The colonies are grown on feeder
cells. Feeder cells are mitotically inactivated fibroblasts, generated typically from murine embryos
(there are also human foreskin fibroblasts in use for human ES). The left panel shows a colony of
human ES cells (H1 line), the right panel shows murine ES cells (D3 line). A colony with typical
morphology is marked by the black circle. It appears in elliptical shape. Colonies with irregular,
flattened borders and cellular outgrowth are of minor quality with high degree of differentiated
cells. Some murine ES cell lines are adapted for feeder free cultivation, but today there is no
sufficient method to keep human ES cells feeder free for long culture periods
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sary to generate human stem cell derived cardiomyocytes in numbers that could be
used for transplantation experiments.

To initiate the differentiation of the ES cells, three-dimensional aggregates, the
“embryoid bodies”, are formed by cultivation of the ES cell suspension on a non-
adherent dish under continuous agitation or by cultivation in hanging drops. Apply-
ing the hanging drop technique the cell suspension is dispensed in drops of 20 μl,
containing around 400 mEScells/drop, onto the lid of a non-adherent bacteriolo-
gical plastic dish and placed upside down to collect the cells in the tip of the drop.
During a 2-days incubation the mES cells form ball shaped aggregates, the embry-
oid bodies (EBs) and differentiation is initiated. After two days, the hanging drop
EBs are collected and further incubated in cell culture medium, containing fetal
calf serum, at a concentration of 200 to 1000 EBs per 10 cm dish. Within an EB
all three germlayers are formed during this differentiation process and many differ-
ent types of cells are developing including skeletal and cardiac myocytes, smooth
muscle cells, neurons, hepatocytes, endothelial cells, chondrocytes, hematopoietic
precursors, keratinocytes, osteoblasts and fibroblasts. After eight to nine days of
differentiation, mEBs start contracting rhythmically indicating the appearance of
cardiomyocytes. These cardiomyocytes are not suitable for tissue engineering or
transplantation purposes since they still contain some undifferentiated stem cells
that possess a high tumorigenic potential in vivo. Since there is no specific surface
epitope known, that is specifically expressed on cardiomyocytes, antibody-based
enrichment strategies like magnetic cell sorting (MACS) cannot be applied. As an
alternative lineage selection strategies have been applied. Zandstra and colleagues
described a transgene that consists of the α-cardiac myosin heavy chain promoter
driving the expression of the aminoglycoside phosphotransferase (neomycin resis-
tance) gene (Zandstra et al. 2003). The transgenic ES cells can be differentiated and
cardiomyocytes are highly enriched by application of the antibiotic agent geneticin.
Another method to label and purify mES-derived cardiomyocytes was developed
by Eugen Kolossov (Kolossov et al. 2006). He decided to use the cardiomyocyte-
specific alpha-cardiac myosin heavy chain promoter to control the expression of en-
hanced green fluorescent protein (eGFP) and puromycin acetyl transferase (PAC).
The selection transgene contains a bicistronic expression cassette: The eGFP and
PAC genes are coupled via an internal ribosome entry site (IRES) that allows the
expression of both transgenes from a single messenger RNA. The eGFP enables
monitoring of the upcoming cardiomyocytes in the embryoid body due to its bright
green fluorescence and it indicates the time point when selection can start. The
PAC gene contributes a resistance against the strong antibiotic puromycin. After
one week of selection only cardiomyocytes have survived the puromycin treatment
(Fig. 7.2). At this time point the cardiomyocytes form vigorously beating clusters
of bright green fluorescent cells reaching beating frequencies of several hundred
contractions per minute like they would do in a native murine heart. Even though
a purity of 99% could be shown after antibiotic selection (Zandstra et al. 2003;
Kolossov et al. 2006), and Oct-4 as a marker for undifferentiated cells is not de-
tected after puromycin-selection for 10 days there is still a risk of contaminating
undifferentiated cells. Since ES cells are not limited in there proliferation capacity
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Fig. 7.2 Puromycin selected cardiomyocytes from murine embryonic bodies. The cardiomyocytes
express transgenes for enhanced green fluorescent protein and puromycin-acetyltransferase. After
selection all non-cardiomyocytes have been killed and disappeared from the spheroid. A compact
cluster of beating and green fluorescent cells remains

a single surviving cell can expand rapidly if the selection pressure is taken away, by
use of the purified cells for transplantation or in vitro tissue engineering. The con-
sequence for a patient treated with ES cell derived cells could be the development
of terratomas originating from impurities in the cell preparation. Therefore safety
is a major aspect when cells derived from embryonic stem cells are considered for
tissue engineering. A second barrier for a therapeutical use of ES derived somatic
cells might arise from immunological intolerance. Early differentiation stages of ES
cell derived cells and ES cells themselves are not eliminated by the immune system
when transplanted in an allogeneic animal. The most likely explanation namely the
absence of major histocompatibility complex molecules (MHC) on the cell surface
turned out to be not true. Although the expression of MHC class I on mES cells is
below the detection threshold for flow cytometry the transcripts could be identified
by RT-PCR and ES cells that were transfected with the lymphocytic choriomenin-
gitis virus (LCMV) are recognized by virus-specific CD8+ cytotoxic lymphocytes
(CTLs) (Abdullah et al. 2006). Even though recognized by the lymphocytes the
LCMV infected ES cells are not lysed. The reason for this immune privilege was
found in the expression of serin-protease-inhibitor 6 (SPI-6) in mES cells and their
derivatives, making these cells tolerant against granzyme B attack by cytotoxic lym-
phocytes. It could be estimated that the mES cells and cells from embryoid bodies
are expressing SPI-6 in levels comparable to CTLs, which have to protect them-
selves against the toxic effects of the granzyme B they secret. Knockdown of the
SPI-6 transcript by RNA interference abolished protection of ES cells against CTL-
mediated lysis. How tolerance against immune attack is altered in mature ES cell
derived cells is unknown and the use of cells that are not recognized as foreign tis-
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sue would be preferable. In the light of safety and tumorigenic potential cells that
can evade the surveillance by the immune system are truly problematical. Permanent
knock-down of genes like the SPI-6 and safety mechanisms may tackle this task.

7.4 Therapeutical Cloning of Embryonic Stem Cells

Generation of ES cells that are identical with the patient to be treated is still only
a theoretical possibility. Since cloning of ES cells by nuclear transfer from a somatic
cell to an oocyte is of very low efficiency and the generation of an embryo to derive
ES cells is for ethical reasons no option for human applications alternative ways
to generate cloned ES cells have to be found. For applications apart from usage to
generate cloned human ES cells cloning has become reality. In 2003 Cesare Galli
(Galli et al. 2003) was the first to succeed in generation of a cloned horse. Mean-
while the French company Cryozootech offers cloning services for valuable horses.
The first horse to be cloned by Cryozootech was the stallion Calvaro, successful in
jumping events. From 2000 oocytes used for nuclear transfer only 22 embryos could
be generated for the transfer in foster-mares and finally a healthy clone was born.
Others will follow to retain valuable individuals for the breed.

To produce ES cells that are genetically identical with the donor cell it is not
likely that cloning will ever become the method of choice for the following reasons.
First, it will not be ethically accepted to generate human embryos for the extraction
of ES cells. Second, the process is very inefficient and a sufficient number of oocytes
can’t be obtained for large-scale application. Third, the costs of this technique are
extremely high, due to its low efficiency. As a further point it might be argued that
there are known problems concerning preterm aging of cloned animals, but it was
reported that mES cells derived from cloned embryos do not show any abnormalities
pointing to a selection mechanism during the ES cell derivation process (Brambrink
et al. 2006).

It is known for many years that the fusion of an embryonic stem cell with a dif-
ferentiated (somatic) cell can result in the reprogramming of the somatic nucleus
(Tada et al. 1997, 2001). In this context, reprogramming describes a process that
reverts the epigenetic program of the somatic nucleus to a stem cell like state. The
memory of the somatic nucleus, that is mainly fixed as a pattern of DNA methyla-
tion, regulating gene activities, is erased during the reprogramming process. Com-
mon interest in these experiments was initiated by the publication of Cowan and
colleagues (Cowan et al. 2005), demonstrating the reprogramming of human fibro-
blasts by polyethylengycol-mediated fusion with human embryonic stem cells. The
fusion cells are selected by application of a double selection system, based on two
different antibiotic-resistances expressed in the hES cells and the somatic cells. By
this simple double selection approach tetraploid cells can be enriched, carrying the
chromosomes of the ES cell and the somatic cell that is going to be reprogrammed
by factors originating from the ES cell nucleus. The reprogrammed cells recapture
the ability of ES cells with respect to proliferation and differentiation qualities. The
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disadvantage of this technique is the presence of the nucleus from the ES cell that
was fused to the somatic cell to initiate reprogramming. As a consequence the cell
fusion approach is first of all a proof of principle, demonstrating that a somatic cell
can be transformed into an ES cell under appropriate conditions. For therapeutical
applications the reprogrammed fusion cells offers not an alternative since the nuclei
of the fusion partners are fused to one nucleus that is initially containing a tetraploid
chromosome set. Current focus of research is addressing several lines to solve the
problem. One approach is focused on the fusion between ES cells and somatic cells.
It was found that the tetraploid fusion cells can eliminate chromosomes while kept in
culture but this appears to happen randomly. Consequently scientists are investigat-
ing novel techniques to perform directed elimination of chromosomes from a cells
nucleus by application of the Cre/loxP system (Matsumura et al. 2006).

The Cre recombinase is widely used as a DNA modifying enzyme. It can de-
tect 34 basepare consensus sequences the “loxP sites”. Between two loxP sites the
Cre recombinase performs recombination that can result in deletion of a DNA seg-
ment if the loxP sites are placed in line to flank a specific region. If loxP sites are
placed in opposite directions the recombination can result in inversion of the flanked
target, but no deletion of the loxP-flanked region occurs (Fig. 7.3). To perform di-
rected chromosome elimination Matsumura and colleagues designed a chromoso-
mal elimination cassette (CEC) that contains an expression vector for green fluores-
cent protein and a puromycin-acetyltransferase driven by the ubiquitous active CAG
Promoter. The expression cassette is flanked by loxP sites that are located in oppo-
site directions. When stable transfection is performed the CEC integrates randomly
in the genome. Matsumura chose two mES clones where the CECs were located
on chromosome 11 respectively chromosome 12. The transfected cells can be se-
lected with puromycin and express GFP. During the cell cycle each chromosome is
replicated and both copies of the DNA strand are attached at the centromer. Before
segregation of the sister chromatids occurs during anaphase of the cell cycle the
CEC is present on both arms of the chromosome. If Cre recombinase appears in the
cells after transient transfection with a Cre expressing plasmid the recombinase can
recombine the CECs on the sister chromatids like it is demonstrated in (Fig. 7.4).
The recombination results in a circular dicentric chromosome and a acentric frag-
ment. Both products are lost during cell cycle, resulting in the loss of the complete
chromosome. The modified cells lose the GFP fluorescence and can be enriched by
fluorescence activated cell sorting as the GFP negative population. Cells that do not
contain duplicated CEC are not altered by the Cre recombinase since the loxP sites
are placed in opposite directions and recombination can only result in inversion, but
not in deletion of the CEC. By this novel technique the deletion of single chromo-
somes and also chromosome pairs could be demonstrated and it might be possible to
adapt it for the deletion of several chromosomes, but still it is not possible to remove
a complete chromosome set.

Coming back to the previous point additional approaches aim to reprogram so-
matic cells by transfection with expression vectors for factors that are believed to
realize reprogramming. Takahashi transfected embryonic and adult fibroblast with
expression vectors for Oct-3/4, Sox2, c-myc and Kfl4. As a result the differentiation
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Fig. 7.3 The Cre recombinase detects the loxP sites, consisting of 34 basepares (upper line). De-
pending on the orientation of two loxP site (triangles) in the genome a recombination occurs: LoxP
sites that are placed in the same direction lead to deletion of the flanked target whereas the flanked
region is only inverted if the loxP site are in opposite direction (since the inversion can take place
for several rounds the result of the recombination is unpredictable in this case)

Fig. 7.4 Chromosomal deletion by Cre recombinase. The left panel shows a chromosome in S to
G2 phase of the cell cycle. The cell has already replicated the DNA and the sister chromatids of
each chromosome are associated at the centromer. The chromosome elimination cassette (CEC) is
represented by a black bar with triangles for the loxP sites. If Cre recombinase is now introduced in
the cell a recombination between the two chromatids can occur. This results in a circular fragment
and an accentric, linear one. Both products are lost during the cell cycle

pattern of the fibroblasts was abrogated and the resulting cells exhibit ES cell like
properties (Takahashi 2006). To circumvent the disadvantages of cell transfections,
like the possibility of stable vector integration, in the genome and the low transfec-
tion efficiencies faced with many primary cells, cell permeable proteins could be the
solution. The TAT domain from a HIV virus protein was shown to mediate protein
passage through cell membranes. We will elucidate some details about the use of
cell permeable proteins later in this article when cell permeable Cre recombinase is



7.5 Stem Cell Derived Cardiomyocytes 143

introduced. Briefly the cell permeable proteins are expressed as fusions of the target
protein and the TAT domain in bacterial expression systems. The use of cell perme-
able pluripotency factors could simplify the application of these factors for means
of reprogramming. The workgroup of Frank Edenhofer (University of Bonn, Ger-
many) is addressing this option by evaluating cell permeable pluripotency factors
like TAT-Nanog (Edenhofer F, submitted). It is reasonable that future reprogram-
ming can be performed by isolation and treatment of somatic cells with a cock-
tail of cell permeable pluripotency factors resulting in the formation of pluripotent
stem cells.

7.5 Stem Cell Derived Cardiomyocytes

Stem cell derived cardiomyocytes from murine systems can be generated and pu-
rified relatively easily in numbers of several million cells to perform tissue engi-
neering studies and transplantation experiments in murine model systems. The dif-
ferentiation of hES cells appears more challenging today, but it can be expected in
the near future that technologies will emerge enabling a large scale production of
hES cell derived cardiomyocytes as well. ES cell derived cardiomyocytes contract
rhythmically without electrical pacing. Furthermore, applying electrophysiological
studies action potential shapes of pacemaker – as well as atrial – or ventricular-like
cells could be identified. RT-PCR and quantitative real time (qRT)-PCR analysis
have shown that cardiomyogenesis in EBs resembles that of the normal myocardial
development. The earliest cardiac transcription factor NKX2.5 is followed by the
expression of atrial natriuretic factor (ANF), myosin light chain and then α- and
β-myosin heavy chain (α-MHC and β-MHC). The early ES cell derived cardio-
myocytes are structurally less organised than cardiomyocytes in the neonatal heart.
Sarcomeric α-cardiac actinin is found as a striated pattern when beating cells ap-
pear but striated areas are often not covering the whole cell and have varying spatial
orientations in different regions of the cell. In Fig. 7.5 a stack of optical sections
through a day 9 EB is shown. The EB was fixated and stained with anti cardiac α-
actinin. The striated staining pattern demonstrates the organisation of structural pro-
teins in these very early ES cell derived cardiomyocytes. Figure 7.6 shows a plated,
puromycin purified cardiomyocyte, stained for cardiac α-actinin.

To analyse the capability of these cells to engraft in vivo, transplantations into
healthy tissue and more important into cryo-damaged hearts have been performed.
For these studies a liquid nitrogen cooled copper stamp is used to induce a cryo-
injury to the ventricular wall, resulting in large areas, depleted of cardiomyocytes
and forming a scar tissue. These cryo-injuries can serve as a model for scar forma-
tion in cardiac infarction allowing to study the following interesting aspects:

• Do the transplanted cells engraft and survive?
• Will they be rejected by the immune system?
• Do they undergo electrical coupling to the surrounding tissue or do they remain

electrical separated?
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Fig. 7.5 Superimposition of optical sections through a day 9 murine embryoid bodies stained for
α-cardiac actinin. The striated patterns indicate a premature orientation of the early cardiomyocytes

Fig. 7.6 Puromycin selected ES cell derived cardiomyocyte. The cell was plated on a glascoverslip
and stained for α-cardiac actinin. The typical striation pattern can be found

• Will the cardiac function improved after the transplantation?
• Will transplanted cells induce arrhythmias?

Till now many studies have addressed different aspects of ES cell derived cardiomy-
ocytes. Most of them with murine cells, but also some data for hES cell derived
cardiomyocytes have been collected. It has turned out that the stem cell derived car-
diomyocytes indeed are able to engraft in the cryo-damaged tissue but the number
of surviving cells is rather low. A beneficial effect for cardiac function has been
shown, demonstrated by an improved left ventricular ejection fraction and reduced
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enddiastolic volume (Kolossov et al. 2006) but it is not clear which components give
rise to the improvement. Beside active mechanical contribution of transplanted car-
diomyocytes passive effects like enhanced elasticity and reduced wall thinning of
the cryo-injured ventricle as well as paracrine effects have to be considered (Gnec-
chi et al. 2005, 2006).

One very important aspect of the transplantation of contractile cells is their elec-
trical coupling to the surrounding cells. ES derived cardiomyocytes represent a rela-
tively early developmental stage, they are self contracting and they differ in their
electrophysiological properties from adult cells. Especially if the cells are not dense
and equal distributed after transplantation into the infarct zone they may have limit-
ed contact to the surrounding tissue and might be unable to form connexin 43 junc-
tions permitting exaltation spreading. The lack of sufficient contact via gap junctions
will probably lead to exaltation-contraction uncoupling in the transplanted heart be-
cause the transplanted cells will execute spontaneous self-contractions if coupling
to the surrounding myocard is not adequate. An insufficient coupling might be un-
detected at lower heart frequencies but leads to uncoupling during phases of in-
creased heart frequency. As a consequence electrophysiological parameters like im-
puls propagation, excitation-contraction coupling, action potential maturation and
also the response to drugs and hormones have to be analysed in detail. The risk of
transplanting cells that do not couple to the surrounding myocard has become ob-
vious in early studies with skeletal myoblasts that were performed as clinical trials.
Even though some improvements in function could be reported the transplantation
of myoblasts from satellite cells resulted in ventricular tachycardia or cardiac dead
in 10 out of 22 patients included in the first studies (Menasche et al. 2003; Smith
et al. 2003).

7.6 Cardiac Tissue Slices

Several of these parameters can be addressed by a very sophisticated in vitro trans-
plantation model that has been recently developed using the preparation of viable
heart slice cultures (Pillekamp et al. 2005; Halbach et al. 2006). Some time after
transplantation the heart is isolated and embedded directly into low melt agarose
to encapsulate the whole organ in agarose without warming. Using a vibratome the
agarose embedded tissue can be sliced into slices of 150 – 300 μm and be cultured in
vitro. Due to the low thickness oxygen and nutrients can diffuse (penetrate) through
enabling the cardiac slice preparations to stay viable and contractile for several days
(depending on the age of the donor heart) for further downstream applications. Mul-
tielectrode arrays (MEAs) with 8×8 electrodes, and an electrode distance of 200 μm
(Multi Channel Systems, Reutlingen, Germany), Fig. 7.7 are used to asses field po-
tentials of the slices and to generate maps characterizing the excitation spread based
on the temporal delay between field potentials ablated from electrodes at the origin
of an exaltation and more distal electrodes of the MEA.

Very recently, to assess the properties of transplanted cells the slicing technique
to achieve viable tissue slices for electrophysiological measurements on single cells
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Fig. 7.7 Multi-electrode array (MEA) for the detection of field potentials. These arrays are used
for example to address exaltation spread in heart slice preparations and plated clusters of cells.
(With permission of Multi Channel Systems, Reutlingen, Germany)

inside a functional tissue has been applied (Halbach et al., submitted). Since the
slices are relatively thin, it is possible to locate green fluorescent, transplanted cells
inside the slice on an inverted fluorescence microscope (Fig 7.8). With a sharp elec-
trode setup a thin glas electrode is introduced into an individual cell and action
potential traces are recorded. By this technique it is possible to measure electro-
physiological capabilities in one single transplanted cell (Halbach et al., submitted).
Further additional fascinating possibilities are: The slices can be paced by a defined
stimulus to beat at a chosen frequency – and it is possible to analyse how the trans-
planted cells are responding by the sharp electrodes. By this approach questions
can be answered whether the transplanted cells can take over the rhythm of the sur-
rounding tissue or whether they are able to held pace when contraction frequency is
rising. This approach enables a detailed insight into the electrical coupling after cell

Fig. 7.8 Cardiac slice preparation. The left panel shows a transmission light image of a murine
adult heart slice. Green fluorescent cells that had been transplanted to the heart earlier can be
detected under fluorescent light (right panel). Foto: Marcel Halbach
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transplantation. Coupling of the beating cells is one of the most important hallmarks
of successful restoration of cardiac tissue. Apart from the analysis of transplanted
hearts, with respect to electrical coupling and maturation of the transplanted cells,
the slicing technique enables scientist to derive functional heart tissue slices and
also cardiac matrix for in vitro studies. The latter are prepared by a controlled oxy-
gen withdrawal applied to the slice preparation. This results in an elimination of
contractile cells from the matrix. These matrices are ideal to analyse mechanisms of
cell integration in vitro since they can serve as a perfect model for a native cardiac
matrix since it is prepared from the heart itself (Pillekamp et al. 2007).

Indeed, the most prominent feature of a transplanted stem cell derived cardio-
myocyte is their ability to contract and to build up force. Based on de-cellularized,
non-contractile cardiac slices it is possible to directly measure the force that can
be generated by stem cell derived cardiomyocytes when these cells are cultivated
on the slice matrix. Since the heart is having two ventricles every ventricular heart
slice preparation is bearing two holes. Frank Pillekamp has build up a setup where
the slice can be placed on two thin steel needles each going through one whole of
the preparation. One needle is fixed, the second one is attached to a sensitive force
transducer. Keeping the slice in a bath of tempered medium the contraction force of
the slice or of stem cell derived cardiomyocytes, seeded on a de-cellularized slice,
can be directly measured. The system is equipped with an electrical stimulation
device to pace the preparation with a defined frequency to assay the response of the
contractile cells on different beating frequencies.

7.7 Bioartificial Heart Tissue Based on Biomaterials

Transplantation of cells is one way of addressing tissue repair. But is it possible to
build up tissues in vitro? Indeed, today’s biotechnology is far away from the possibil-
ity to create a whole organ by tissue engineering techniques. But thinking of future
technology one might speculate that generation of small bioartifical components be-
comes reality. Today, scientists are generating neurons growing on semiconductor
chips to evaluate possible interactions, creating interfaces between living cells and
electronic components. But will it be possible to build up a pump just from cells and
proteins? Maybe an in vitro construction of the heart is far away from our reach, but
a simple pump consisting of a contractile tube with valves to direct liquid flow might
be reality soon (Kubo et al. 2007). Living organs have some great properties: Some
can regenerate themselves, by cell proliferation and replacement of damaged cells.
Remarkable, some organs are able to serve their specific function for more than
150 years without interruption – just thinking of a turtles heart. Even though it is
only speculation one of the most fascinating aspects of cardiac tissue engineering,
beyond clinical applications, is the fascination of creating contractile modules just
from custom made proteins or scaffolds and embryonic stem cell derived cells that
might give rise to bioartificial components like pumps and force producing units
one day.
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7.8 Scaffolds for Cardiac Tissue Engineering

When in vitro cardiac tissue engineering is discussed, the optimal cell composition
and the appropriate matrix have to be considered. With respect to the matrix, there
are two different strategies: The cells can be cultivated on protein or polymer matri-
ces or they can be entrapped in gels.

Gels have one great advantage above other matrices: The seeding of the cells
is relatively easy since the cells can be equally distributed in the gel by resus-
pending them before the gel is cast. Collagen I polymerises rapidly in non-acidic
solutions at 37 ◦C and forms gels and by the use of molding forms it is possible
to determine the gels shape. Major effort on the field of collagen gel based tis-
sue engineering was performed by the workgroups of Wolfram-Hubertus Zimmer-
mann and Thomas Eschenhagen. They developed a so-called engineered heart tissue
(EHT) from neonatal rat heart cell preparations. The cells are dissociated and a gel
composed of collagen I and matrigel (extracellular matrix from Engelbreth–Holm–
Swarm tumor) is formed. Ring shaped collagen gels are cast and cultured in vitro.
The cells within the gel keep contracting and organization and maturing of the em-
bedded cells can be achieved by stretching the collagen rings rhythmically. The EHT
can survive in culture for several weeks without loosing its contractile abilities and
it could be found to survive likewise in vivo. The ring shaped gel can be used to
measure contraction forces and it could be shown with this model, that controlled
mechanical stimulation, by rhythmical stretching of the gel, results in an ultrastruc-
tural maturation of the cells, pointing to the assumption that mechanical stimulation
is one parameter involved in cardiomyocyte maturation (Fink et al. 2000).

Transplantation experiments with EHTs showed strong vascularisation and signs
of terminal differentiated grafts (Zimmermann et al. 2002). Most interesting the
EHTs can be stacked to larger structures and they are able to fuse and to synchro-
nize their beating frequencies within seven days of culture. To generate a contrac-
tile patch to be used for an in vivo experiment five ring shaped gels were stacked
crosswise on a custom made holding devices and cultured for fusion to generate
a single EHT. The multiloop EHTs were transplanted to rats with large myocardial
infarcts, generated by left descending coronary artery ligation 14 days prior to the
EHT transfer. Non-myocyte and formaldehyde fixed grafts were used as controls.
An analysis of the transplanted animals was performed 4 week following grafting.
At this time point the grafts could be clearly distinguished from the native tissue due
to their pale colour, indicating a high content of connective tissue and a relative low
density of contractile cells compared to native tissue. Structural analysis revealed
the formation of compact and well-differentiated cardiac muscle fibres covering the
infarcted myocardium and the formation of blood vessels in the EHT. In addition,
evidence for an electrical coupling between the EHT and the recipient heart could
be found. Most interestingly functional measurements based on echocardiography,
catheterization and magnetic resonance imaging demonstrate an improvement to the
diastolic and systolic function in EHT treated hearts (Zimmermann et al. 2006).

As an alternative to protein-gel based approached solid matrices can be used for
tissue engineering. These matrices are consisting of proteins that are involved in
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the formation of the extracellular matrix or of customized biopolymers like Poly-L-
lactic Acid. To serve as an appropriate skeleton for the use in cardiac engineering,
the matrix needs to be elastic but not stiff like materials that are used for exam-
ple for bone engineering. Collagen type I is a frequently used matrix component
in tissue engineering approaches. It can be engineered to form porous sponges by
freeze drying procedures. During this process a solution of collagen is frozen with
a defined temperature gradient and vacuum dried. The resulting pores are around
50 μm in diameter depending on the cooling gradient. Tremendous efforts of com-
panies such as matricel (Aachen, Germany (www.matricel.de)) resulted in the op-
timization of this process and in the production of the collagen sponges with high
quality and reproducibility. The collagen sponges for basic research are usually fab-
ricated from collagen of animal sources but the technologies to utilize pure human
proteins have already evolved: Companies such as FibroGen (San Francisco, USA
(www.fibrogen.com)) have established the large scale production of recombinant
human collagens in yeast expression systems. These human collagens are largely
used for a broad spectrum of applications like tissue engineering, dermal augmenta-
tion in plastic surgery, wound healing and as haemostats to control wound bleeding.

Recently, we used freezed dryed collagen type I sponges from Matricel inc. and
seed mES cell derived cardiomyocytes onto this 3D-scaffold. While trying different
seeding techniques it turned out to be very challenging to achieve equal distribution
and dense cell attachments. Purified cardiomyocytes from mES cells are difficult in
attachment and the adhesion on a cell culture surface can take several hours. To seed
the cells a dense cell suspension can be used and agitated with the matrix free float-
ing in the suspension. By this technique a homogenous distribution of the cells on
the surface can be expected, but high numbers of cells are needed. Another option is
to build a funnel that concentrates the cells or cell clusters by sedimentation on the
matrix. To seed ES derived cardiomyocytes on the collagen sponge the cell suspen-
sion was concentrated to a very high cell number of around 200,000 cells per 20 μl
total volume. The suspension is directly placed within a single drop of medium onto
the sponge and incubated for cell attachment. Anyway due to the slow adhesion ki-
netics many cells are washed out when more culture medium is added to the prepara-
tion. In Fig. 7.9 a collagen sponge is shown. The photograph was taken one day after
seeding with green fluorescent cardiomyocytes that were used as clusters of cells for
this experiment. For the evaluation of the seeding procedure the use of these GFP
labelled cardiomyocytes turned out to be essential for monitoring cell adhesion.
Without any staining it is possible to observe the morphology of seeded cells in the
upper layers of the construct. Due to the strong GFP fluorescence, the shape of the
cells is visible on an inverted fluorescence microscope. Round shaped morphologies
point to non-satisfying attachment whereas elongated cells can be taken as properly
attached and the contraction of the cells as well as the contraction of the surrounding
matrix material is visible. At day four of seeding we could observe contractions of
the whole collagen sponge. When fixed and assayed for sarcomeric α-cardiac actinin
we found a very organized striation pattern of the seeded cells indicating a mature
phenotype and more interestingly it could be observed that large numbers of ES de-
rived cardiomyocytes cluster together to form fibre like contractile structures with
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parallel orientated cells (Fig. 7.10). On the other hand the cells have no tendency to
migrate into deeper regions of the sponge but are concentrated on the surface.

In vivo most tissues are infiltrated by a dense network of capillaries. Those are
maintaining a sufficient oxygen pressure and nutrient supply to the cells. On the
other hand the blood flow takes up metabolic residues like CO2 and maintains phys-
iological pH values. Tissues with high metabolic turnover like the heart have dense
capillary networks. In rats the distance between single capillaries in the epicardium
is below 20 μm, resulting in a density of 2800–3200 capillaries per square mm tis-

Fig. 7.9 Puromycin selected ES cell derived cardiomyocytes were seeded as clusters on a artifi-
cial collagen matrix. The image was taken one day after seeding, indicating that cells show loose
attachment

Fig. 7.10 ES cell derived cardiomyocytes seeded on an artificial collagen scaffold. One week after
seeding the cells have formed fibre like structures with parallel orientation



7.9 The Ideal Cell 151

sue (Korecky et al. 1982). In an in vitro engineered tissue it is until now not possible
to mimic the circulation system that maintains supply of tissue in vivo. Therefore
medium exchange can take place only through pores of the matrix material strongly
limiting the size of the engineered tissue. This phenomenon is less problematic when
tissues such as cartilage are considered that have low oxygen consumptions but it
limits the construction of tissue with high metabolic rates such as the heart muscle.
Practically, the impaired tissue supply results in cell densities per volume of engi-
neered heart tissue that are quite low compared to native heart. For cells that have
a high capacitance of proliferation this might be overcome by in vivo vascularisa-
tion. In several studies, a vascularisation of transplanted engineered tissues could be
found. By in vivo vascularisation seeded cells might be expanded to achieve higher
cell densities. Since expansion of the cardiomyocytes is not expected this option is
less helpful in cardiac tissue engineering. Trabecularization, seen in the engineered
heart tissue (EHT) described by Zimmermann and Eschenhagen, can resolve this
problem partially. In the EHT the myocyte strands form a loose network of fibres
that are usually 30 – 50 μm (sometimes up to 100 μm) in diameter permitting liquid
transition between the fibres but limiting the density of the contractile cells and
therefore the force developed.

7.9 The Ideal Cell

The idea of tissue engineering is to build up a tissue from its components includ-
ing in particular the appropriate cells. Because the heart wall is based on cardio-
myocytes and fibroblasts it seems to be obvious to use those cells for regeneration
processes. When ES cells are differentiated in embryoid bodies they recapitulate
processes of early embryonic development. Before cardiomyocytes appear around
day 8 in murine embryoid bodies progenitor cells are developed. In contrast to the
undifferentiated embryonic stem cells that have the capability to develop any so-
matic cell type, progenitor cell populations are restricted to differentiate in to some
tissue specific cell lines. More recently many research projects are focused on such
progenitor cells. In this regard, several progenitor cell lines have been identified.
For example the brachyury-progenitor cells that are characterized by the expression
of the t-box transcription factor brachyury. Expression of brachyury starts at day 2
of differentiation of mES and peaks at day four or five depending on the ES cell
strain and culture conditions. Within 2 days a strong expression of brachyury can
be observed declining rapidly to very low levels, indicating the short lifetime of the
progenitor cells that undergo further differentiation processes. Since the first meso-
dermal cells are characterised by brachyury these progenitors display a rather large
plasticity and are potentially able to differentiate into all mesodermal lineages and
give rise also to endodermal lineages (Kubo et al. 2004).

A more restricted progenitor cell population is characterized by the expression
of the LIM homeodomain transcription factor Isl1 (islet 1). In the murine embryo,
Isl1 marks a subset of undifferentiated cardiac progenitor cells, originating from the
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secondary heart field, substantially contributing to the developing heart. It could be
demonstrated that the Isl1 progenitor cells hold the potential to differentiate into
cardiomyocytes as well as into endothelial cells and smooth muscle. With respect to
cardiac tissue engineering a cell type that is able to proliferate and to differentiate
into cardiomyocytes as well as into cells that build vessels and capillaries might be
an ideal candidate for future experiments. Beside the advantages of embryonic stem
cell based technologies Isl1 progenitor cells can also be found in neonatal hearts of
rodents and potentially also of human hearts. By lineage tracing experiments in rats
it was found that 30 – 40% of the myocardium is build from Isl1 progenitor cells,
but the number of progenitors decreases dramatically during the embryonic devel-
opment and shortly after birth the heart of a rat contains around 500–600 remaining
Isl1 positive cells (Laugwitz et al. 2005). These cells are potentially remnants of
the fetal Isl1 population that have the capability to re-enter cell cycle when isolated
and to differentiate into myocytes when dissociated and cultured in the presence of
differentiated myocytes. Anyway, before Isl1 cells from human donors can be con-
sidered as a source for tissue repair, it has to be evaluated if there are still Isl1 cells
present in adult heart tissue and if these cells can be isolated and expanded largely
in vitro. However, Isl1 cells from embryoid bodies represent interesting candidates
for heart tissue engineering.

7.10 Preparation of Cells for In-Vitro Tissue Engineering:
Cell Permeable Cre/loxP System

Cells that are used for tissue engineering are often modified genetically for dif-
ferent reason. Embryonic stem cell derived cells might carry vector constructs for
lineage selection to serve the requirements in cells purity. Cells that are derived
from adult stem cells or from primary cell cultures can be expanded by the ex-
pression of telomerase or viral proteins that enable them to overcome limitations in
cell cycling capacities. These transgenes are usually undesired to be present in cells
for therapeutical application since they might cause immunological intolerance or
might bear safety risks. To overcome these limitations strategies must be developed
to allow efficient removal of the transgenes prior to transplantation. To address this
task transgenes can be flanked by loxP sites. This strategy can facilitate the excision
of the transgene in terminally selected cells that are ready for cell transplantation or
in vitro tissue engineering, by application of the Cre recombinase. The recombined
cells can be enriched subsequently if the loxP flanked transgenes that have to be
removed, are in alliance with a negative selection marker. The classic negative se-
lection marker is thymidine kinase (TK) – if the loxP-flanked region contains a TK
expression cassette, cells that are not recombined are eliminated upon addition of
ganciclovir, which is converted to a toxic ametabolite by the TK. If several trans-
genes are located in the genome of the cell the use of modified lox sites is possible.
Modified lox sites like loxA or loxB sites have altered nucleotide compositions of
the lox site but they are still identified and recombined by the Cre recombinase.
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The advantage is that a lox site is only recombined with its counterpart: loxA site
only with loxA site and loxP site only with loxP site. The use of different lox sites
for different transgenes has the advantage that no undesired recombination between
different loci can occur and only the target is eliminated.

For more sophisticated tasks like the deletion of two transgenes at different time
points the use of a second (or third) recombinase system might be necessary. A com-
mon system except Cre/loxP is the FLP/FRT system. The Flip recombinase can
perform recombination similar to Cre but between different recognition sites, the
FRT-sites.

How can Cre recombinase be entered into the cell? Some types of cells are easily
transfected with a Cre-expressing vector resulting in the deletion of the target. How-
ever, several cell types such as cardiomyocytes can be transfected only with a poor
efficiency. This is not acceptable for the valuable cell preparations, since most un-
transfected cells will not eliminate the target and will be killed by the negative selec-
tion step. For a growing number of primary cells the bottleneck of very low transfec-
tion efficiencies is optimised by an electroporation method developed by the amaxa
company. Amaxa is developing buffer compositions and electroporation protocols
that are specially tailored for individual cell types, yielding high transfection effi-
ciencies. However, transfection reagents and buffers can be used only for a limited
number of cells and therefore are LESS cost effective. Also toxicity effects of the
reagents cannot be excluded.

As an alternative to the transfection with Cre-expressing plasmids the Cre re-
combinase might be used as a cell permeable protein in a less invasive way. When
designed as a fusion between the TAT domain, that was identified from a transcrip-
tion transactivator of the HIV virus, and the Cre recombinase a protein is formed that
can enter cells from the culture medium. A nuclear localisation sequence (NLS) is
further added to enhance the power of the recombinase and a hexamer of histidine
residues (His6) serves as a tag for the purification of the recombinant protein.

By an easy and standardised procedure the His6-TAT-NLS-Cre (HTNC) protein
is expressed in E. coli bacteria with a yield of up to 40 mg recombinant protein per
litre of culture volume in a simple flask culture. The bacteria are lysed by sonifi-
cation and enzymatic (lysozyme) digestion and a cleared lysate is prepared by cen-
trifugation. The lysate is incubated with agarose beads that are coated with complex
bound nickel or cobald ions. These beads are commercially available from several
companies. The histidine tagged protein bind to the nickel coated beads. Binding is
antagonized by addition of imidazole that is structurally similar to histidine. By the
addition of imidazole unspecific binding can be prevented and rising concentrations
of imidazole in the buffers are used to wash the beads after collection in a column
and to elute the purified protein. By this process the HTNC protein can be obtained
in quantities of up to 100 mg with standard laboratory equipment. After dialysing
against cell culture medium or appropriate protein storage buffers the HTNC can be
frozen in aliquots for long time storage (Peitz et al. 2002).

To apply the cell permeable Cre the cells are incubated with serum free media
in monolayer or dissociated and plated with HTNC to achieve optimal recombina-
tion efficiencies. For fibroblasts and mES cells a recombination efficiency of up to
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Fig. 7.11 Design of the Cre reporter vector. The ubiquitous CAG promoter drives the expression
of red fluorescent protein (RFP). The RFP coding sequence is flanked by loxP sites depicted by
triangles. When Cre recombination occurs the RFP sequence is eliminated and the expression of
enhanced green fluorescent protein (eGFP) is enabled

Fig. 7.12 HEK293 cells were stable transfected with the Cre reporter vector (Fig. 7.11). Without
Cre activity the cells express exclusively RFP (left panel). By the application of rising concentra-
tions of cell permeable Cre (HTNC – increasing concentrations from left to right) in an overnight
incubation experiment the GFP expression is turned on in different numbers of cells

96% could be shown (Peitz et al. 2002). To assay the quality of the HTNC pro-
tein we have designed a double fluorescent HEK293 reporter cell line. The reporter
cells contain an expression cassette for red fluorescent protein (RFP) where the RFP
coding sequence is flanked by loxP sites and followed by GFP (Fig. 7.11). In the
unrecombined state the cells are brightly red fluorescent but do not show green
fluorescence. Upon recombination, as a result of addition of cell-permeable HTNC
protein, the RFP coding sequence is excised allowing the expression of GFP. For
the assay shown in Fig. 7.12 the Cre reporter cells were treated with different con-
centrations of HTNC overnight. As a result an increasing fraction of the cells has
underwent recombination of the reporter vector with an efficiency near to 100% at
higher concentrations of HTNC. Taken together the use of cell permeable Cre has
several advantages compared to transfection:

• Easy to produce in large amounts and therefore cost effective;
• Purification of the HTNC protein can be performed with standard laboratory

equipment;
• No unknown components;
• No introduction of plasmids that might integrate into the genome with undesired

effects;
• Perfect transient action of the Cre recombinase for the lifetime of the protein;
• Very high recombination efficiencies in different cell types.

7.11 Outlook

ES cell derived cardiomyocytes are promising candidates for cell therapy of se-
vere heart diseases. Scientists are now focussed on strategies implicating conversion
of a somatic cell to an ES cell like cell with multipotent or pluripotent potential.
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Cell permeable pluripotency factors or sophisticated fusion procedures, transfec-
tions with genes coding for stem cell factors, or novel tools may resolve the limi-
tations currently existing. Based on these technologies it might become possible to
create custom made cells with perfectly matching immunological patterns for each
individual patient. Future applications of cardiac tissue engineering might be based
on the transplantation of different cell types, including progentior cells, to the site
of tissue damage rather than in vitro generation of contractile tissue that might be
transplanted. Transplanted cells are able to engraft into the given tissue structures
requiring less invasive operation procedure than tissue exchange. However, the lack
of vascularisation remains a challenge for in vitro tissue engineering.
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Chapter 8
Collagen Fabrication for the Cell-based
Implants in Regenerative Medicine
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Abstract Though transplantation of cells, tissue or organ has been regarded as an
ideal approach, scarcity of donor is a practical barrier in clinics. Current progresses
in cell engineering has opened a new era, providing tools for host-regeneration by
implanting manipulated cells in forms of cell therapy, which includes delivery of
single cells or multicellular structural support of hybridized cells, as a represen-
tative individualized treatment method. This chapter mainly concerns on the cell-
based implant made of cells and collagen, the main structural protein in extracellu-
lar matrix in mammalian tissue, as it has been regarded as a promising method for
manufacturing a biologically mimicked artificial tissues.

8.1 Regenerative Medicine

Regenerative medicine is to repair, replace and/or modify the disordered or damaged
human body, either from a disease and/or an injury, via functional regeneration of
the host cells, tissues and organs by placing appropriate cells of optimal quantity
into the damaged body and maintaining the cellular functions that provide expected
efficacy. Outcome of the regenerative medical treatment completely depends on the
viability of delivered cells.

Embedding and planting, referred to as implantation, of devices made of biocom-
patible materials has been widely applied. Metals, ceramics, synthetic and natural
polymers are the fundamental biomaterials that are convenient for processing and
fabricating into various forms of tissue supporting structures. However, lack of their
biological function is too far from the ideal goal for treatment.

From this perspective, transplantation which involves transferring procured cells,
tissue or organ from a donor and planting into a recipient to replace the damaged
lesion has been regarded as an ideal approach that provides biological restoration
with recovery of physiological functions.

Nevertheless, the opportunity for selection of the completely perfect donor for
a patient is critically limited in practice. The gene-homogeneity between the donor
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and recipient, mainly in human leukocyte antigen (HLA) types, is the first factor
to avoid any post-operative complication oriented from the immune responses. Al-
though autologous tissue is the most appropriate if damage or defect is not related
to immune disease, applicable size and volume of donor site are extremely lim-
ited. Allogeneic tissue has been the second choice for transplantation since sev-
eral immune-suppressive agents have been introduced, but these agents also lead
to other immune-depressed diseases by breaking the natural immune homeostasis.
Xenogeneic tissue and organ transplantation have been suggested by a number of
researchers but longevity difference between human and donor animal is a great
barrier that cannot be overcome at present.

An approach to treat gene-defect oriented congenital disease by delivering cor-
rect genes directly to a patient, known as gene therapy, has been introduced as an
individualized treatment tool. Selected genes hybridized with a carrier vector are in-
jected into a patient, and the vector may infect patient’s cells and leave the selected
genes within patient’s cells. Then, the delivered genes may express its genetic char-
acteristics necessary to cure the disease. However, the gene therapy bears several
problems: (1) there is no perfect method to deliver genes into appropriate cells, (2)
efficiency of gene expression varies, and (3) the gene delivering viral vector may
induce unpredictable and unknown complications in body.

Another individualize treatment tool called cell therapy is planting therapeutic
cells. Instead of transplanting tissue or organ, therapeutic cells are delivered in forms
of either transplantation of natural cells or implantation of artificially manipulated
cells. In addition, resource of applicable tissues from which therapeutic cells could
be prepared is expanded. Conventional transplantation mainly consists of matured
tissue or organ, but it is now possible to obtain therapeutic cells from any tissue at
any growth stage, including embryonic blastocyst. Through in vitro gene modifica-
tion of cells, it is possible to select only the cells which possess appropriate genes
for treatment purposes from outside of the human body.

Theoretically, in case of autologous cell therapy, patient’s cells are harvested
through autopsy or procurement, and the treatment gene for correction is transfected
into the cells. After culture, only the completely gene-transfected, healthy cells are
collected, and the selected cells are further cultured to obtain abundant number of
cells to deliver in forms of cell suspension for injection. As the whole procedure
is performed in vitro environment, only perfectly modified therapeutic cells are se-
lected. In case of allogeneic cell therapy, donor’s HLA could be also replaced by the
recipient’s to escape from the post-operative immune rejection. Furthermore, risk
of inducing uncontrollable oncogenesis oriented from the mutated cells is avoidable
during the cell selecting procedure in vitro [1].

8.2 The Cell-Based Implants

To deliver the selected cells into the selected site in recipient’s body, it is neces-
sary to fabricate cell delivery vehicle with biomaterials that supply agents to main-
tain cell-viability and act as probes for piloting cells toward appropriate site. The
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Fig. 8.1 Cell Preparation for Implantation

cell-based implant is defined as any implant in combination of cells and biomate-
rials which are intended to repair, modify and/or regenerate human body, through
expected regulation and control of cellular functions and/or behaviors after implan-
tation. The cell-based implant consists of artificially manipulated therapeutic cells
hybridized with biomaterials in vitro. For cell therapy, each cell is individually hy-
bridized with biomaterials, but in forms of tissue engineered implants, cells are hy-
bridized with scaffold-biomaterials that act as structural support in the same way as
the extracellular matrix in tissue does [2] (Fig. 8.1).

8.3 Requirements of Materials for the Cell-Based Implants

Substances applied to control biological events of cells may have biological risks. In
manipulating cells, various kinds of substances functioning chemically at molecu-
lar level are used in cell-modifying procedures. Biological agents, such as enzymes
in the nucleic acid recombination procedure, cytokines in cell differentiation and
proliferation control, and peptides in cell culture media, are regarded as biologic
substances, and they must not produce any biological hazard during the manipula-
tion procedures.

In gene modification process, to avoid adverse reactions oriented from viral vec-
tors, such as retrovirus, adenovirus and adeno-associate virus, non-viral vectors are
designed to avoid biological risks and to manipulate easily. Capability of non-viral
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vectors is mainly dependent on endocytosis mechanism, but the extent of develop-
ment in an artificial vector that provides efficient endosomal escape to deliver the
gene finally into nucleus is still questionable at present.

Biocompatibility is the primary requirement for any material used in manufac-
turing implant. In the cell-based implants, the material hybridized with cells shall
either biologically or mechanically be compatible with the neighboring cells at the
delivered site. For cell therapy, each cell would be hybridized with nano-sized par-
ticles that have specific affinity to the treatment target site and self-driving ability.
Particles shall be dissociated from the delivered cell after landing at the site and
be completely excreted without accumulation in the recipient’s body and any side
effect. Size of a tissue cell is about 10 ×10−5 m (= 10 μm), a virus is 10 ×10−7 m
(= 100 nm), diameter of a DNA is 10 ×10−8 m (= 10 nm), diameter of a hydrogen
atom is 10 ×10−9 m (= 1 nm), and hybridizing substances are smaller than a μm.
However, there is no accurate tool to detect these extremely small, nano-scale parti-
cles that exist in living body for safety evaluation of a substance at present.

The cell-fabricating operator might be exposed to the substances during the
whole manipulating procedure, and further investigation is necessary to avoid haz-
ards. Otherwise, currently introduced biomaterials for cell encapsulation are de-
signed to protect therapeutic cells from immune rejection while providing the ex-
cretion of biologics from the cell, and mostly to manufacture macromolecules with
less difficulty to characterize [3].

8.4 Biomaterials in the Cell-Hybridization

In producing multicellular structural cell-based implants, so called tissue engineered
implants, various biomaterials of either synthetic or natural substance are applied.
Basically, conventionally available biomaterials can also be adopted as long as the
permanent biocompatibility is approved.

Synthetic polymeric biomaterials are the representatives, and can be non-bio-
degradable or biodegradable after implantation. Non-biodegradable materials are
usually intended for use in cell therapy where cell-encapsulation is required to pro-
vide and maintain optimal cellular function (e. g., alginate, liposome, etc.) by pro-
tecting the cells from host immune reaction, and/or for a tissue engineered implant,
which requires the physiological load-bearing compliance (e. g., polyurethane scaf-
folds for blood vessels, tendons, ligaments, etc.) after implantation. They perma-
nently remain at the planted place in recipient’s body. Meanwhile, biodegradable
materials are usually intended for use in implants which restore the histological
structure and replace the cellular function of recipients. They are gradually de-
graded in recipient’s body through hydrolysis or enzymatic function after implanta-
tion (e. g., poly L-lactic acid, poly glycolic acid, etc.).

In cases of using synthetic polymeric biomaterials, behavior of hybrid cells is
mainly dependent on surface characteristics of material. Especially, the cellular
events such as adhesion, differentiation, proliferation and migration on the non-
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biological synthetic biomaterial are important for maintaining viability of cells im-
planted in bio-inert materials. Furthermore, an increased regional acidity induced
by dissolved acidic component through hydrolysis from the biodegradable materi-
als demonstrates the limitation in mimicking natural biological environment with
synthetic biomaterials.

Natural biomaterials are mainly composed of extracellular matrix (ECM) com-
ponents (including structural components and biomolecules) originated from au-
tologous, allogeneic and xenogeneic tissues of mammalians. Collagen, elastin,
chondroitin-6-sulphate and hyaluronic acid are structural components.

Biomolecules, such as peptides, fibronectin, laminin, vitronectin and fibrin, and
cytokines as growth factors and apoptosis signal promoters, are biologically active
substances produced by nature. Non-mammalian substances such as silk fibroin,
crab chitin and chitosan and agar are also included in this criteria. At this scope, it
can be recognized that, although any xenogeneic cells are still not permitted, xeno-
geneic ECM components are permitted for the “trans-” or “im-”plantable biomate-
rials. For cell-based implants that utilize xenogeneic tissues or their derivatives as
biomaterials, secure risk controls shall be applied on sourcing, collecting and han-
dling xenogeneic ECM, on the validation of elimination and/or inactivation of ad-
ventitious agents, such as Transmissible Spongiform Encephalopathy (TSE) agents
in case of using bovine tissue, in products.

Non-comparable biological superiority of natural ECM components are applied
for improving biocompatibility of synthetic polymeric biomaterials as grafting ma-
terials onto the surface of material. Also, bioactive agents (including biologics, an-
tibiotics, and antimicrobials) and/or synthetic drugs can be medicinal components in
biomaterials, and they shall be assessed, in the context of their integration with the
cell-based implant, according to pharmaceutical principles. This assessment shall
consider the effects of medicinal components on product and vice versa. Further-
more, the medicinal components could be an additive to treat the recipient’s dis-
ease [4].

8.5 Characteristics of Collagen

In mammalians, collagen comprises about 30% of total proteins and exists as a main
structural component in ECM and supports anatomical morphology of every tissue
and organ. Although more than 20 types of them are informed, type I collagen,
which has a specific molecule of the super-coiled triple helical peptide chains, is the
most abundant in body. In brief, each peptide chain is a specific left-handed helix
of 100,000 molecular weight and consists of repeating “-Glycine-X-Y-” amino acid
sequence. As the arginine–glycine–aspartic acid (RGD) sequence is a typical cell
adhesive ligand, collagen demonstrates strong cell adhesion property.

3 left-handed helical peptide chains are integrated by intramolecular bindings
of hydrogen bonds at glycines to glycines and hydroxyl bonds at hydroxyprolines
to hydroxyprolines in each chain to form a right-handed triple helical collagen
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Fig. 8.2 Structure of Type I collagen molecule

molecule. In a chain, 1012 amino acids are involved in the formation of a molecule,
and each free-end of a chain that is not integrated with the others, is made of
12 – 17 amino acids and named as telopeptides. Each of these at the C- and N- termi-
nals of molecule binds to another and forms a long linear chain. Collagen is easily
denatured at temperature over 37 ◦C through disintegration of the intermolecular
bonds, and becomes gelatinized to form a randomly coiled chain with less viscosity
than that of collagen. Once denatured, gelatin is amorphous and does recover the
intermolecular bonds in nature and is more easily digested by metaloprotease than
collagen.
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A type I collagen fibril consists of 5 collagen linear chains with strong inter-
molecular hydrogen bonds at lysine to lysine in each molecule.

In nature, ε-NH2 of lysines and hydroxylysines at the both extremities of telopep-
tide is converted to aldehydes by lysineoxidase, and the Schiff base formation by
binding aldehyde with residual ε-NH2 or by aldol condensation between aldehyde
to aldehyde occur. This strong molecular binding is called as the crosslinking and in-
troduces strong mechanical characteristics to collagen to act as the structural matrix
in tissue and provide organ morphology.

As hydrogen concentration of body fluid is pH 7.4, collagen is regarded as a weak
base substance, and is generally extracted from mammalian tissue.

Collagen is the hydrophobic protein and is generally insoluble in a neutral so-
lution, but non-crosslinked collagen is soluble in the neutral base solution such as
NaCl or Na2HPO4. On the other hand, weak acid such as HCl, citric acid and acetate
breaks the intermolecular Schiff base bonds and the acid soluble collagen molecules
are extracted. After extracting acid soluble collagen, non-acid soluble remnants re-
main, and these are strongly crosslinked collagen fibrils. When additional process
using pepsin that digests the linear intermolecular bonds at each telopeptide is per-
formed, telopeptide-free collagen molecules, known as the atelocollagen, can be ob-
tained from remaining collagen fibrils. Because telopeptide demonstrates individual
gene-characteristics, these atelocollagen molecules are recognized as immune-free
substance and are applicable to medical and pharmaceutical purposes.

High concentration of bases such as NaCl, Na2SO4, Na2 HPO4 aggregate the
acid-soluble collagen molecules in solution, and this phenomenon is applied to
produce collagen membranes, threads and hollow fibers. However, randomly re-
constructed intramolecular and/or intermolecular bonds do not provide sufficient
mechanical properties compared to natural collagen in tissue. Hence, in order to
fabricate collagen with higher mechanical strength, re-crosslinking methods are in-
troduced [5] (Fig. 8.2).

8.6 Fabrication of Collagen

Collagen has been regarded as the first candidate for hybridization with cells as it
exists in every part of body as the main extracellular matrix component. Although
implantation of xenogeneic cells is not practically permitted, immunefree atelocol-
lagen is generally extracted from mammalians for medical use. Bovine is the most
popular resource provided if cows are grown at the officially recognized region that
is free from TSE.

As atelocollagen has no telopeptides that integrate with other atelocollagen
molecules, basic technology to produce intramolecular and intermolecular bonds
for construction of the extracellular matrix with adequate mechanical properties
required by tissue where the artificial cell-based implant is delivered is the re-
crosslinking method using chemical reagents or physical dynamics.

Most common chemical reagent adopted for this process is glutaraldehyde that
introduces stable covalent NH2 to NH2 bindings between the molecules. As amine
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to amine (NH-NH) bonding exists in every amino acid in molecules, the chemi-
cally crosslinked collagen demonstrates high strength, but irregular patterns of the
crosslinked fibers and protracted resorption are general disadvantages. Furthermore,
in case of using glutaraldehyde, complications due to residual aldehydes often con-
duct calcification that directly leads to the loss of mechanical strength. To overcome
these disadvantages, 1-ethyl-3(3-dimethylaminopropyl) carbodiimide (EDC), which
introduces NH2 to COOH covalent bonding and has no toxicity, has been applied
to the procedure.

To avoid any disadvantage arising from the use chemical reagents, cross-linking
by physical method is employed. Irradiating with gamma or ultraviolet rays pro-
duces radicals in the form of unpaired electrons in the nuclei of aromatic residues

Fig. 8.3 Crosslinking of collagen molecule occurs by Schiff base formation in nature
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such as those in tyrosine and phenylalanine, and binding of these radicals results in
the collagen cross-linking through random NH2 to COOH bonding. Even though
the physical method is safe as it does not involve the use of chemicals, stability of
the crosslink is less than that of chemically induced crosslink.

Collagen can be fabricated into various forms of gel, fiber, membrane with or
without pores, and it can even be grafted onto the non-viable metal, ceramic and
synthetic biomaterials to introduce biological layer on surface.

Atelocollagen gel is easily prepared by dispersing in weak acidic solutions. In
general, collagen is dispersed in a weak acid solution of pH 6–6.5 and finally ad-
justed to required pH by adding base for medical purpose. Additive substance to

Fig. 8.4 Two hours of UV ray (wave length 245 nm) irradiation cross-linked collagen matrix.
a before, and b after irradiation

Fig. 8.5 Ultimate tensile stress of dense membrane in relation to UV irradiation time. Each value
represents the mean ± SD in five samples, ∗ and †: significantly different compared to the control
non-treated group for each type of membrane, ∗: p < 0.05 and †: p < 0.01. CONTROL : non-
treated group, UV1/2: UV-irradiated group for 30 mins, UV2: UV-irradiated group for 2 hours,
UV4: UV-irradiated group for 4 hours, UV8: UV-irradiated group for 8 hours, GA: 0.625% glu-
taraldehyde pretreated group for 24 hours (Y -axis: Maximum tensile stress (kPa))
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provide and/or control the biological function of the collagen can be introduced at
this stage utilizing the high viscosity property.

Biochemical property of collagen molecule can be modified by varying the sur-
face electric charge by altering the molecular side chain which leads to the ad-
justment of hydrophilicity-hydrophobicity balance. Succinylization of amines (NH–
CO(CH2)2-COOH) by using anhydrate succinyl acid provides abundant (−) charges,
and the succinylated collagen becomes soluble in neutral solution, which finally re-
sults in translucent viscous collagen gel with hydrophilicity. Meanwhile esterization
(–COOCH3) of carboxyl group by methanol produces abundant (+) charges on the
collagen and provides a favorable hydrophobic niche for protein adhesion.

Atelocollagen gel is fabricated into fiber form by using an electro spinning. For
example, a collagen solution dissolved in 1,1,1,3,3,3-hexafluoro-2-propanol (HFP)
having concentration over 5% is useful to produce a diameter controlled nanofiber
by passing it through a diameter adjustable nozzle under the condition of a high
voltage at 25 kV, flow velocity at 2.5m/h, metal collector of 2 cm width with rotating
speed at 300 rpm, and distance between the metal collector and spinner of 15 cm,
and finally removing organic solute for 48 hours by drying in a vacuum chamber.
The produced nanofiber is crosslinked by either EDC or UV irradiation later in order
to reinforce the fiber strength, and demonstrates the typical triple helical structure
of collagen molecule.

Freeze-drying the gel in vacuum condition is a simple procedure for fabrication
of a porous membrane, as lower concentration and higher freezing temperature leads
to smaller and bigger pores [6–10], (Figs. 8.3–8.8).

Fig. 8.6 Modification of collagen molecule to increase hydrophobicity by esterization or hy-
drophilicity by succinylation. Succinylated collagen (a) demonstrates higher solubility than normal
collagen gel (b) in distilled water with hydrophilicity
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Fig. 8.7 A scanning electron microccopic surface view of an electrospun collagen nanofibrous
membrane crosslinked by 1-ethyl-(3-3-dimethylaminopropyl) acrbodiimide hydrochloride (EDC).
Crosslinking increased diameter of the nanofibers. a before crosslinking, d: 448 nm, b after
crosslinking, d: 618 nm

Fig. 8.8 Morphological observation of typeI atelocollagen porous membrane: a freezing dry at
−20 ◦C, b freezing dry at −70 ◦C, c freezing dry at −196 ◦C. The lower temperature produces
higher porosity
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8.7 Collagen in the Cell-based Implants

Collagen contains much of the cell adhesive RGD sequences in molecule, thus has
cell conductive characteristics and is applied either in the independent form, in form
of hybridization with biofunctional agents and cells, or, occasionally, in form of
copolymer by introduction of synthetic polymers which is mainly aimed to enforce
mechanical property.

8.7.1 Skin Regeneration

Collagen gel is usually applied to cell culture. A cell culture plate whose bottom
surface is coated by collagen gel and dried makes it possible for suspended cells to
produce a monolayered cell cluster by attaching them to the coated collagen layer.
This technique is directly applied to produce skin wound dressing membranes.

Exposure of dermis to the open air, the grade 3 skin defect, in which the basal
epithelial layer that prevents direct contact of inner body to the outer bodily environ-
ment and supports epithelium as the bed for keratinocytes is destroyed from burn,
and sore spots induced by diabetes mellitus or accident are critical emergency in
clinics. They evolve the direct contamination of dermis which usually progresses to-
ward fatal septicemia or skin necrosis. The conventional treatment procedure mainly
consists of complete irrigation and debridement of the wound, topical administra-
tion of broad spectrum antibacterial and antifungal agents, covering the wound by
oily ointment to protect it from air contact, painful daily dressing change, and ob-
servation of the auto-regeneration of wound by proliferation of both dermal fibrob-
lasts and epithelial keratinocytes and basement membrane reconstruction. Promot-
ing proliferation of these skin cells with protection from air contact until complete
healing is the key technology, and collagen membrane has been applied for this.
For example, freeze dried atelocollagen in vacuum forms a membrane with random
pores, and the pore size into which the cells may proliferate is controlled by the gel
concentration and temperature at which it is frozen. Freeze dried collagen gel of
1, 2, and 5% in concentration at −20, −40, and −80 ◦C for 1/2, 1, 2, and 4 hours
demonstrated that higher concentration produced less and smaller sized pores. Also,
the lower temperature and prolonged freezing time decreased viscosity. To produce
a collagen membrane with optimal pore size of over 120 μm which permits penetra-
tion and proliferation of dermal fibroblast proliferation, the 2% collagen gel freeze
dried at −40 ◦C for 2 hours and crosslinked by EDC or UV irradiation for 2 hours
was found to be recommendable to use as a dermal cell conductive membrane that
provides the appropriate viscosity for initial anchorage, and any inflammatory exu-
date escapes through pores.

A collagen bi-layered membrane is applied to skin in forms of either wound
dressing or extracellular structural supporting matrix for artificial skin. Laminin,
which is a cell adhesive protein and a main component of the basement membrane
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between dermis and epithelium, is mixed with 2% collagen gel. A porous collagen-
laminin membrane is fabricated and freeze-dried as previously described and addi-
tional 4% collagen gel is coated on the porous membrane and crosslinking is pro-
moted by EDC treatment or UV irradiation. Through this procedure, a bi-layered
collagen matrix that consists of dense collagen layer overlaid on the prefabricated
porous collagen-laminin membrane was produced. In use as a wound dressing, the
upper dense layer prohibits direct wound contact with the open air and plays a role
as a bed for keratinocyte proliferation, while the porous layer conducts dermal fi-
broblast proliferation. Thus, the painful daily dressing change becomes unnecessary.
Antibacterial agents encapsulated by hyaluronic acid can be incorporated into the
collagen gel and the drug may be released from the collagen membrane to avoid
periodic topical drug application.

Fabrication of the bi-layered collagen membrane is the basic technology appli-
cable to manufacture of artificial skin. In the 1980s, Bell introduced a method in

Fig. 8.9 Collagen-Laminin hybridized porous membrane for dermis
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which dermal fibroblasts and collagen gel mixture were cultured at 37 ◦C, and when
the cells were confluent in the gradually shrinked gel, the collagen-fibroblast com-
posite is produced. Keratinocytes were overlaid on the composite to mimic anatomy
of the dermal cellular structure, but it required about 20 days for the manufacture
to be completed and it was therefore not applicable to patients with grade 3 skin
wound. On the other hand, Green introduced an advanced method in which dermal
fibroblasts were cultured to form monolayer on a collagen coated culture plate and
then keratinocyte was directly co-cultured on the fibroblast monolayer in a media

Fig. 8.10 Cells attached onto the porous collagen matrix

Fig. 8.11 Scanning electron micrographs of cells attached on a collagen matrix (a), a collagen
matrix containing 9.6% HA (b) and a PU matrix (c). (magnification ×100)
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containing epithelial growth factor. Nonetheless, this method still required at least
a week for the complete fabrication, and employment of growth factors holds a risk
of oncogenesis induction.

To produce an artificial skin, autologous dermal fibroblasts of rat were seeded
into the EDC crosslinked porous collagen-laminin membrane and cultured in min-
imum essential medium (MEM) for 3 days to provide the cell-niche adaptation pe-
riod. 3-day culture is not enough for complete proliferation of cells into pores, but
cells were firmly attached and anchored onto the superficial layer of the porous
membrane due to specific cell adhesive characteristics of –RGD-sequences in col-

Fig. 8.12 Surface characteristics of HA microparticles obtained by encapsulation method (a: with
only HA, X5K, b: with addition of collagen and antibiotics, X3K) and granulated method (c, with
addition of collagen and antibiotics, X3K)

Fig. 8.13 a A facial subcutaneous lesion (dot circle) was augmented by a porous antibiotics encap-
sulated hyaluronic acid hybridized type I atelocollagen implant and dense-porous double layered
collagen membrane was applied as a wound dressing. b After 3 weeks, subcutaneous dermal wound
was completely recovered, and epithelial regeneration was conducted
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Fig. 8.14 Electrophoretic analysis of mycoplasma polymerase chain reaction (PCR). Supernatants
from cell cultures on PLGA or collagen nanofibrous membrane were subjected to the sample prepa-
ration. Lane 1: size marker (100 bp DNA ladder), lane 2: collagen nanofiber with cells, lane 3:
PLGA nanofiber with cells, lane 4: medium with cells, lane 5: medium without cells, lane 6: nega-
tive control (water) and lane 7: positive control

Fig. 8.15 Macroscopic observation of wounds treated with fibroblast seeded collagen nanofibrous
or PLGA nanofibrous membrane at day 0, day 7, day 14 and day 21 after implantation. (Black
arrow head: membrane placed area. Blank arrow head: non-treated control area)

lagen and laminin. After 4 weeks of coverage onto a grade 3 skin wound, der-
mis was completely replaced, and basement membrane lined beneath the dense
layer as the seeded dermal fibroblasts were cultured in situ. Epithelial regener-
ation upon the dense layer surface was poor and partially occupied by the ker-
atinocytes, but full coverage by epithelium was observed after 6 weeks. This phe-
nomenon can be understood as the porous collagen based membrane can play as
a vehicle for dermal autologous cell delivery, and the reconstructed basement mem-
brane, which is a keratinocyte supplying bed in nature, has driven epithelial con-
duction. Later, a collagen-elastin nanofiber was fabricated as previously described,
and the extruded fibers were brought onto collagen gel and crosslinked by EDC.
Using nanofiber made it possible to produce a lattice controlled matrix, and uni-
formly aligned lattices conducted cells to proliferate into the designed lattice pat-
tern [11–17] (Figs. 8.9–8.16).
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Fig. 8.16 Photomicrographs of biopsy specimens from a wound treated with fibroblast seeded
collagen nanofibrous membrane on the postoperative 7th day (A, D), 14th day (B, E), and 21th day
(C, F). Nanofibrous membrane implantion (D, E, F) and sham-operation controls (A, B, C) were
compared (Magnification 40X)

8.7.2 Bone Reconstruction

Collagen gel hybridized with calcium phosphate is applicable as a bone conduc-
tive substitute. Apatite ( Ca10(PO4)

++
6 ), a typical inorganic component of skeleton,

was synthesized and heated at 980 ◦C after which apatite crystals were not sintered
but degradable by hydrolysis. 1% collagen gel was mixed with the apatite in 12:88
w/v, and the mixture was crosslinked. Then the produced apatite-collagen pellet
was implanted into rabbit’s resected tibiae. 4 weeks after implantation, the resected
defect was completely regenerated by host bone with cortical bone continuity and
cancellous bone stroma, and after that, typical bone remodeling process followed
to produce natural bone. However, mechanical strength of the regenerated area was
less than general bone.
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Although collagen based gel is favorable to fabricate cell conductive substitute,
weak mechanical property is a barrier for application in the physiological stress
bearing tissues, and, to resolve this problem, hybridization of collagen with poly-
meric biomaterials has been suggested. Introducing functional groups on esters,
such as polyurethane (PU) and poly lactic-glycolic acid (PL-GA), through treat-
ment with ozone induces surface oxidization that produces carboxyl groups on the
surface which react with amines in collagen.

As the apatite-collagen provided insufficient strength despite promotion of a fa-
vorable osteogenesis, collagen was grafted onto the biodegradable PLA membrane
to reinforce the strength. PLA of M.W. 50,000 was resolved by 99% chloroform so-
lution to produce 9% (W/V) PLA solution, and NaCl crystals (425 – 500 μm) were
mixed to the PLA solution with adjusting NaCl:PLA ratio to 9:1 (w/w). The pre-
pared solution was cast into an appropriate shape, and the solvent was allowed to
evaporate over 24 hrs to produce a porous membrane after leaching out the NaCl
particles with distilled water. To induce molecular bindings between the collagen
within apatite-collagen composite and the PLA membrane surface, PLA membrane
was oxidized by ozone to produce reactive carboxyl and hydroperoxide groups on
the PLA surface. After the ozone treatment at 60 V for 60 min, apatite-collagen
was delivered onto the ozone treated PLA membrane to produce an apatite-collagen
grafted PLA membrane. The grafted membrane was pressed (1 bar at 37 ◦C) from
vertical direction, and then EDC collagen cross-linking was performed to integrate
the mixed atelocollagen fibers in the grafted material. The final product was im-

Fig. 8.17 Scheme of producing carbonate apatite-collagen substitute mimicking bone
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Fig. 8.18 Radiological view of the carbonate apatite-collagen implanted in the resected tibiae of
rabbits for 16wks. a autograft, b apatite-collagen implant and histological view

planted into oval defects induced on rabbit’s calvarial bone. The bone was regener-
ated in a similar manner to that of apatite-collagen implanted model, and the sup-
portive PLA membrane was gradually degraded as the bone was replaced [18–25]
(Figs. 8.17–8.23).

8.7.3 Esophagus Replacement

Collagen grafted synthetic polymer is applicable to soft tissue replacement as well.
Except the air passages such as trachea and bronchus which require almost no re-
peating dilatation-shrinkage action of compliance, most of the tubular-shaped tissue
requires various level of compliance against the mass passing through lumen, as ar-
teries to pulsating blood flow and esophagus to swallowing dietary mass. In general,
tubular walls of those tissues consist of multiple-layered smooth muscle cells to re-
sist against pressure at luminal wall exerted by transporting mass, and appropriate
flexibility is required.

To replace esophagus, polyurethane, a bioinert biomaterial with mechanical ad-
vantage of high durability against continuous bending stresses, was employed.
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An approach is presented for graft copolymerization of type I atelocollagen onto
surface of polyurethane (PU) treated with ozone. Through surface oxidization by
ozone to modify the PU surface, peroxide groups are easily generated. Those perox-
ides are broken down by redox-polymerization and provide active species which
initiate graft polymerization by reacting with amines in the collagen molecules.
Ozone oxidation time and voltage could readily control the amount of peroxide
production. Maximum concentration of peroxide was about 10.20 ×10−8 mol/cm2

when ozone oxidation was performed at 60 V for 30 min. After the reaction of PU
by ozone oxidation, type I atelocollagen gel was graft copolymerized onto the PU.
All the physical measurements on the collagen grafted surface indicated that the PU
surface was effectively covered with type I atelocollagen. Interaction of the colla-
gen grafted PU surface with fibroblasts could be greatly enhanced by the surface
graft polymerization with type I atelocollagen. Attachment and proliferation of fi-
broblasts on the grafted type I atelocollagen were significantly enhanced, and it is
assumed that the atelocollagen matrix supported the initial attachment and growth
of cells. In the early stage of proliferation, collagen synthesis in fibroblasts was not
activated and remained at a relatively low level due to the grafted type I atelocolla-
gen, increasing only fibroblast differentiation. The mechanical property of tubular
tissue was oriented from the alignment of cells that consists of repeated overlayers
of longitudinal and circumferential layers and forms wall thickness.

Fig. 8.19 Production of a carbonate apatite-collagen composite hybridized with a porous poly-
(L-lactic acid) membrane as a membranous bone implant
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Fig. 8.20 A collagen-apatite-PLLA substitute (SEM) (a), and produced pellet (b)

Fig. 8.21 Osteoblasts attached onto CAp + PLLA membrane. Arrows indicate calcium deposit af-
ter 3 days of culture

Regarding this result, a double layered PU tubular scaffold grafted with collagen
was fabricated to produce an artificial esophagus. PU purification was performed
by diluting PU particles in DMAC(dimethyl-acrylamide) solution then precipitating
in non-solvent methanol, and drying the precipitate under vacuum for 2 days to re-
move residual methanol. After purification, PU was dissolved in DMAC solution at
the final concentration of 13%w/w. Glass rod, with diameter of 3 mm and length of
15 cm, was worn with 13% PU solution and then air-dried for 6 hours. This process
was repeated twice. After wearing, an end part of the glass rod was cut, and then
the rod was worn again in reverse direction by the same process to be uniformly
worn. It was dried under vacuum for 12 hours afterward. Completely dried sam-
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Fig. 8.22 In vivo experiment of the CAp - PLLA on to the rabbit calvarial bone defect bone model

Fig. 8.23 Both implanted lesion were completely replaced by the host bone, and on the bone-
remodeling process. CAp + PLLA membrane implant demonstrated a higher structural integration
than CAp

ple was swelled in benzene solution for 1 hour and washed with distilled water for
2 hours and ethyl alcohol for 1 hour. After swelling and wearing process, a porous
PU tube was separated from glass rod and dried under vacuum. To graft collagen,
ozone treatment was performed as described above. The tube was immediately im-
mersed in 1% type I atelocollagen gel, and Mohr’s salt [FeSO4(NH4)2SO46H2O]
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was added to the gel to decompose peroxides. Then polymerization was allowed to
proceed at 35 ◦C and pH 8.0. Type I atelocollagen grafted porous PU tube was dried
in vacuum at 25 ◦C. The tube was dipped in a 2% collagen gel and crosslinked by
EDC later. By this procedure, a porous collagen-grafted tube with inner diameter
of 3 mm, thickness of 0.7 mm covered by dense collagen layer was produced. Rab-
bit’s esophageal smooth muscle cells were seeded and cultured in a mechanically
stressful environment of 10% strain magnitude and 1 Hz frequency. Culturing for
18 hours of mechanically stretching condition and 6 hours of stationary condition
on every 24-hour period, the cultured cells aligned in the perpendicular direction
to the strain direction after 2 days. The collagen grafted PU tube with cell align-
ment control was subcutaneously implanted in nude mice for 4 weeks, and a histo-
logical finding demonstrated that a well-aligned smooth muscle cells reconstructed
the tube which is applicable for replacement of esophagus [26–30] (Figs. 8.24–
8.26).

Fig. 8.24 Cyclic 10% strain magnitude and 1 Hz frequency was applied by a self-designed stretch-
ing chamber. a DC motor, b Gear box, c Cam system, d Quartz chamber, e Forcepses. Cell cul-
tured under white arrow on b indicates the strain direction. a rabbit esophageal smooth muscle cell
seeded into a collagen grafted porous polyurethane tube, b cultured for 12 hrs, c cells aligned in
perpendicular to the strain axis after 24 hours of culture
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Fig. 8.25 An artificial esophagus consists of rabbit smooth muscle cells dynamically cultured in
a type I atelocollagen grafted porous polyurethane tube was subcutaneously implanted in a nude
mouse

8.7.4 Wound Healing promoting Anti-Adhesive Matrix

The idea of collagen grafting was also applied to produce a healing-promoting anti-
adhesive membrane that is particularly necessary in peritoneal surgery to prevent
postoperative adhesion. At first, glycolide and D,L-lactide were recrystallized from
ethyl acetate and dried under vacuum before use. Lactide and glycolide, at a molar
ratio of 75:25, were put into a glass ampoule, and mPEG was added for preparing the
mPEG-PLGA block copolymer through ring-opening polymerization. 0.05%(w/w)
of stannous octoate added to the solution as a catalyst. The ampoule was evacuated
by a vacuum pump, sealed with a torch, and was heated in an oil bath at 130 ◦C
for 12 hrs. After the reaction was complete, resulting polymers were purified by
dissolving in methylene chloride and then precipitated in excess methanol.

Obtained polymers were dried in vacuum. For the preparation of polymer film,
8% solution of mPEG-PLGA in chloroform was cast on a glass plate, and the sol-
vent was evaporated in a vacuum oven for 2 days. On the other side, a porous
collagen-hyaluronic acid (HA-Col) membrane was fabricated and crosslinked. 1%
of hyaluronic acid (HA) (sodium salt, Mw = 120,000 − 150,000) as an aqueous so-
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Fig. 8.26 Histological observation of the implanted artificial esophagus demonstrated a well
aligned smooth muscle cells reconstructing the tube

lution was added to 1% Type I atelocollagen gel, forming 20%(w/w) HA/collagen
solution and homogenized at 8000 rpm for 3 minutes at 4 ◦C. The resulting slurry
was poured into a well plate, frozen at −70 ◦C, and then lyophilized at −50 ◦C. The
fabricated porous HA-Col membranes obtained were immersed in 50 mM of EDC
solution ( H2O-ethanol = 5:95) for 24 hrs. Obtained membranes were washed in dis-
tilled water by a sonicator, and then re-lyophilized at −50 ◦C. To promote cell adhe-
sion, the HA-Col membranes coated with various concentrations of fibronectin(FN)
were prepared by applying 1% FN solution over the HA-Col membranes at doses of
50 μg/cm3 and incubation at 37 ◦C under humid condition for 5 hours.

To prepare HA-Col and mPEG-PLGA bi-layered composite membrane, chloro-
form was sprayed on the surface of mPEG-PLGA film, and then cross-linked HA-
FN-Col membrane was loaded on the slightly dissolved surface of mPEG-PLGA
film. In vitro adhesion test revealed that fibroblasts attached better on HA-Col mem-
brane compared to those on mPEG-PLGA film, PLGA film or oxidized cellulose
film. mPEG-PLGA film had the lowest cell adhesive property. In confocal micro-
scopic observation, the actin filaments were significantly more polymerized when
50 or 100 μg/cm3 fibronectin was incorporated on the HA-Col membranes. Af-
ter 7-day culture, fibroblasts penetrated throughout the HAFN-Col network and the
cell density increased whereas very few cells were found attached on surface of
the mPEG-PLGA film. In vivo evaluation by implantation test for 7 days in rab-
bit’s peritoneal wound showed that the composite membrane could protect tissue
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Fig. 8.27 While the hydrophilic polyethylene glycol molecules on the biodegradable polylactic-
glycolic acid (PLGA) membrane inhibit the adhesion of neighboring cells, the collagen and
hyaluronic acid containing fibronectin porous layer grafted on the other side of PLGA membrane
promotes wound healing. The PLGA membrane may gradually be degraded

adhesion during the critical period of peritoneal healing and did not provoke any
inflammation or adverse tissue reaction [31, 32] (Figs. 8.27–8.32)

8.7.5 Liver Regeneration

Collagen based biomaterial was also applied as a mesenchymal stem cell (MSC)
delivery vehicle. Liver hepatocyte is a representative stable cell that has tremendous
proliferative capacity and ability to differentiate and proliferate when injury or dam-
age occurs in liver. In case of no-proliferation of hepatocytes, oval cells are stim-
ulated to divide and eventually differentiate into mature hepatocytes; therefore, an
oval cell is regarded as a compensatory cell in liver injury, and has been concerned to
be equivalent to liver stem/progenitor cells. Oval cell is oriented from bone marrow
mesenchymal cell, and is a facultative bipotential precursor cell that differentiates
into hepatocytes or bile duct cells. Human MSCs harvested from tibial bone marrow
and co-cultured with hepatocytes for 3 days in medium with additive hepatocyte
growth factor (HGF) produced a confluent mixture of undifferentiated MSCs and
oval cells. To purify the oval cells from nonparenchymal cells, cell cloning method
was applied. Characterization of oval cells was performed by a double immuno-
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Fig. 8.28 The SEM observation of the composite matrix, which consists of a PEG-PLGA film and
porous collagen-HA matrix containing fibronectin

Fig. 8.29 Observed fiblasts on the PEG-PLGA surface were significantly fewer than on the PLGA
membrane surface. Collagen-HA membrane demonstrated high affinity to cell attachment

fluorescence method using alpha-fetoprotein (AFP) and cytokeratin-19 monoclonal
antibody expecting co-expression. Isolated human MSCs oriented oval cells were
seeded on an EDC crosslinked porous type I atelocollagen matrix, and cultured
in medium containing insulin, dexamethasone, and hydrocortisone as the hormone
stimulators and additive cytokines of HGF and epidermal growth factor (EGF). For
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Fig. 8.30 Confocal microscopic images of FITC-phalloidin stained F-actin (green) and PI stained
nucleus (red) in fibroblasts cultured on the PEG-PLGA film (a), collagen-hyaluronic acid mem-
brane (b), 100 μg/cm3 fibronectin coated collagen-HA membranes (c)

Fig. 8.31 Attachment of fetal human dermal fibroblasts on the various types of membranes 4 hours
after seeding: Effect of fetal bovine serum in the culture medium. ∗ Interseed (Johnson & Johnson
Co.) is a commercially available anti-adhesive membrane made by oxidized cellulose

3 weeks, albumin secretion and urea detoxification rate continuously increased ei-
ther in the hormone additive or the cytokine additive groups, and this was directive
knowledge that avoidance of using growth factors in committing MSC-oriented oval
cell toward hepatocyte can escape from risky induction to liver cancer. The collagen
scaffold was able to foster long-term viability and protection of the cells, and this
3-dimensional culture of oval cells is considerable for designing a cell-delivering
tool for hepatic disease [33] (Figs. 8.33–8.38).
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Fig. 8.32 In vivo Experiement: rat abdominal sidewall injury model Photographs of a Col-FN
grafted PEG-PLGA membrane treated group and b control group (right) after 7 days. After an
abdominal midline incision, a+2 cm × 1 cm defect on the anterior abdominal wall of 30 female
Sprague-Dawley rats was created by a template and scalpel. The Col-FN grafted PEG-PLGA mem-
brane (3 cm ×2 cm) was placed as the Col-FN grafted side could face the injured peritoneal wall.
Asymmetric collagen-fibronectin grafted PEG-PLGA copolymer membrane was appeared to suc-
cessfully reduce the incidence of postoperative adhesion formation

Fig. 8.33 Microscopically observed a mesenchymal stem cells co-cultured with hepatocytes on
day 0, b oval shaped cells on day 3, c colony piled oval cells on day 24 in DMEM/F-10 culture
media (×100)

8.8 Discussion

Although collagen is a favorable biomaterial to be employed in a wide range of
fabrication procedures with cells, there is no established tool to isolate and produce
absolute atelocollagen, the immune-free substitute, at present. Even a single remain-
ing collagen dimer or trimer may cause immune reactions in future. The resource
of collagen, especially for clinical applications is also important, because unknown
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Fig. 8.34 The oval cells obtained from mesenchymal stem cells through co-culture with hepato-
cytes demonstrated typical cytomorphorlogcal characteristics

Fig. 8.35 Characterization of the Oval cell mediated from mesenchymal stem cell through co-
culture with hepatocyte by double staining using alpha-fetoprotein (AFP) and cytokeratin (CK) 19.
a AFP – red b CK 19 – green FP and c CK 1

viruses that produce future unpredictable diseases from xenogeneic extracellular
matrix may exist. If single-cell encapsulation by collagen containing signal trans-
duction agents and ligands attracting specific cell adhesive receptors is systemized,
commitment of stem cell differentiation and proliferation toward the designated tar-
get tissue will be achieved, and this may contribute to the future progress of stem
cell-based implant.
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Fig. 8.36 SEM observation of oval cells seeded in porous collagen scaffold. a Oval cells in scaffold
supplemented with cytokines at day 4, b Oval cells in scaffold supplemented with hormones at
day 4, c Oval cells in scaffold supplemented with cytokines at day 7, d Oval cells in scaffold
supplemented with hormones at day 7

Fig. 8.37 Morphology of oval cells in scaffold. Masson & Trichrome Staining

Fig. 8.38 Albumin secretion in scaffold. a Cultured with cytokines in scaffold, b Cultured with
cytokines on tissue culture plate (TCP), c Cultured with hormones in scaffold, d Cultured with
hormones on TCP
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Abstract Tissue engineering is an interdisciplinary field applying the principles of
engineering to life science to generate living tissue and organ replacements. Typ-
ically, cells are seeded onto a biomaterial scaffold to be integrated into a spe-
cific tissue. Both biological and synthetic biomaterials are currently employed
including metals, ceramics and polymers. The cell/biomaterial interactions are com-
plex and hardly predictable. Inevitably this requires the assessment of cytotoxi-
city and biocompatibility in each novel combination of cells and biomaterials.
A cell/biomaterial biohybrid should mimic the natural equivalent as close as pos-
sible – “biomimetic”. Researchers match biomaterial rigidity, stability, porosity,
degradability etc. to the extracellular matrix of a given organ to control cell ad-
hesion, proliferation, and differentiation in a predictable fashion. Examples of this
interface biology and methods to assess the cell-material interactions are discussed
in this chapter.

Stem cells as a source of cells for tissue engineering continue to play an impor-
tant role in tissue engineering. Pluripotent embryonic and multipotent adult stem
cells alike are extensively used in experimental tissue engineering applications and
cell-based therapies. Recent developments in stem cell biology are discussed.

The engineering of cell/biomaterial hybrids for tissue replacement in three di-
mensions is a critical goal of tissue engineering posing a formidable task in itself.
Adequate tissue vascularization, functional tissue integration in vivo, regulatory ap-
proval and economical viability however, must take center stage in any tissue engi-
neering approach seriously interested in commercialization.

9.1 Introduction

In 1993 Robert Langer and Joseph Vacanti defined tissue engineering as “an in-
terdisciplinary field that applies the principles of engineering and the life scien-
ces toward the development of biological substitutes that restore, maintain, or im-
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prove tissue function” (Langer and Vacanti 1993). These biological substitutes
combine cells cultured in a natural or nature-like environment sustaining growth
and differentiation. The environment comprises biomaterial scaffolds providing cell
attachment sites and a basic three-dimensional organisation resembling extracel-
lular matrix (ECM). A tissue engineered substitute is meant to mimic the dif-
ferentiated structure and function of its native counterpart in as many ways as
possible.

Many reviews have dealt with tissue engineering of specialized tissues including
skin, bone, cartilage, ligament etc. Several monographs have been published on this
topic. Here we attempt to recapitulate basic considerations of cell-material interac-
tions. In particular we will discuss the use of stem cells for tissue engineering, recent
advances in material scaffolds, and cell-material interactions.

9.2 The Cells

9.2.1 In Search of an Ideal Cell Source for Organ Replacement

One primary consideration in tissue engineered organ replacement is the choice of
cells and the cell source. It is important to stress that any tissue engineered prod-
uct should contain a cell mass far exceeding the cell mass of the biopsy originally
taken. This is not always the case in experimental therapies. In these unfortunate
cases tissue engineering actually results in net loss of tissue. Therefore cells for tis-
sue engineering must possess a high intrinsic proliferation capacity. Despite a high
proliferation rate, the cells must be able to eventually stop proliferation and enter
terminal differentiation into a desired cell type. Most tissue engineering approaches
include ex vivo steps to expand and differentiate cells in culture. In principle how-
ever, the cell selection and proliferation step might as well be accomplished in the
body using biomaterials with exquisite control of mobilization, proliferation and
differentiation of cells in situ.

Organ function in the body is primarily determined by the differentiated cell
type(s) constituting a given organ. To date skin epidermis is one of the few tis-
sues where this process is understood in any appreciable detail (Clayton et al.
2007). Roughly 200 distinguishable cell types are associated with specialized tis-
sues like connective tissue (fibroblasts), muscle (myocytes), liver (hepatocytes), car-
tilage (chondrocytes) and bone (osteoblasts). It should be recalled that almost every
organ is made up of more than one cell type and that any piece of tissue larger than
a cubic millimetre (1 microliter volume) requires vascularisation to ensure nutri-
ent and waste exchange. Thus cell plasticity, the ability of a precursor cell to form
most or all cells of a given organ and angiogenesis, the sprouting and growth of
new blood vessels continue to be important issues in tissue engineering. For ob-
vious reasons cell plasticity is highest in embryonic tissues. Hence a lot of our
knowledge about cell plasticity was learned from embryo-derived stem cells, ES
cells.
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9.2.2 Stem Cells

Stem cells have two major distinguishing properties: i) They are undifferentiated
cells that renew themselves for the entire life span of an organism through cell divi-
sion and ii) they have a remarkable capacity to develop from a common precursor
into multiple cell types with specialized functions such as the insulin producing cells
of the pancreas, blood cells, nerve cells or beating cardiomyocytes (Fig. 9.1).

Protocols to obtain stem cells from early mouse embryos were developed more
than 20 years ago (Evans and Kaufman 1981; Martin 1981). Since 1998 stem cells
from human embryos can also be isolated and grown in the laboratory (Thomson
et al. 1998). These so-called ES cells were isolated from fertilized oocytes of in vitro
fertilisation patients. In the mouse ES cells are derived from blastocysts 3–5 days
after conception. They give rise to specialized cell types of all three germ layers and
are thus called “pluripotent”. Adult tissues also contain stem cells, e. g. the bone
marrow. These “adult stem cells” may replace cells that are lost through normal
turnover, injury, or disease. In order to use these cells in tissue engineering or in cell
based therapies researchers intensively studied the fundamental properties of stem
cells. These studies are designed to i) determine precisely how stem cells remain
unspecialized and self-renewing for many years, ii) identifying the signals that cause
stem cells to become specialized cells, iii) gain knowledge about how an organism
develops from a single cell, and iv) how healthy cells replace damaged cells in adult
organisms.

Fig. 9.1 Mouse stem cells, their origin and derivatives. All cells originate from fertilized oocytes,
zygotes. Multiple cell divisions into 2-, 4-, 8-cell stages etc. eventually form complex tissue and
whole animals. Bulk tissue formation is mimicked in embryoid bodies (EB), which spontaneously
differentiate into cells of all three germ layers. Adult bone marrow stromal cells (MSC) can be dif-
ferentiated e. g. into neuon-like cells following neural differentiation or into adipocytes following
adipogenic differentiation
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9.2.3 Pluripotent Embryonic Stem Cells

The history of pluripotent ES cells started in the seventies and is based on observa-
tions in teratocarcinomas. Solter et al. (Solter et al. 1970) as well as Stevens (Stevens
1970) observed that teratocarcinomas developed after transplantation of early mouse
embryos into adult mice. A teratocarcinoma is a malign tumor which is composed of
differentiated cells of all three germ layers as well as a population of undifferentiated
cells causing the malignity. These undifferentiated cells, embryonic carcinoma, EC
cells, can be expanded in cell culture (Andrews 2002). During establishment of an
EC cell line the cells undergo oncogenic transformation. As a result these cells have
highly unstable karyotypes resulting in chromosomal abnormalities. Moreover, EC
cells can contribute to all three germ layers in chimeric mice. In general, EC cells
have only a limited differentiation potential and due to the chromosomal abnormali-
ties they cannot undergo meiosis. The origin of EC cells is the embryoblast. It could
be shown that in transplantation experiments only embryoblast-derived cells were
able to generate teratocarcinomas. Grafts originated from other regions of the early
embryo lacked teratogenicity (Diwan and Stevens 1976).

Furthering the research on EC cells, embryonic stem cells, ES cells were iso-
lated from the inner cell mass of blastocyst stage mouse embryos in 1981 (Evans
and Kaufman 1981; Martin and Evans 1975). From these cells undifferentiated
cell lines could be established. Given the right culture conditions ES cells showed
a remarkable genetic stability even at high passage numbers. ES cells give rise
to all tissues of the adult animal and unlike EC cells can form also germ cells
(Bradley et al. 1984). The ability to contribute to the germline formed the basis of
gene targeting technology in mice (Doetschman et al. 1987; Thomas and Capecchi
1987).

The remarkable features of murine ES cells sparked interest in similar cell types
of human origin. This interest is based mainly on four reasons (Smith 2001):

i) Use of these cells to examine aspects of the embryonic development which is
otherwise not accessible. ii) Use of the cells as a basis for functional genomic anal-
yses in diploid human cells to examine and/or manipulate specific gene functions.
iii) Use of these cells as a source of large numbers of phenotypic identical human
cells for pharmacological tests (e. g. toxicity tests). iv) Use of the cells for tissue
engineering and regenerative medicine.

Human pluripotent cells were first described in 1998 (Thomson et al. 1998). The
definition of ES cells maintains that these cells are able to generate chimaeric off-
spring and especially that they contribute to the germline. In human beings this
definition can not be tested for obvious ethical reasons. Despite such limitations
in human ES cell research important differences in the biology of human ES cells
and murine ES cells have been established. One major difference between mouse
and human ES cells concerns the regulation of pluripotency. Mouse ES cells are
usually maintained on fibroblast feeder cells. The feeder cells produce leukemia
inhibitory factor, LIF as the major factor preventing differentiation while maintain-
ing high proliferation. Mouse ES cells grow without feeder cells when sufficient
LIF is added to the culture medium (Smith et al. 1988; Williams et al. 1988). Vice
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versa it was shown that feeder cells lacking LIF are unable to prevent the differ-
entiation of ES cells (Stewart et al. 1992). LIF belongs to the interleukin family
of cytokines. Following binding to its cognate receptor LIF triggers an intracellu-
lar signal cascade resulting in activation of the transcription factor STAT3 (Bur-
don et al. 1999a; Burdon et al. 1999b). By using a constitutively active variant
of STAT3 it could be shown that this activation was sufficient to maintain self re-
newal of ES cells (Matsuda et al. 1999). In the absence of a STAT3 signaling, LIF
activates the mitogen activated protein kinase, MAPK pathway. This pathway in
turn activates extracellular signal regulated kinase, ERK. ERK activation alone pro-
motes the differentiation of ES cells (Burdon et al. 1999b). Thus continuous LIF
activity and prolonged inhibition of the MAPK cascade enable the establishment
of ES cell lines (Buehr et al. 2003). This example shows that the maintenance of
self renewal and pluripotency depend on a fine balance of inhibitors and activators.
Small amounts of bone morphogenetic protein 4, BMP-4, are also required for ES
cell renewal. This quantity of BMP-4 is included in the serum added to the cul-
ture medium (Ying et al. 2003). BMPs were originally detected in association with
bone growth, hence their name. For the self renewing of ES cells the cooperation
of LIF and BMP is necessary. BMP inhibits neuroectodermal differentiation In the
presence of LIF. Without LIF and STAT3 activity, BMP induces the differentiation
into endodermal and mesodermal cell types. Thus the LIF cascade acts as a molecu-
lar master switch changing the action of BMP from an inductor to an inhibitor of
differentiation.

In human ES cells unlike in murine ES cells, LIF is dispensable for maintaining
pluripotency (Daheron et al. 2004; Reubinoff et al. 2000; Thomson et al. 1998).
Furthermore, adding of BMP to human ES cells does not maintain pluripotency, but
induces the differentiation into trophectoderm (Xu et al. 2002). In human ES cells,
LIF is replaced by basic fibroblast growth factor, bFGF/FGF2. Further essential
factors necessary to maintain pluripotency are the transcription factors Oct4 (Niwa
et al. 2000; Pesce et al. 1998; Ying et al. 2003), and Nanog (Chambers et al. 2003;
Mitsui et al. 2003).

Generally ES cells remain pluripotent because they employ several mechanisms
preventing differentiation. Intriguingly ES cells have an unusual cell cycle in that
they lack signal pathways crucial for controlling the cell cycle in most other cells
(Burdon et al. 2002). Interestingly STAT3 activity can influence the cell cycle. One
of the first reactions of mouse ES cells following LIF withdrawal is a change in
cell cycle and an immediate start of differentiation. It is increasingly evident that
epigenetic mechanisms can profoundly regulate the expression profile of a cell,
e.g. by affecting chromatin structure and genome wide methylation patterns (Chen
et al. 2003; Rasmussen 2003; Rugg-Gunn et al. 2005). How do the key genetic
factors and the epigenetic mechanisms act together? On a practical note this ques-
tion is very important, because the mechanisms rendering ES cells pluripotent
may be identical with the mechanisms returning or “reprogramming” a differen-
tiated cell to a pluripotent cell (Takahashi and Yamanaka 2006). Practical know-
ledge in this area will advance therapeutic cloning and cell replacement therapy
alike.
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9.2.4 Adult Stem Cells

By definition an adult stem cell is an undifferentiated cell found among differen-
tiated cells in a tissue or organ which can renew itself or differentiate to yield the
major specialized cell types of that tissue or organ. Research on adult stem cells
started about 40 years ago. In the 1960s, researchers discovered that the bone mar-
row contains at least two kinds of stem cells. One population, called hematopoietic
stem cells, HSCs, forms all the types of blood cells in the body. This knowledge
is applied daily throughout the world when bone marrow or HSC transplants are
administered. HSCs from bone marrow have been used in transplants for more than
30 years (Gatti et al. 1968).

A second population, called bone marrow stromal cells, MSCs, was discovered
a few years later (Friedenstein 1968). MSCs are a mixed cell population generating
bone, cartilage, fat, and fibrous connective tissue. In the 1960s, scientists studying
rats discovered two regions of the brain containing mitotic cells generating neu-
rons. Despite these early reports, most scientists continued to believe that neurons
never regenerated in the adult brain, but were strictly post-mitotic. Only in the 1990s
scientists realized that the adult brain indeed harbors stem cells able to generate as-
trocytes and oligodendrocytes as well as neurons.

The primary role of adult stem cells is tissue repair. Unlike ES cells, which have
a clearly defined origin tissue (the inner cell mass of the blastocyst), the exact lo-
cation of adult stem cells in mature tissues is unknown. Adult stem cells have been
isolated from many organs and tissues including brain, bone marrow, peripheral
blood, blood vessels, skeletal muscle, skin and liver. It is generally believed that
stem cells reside in a specific niche tissue within bulk (Blanpain et al. 2004; Dao
et al. 2007; Lin 2002). This stem cell niche ensures that stem cells remain quiescent
for many years until they are activated by disease or tissue injury. We have deter-
mined that hepatocyte growth factor can potentially mobilize adult stem cells from
bone marrow (Neuss et al. 2004).

Adult stem cells show remarkable plasticity in that they differentiate into a num-
ber of different cell types, given the right conditions (Blau et al. 2001). Bone marrow
stromal cells (MSCs) give rise to a variety of cell types like bone cells (osteocytes),
cartilage cells (chondrocytes), fat cells (adipocytes), and other kinds of connective
tissue cells such as those in tendons (Pittenger et al. 1999) depending on the kind of
differentiation protocol employed (Figs. 9.2 and 9.3).

Neural stem cells in the brain give rise to nerve cells (neurons) and two categories
of non-neuronal cells – astrocytes and oligodendrocytes (Rietze et al. 2001). Epithe-
lial stem cells in the lining of the digestive tract occur in deep crypts and give rise
to absorptive cells, goblet cells, Paneth cells, and enteroendocrine cells. Skin stem
cells occur in the basal layer of the epidermis and at the base of hair follicles (Toma
et al. 2001). The epidermal stem cells give rise to keratinocytes, which migrate to
the surface of the skin and form a protective layer. The follicular stem cells can give
rise to both the hair follicle and to the epidermis.

A substantial number of publications have thus suggested that adult stem cells
are multipotent. This ability has been questioned (Wagers and Weissman 2004),
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Fig. 9.2 Common differentiation protocols for adult mesenchymal stromal cells. Basal medium is
Dulbeccos modified Eagles medium (DMEM) including 10% fetal calf serum. Media supplements
and treatments are as listed. ITS is 5 mg/ml insulin, 5 mg/ml transferrin and 5 μg/ml selenic acid.
DM, differentiation medium, MM, maintenance medium

because several alternative explanations for the observed “transdifferentiated” cell
phenotypes also exist.

Thus the plasticity of adult stem cells is still a hotly debated issue (Aranguren
et al. 2007; Dao et al. 2007; Jahagirdar and Verfaillie 2005; Pelacho et al. 2007;
Ross et al. 2006; Ross and Verfaillie 2007; Serafini and Verfaillie 2006; Snykers
et al. 2006). It is unknown how many kinds of adult stem cells exist in the body
and where. Some data suggest that the “plasticity” of adult stem cells is largely an
artifact of extended culture periods. Furthermore cell fusion (Ying et al. 2002) of
genetically or chemically labeled implanted cells with recipient cells have fooled
several researchers into believing that the implanted cells had attained characteris-
tics of the recipient tissue (Fig. 9.4). These issues need to be resolved, before a final
statement about plasticity of adult stem cells can be made.

9.2.4.1 What Distinguishes Embryonic from Adult Stem Cells?

In summary, embryonic and adult stem cells each have advantages and disadvan-
tages regarding their potential use for cell based regenerative therapies. Firstly MSC
and ES cells differ in the number and type of differentiated cell types they can be-
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Fig. 9.3 Differentiation of MSC into osteoblasts, adipocytes and chondrocytes. The distinguish-
ing phenotype of each cell type is stained by von Kossa stain (mineral deposits), Oil Red O (fat
vacuoles). Chondrocytes develop only in 3D cultures formed by compacting a cell pellet by cen-
trifugation

Fig. 9.4 Alternative explanations of “plasticity” and “transdifferentiation” of cells. In transdiffer-
entiation, a cell becomes several cell types without de-differentiating. Pluripotent cells have even
higher differentiation potential. “New” cell phenotypes can however, also arise from impure, mixed
cell populations or from cell fusion

come. Pluripotent ES cells can potentially become all cell types of the body. Adult
stem cells are generally limited to differentiating into different cell types of their
tissue of origin.

ES cells can be grown to large numbers relatively easy, while MSCs are rare and
methods for substantially expanding their numbers in cell culture have not yet been
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worked out. This is an important distinction, as large numbers of cells are required
for regenerative medicine and tissue engineering procedures.

One important advantage of MSCs over ES cells is that the patient’s own cells
could be expanded in culture and subsequently administered to this patient. Using
a patient’s own MSCs should avert immunological rejection, because of the auto-
logous source. In contrast, any form of allograft or xenograft transplantation would
require the use of life-long immunosuppression. The major perceived disadvantage
of ES cells is teratogenicity. This is the natural down-side of their exceedingly high
proliferation and plasticity. Any ES cell based tissue engineering would hence re-
quire strict culling of undifferentiated precursors.

9.2.5 Perspectives

Dedifferentiation and reprogramming of cells are very powerful in rejuvenating
adult cells into an ES cell-like state. One of the earliest successful strategies along
these lines was cloning by nuclear transfer (Paterson et al. 2003; Wilmut et al. 1997).
Transferring the cell nucleus of a fully differentiated body cell into an enucleated
oocyte creates a zygote that is capable of developing into a clone of the nuclear
donor animal like in the case of the sheep “Dolly”. This “reproductive cloning”
procedure can be terminated after embryo implantation and novel ES cells can be
isolated from the blastocysts that developed from the oocytes. ES cells and tissues
derived that way are immunologically identical to the nuclear donor and should thus
be an ideal source for therapeutic purposes in that donor. Hence the term “therapeu-
tic cloning” for this procedure to generate donor-matched ES-cells and tissues. Re-
programming can also be achieved by cellular fusion (Tada et al. 2003), admixing of
cell extracts, and by extended in vitro cell culture (Collas and Taranger 2006; Collas
et al. 2006; Hakelien et al. 2005; Taranger et al. 2005). The crucial factors required
for reprogramming of mouse cells have recently been identified in an elegant study.
Two Japanese researchers successfully rejuvenated cells of adult mice to a cell type
similar to ES cells (Takahashi and Yamanaka 2006) by introducing just four genes
necessary and sufficient to convert adult cells into pluripotent cells: Oct3/4, Sox2,
c-Myc, and Klf4.

Several adult stem cell populations, called multipotent adult progenitor cells,
MAPCs (Breyer et al. 2006; Verfaillie 2005) or unrestricted somatic stem cells,
USSC (Kogler et al. 2004) are published. Last not least CD117 positive stem cells
were isolated from amniotic fluid, AFS cells. These cells could produce cell types
representing the three primary embryonic lineages mesoderm, ectoderm and defini-
tive endoderm (De Coppi et al. 2007). AFS cells represent about 1% of the cells
found in the amniotic fluid. The cells could be expanded for over 250 doublings
without loss of telomere length. Moreover AFS cells expressed markers of pluripo-
tency, Oct4 and the stage specific embryonic antigen 4, SSEA-4. Other markers for
ES cells were not detected. These cells also expressed markers characteristic for
mesenchymal and neuronal stem cells, but no markers of hematopoietic stem cells,
HSCs. Importantly, unlike ES cells, AFS cells never produced teratomas when trans-
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planted to animals. In summary AFS cells differ from pluripotent ES cells and from
multipotent MSCs therefore may represent a new class of stem cells. They are eas-
ily grown without feeder cells and are readily available from amniocentesis samples.
The obvious advantages of AFS cells may render these cells useful for regenerative
medicine, tissue engineering, gene therapy and drug screening.

9.3 The Material

9.3.1 Scaffolds – Support Materials to Grow Cells into Tissues

Scaffold materials suitable for tissue engineering vary in porosity, composition, and
biodegradability to best mimic the requirements of the organ to be replaced. Further-
more the physiological tissue morphology and function can be fine tuned by gener-
ating increasingly complex and structurally organised implants, which are aligned
to the target organ structure. Bone tissue engineering is a prime example where this
has been thoughtfully considered. Bone is a complex tissue with highly porous mor-
phology in the spongy bone and with solid compact structure in the cortical bone.
The tissue engineering of bone requires strategies to design 3D scaffolds that closely
mimic the anatomical organization of bone and its tissue matrix. Changes in scaf-
fold geometry may impact the flow of medium across the scaffold and thus affect
the supply with gases and nutrients and the removal of metabolites (Detamore and
Athanasiou 2003). For any given porosity, different geometries will lead to differ-
ent effective stiffness (Hollister 2005). An increase in pore size in various scaffolds
was associated with increased vascularisation and osteointegration in vivo, but the
increased pore size reduced mechanical stability of the scaffold (Karageorgiou and
Kaplan 2005). In order to create a mechanically and biologically functional implant,
a compromise was found making the best use possible of the available materials
(Muschler et al. 2004).

9.3.2 Vascularisation and Blood Supply in Tissue Engineering

Proper blood supply is a major problem that must be solved to achieve a successful
organ replacement by a tissue engineered construct. The importance of vasculari-
sation is illustrated by examples from several pathological conditions including is-
chaemic heart disease (Fukuda et al. 2004) and diabetic ulcers (Bennett et al. 2003).
Impaired wound healing in the case of diabetic ulcers occurs due to the lack perfu-
sion resulting in oxygen and nutrient supply as well as inadequate removal of waste
products (Patel and Mikos 2004). Stimulation of angiogenesis much improved heal-
ing of diseased tissues (Hughes et al. 2004). The process of vascularisation requires
angiogenesis, the formation of new vessels from endothelial precursors. One strong
angiogenic stimulus is hypoxia (Bicknell and Harris 2004). The best-known an-
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giogenic factor is vascular endothelial growth factor, VEGF, which stimulates cells
to produce matrix metalloproteinases, MMPs, degrading the surrounding extracel-
lular matrix. This in turn creates a highly pro-angiogenic environment prompting
endothelial cell migration and proliferation. Subsequently, pericytes proliferate and
migrate towards newly formed vessel sprouts and induce maturation by forming
a single cell layer around the vessel sprout (Bruick and McKnight 2001; Hoeben
et al. 2004). A second growth factor with high angiogenic potential is basic fibro-
blast growth factor, bFGF/FGF2. This factor prompts endothelial cells to produce
both MMPs and VEGF and increases VEGF receptor expression thus enforcing the
VEGF signal and locking endothelial precursor cells into a mature phenotype. Like
VEGF, FGF2 stimulates endothelial cell migration, pericyte attraction and matrix
deposition (Presta et al. 2005). Both growth factors act synergistically and may be
applied together to achieve fully developed mature blood vessels (Asahara et al.
1995; Giavazzi et al. 2003; Laschke et al. 2006).

Biomimetic principles are applied to optimize cell performance on the scaffold
material. For instance, to increase the vascularisation of tissue engineered constructs
the pore size of a scaffold has been varied to match an optimum diameter for cellular
adhesion and migration (∼100 μm) (O’Brien et al. 2005). Furthermore, endothelial
cells and fibroblasts were combined in gelatine coated polystyrene scaffolds in or-
der to kick-start robust angiogenesis in vitro, prior to transplantation (Rickert et al.
2003). The addition of glycosaminoglycans and growth factors likewise increased
angiogenesis in vivo (Pieper et al. 2002). Finally, the addition of VEGF and FGF2
bound to its natural ligand, heparin (Nillesen et al. 2007) or to hyaluronan hydro-
gels (Pike et al. 2006) greatly enhanced the vascularization of implanted scaffolds
in experimental animals.

9.3.3 Scaffold Material Influences Cell Behaviour

Materials themselves can greatly influence cell behaviour through chemical com-
position or surface topology. Taking 2D cell culture to 3D-culture of cells can also
greatly influence cell behaviour due to compartmentalisation. Our knowledge of
material control of cell behaviour and the influence of surface chemistry, initial pro-
tein and cell adhesion/morphology and ultimately differentiation is still limited. The
physicochemical properties of the bulk material, including topography, chemistry,
and surface energy modulate protein adsorption in terms of adsorbed species density
and biological activity (Garcia and Keselowsky 2002). Substrate dependent differ-
entiation translates into altered cellular functions, including adhesion, spreading,
migration, and differentiation (Chen et al. 1998; Garcia et al. 1999; Gorbet and
Sefton 2001; Grinnell and Feld 1982; Shen and Horbett 2001). Cell adhesion to ad-
sorbed proteins is primarily mediated by integrin receptors (Hynes 2002). Integrins
represent a widely expressed family of heterodimeric transmembrane receptors that
bind to adhesive motifs present in various extracellular matrix proteins, including
fibronectin, vitronectin, laminin, and collagen (Hynes 2002; Ruoslahti and Piersch-
bacher 1986). Following ligand binding, integrins cluster and associate with cy-
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toskeletal elements to form so-called “focal adhesions”, supramolecular assemblies
of structural and signalling proteins that provide anchorage forces and activate sig-
nalling cascades regulating cell cycle progression and differentiation (Geiger et al.
2001). Many biomaterials are designed to prevent non-specific protein adsorption
and to favour specific interactions e. g. by presenting short biomimetic motifs, such
as the tripeptide sequence of the amino acids RGD (arginine, glycine, aspartic acid),
to promote cell adhesion (Hubbell 2003; Langer and Tirrell 2004). The use of self-
assembled monolayers, SAMs to create a well-defined surface chemistry with se-
lective binding of integrins increases the ligand density and specificity. SAMs are
ordered molecular assemblies formed by the adsorption of an active surfactant onto
a solid surface (Ulman 1996). These thin crystalline films are an ingeniously sim-
ple, yet powerful approach to modifying the surface properties of a material. A pri-
mary advantage of SAMs is that fine-tuning the terminal chemistry can greatly alter
the macroscopic properties of the surface. Such surface properties include wettabil-
ity, cytotoxicity and protein/cellular adhesion. Using alkanethiol SAMs with well-
defined chemistries (OH, CH3, NH2 and COOH) and fibronectin-coating sustained
the growth of myoblasts and osteoblasts, which are hard to grow otherwise. The
modifications were found to modulate integrin binding to the absorbed fibronectin.
Thus material properties direct protein adsorption and thus binding of specialized
cell types (Keselowsky et al. 2005; Keselowsky and Garcia 2005; Lan et al. 2005).

Development of novel biomaterials is incremental and involves rational design
and repeated testing to improve performance. Contemporary approaches focus on
the development of parallel, combinatorial strategies, and the development of large
libraries of polymeric biomaterials (Anderson et al. 2003; Brocchini 2001; Broc-
chini et al. 1998). Using an array spotter and simple acrylate chemistry Anderson
et al. developed a platform enabling nanoliter scale synthesis and cell-based screen-
ing of 1728 individual polymeric spots of microarrayed biomaterials in contact with
human ES cells. Using this approach the authors identified polymers that control
ES cell attachment and spreading, cell type specific growth, and growth factor spe-
cific proliferation. Surprisingly, a variety of materials mediated differentiation of
ES cells into epithelial-like cells (Anderson et al. 2004). This method enabled the
rapid screening of diverse biomaterials within one chemical class. The method can
potentially be further adapted to allow for high throughput screening of polymers
of increasing complexity. As a proof of principle an array of blends of well char-
acterised biodegradable polymers assembled in 3456 spots was tested with regards
to human MSC compatibility, bovine articular chondrocyte and murine neural stem
cell growth (Anderson et al. 2005).

Further studies combined high throughput screening methods with automatic
high content image analysis to rapidly assay for material effects on cell behavior
(Abraham et al. 2004; Ghosh et al. 2007). Genome wide expression profiles will
undoubtedly further boost our knowledge of biomaterials design to produce tailor
made scaffolds for tissue engineering. Genome wide alterations of gene expression
will detect early changes in cell adhesion, metabolism, proliferation, and differentia-
tion. One simple example how a material can influence the genome-wide expression
pattern of cells is shown in Fig. 9.5.
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Fig. 9.5 Human mesenchymal stromal cells (MSC) were grown on PVDF mesh. Top: A Scanning
micrograph of cells on scaffold. B fluorescence micrograph of cells stained with FITC-phalloidin
depicting the actin cytoskeleton. Actin fibres show the cell orientation in relation to the scaffold.
Bottom: The cells were analyzed by genome-wide RNA expression profiling. Cells were grown on
PVDF mesh (M) or on tissue culture plastics (Con). Differentially expressed genes are illustrated
in a Venn diagram (A), a scatter plot (B) and a hierarchical cluster (C) illustrating the entirety of
genes analyzed (A), the most highly regulated genes (B) and their kins (C). The expression patterns
varied with the material

Fig. 9.6 Biomaterial sheets and meshes were implanted subcutaneously in wildtype (+/+) or
fetuin-A knockout mice (−/−). Explanted materials were stained with hematoxilin/eosin. Dark
red staining indicates calcified lesions. Note that material C was highly prone to dystrophic calci-
fication, while material B did not calcify at all in this stringent animal model
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The implantation model shown in Fig. 9.6 was chosen to test the calcification
of materials in a very stringent way that can otherwise only be achieved by long
term implantation. Animal testing should also include disease models in which the
implanted tissue engineered substitute will compensate for lost organ function. For
example tissue engineered bone or cartilage constructs should be tested in a critical
size defect precluding regeneration by endogenous repair mechanisms. Examples
for successful integration of tissue engineered bone may be found e.g. in the work
of Bruder 1998 and Livingston 2002 (Bruder et al. 1998; Livingston et al. 2002).
Both groups implanted cell seeded 3D scaffolds into critical size defects. The tissue
engineered constructs were able to bridge the bone defects in canine and rat femora,
but cell free scaffolds were not, proving the critical role of cell seeding in this ap-
proach. Similar repair was achieved when tissue engineered constructs were used
to fill a large, high load bearing osteochondral defect in rabbits (Shao et al. 2006).
Bridging a critical size defect is also important in tissue engineering approaches for
the repair of spinal cord injuries. In the field of neurological repair functional re-
covery is best tested in behavioral studies, which yield information about sensory
and motor reflexes. Several attemps were made to fill spinal cord defects with cell
seeded 3D scaffolds to build a conduit directing growth of axons (Prang et al. 2006;
Rochkind et al. 2006; Sykova et al. 2006).

Morphological regeneration was routinely reported but unfortunately, not all of
those studies included behavioural tests precluding a final assessment of outcome.

Animal models can be made highly discriminating by using transgenic animals.
For example, mice deficient in fumarylacetoacetate hydrolase (Fah), a metabolic
enzyme catalyzing the final step of tyrosine catabolism, die within 12 hr after birth
from hypoglycemia and liver dysfunction (Grompe et al. 1993). Implanting func-
tional pancreatic cells (Wang et al. 2001), or bone marrow (Vassilopoulos et al.
2003) rescues this lethal defect. Another transgenic model employed the mouse ma-
jor urinary protein-urokinase-type plasminogen activator fusion transgene, which
induces diffuse hepatocellular damage at 3 weeks of age (Heckel et al. 1990). In
this model it was shown that implanted murine ES cells augmented liver regenera-
tion (Heo et al. 2006).

In conclusion, valid in vivo test systems must be used to show function of a tissue
engineered construct in the complex environment of living animals. These models
should be highly standardized to keep results consistent and comparable. Testing
function and morphology as the readout of proper integration of tissue engineering
organs far exceeds the limitations of cell based testing, which is highly dependent
on cell culture conditions, cell types and sources, different donor animal strains,
different scaffolds, choice of biomaterials etc.

9.3.4 Commercial Tissue Engineered Products

Few commercial tissue engineered products have entered the market. Biological
wound dressings for the treatment of burns, chronic ulcers, and surgical wounds
still are the only products with US Food and Drug Administration, FDA approval.
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Two well known products in this area are Apligraf® and Dermagraft®. Apligraf® is
bi-layered mimicking the structure of skin. This skin equivalent comprises a dermal
equivalent derived from neonatal foreskin fibroblasts in contracted type I collagen
matrix and an epidermis generated by neonatal keratinocytes seeded onto the dermal
equivalent (Sabolinski et al. 1996). Dermagraft® is composed of neonatal foreskin
fibroblasts, cultured on Polyglactin 910® a bioresorbable scaffold made of a co-
polymer of glycolic acid and lactic acid, PGA/PLA. The product does not have
an epidermis equivalent (Marston et al. 2003). Another innovative skin substitute,
OrCel® is not currently commercially available. Like Apligraf®, OrCel® is a bilayer
dressing resembling normal skin. The product is composed of type I collagen in
which epidermal keratinocytes and dermal fibroblast, derived from neonatal foreskin
tissue, are cultured in two layers. Fibroblasts are placed within the porous sponge
while keratinocytes are seeded on the nonporous side of the matrix (Ruszczak 2003).
Apligraf® and Dermagraft® took considerable time from development to approval.
The time between initiating clinical trials in leg ulcer repair and product launch was
68 months for Apligraf®. Earning approval for one additional application in diabetic
foot ulcers took another 51 months. This illustrates the challenges ahead in getting
FDA approval for tissue engineered products.

Another example for successful tissue engineered implants is an autologous blad-
der construct for patients with end-stage bladder disease reported by Atala and col-
leagues in 2006. Bladder biopsies (1 – 2 cm2) were taken to obtain urothelial and
muscle cells. After six weeks in culture about 7 ×108 cells of each cell type were
obtained to construct one tissue engineered bladder. The exterior surface of a poly-
meric scaffold was seeded with smooth muscle cells. 48 hours after the smooth mus-
cle cells seeding urothelial cells were added to the inside of the scaffold. Two dif-
ferent types of scaffolds were used. One was made of homologous cell-free bladder
submucosa and the second was a biodegradable composite scaffold made of colla-
gen and poly glycolic acid, PGA. The scaffold was shaped into a three-dimensional
bladder using a computer-generated cast created specifically for each of the patients.
The total thickness of the scaffold was about 2 mm. All scaffolds were sterilized with
ultraviolet light followed by ethylene oxide. The entire tissue engineering process
took seven to eight weeks. The engineered bladders improved the function of the
residual bladder for a period of at least five years. Additional studies are underway
to test the long term function and safety of tissue engineered bladders (Atala et al.
2006).

Regenerating teeth is another area where tissue engineering showed promising
results in animal models. Murine embryonic teeth were used to form dental struc-
tures. Tooth bud cells were seeded onto PGA and polyglycolide-co-lactide, PLGA
scaffolds. The constructs were implanted into adult rats and formed tooth tissue
including primary and reparative dentin and enamel (Duailibi et al. 2004; Young
et al. 2005). The next major advance was reconstruction of teeth and its associa-
ted periodontal root. To this end swine postnatal tooth stem cells including cells
from root apical papilla and periodontal ligament stem cells were seeded onto a root
shaped block of hydroxyapatite/tricalciumphospate, HA/TCP with an inner chan-
nel space that would allow subsequent mounting of a porcelain crown. This con-
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struct was implanted into the cavity of an extracted tooth. The HA/TCP block was
coated with protective foam. Three months after implantation mineralized root-like
tissue had formed and the periodontal ligaments had regenerated. Using this prim-
itive “tooth stump” as a basis a porcelain crown was affixed. Four weeks onward
the root/periodontal structure had regenerated. This newly grown root significantly
improved compressive strength of the entire artificial tooth when compared to sim-
ple HA/TCP blocks (Sonoyama et al. 2006). These promising results in a pig model
raise hopes for tissue engineered human tooth and root restoration because of close
similarities between swine and human dental tissue.

In summary the combination of cells and material scaffolds into tissue engineered
tissue replacements or even organs poses a formidable tasks. Apart from biological
and technical problems, which – despite all ingenuity – do not easily yield, two
really big hurdles remain at the end of any development: regulatory approval (for
safety reasons) and commercial viability (for lack of health insurance compensa-
tion). These hurdles were certainly out of scope in this contribution, they may be
out of reach for most basic scientists, but one should never loose them out of sight.
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Science may set limits to knowledge, but should not set limits to imagination.

Bertrand Russell

Abstract One of the goals of bioengineers today is to answer the basic question of
how individual cells, which together comprise an entire living being, communicate
and interact with one another and the physical and chemical environment in which
they reside.

In this chapter, we will focus on the micro and nano technologies that have been
used to investigate the regulation of cell functions by micro and nano features in ma-
trix distribution, surface topography and three-dimensional (3D) microenvironment,
and explore the technologies that can be applied to the fabrication of functional tis-
sue constructs.

10.1 Overview

One of the goals of bioengineers today is to answer the basic question of how in-
dividual cells, which together comprise an entire living being, communicate and
interact with one another and the physical and chemical environment in which they
reside. Beginning with a single cell, these processes proceed with repeatable and re-
dundant elegance and cells divide, differentiate, migrate, and morph into a complete
and functional organism. There has always been a fascination with this process, and
the evidence of primitive microscopes dates back over 400 years. However, it is not
until recently that we have the technology to not only observe, but also manipu-
late and change the micro and nano environment around cells, and determine what
impact the surrounding environment has on cellular processes.

Beyond that, another lofty goal of many bioengineers today is to develop func-
tional tissues for patients suffering from various diseases. A seminal 1997 paper
showed a human size ‘ear’ on the back of a mouse [1]. Ten years later, tissue-
engineered skin has been used in clinics, and we are still striving to engineer more
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functional tissue and organ replacements for clinical applications. While the prob-
lem of immune rejection is a huge issue in the field, another problem has been form-
ing fully developed tissues and organs in the first place. In particular, it has proven
very difficult to ‘grow’ in the laboratory the more complex tissues in the body, such
as arteries, cardiac tissue and neural tissues. It has become clear that simply seeding
cells in various scaffold materials may not be enough to make a functional tissue,
and there are many problems with tissue remodeling over time, matching mechan-
ical properties, and even just simply matching cell organization to native tissue. In
order to guide and control cell function for tissue engineering, we need to have more
in-depth understanding of cell interactions with physical and chemical factors in the
microenvironment and also need to develop new technologies for tissue fabrication.

Recent technological advances in microfabrication and nanotechnology indus-
try over the past decade have made many new ways of examining and engineering
biological processes possible. Cells themselves are on micron scale, ranging from
about 10 microns to 100 microns in diameter. Even smaller, proteins range from
nanometers (e. g., integrins) to the hundreds of nanometers (e. g., collagen fibers).
Cellular behavior and processes take place on this micro and nano scale, and now
that modern technology has caught up with nature, we are able to probe, examine,
manipulate, and wonder at the amazing machinery that maintains life. Not only are
we able to use this technology to study cell behavior, but we can also utilize this
technology as a way to create new therapies and engineer tissues that are function-
ally similar to native tissues.

In this chapter, we will focus on the micro and nano technologies that have been
used to investigate the regulation of cell functions by micro and nano features in ma-
trix distribution, surface topography and three-dimensional (3D) microenvironment,
and explore the technologies that can be applied to the fabrication of functional tis-
sue constructs.

10.2 Regulation of Cell Functions by Matrix Patterning

10.2.1 Matrix Patterning

Extracellular matrix (ECM) molecules such as fibronectin, collagen, laminin and
elastin are large multi-domain glycoproteins with a multitude of functions. They
not only bind and support cells via integrins but also are actively involved in sig-
naling cells and sequestering as well as modulating the function of other signaling
molecules. Micropatterning of matrix molecules on cell culture substrates allows for
the specific control of cell size, shape, growth, migration and differentiation. Such
studies have elucidated the effects of both chemical signaling and spatial ECM pat-
terning on cell functions.

Matrix micropatterning involves fabricating two-dimensional (2D) cell culture
substrates with cell adhesive regions and cell repulsive regions. The simplest method
relies on the use of polymer molds that allow either physical or fluidic patterning of
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molecules on cell culture substrates [2]. To fabricate the molds for micropatterning,
a micropatterned silicon wafer is made using photolithography, a technique com-
monly used to fabricate microelectronic devices. The photolithography process con-
verts a geometric shape in a mask into topographical features on the surface of a sil-
icon wafer that is pre-coated with photoresist. Then, the micropattern on the silicon
wafer is transferred to a elastomeric polymer mold such as a poly(dimethylsiloxane)
(PDMS) stamp using soft lithography techniques. The polymer mold can be de-
signed for microcontact printing or microfluidic patterning, the two most commonly
used methods of micropatterning.

For microcontact printing, the polymer mold has “posts” in the shapes and sizes
of the desired micropattern (Fig. 10.1A). The molds are inked with molecules to be

Fig. 10.1 Two techniques for micropatterning ECM. A Microcontact printing. B Microfluidic pat-
terning
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patterned, which can either be the matrix molecules themselves or other molecules
that attract matrix molecules. After the polymer mold has been inked, it is brought
in conformal contact with the cell culture substrate to transfer the molecules from
the mold to the cell culture substrate in the desired patterns. The remaining re-
gions on the cell culture substrate are then blocked with appropriate molecules (e. g.,
polyethylene glycols) to prevent cell adhesion to those regions. Instead of microcon-
tact printing the ECM molecules themselves, other molecules such as alkanethiols
may be printed. By fine-tuning the chemical composition of the alkanethiols, matrix-
attractive alkanethiols are printed into specific shapes and the remaining regions are
then blocked with matrix-repulsive alkanethiols. The cell culture substrates are then
incubated with solutions containing ECM molecules. The ECM molecules will pref-
erentially attach to the micropatterned matrix-attractive alkanethiol regions.

The technique of microfluidic patterning (Fig. 10.1B) relies on the use of polymer
molds with microchannels to control the flow or contact of fluids with cell culture
substrates. In such techniques, a polymer mold with microchannels is fabricated
using soft lithography. The mold is sealed onto the cell culture substrate. Then the
solution containing cell adhesive molecules (such as ECM) is flowed through the
microchannel formed between polymer mold and the substrate, depositing a specific
micropattern of cell adhesive molecules onto the cell culture substrate. Using two
or more inlets with a series of mixing steps downstream, it is possible to use fluidic
micropatterning to engineer gradients of soluble factors or bound ECM molecules
on cell culture substrates [3].

10.2.2 Cell Proliferation and Survival on Micropatterned Matrix

Micropatterning techniques have been used to manipulate cell spreading and mor-
phology, which have profound effects on the ability of the cell to survive and/or
proliferate. On 2D culture substrates in vitro, adherent cells tend to spread out more
than they do in vivo and exhibit higher proliferation rates. With the aid of matrix mi-
cropatterning, the relationship between cell spreading area and cell proliferation has
been clearly defined. In general, adherent cells allowed to spread out more tend to
proliferate at higher rates than cells confined to small adhesive regions. For example,
hepatocytes cultured on squares of ECM regions ranging in size from 1600 microns2

to 10,000 microns2 are less proliferative and secrete more albumin when confined to
smaller regions as compared to bigger regions [2]. Endothelial cells (ECs) cultured
on very small square islands (100 microns2) of ECM undergo apoptosis at a rate sim-
ilar to their apoptotic rate in suspension culture. Increasing the cell spreading area
increases the rate of EC proliferation on micropatterned matrices. By micropattern-
ing small islands of ECM and allowing cells to spread across them, the same study
proved that it is, in fact, cell spreading area rather than the area of cell-ECM contact
that is responsible for modulating cell growth [4].

A potential clinical application for cell size control via matrix micropatterning
is to limit the proliferation of smooth muscle cells (SMCs) on vascular implants.
Hyperproliferation of SMCs on vascular implants such as stents and vascular grafts



10.2 Regulation of Cell Functions by Matrix Patterning 219

leads to restenosis. In vitro, SMCs seeded on micropatterned strips of ECM adopt
a more elongated morphology and exhibit a significantly reduced rate of prolifera-
tion as compared to SMC cultured on unpatterned substrates [5]. Thus, the concept
of modulating cell shape to control proliferation may, in one instance, be translated
to vascular implant design in order to prevent hyperproliferation of SMC in clinical
applications.

10.2.3 Cell Migration on Micropatterned Matrix

Cell migration is important for tissue morphogenesis, repair and regeneration. In
many cell and tissue engineering applications, it is necessary to control the migration
of cells to ensure proper cell organization and tissue formation. For example, the
patency of vascular grafts is greatly improved when an EC monolayer forms on
the luminal surface and separates the implant surface from blood. If an acellular
vascular graft is implanted within the body, the long-term patency of the graft relies
on the ability of the host ECs to migrate across the luminal surface of the graft
and establish an organized monolayer. Cell migration is also important for wound
healing where quick and efficient cell infiltration and organization into the wound is
critical for wound closure and prevention of infections.

Matrix micropatterning can influence cell migration in a number of ways. It may
be used to dictate the direction a cell migrates and the extent of its migration. The
shape of the cell plays a major role in influencing its migratory behavior. In fact,
a cell seeded on teardrop shaped ECM regions migrates forward from its blunt end
rather than its sharp end (Fig. 10.2A). The polarity induced by the teardrop shape
translates down to the cytoskeleton as well as the migration machinery, thus com-
mitting the cell toward a specific direction [6]. The concept of cell polarity influenc-
ing and enhancing cell migration is also further shown by the migratory behavior of
cells on thin strips of ECM. For example, ECs assume a more polarized morphology
when restricted to very thin ECM strips (e. g., 10–20 microns wide) [7]. This polar-
ized morphology translates to a polar organization of focal adhesions thus gearing
the cell toward migration along the length of the strip (Fig. 10.2B). The polar orga-
nization of focal adhesions also increases the speed of EC migration as compared to
their migration on wider strips of ECM.

Matrix micropatterning may also be used to direct cell migration through hap-
totaxis – the cell migration towards the regions of higher ECM density. By pat-
terning regions or gradients of ECM, the cell’s direction and/or speed of migration
may be controlled (Fig. 10.2C). For example, by patterning alternated matrix strips
with high and low densities of collagen, step-gradients of collagen are created [8]
(Fig. 10.2D). The crosstalk of haptotactic factors and other environmental factors
(e. g., fluid shear stress) can be studied in this system. In addition, either step gra-
dients or continuous gradients of substrate bound ECM may be used to attract and
organize cells.

A cellular function related to cell migration is neurite extension from neuron cell
bodies. Matrix micropatterning may be used to control axon specification and di-
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Fig. 10.2 Effects of micropatterned matrix on cell migration. A Cell shape affects the direction
of cell migration. B Cell migration on thin matrix strips. C Cell migration on a continuous ECM
gradient. D Cell migration on step-gradients of ECM proteins. Arrows indicate the direction of cell
migration

rect neurite extension from neurons. Axon specification of neurons is controlled by
micropatterning gradients of ECM such as laminin [9]. In this instance, the neuron
sprouts axons from its cell body where it experiences the highest density of laminin
molecules. Neurite extension may be specifically guided by culturing neurons on
very thin strips of ECM and physically restricting the growth of neurites along the
narrow strips [10]. These concepts have important implications for nerve graft de-
sign and may help improve the guidance of regenerating nerves across large injury
gaps.

10.2.4 Cell Differentiation on Micropatterned Matrix

Controlling cell shape and size via matrix micropatterning can also have profound
effects on cell differentiation. Adult bone marrow mesenchymal stem cells have
the potential to differentiate toward various mesenchymal lineages such as bone,
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fat, cartilage and tendon/ligament. By controlling the shape and spreading area of
MSC on cell culture substrates, it is possible to direct them toward fat or bone lin-
eages [11]. MSC that are allowed to adhere, spread and flatten out on large mi-
cropatterned squares preferentially differentiate toward bone lineages while those
allowed to adhere but not spread out on very small micropatterned squares prefer-
entially differentiate toward fat lineages. In these instances, the shape of the cell
directs its lineage commitment by influencing the expression and activity of specific
intracellular signaling molecules.

Matrix micropatterning has also been used to screen ECM densities and compo-
sitions for stem cell differentiation. In such systems, matrix micropatterning allows
for high throughput control over cell densities with low consumption of ECM. In
an exemplary study, microarray technology was used to study the effect of varying
compositions and densities of various ECM molecules on hepatocyte function and
mouse embryonic stem cell differentiation [12]. This high throughput matrix mi-
cropatterning approach was used to identify various combinations and densities of
ECM that specifically enhanced hepatocyte function and encouraged the differentia-
tion of mouse embryonic stem cells toward the hepatocyte lineage. This technology
may be used in future applications to screen for factors that enhance or direct differ-
entiation of adult and embryonic stem cells toward specific lineages.

10.3 Topographic Regulation of Cell Functions

The physical structure of the tissue can act as guidance for tissue morphogenesis
and remodeling. At the nano to micro level, the topography of ECM plays an impor-
tant role in regulating cell functions. Collagen, one of the most ubiquitous proteins
in the human body, is found mostly in the form of nanometer to micrometer scale
fibers. Thus, cells not only interact with ECM proteins and growth factors, but also
respond to nano and microscale topographical features in the microenvironment. For
example, the porous, stiff structure of bone that osteoblasts encounter is very differ-
ent from the soft, elastic environment that cells in arteries experience. Even within
a given tissue, the local microenvironment changes quickly on a microscale. In the
artery, the intima consists of an EC layer aligned longitudinally along the artery. In
the media, SMCs are arranged circumferentially. The physical organization of cells
within a tissue is important in dictating the function of the cells.

Microscale topographic features have been shown to regulate many aspects of
cell functions. Microtopographic patterning uses soft lithography techniques to gen-
erate various microtopographical features on PDMS or other polymer membranes.
For example, one simple pattern involves channels that can have varying widths,
depths and spacing. Similar to the micropatterned matrix strips, the microchannels
provide topographical cues that modify cell morphology and, thus, modulate cell
functions such as proliferation. For example, SMC cultured on 20-micron wide mi-
cropatterned channels have more elongated cell morphology, less spreading, and
a significant decrease in cell proliferation compared to SMCs on unpatterned sur-
faces [5].
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Microscale topographic features can also modulate cell and tissue organization.
For skeletal muscle, changing the topographical environment of the myoblasts di-
rects differentiation and organization of myotubes. In native tissue, the differenti-
ation of myoblasts into fused, multinuclear myotubes results in organized parallel
bundles of muscle fibers that can contract efficiently. In vitro, however, myoblasts
tend to differentiate and orient randomly, and display no organization. Myoblasts
cultured in vitro on PDMS membranes patterned with 10 micron wide grooves
spaced 10 microns apart differentiate into organized, parallel myotubes with de-
creased proliferation and increased myotube length compared to the myoblasts on
unpatterned surfaces [13]. Actin filaments and muscle fiber striation also align with
the microgrooves.

It is well accepted that cell migration can be regulated by topographic cues. Cells
can sense the topography of the ECM (e. g., aligned fibrillar matrices, shape, texture,
etc.) with dimensions from a few nanometers to hundreds of microns, and the migra-
tion is regulated by topographic guidance (or contact guidance) [14–16]. Similar to
cell migration on micropatterned matrix strips, the control of migration direction by
topography is likely through actin polymerization. The aligned fibril or grooves may
promote the actin polymerization and protrusion in the parallel direction, which will
result in aligned FAs and traction force in the same direction. Topographic guidance
has great potential in tissue engineering applications. Micropattened polymers and
aligned nanofibers can be used to control the structure and organization of engi-
neered tissues (see Sect. 10.4).

Furthermore, topographic patterning can be used to measure the deformation of
the cell adhesion substrate and thus the forces exerted on the substrate. For example,
micropatterning has been used to make an array of the fluorescent dots in a flexible
substrate for the measurement of traction forces exerted on ECM by migrating cells.
The displacements of fluorescence dots are mapped during cell migration, and the
traction forces are computed from the displacements of the dots and the mechanical
properties of the elastic substrate [17]. Another approach uses a microfabricated
array of vertical elastic posts coated with ECM proteins [18]. Local traction forces
at multiple subcellular positions could then be measured based upon the deflection
of these posts, which act like elastic beams under pure bending.

Similar to matrix patterning, topographic patterning can be used to control cell
functions such as proliferation, organization and migration. While matrix patterning
is more appropriate for cell culture studies in vitro, topographic patterning is rel-
atively easier to be applied to the fabrication of biomaterials with micro and nano
features on the surfaces or in 3D structures.

10.4 Engineering 3D Environments with Micro Features

The in vivo environment is a 3D space, and thus 3D in vitro examination of cell
structures and tissues is essential in identifying important structural signals that
dictate tissue function. Micro and nanotechnology make it possible to fabricate
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biomimetic tissue that can be finely controlled, resulting in 3D tissue models for
basic research or better grafts that can be easily integrated into the native tissue.

One approach is to fabricate complex 3D tissue structures using the 3D printing
technique, which produces 3D structures layer by layer from a computer-aided de-
sign model. Binder materials can be delivered by ink-jet printing to define the shape
for each layer (Fig. 10.3A); alternatively, laser beam can be used to cure the photo-
sensitive resin. This technique can be used to create structure of any geometry, and

Fig. 10.3 Micropatterning 3D microenvironment. A 3D printing. From a computer-aided design
model of the desired structure, a slicing algorithm draws detailed information for every layer.
Each layer begins with a thin distribution of powder spread over the surface of a powder bed.
Using a technology similar to ink-jet printing, a binder material selectively joins particles where
the object is to be formed. A piston that supports the powder bed lowers so that the next powder
layer can be spread and selectively joined. This layer-by-layer process repeats until the structure is
completed. Unbound powder is removed, leaving the fabricated structure. B Dielectrophoretic pat-
terning of cells in 3D matrix. Cells in a matrix gel are sandwiched between two conductive plates,
one of which is patterned with photoresist (lower plate). The setup is subjected to an alternating
current, during which time the cells move into the areas where there is no photoresist. The gel is
subsequently polymerized with UV to hold the cells in position. C Microfluidic patterning of a co-
culture system. Matrix gels with randomly seeded endothelial cells are formed using microfluidic
patterning, followed by seeding of fibroblasts on top of the culture. After several days, the ECs
align themselves along the length of the gels, with early sprouting structures. D 3D patterning of
cells using microstamping. A 3D polymer microstamp in a matrix gel creates cavities in which
cells can be seeded. Another layer of matrix is then polymerized on top, forming tubule shaped
clumps of cells
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out of any material, including ceramics, metals, polymers and composites. Further-
more, it can exercise local control over the material composition, microstructure,
and surface texture. For example, regionally selective adhesion area and microstruc-
ture can be printed using biocompatible and biodegradable polymers [19]. However,
due to the biocompatibility issues (binder materials, laser beam) during 3D printing
process, it is a challenge to print cells into the 3D structure directly.

Another interesting use of microtechnology in 3D combines dielectrophoretic
(DEP) forces and photopolymerizable gels to control the arrangement of cells in
complex patterns [20]. Manipulation of particles, such as cells, subjected to a non-
uniform electric field, has been useful in cell separation and trapping (Fig. 10.3B).
This method utilizes this concept by patterning a metallic substrate with SU-8 pho-
toresist to form a conductive plate. A mix of cells in an unpolymerized gel is sand-
wiched between two conductive plates (one patterned with conductive areas), and
an alternating current is applied to the plates, forming areas of high electric field
strength where the insulating photoresist layer is not present. The cells move into
the areas with high DEP forces within a few minutes, and are then trapped in the
arranged configuration through UV polymerization of the gel. Subsequent layers of
cells (in the same or different patterns) can then be organized and polymerized se-
quentially in a similar fashion. This method can be useful in forming a complex,
multilayer and multicellular tissue.

The highly organized structure of capillary networks in tissue is very difficult to
reproduce in vitro. It is possible to fabricate simple 3D channels of ECM (collagen,
chitosan, fibronectin) via microfluidic patterning [21]. These 3D gels can be em-
bedded with ECs, and then seeded with fibroblasts (Fig. 10.3C). This 3D directed
co-culture results in a uniform reorganization of the ECs into a stem shape with
sprouting structures, and cell orientation that is parallel to the channel or sprouts.
These ECs are also supported by the fibroblasts in the surrounding ECM. While
these structures are not stable in the long term, it offers a proof of concept that
directional patterning of 3D structures in vitro is possible.

Similarly, a recent study used micropatterned 3D molds to examine the branching
morphogenesis of mammary gland epithelial cells [22]. PDMS molds were used to
form elongated cavities in collagen gel, in which mouse mammary epithelial cells
were seeded (Fig. 10.3D). Upon induction of branching morphogenesis via addition
of epidermal growth factor, it was observed that there was differential branching at
the ends of the tubules, and not the sides. Further testing concluded that the position
of the cells determined the signaling necessary to promote or inhibit branching.
Induction factors are mitigated along the stem of the tubules due to the autocrine
release of inhibitory morphogen, TGF-β. Overexpression of active TGF-β inhibited
branching entirely, and rearrangement of the distance between tubules also affected
branching – the tubule ends that were most distant showed branching, but branching
was inhibited at tubule ends that were in close proximity to other tubules. This
simple model demonstrates that the position of cells dictates the concentration of
local growth factor signals that can regulate tissue morphogenesis.

These examples of 3D use of microtechnology show the different approaches that
can be taken in this field. One method may be more useful than the other, depending
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on the particular goals, but all are useful ways of observing cell behavior in 3D.
Further studies with 3D tissues will further our understanding of how these tissues
develop, grow, and maintain themselves in vitro and in vivo, and potentially lead to
improved tissue replacement options.

10.5 Nano Patterning for Cell and Tissue Engineering

While cells as a whole are in the microscale range, subcellular structures and pro-
teins are much smaller, down to nanometers. Recent advancements in technology
have resulted in fabrication of devices and scaffolds with nanoscale features, and
with this knowledge a growing field dedicated to nanotechnology has emerged. The
development of novel nanotechnologies will allow us to not only investigate cellular
processes on the nanoscale, but also develop new therapies for medical applications.

Nanofibers are nanoscale fibers composed of biological and/or synthetic poly-
mers that can be patterned into various orientations and shapes to influence cell
and tissue behavior. Nanofibers can be used to mimic the structure, morphology
and size of native ECM fibers such as collagen fibrils. A common method for fab-
ricating nanofiber scaffolds for tissue engineering is electrospinning (Fig. 10.4A).
Electrospinning is a versatile technique that may be used for both biological and
synthetic polymers. Many biocompatible and biodegradable polymers can be made
into nanofibrous structure with this technique, which offers tremendous opportu-
nities to engineer various scaffolds for many tissue engineering applications. The
basic electrospinning setup involves the controlled delivery of a polymer solution
to the tip of a spinneret that is placed with a specific distance from a grounded col-
lector substrate. A power supply is used to charge the polymer solution and create
an electrical field between the spinneret and the grounded collector substrate. The
technique relies upon the ability of the electrical field to overcome the surface ten-
sion of the charged droplet of polymer solution at the tip of the spinneret. The result
is a jet of polymer solution that travels from the edge of the droplet toward the col-
lector substrate. As the jet travels through the air the solvent evaporates, resulting
in the deposition of thin polymer fibers on the collector substrate. By varying the
collector substrate, it is possible to produce nanofiber scaffolds in various shapes
(e. g., tubes) and with varying degrees and directions of alignment. For example,
anistropic nanofiber scaffolds may be fabricated by using a rotating drum as a col-
lector. Collector substrates with air gaps also induce alignment of fibers that deposit
across the air gap [23].

Cells seeded on anisotropic nanofibers align their cytoskeleton parallel to the
fiber orientation (Fig. 10.4B). Anisotropic nanofibers may be used to restrict cell
size and shape. For example, SMCs cultured on aligned nanofibers adopt an elon-
gated morphology. Such morphology could influence SMC proliferation similarly
to the effect of ECM micropatterning or microtopographic patterning. Anisotropic
nanofibers also have profound effects on cell migration and neurite extension from
neurons. Neurons seeded on these aligned fibers preferentially extend their neurites
in directions parallel to the fiber orientations [24].
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Fig. 10.4 Electrospun nanofibers for tissue engineering. A Electrospinning setup. B The use of
anisotropic nanofibers to organize cells. Cells can respond to nanoscale features in the substrate.
Cells on random nanofibers show random orientation and are disorganized, while cells on aligned
nanofibers have organized cell-cell interactions and tissue-like structure

Anisotropic nanofiber scaffolds have the greatest potential for regenerating highly
organized tissues in the body such as tendons, ligaments, blood vessels, muscle and
nerve. In these applications, the aligned nanofibers may influence cell and ECM
alignment thus allowing the regenerated tissue to match the morphology of the na-
tive tissue. In fact, anisotropic nanofibers induce, enhance and specifically orient the
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extension of neurites from sensory neurons within dorsal root ganglion nerve tissue.
The scaffolds also enhance the fusion of myoblasts into myotubes that organize in
parallel orientation to the nanofiber alignment [13].

Anisotropic nanofibers influence cells similarly to matrix micropatterning or mi-
cro topographical patterning. However, unlike micropatterned matrices, anisotropic
nanofibers are not limited to 2D substrates or by distinct regions of cell adhesive
and cell repulsive regions. Three-dimensional biocompatible and biodegradable tis-
sue engineering scaffolds composed entirely of anisotropic nanofibers may influence
and organize cells and tissues more effectively than microfabricated scaffolds.

10.6 Perspective

In the past decade, many studies have been performed to examine the regulation of
cellular functions by the micro and nano features in the microenvironment. While
we expect to see more in-depth investigations of cell responses to micro and nano
features in different types of tissues, we are well equipped to explore the use of mi-
cro and nano technologies to fabricate biomimetic materials for clinical applications
such as tissue regeneration. Beyond the scope of this chapter, there are many other
aspects of micro and nano technologies with potential for basic research and med-
ical applications. For example, micro bioreactors can be used for high throughput
screening of cell culture conditions and factors, nanoparticles can be used for prob-
ing and imaging applications, and nanostructured materials can be used for drug
delivery. With the efforts, creativity and imagination of scientists working in this
exciting field, micro and nano technologies will have significant impact on science
and technology development in the future.
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Abstract At present, drug development and validation is still a time consuming
and cost intensive process. For highly efficient target validation, drug safety as
well as drug screening, innovative cell and tissue based sensors provide power-
ful tools that can be applied in a very early phase of the drug development cycle
and that significantly reduce costs by minimizing the failure rate of drug candi-
dates at later stages. The combination of Micro Systems Technology (MST) and
Nanotechnology (NT) as well as their integration with living cells and tissues al-
lows the development of highly efficient biological Micro-Electrode-Mechanical-
Systems (bioMEMS) or biosensors for functional real-time monitoring. The follow-
ing chapter gives an overview of various different types of biosensors and describes
several recording techniques and the practical application of biosensors for screen-
ing of multiple physiological parameters under high-content and high-throughput
conditions.

11.1 Introduction

11.1.1 Preventive Medicine and High Effective Therapies

New diagnostic real time test systems making use of nano- and microsystems tech-
nology to better measure disease-related biomarkers could and therefore offer indi-
vidual risk assessments before actual symptoms occur. Based on such an online and
real time analysis, patients could be recommended with an increased risk to take
up a personalized prevention program. People with an increased risk for a certain
disease could benefit from a regular medical check-up schedule to monitor changes
in the pattern of their relevant biomarkers or could be individually treated with in-
dividual therapies at an early time range.

If the preventive medical investigations had found an indication or already possi-
ble symptoms for a certain disease, more specific diagnostic procedures are needed.
Miniaturized biomonitoring systems will make it possible to perform bioelectronic-
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based diagnostics everywhere. Automatic methods and software programs will give
easy diagnostic results without an expert at site. Conceptually novel methods, com-
bining biochemical techniques with advanced biomonitoring by e. g. bioimpedance
spectroscopy provide insight to the behavior of single diseased cells and their micro-
environment for the individual patient. This could lead to personalized treatment and
medication tailored to the specific needs of a patient and to more effective drugs.

11.1.2 Follow-up Monitoring After Therapy –
Therapeutical Control

Medical reasons may call for an ongoing monitoring of the patient after complet-
ing the acute therapy. This might be a regular check for reoccurrence, or, in case
of chronic diseases, a frequent assessment of the actual disease status and medica-
tion planning. Continuous medication could be made more convenient by micro-
implants which controlled drug releasing or diluting modes over an extended length
of time. In-vitro as well as in-vivo diagnostic techniques play an important role in
this part of the care-process for a systematically monitoring to pick up early signs
of reoccurrence of a disease or disorder. Neurology, cardiology, and oncology are of
the areas where these techniques are already tested today. Some types of tumors can
be controlled by continuous medication extending the life expectancy. However, in
case the tumor gets resistant to a certain medication, signs of disease progression
can be immediately picked up and alternative treatments can be prescribed.

11.2 Real Time Monitoring and High Content Screening

The future of an innovative and efficient drug and therapy development will depen-
dent on technology platforms which will provide a high content and high throughput
real time screening using cell and tissue based disease models. In neurological and
cardiovascular research during the last years various novel therapies and drug candi-
dates have been developed. Nevertheless the problems are the extensive time frame
and intensive and increasing costs for the development and validation of drugs and
therapies because of a more complex drug development and a prolonged chain of
economic value added. Since 1990 [1] the pharmaceutical industry expended thrice
of economic funds whereas since 1996 the amount of applications for approval and
accreditations for New Medical Entities (15 NME in 2005) at the FDA (Food and
Drug Administration, USA) decreased dramatically [2, 3]. The costs for the devel-
opment of novel drugs in comprehension to the economic deficit of all other drug
candidates is add up to approximately 897 Mio. US $ [1]. Today the average devel-
opmental period for drugs until its readiness for marketing and accreditation is 10
to 15 years whereby the failure rate increased dramatically e. g. a drug candidate in
phase I clinical trial has a chance of approximately 8% becoming accredited [3, 4].
The celerity for identification of lead structures and targets by genomics and pro-
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teomics is not correlated with the subsequent tests for drug activity and mecha-
nisms of drug effects. Preclinical trials are not sufficient for drug safety, effects, and
toxicology. Therefore, there is a need for novel cell and tissue based high content
screening systems with a modular and fractal technology platform concept for bet-
ter, ultra-fast and reliable predictions. High Content Screening (HCS) using organ-
otypic (pathologic) cell and tissue models in combination with a real time monitor-
ing would drastically reduce (i) the cost of drug development and (ii) the quote of
failures in preclinical trials (approx. 20 – 30%, e. g. a reduction of 10% corresponds
to 100 Mio. US $ [2]). For a high efficient target validation, drug safety as well as
drug screening and therapeutical control in innovative medicament development,
biosensors combined with cells and tissues as biological targets are in the focus of
pharmaceutical assays.

Since microfabrication techniques expand into the field of biology and medicine
more and more innovative screening methods became applicable for screening of
manifold cellular parameter. The detection of cellular alterations by means of non-
invasive bioelectronic screening techniques has fundamental advantages in com-
parison to classical methods such as molecular, histochemical or proteinchemical
analyses of single cells, tissues, organs, and other biological samples. In general
bioelectronic screening of physiological parameter can be achieved under labeling-
free and non-destructive conditions. Based on the non-invasive nature of these tech-
niques long term measurements can be performed without influencing cellular be-
havior. Hence, the cellular read out reflects the real time without disturbing effects
due to complex and long lasting physical procedures. Although these methods are
well suited to study a broad spectrum of biological and medical problems, in many
cases the real cellular information dropped away since, e. g. staining artifacts, makes
it difficult or completely impossible to interpret the extracted cellular data. In prin-
ciple, tracing of biological processes in living cell can be performed with modern
labeling techniques (generation of fluorescence labeled fusion proteins) but hold the
risk to falsify data due to the positioning of foreign substance within the cell itself.

To achieve non-invasive real-time monitoring in living cells and tissues so-
called bioMEMS (biological Micro-Electro-Mechanical-Systems) or biosensors are
promising tools for a feasible and reliable reading out of multiple physiological pa-
rameters. Substantial advances in both Micro Systems Technology (MST) and Na-
notechnology (NT) as well as their combination have open new avenues for a broad
field of application. Miniaturization of devices and surface modifications at micro-
and nanoscale enables a variety of inexhaustible applications in diagnostic and ther-
apeutic medicine, pharmaceutical industry, basic and advanced research (Fig. 11.1).
Typical examples for the application of Biosensors and bioMEMS are (i) multi-
microelectrode arrays for high content and/or high throughput drug screening and
an improved drug safety, (ii) implantable micro devices for controlled and precise
drug delivery and analysis of body functions, (iii) lab on a chip for multi-parametric
analysis of different cellular parameters of human body fluids, (iv) neuroprosthesis
for stimulation and sensing of neuronal signals within the central nervous system
(CNS) and peripheral nervous system (PNS), (v) neuronal regeneration (vi) bioma-
terials and tissue engineering for organ or tissue replacement.
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Fig. 11.1 Advances in new fabrication technologies such as Micro-Systems Technology (MST),
Nanotechnology (NT) and Micro-machining enables a variety of innovative applications of biosen-
sors and bioMEMS

Fabrication of biosensors or bioMEMS is founded on manufacturing techniques
originally developed by the semi-conductor industry. By using micro-fabrication
processes like thin film deposition, lithography, etching, substrate bonding and other
surface modifying techniques allow the generation of precise micro- and nanome-
ter structures (e. g. microelectrodes, microchannels, microcavities) on glass, silicon
and plastic substrates. A textbook example for application of such devices are cell
based biosensors also known as microelectrode arrays. These planar silicon or glass
based microarrays are well-suited for extracellular recording of electrogenic cells
or complex tissues via multiple substrate integrated microelectrodes, mostly consist
of noble metals such as gold, platinum, or titanium [5, 6]. In addition to planar mi-
croelectrodes, field effect transistors (FETs) embedded on glass or silicon substrates
fulfill similar and versatile functions [7–9].

Recording of electrophysiological properties by microelectrode arrays have sev-
eral advantages, especially when this method is compared with classical patch clamp
techniques. For instance, extracellular recording of field potentials by microelec-
trode arrays represents a non-destructive technique that allows long-term experi-
ments of either single and multiple cells or complex tissues (Fig. 11.2). Another
convincing argument for this method is represented by measuring alterations in
membrane potentials in parallel at 60 or more microelectrodes at the same time.
However, one of the exceptional advantages of microelectrode array based record-
ing is its time-saving and cost-effective experimental requirements. In this respect,
multi site recording via planar electrodes point out novel tools for realizing an au-
tomated and non-invasive screening, especially in terms of detecting ion channel
associated diseases and testing drugs according to their effects and side effects. Al-
though these biosensors are often used for stimulation and recording of neuronal
cells an outstanding example for extracellular recording of field potential are car-
diomyocytes since this cell type gives adequate signals based on its spontaneous
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Fig. 11.2 Cells can be cultured on a microelectrode array (left) consisting of 60 planar gold elec-
trodes, each with a diameter of 30 μm (right). Electrodes are connected via thin conductor paths in
order to transfer the active cellular signal to the analyser unit

electric activity. Basically, for passive recording, cardiomyocytes can be simply cul-
tured as monolayer on the top of a microelectrode array for subsequent detection of
alterations of extracellular potentials (Fig. 11.2). Here, electric alterations caused by
ion inward and outward currents are measured between a small working and large
reference electrode. Thereafter, the signal is amplified, processed by an analog-to-
digital converter, analyzed and displayed by a computer-based software (Fig. 11.3).

In the broadest sense this type of recording is comparable to the whole cell con-
figuration of the traditional patch clamp technique. Which type of ion channels is
involved in the generation of field potentials has been shown by using a number of
selective ion channel antagonists (Fig. 11.4; unpublished by Robitzki et al.). The
negative field potential (FPmin) mainly results from the voltage dependent Na+ and
L-type Ca2+ channels, whereas the repolarisation phase is predominately caused by
K+ and IKR-type channels. Based on the curve progression it is possible to detect
influencing positive or negative effects of drugs, biologic active substances such

Fig. 11.3 Typical setup for extracellular recording of physiological parameters of cardiomyocytes
by means of microelectrode arrays
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Fig. 11.4 Formation of field potential recorded with microelectrode arrays. The curve represents
the extracellular recording of membrane potential alterations of cardiomyocytes at a single elec-
trode. For additional information details see text

as recombinant proteins. Modifications in the amplitude of field potentials (Fmax,
Fmin), duration of the inter spike interval (ISI), as well as the QT interval of the
field potential (Fdur) allow an effective screening of potential leads associated with
cardiovascular diseases.

In this context, a number of studies using cardiomyocyte based microelectrode
arrays could identify chronotropic and QT modulating compounds [10–18]. Rother-
mel et al. [17] have demonstrated the high sensitivity of microelectrode arrays by
detecting angiotensin II (Ang II) associated alterations in contraction frequency of
cardiomyocytes. Ang II is a component of the renin-angiotensin system (RAS) and
is involved in a number of physiological function. An improved coupling of car-
diomyocytes on microelectrode arrays enables the detection of Ang II in a concen-
tration of only 10−11 M (Fig. 11.5).

These findings are of significant importance since signaling of Ang II via the
angiotensin II type 1 receptor (AT1 receptor) regulates a variety of physiological
processes in heart, brain, lung, and kidney as well as dysfunctions in AngII/AT1
signaling system results in the development of a broad spectra of diseases mostly as-
sociated with the cardiovascular system [19]. Hence, it becomes clear that this type
of screening system is a promising tool in functional screening of active components
that can be used in the treatment of AngII/AT1 related cardiovascular diseases.

Besides these pharmaceutical applications in drug development, drug testing, and
drug safety recently it has been shown that cardiomyocyte based biosensors are also
of great benefit for diagnostic investigations. An outstanding example is the detec-
tion of AT1 receptor autoimmune antibodies (AT1AA) in sera of pregnant women
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Fig. 11.5 Left: Confocal laser scanning microscopy of cardiomyocytes grown on a nano-columnar
titanium nitrite microelectrode that were stained with an actinin specific antibody (red). Right:
Expression of angiotensin II type 1 receptor (AT1) in cardiomyocytes (red) allows screening of
Ang II/AT1 related cardiovascular diseases (DAPI stained cell nuclei, blue)

suffering from preeclampsia. Preeclampsia is a disorder that occurs after 20 weeks
of pregnancy and affects both the mother and the fetus. It is characterized by high
blood pressure and protein in the urine. Although the exact mechanism of AT1AA
is still matter of debate it is obvious that this autoimmune antibody is crucial in the
clinical manifestation of preeclampsia. Based on the fact that the AT1AA is present
at very low concentrations in the sera of pregnant preeclamptic women the conven-
tional ELISA techniques were not successful in detecting the relevant biomedical
target. A solution for this problem has been found by using cardiomyocyte based
microelectrode arrays. Application of partially purified IgG fractions from sera of
non-preeclamptic and preeclamptic women to cardiomyocyte-based microelectrode
arrays revealed an increase in contraction frequency in AT1AA positive blood sam-
ples, demonstrating the sensitivity of the used cell biosensor [17]. Hence, further
development of these microelectrode array based biosensors to 96- and 384-well
formats will provide a key technology for functional high throughput screening of
all sorts of biomedical relevant substances in electric active cells.

Although multi site-based extracellular recording with microelectrode arrays
belongs to the technique of choice for functional high throughput or high con-
tent screening of electric active cells, this recording method is inapplicable when
non-electric active cells should be used for analysis of cellular parameters. In this
case electric impedance spectroscopy (EIS) on biological systems provide an al-
ternative opportunity to solve these problems. Similar to extracellular recording,
bioimpedance spectroscopy represents a non-destructive method for measuring vari-
ous cellular properties under real time conditions. The frequency dependent changes
of passive electrical parameters of single cells or complex tissues can be easily an-
alyzed by applying varying small alternate currents to living biological systems.
The bioimpedance of single cells or complex tissues is composed of various di-
electric parameters of the cell itself and its surrounding environment. Among these
cellular properties, the capacitance and resistance of the cell membranes as well as
intracellular membranes of organelles, the resistance of the extracellular medium
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and intrinsic cytoplasm, the extracellular matrix and the contact between cell and
electrode contribute to the overall cellular impedance. To analyze alterations of
impedance in living cells, an alternate voltage current is applied to a biological sam-
ple. Based on the dielectric properties of sub-cellular compartments and molecules
the applied current can flow from an active working electrode through the cell or
tissue whereby the remaining current is collected by a counter electrode. Depend-
ing on the frequency of the applied voltage current alterations of certain cellular
compartments can be identified. In this context it is possible to discriminate cellular
behavior according to their dispersions that are divided in α-, β-, and γ -dispersion.
The α-dispersion ranges from 1 Hz to 1 kHz and results from counter ions, glyco-
calyx, and from ion channels, whereas the β-dispersion (1 kHz–100 MHz) is due
to the cytoplasm membrane, intracellular membranes (organelles), cytosol and pro-
teins. Additionally, the γ -dispersion (100 MHz–100 GHz) is defined by the dielec-
tric properties of free and bound water, relaxation of charged subgroups, and par-
tially by protein-protein interactions [19–22]. In particular, the frequency dependent
measurement of manifold cellular alterations of both electric and non-electric active
cells under non-destructive real-time conditions point out the infinite possibilities of
this innovative technique. There are several promising approaches demonstrating the
effectiveness of impedance recording of cellular parameters. First evidences for the
feasibility of high throughput impedance recording has been made by Ciambrone
et al. [23]. They performed impedance recordings by using 96-well microplates with
interdigitated electrodes at the bottom of the device. Application of substances that
specifically affects signal transduction of different G-protein coupled receptors (Gs,
Gq, Gi) and protein tyrosine kinase receptors showed an impedimetric detection of
activated intracellular signaling pathways under non-invasive and labeling free, high
throughput conditions.

Although impedance spectroscopy has unique advantages compared to other
functional screening methods, up to now, this technique is still not widely used for
high throughput application, what is in all probability based on the limited commer-
cial availability of cost-effective, feasible and reliable chip-based microelectrode
arrays. To overcome this problem and to make this technique more accessible to
a broader scientific, pharmaceutical and medical community the group of A. Rob-
itzki has tested whether commercial available microelectrode arrays that are origi-
nally developed for extracellular recording of electric active cells (see above) can be
used for impedance recording [24]. For this purpose MCF-7 cells derived from hu-
man breast cancer cells were cultured as a monolayer on microelectrodes arrays and
treated with PMA (phorbol 12-myristate 13-acetate) to induce intra- and extracellu-
lar changes by activation of PKC signaling pathways. To perform feasible, reliable,
and cost effective impedimetric measurements a commercial impedance gain-phase
analyzer was combined with microelectrode arrays consisting of 60 substrate in-
tegrated microelectrodes (Multi Channel System, Reutlingen). Impedance record-
ings in a range of 10 Hz to 1 MHz revealed that multi arrays with nanocolumnar
structured titanium nitrate electrodes are the material of choice since the electrode
impedance is extremely low when compared with traditional used gold electrodes
(Fig. 11.6; top).
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Fig. 11.6 Detection of PMA induced cellular alterations by Microelectrode Array-based
Impedance Spectroscopy (MAIS). Nanocolumnar structured titanium nitrite microelectrodes have
a remarkable low impedance in comparison to traditional used gold electrodes (top, left). PMA
(phorbol 12-myristate 13-acetate) induced stimulation of PKC signalling pathways caused a time-
dependent increase of the overall cellular impedance in MCF-7 cells (top, right) long before the
first morphological alterations are detectable via conventional immunhistochemical staining meth-
ods as revealed by the detection of the tight junction protein occludin (below)

Application of 0.3 μM PMA to MCF-7 cultures resulted in a predominant in-
crease of the overall cellular impedance within the first 90 min. Later on the
impedance decreased after 240 min (Fig. 11.6; top, right). However, one of the most
striking findings in this study was that impedimetric alterations could be detected
already after 10 minutes after PMA stimulation, and were recordable long before
the first morphological alterations became detectable by conventional immunhis-
tochemical staining methods (Fig. 11.6; below). Moreover, the standard derivation
of all 60 microelectrodes at one array is extremely low and therefore, Microelec-
trode Array-based Impedance Spectroscopy (MAIS) represents a highly sensitive,
feasible, reliable, and reproducible gold standard technique for detecting cellular
modifications. A similar microelectrode array based impedance biosensor has been
realized by parallel screening of suspension cells on planar microelectrodes. The
innovative design of this biosensor allows the parallel micro-fluidic positioning of
single cells through micro-holes that are integrated in the centre of planar elec-
trodes [25]. The advantage of this biosensors is its fast and parallel impedance
recording since the time consuming pre-cultivation of cells as monolayer cultures
on the top of microelectrodes is not needed.
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However, the development of biosensors for in vitro testing of cellular function-
ality under three dimensional (3D) in vivo-like conditions is still a challenge for
scientists working in the field of basic or applied sciences. Already existing in vitro
tissues such as explants or artificial generated tissues or organs are crucial in the ap-
plication for impedance based high throughput screening because of their unstable
behavior concerning environmental changes and their laborious handling. Moreover,
synthetic scaffolds that have been mostly used for the assembly of complex tissues
can interfere with impedance recording. For this purpose the improvement of con-
ventional tissue engineering methods or the establishment of new technologies for
the generation of 3D in vitro tissues are of great importance. In this context an in-
creasing progress has been made by introducing a scaffold-free rotation-mediated
generation of sphere-like histotypic in vitro tissues. This technique is based on self
assembly of cells, cell-recognition and cell sorting out processes. Histotypic spheres
can be obtained from single cells of various tissues, including tumors [26–28].
A number of tissue-like spheroids have been produced from primary cells of the
retina, cerebellum, heart, liver, skin tumors and different cell lines [28–32]. Espe-
cially the formation of cell–cell and cell–matrix contacts in all three dimensions
are essential for intercellular communication which in turn regulates fundamental
cellular processes such as growth, proliferation, differentiation, migration and pro-
grammed cell. Another advantage of 3D spheroids is their well-defined size that
allows e. g. the monitoring of tissue penetration of drugs and other biological ac-
tive substances. However, coupling of 3D spheres on microelectrode arrays requires
an improvement of the existing sensor design. One of the central problem for this
application is the exact positioning of free floating spheroids in close proximity to
the measuring and counter electrodes. To solve this topological problem two micro-
electrode arrays have been design and fabricated for tissue-based impedance screen-
ing. The first approach is realized by a parallel hydrodynamic positioning and im-
pedimetric measuring of spheroids in micro-capillary based sensor chips (Fig. 11.7).
The functionality of the biohybrid sensor has been tested by the transfection of
tumor spheroids derived from a breast cancer cell line with an antisense butyryl-
cholinesterase (BChE) expression vector construct that is known to inhibit cellu-
lar proliferation and to induce apoptosis. Hydrodynamic positioning of treated and
non treated spheroids in micro-capillary array with subsequent impedance recording
showed a decrease of the extracellular resistance that was obviously induced by the
suppression of proliferation and programmed cell death [26, 27].

However, since controlling of micro-fluidic systems for hydrodynamic position-
ing of spheres is laborious and carrying the risk of interfering with the impedance
measuring setup, other strategies for a more simple positioning have been devel-
oped. The idea was to integrate micro-cavities on silicon, glass or plastic substrates
(Fig. 11.8; unpublished by Robitzki et al.). By using these micro-structured cavi-
ties it was possible to fix spheres in cavities simply by gravity forces. Moreover,
when the chip consists of cavities with different sizes (e. g. 100, 200, 300, 500 and
1000 μm) spheroids of various diameters can be recorded at once, which is not only
of interest for tissue penetration studies of leads and drugs but also to correlate drug
efficiency with the overall size of tissues. Implementation of one electrode at the
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Fig. 11.7 Tumour spheroids can be easily produced by a scaffold free rotation-mediated reaggrega-
tion technique (left). To determine effects of anti-cancer drugs tumour spheroids are hydrodynam-
ically positioned in micro-capillary and recorded via impedance spectroscopy (right; according
to [27, 37])

Fig. 11.8 Structure and application of tissue-based MCA® (Microelectrode Cavity Arrays) for
impedance measurement. The biosensor consists of multiple cavities with different diameters to
facilitate positioning of spheroids of different sizes. Electrodes at the edge of each side of the cavity
allow impedimetric four point measurement (according to Robitzki et al., University of Leipzig in
collaboration with Fischer et al., TU Ilmenau)

edge of each side of the cavity allows four point measurement that dramatically
improve the signal-to-noise relation and thus, reduce the interference liability of
impedance spectroscopy.

First tests of this microelectrode cavity array (MCA®) with spontaneous beat-
ing 3D heart cell spheroids showed promising results that may open new fields of
application especially in terms of analyzing ischemic cardiomyopathy in vitro. Is-
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chemic induced cardiomyopathies are the leading cause of congestive heart failure
(CHF) with 15 million affected patients worldwide and a 5-year mortality of 50%.
Congestive heart failure results from loss of cardiomyocytes and ventricle remodel-
ing after myocardial infarction. Depending on the amplitude of infarction dramatic
structural changes in the ventricle occurred. Ventricle dilatation, scar formation, fi-
brosis as well as hypertrophy of non-infarcted myocardium can be observed. Over
the past years, a number of studies have shown that besides necrosis apoptosis of
cardiomyocytes play also an important role during and after myocardial infarction.
In this context, it has been demonstrated that cardiomyocytes undergo apoptosis
during the acute and chronic stage of myocardial infarction. Here, a significant in-
crease in the number of apoptotic cells at the borders of sub-acute and old infarcts
has been observed. On the basis of these observations it has been suggested that the
loss of cardiomyocytes via apoptosis may contribute to the progression of ischemia
induced heart failure. However, so far, an effective 3D in vitro system for the non-
invasive real time monitoring of complex intra- and intercellular processes occur-
ring during ischemia induced cardiomyopathy is not available. To close this gap,
tissue based MCA® in combination with the cellular component (cardiomyocyte
spheroids) have been used to analyze ischemia induced apoptosis via impedance
spectroscopy (Fig. 11.9).

Impedance recording of ischemic versus non-ischemic 3D heart cell spheroids
was carried out on MCAs® over a period of 24 hours after induction of ischemia.
Treated and non-treated spheroids showed an overall cellular resistance in a range of
1 to 1000 kHz with a maximum peak at 200 kHz (Fig. 11.9, top). Long term record-
ing of an individual spheroid on MCAs® showed a predominant decrease of the
relative impedance after application of ischemia inducing culture medium. The cor-
responding data from vital dye stainings (Fig. 11.9, middle and below; green: living
cells; red: apoptotic and necrotic cells) correlates perfectly with the recorded de-
crease in cellular impedance. At this reason spheroid-base MCAs® are well-suited
to analyze apoptotic processes during ischemia. Based on this 3D biohybrid MCAs
representing emerging gold standard screening tools for non-invasive functional
drug testing under real time conditions. Besides screening of electric non-active
cells by impedance spectroscopy, MCAs® can also be utilized for extracellular
recording of field potentials of electric active 3D cardiomyocyte spheroids. By us-
ing extracellular recording with MCAs® the contraction frequency of spontaneously
contracting rat cardiomyocyte spheroids could be analyzed (Fig. 11.10). Taken to-
gether, both the MCA® based extracellular recording of contraction frequencies as
well as the functional recording of non-electric active cells by impedance spec-
troscopy contributing to an improved drug safety as it has been claimed recently by
the Food and Drug Administration in the United States (FDA) and the European
Agency for the Evaluation of Medical Products (EMEA) in the European Union.

A further fascinating technology that might be highly profitable for a large num-
ber of different scientific disciplines is the laser-based manipulation of cells and
tissues. However, probably based on the missing automation capacity, this power-
ful technique is not well-accepted in the pharmaceutical industry for high through-
put functional screening. In this respect great efforts had been made by our group
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Fig. 11.9 3D tissue based MCAs® are used for detecting ischemia induced alterations in car-
diomyocyte spheroids via impedance spectroscopy (top) and correlated with conventional analyti-
cal methods (cell viability assay, fluorescein diacetate, green; propidium iodide, red)

Fig. 11.10 Extracellular recording of 3D in vitro cardiomyocyte spheroids with MCAs®. The pos-
itive amplitudes represent the coordinated contraction of all cells within a cardiomyocyte spheroid
(according to Robitzki et al.)
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Fig. 11.11 Laser-based micro-dissection and manipulation platform with an implemented micro-
electrode array monitoring work station for high performance drug screening (top, scheme, left;
right; according to Robitzki et al.). (Top, left) 1: unpolarised pulsed ultraviolet nitrogen laser;
2: linearly polarized continuous wave infrared ytterbium fibre laser; 3: IR laser resonator; 4: IR
laser mount; 5: galvanometer mirrows; 6: acousto-optical deflector; 7: beam combiner; 8: coupling
mirrow; 9: safety glass; 10: table; 11: sideboards; 12: CCD camera; 13: adapter for microelec-
trode array implementation. (Middle) A retinal neuronal fibre can be guided by an IR (infrared)
laser (red spot). (Below) An oligodedrocyte of a rat brain can be selected (red circle), dissected
and catapulted by an UV (ultraviolet) laser onto a substrate (membrane or micro-array) and still
survives this microdissection-catapulting procedure (below, right; viability assay using fluorescein
diacetate, green)
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to develop a new laser technology platform that enables the integration of planar
microelectrode arrays or e. g. to MCA® and therefore can be used for functional
high content and high throughput screening of cellular parameters before and/or af-
ter laser-based manipulation [33, 34]. The laser platform consists of two laser each
working with a different wavelength (Fig. 11.11). A pulsed UV-A laser (337 nm) is
used for dissecting cells and selecting them by laser based pressure catapulting. The
second IR laser (1064 nm) is used as optical tweezers to direct and promote growth
of neurons and thereby generate artificial neuronal networks on microelectrode ar-
rays. By this means extracellular recording of neuronal activity can be studied in
detail by modifying the design of neuronal networks.

Furthermore, the laser platform can be also applied for testing the regeneration
capacity of drugs on neurons of the central nervous system and peripheral nervous
system. For instance, the targeted cutting of neuronal processes of dorsal root gan-
glions by laser dissection and the regeneration behavior in the presence of drugs can
be monitored optically or by electronic microelectrode recording.

11.3 Outlook and Future Aspects

In this report some aspects for innovative biolectronic cell and tissue based drug
screening, diagnosis, and therapeutical control have been introduced and their ap-
plicability was demonstrated. Low and high frequency impedance spectroscopy and
electrophysiological recording using viable cells and/or tissues for a real time mon-
itoring of toxicological (side) effects, compatibility studies and of metabolic effects
are the most innovative measurement methods in high content and high throughput
screening of drugs or stem cell quality control [35–39]. Therefore, future technolog-
ical screening platforms and improvements should be provided for the following ap-
plications: (i) technologies for predictive tests of incompatibility (e. g. liver toxicol-
ogy, the initiation of irregular heart beat (arrhythmia), vascular alterations), (ii) fol-
lowing appendages of proteomics, post-genomics, pharmaco-genomics, pharmaco-
kinetics, and toxico-genomics, (iii) cell and tissue based microsystems, (iv) combi-
nation with in silico models for theoretical predictions, and (v) bioelectronical cell-
based measurement methods for predictions of autoimmune reactions and foreign
antigens.
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Abstract The growing interest in flexible structures has also brought biomechan-
ics into the focus of engineers. Elastomers and soft tissues consist of similar net-
works of macromolecules. After a brief introduction to the concepts of continuum
mechanics, typical isotropic models of soft materials in technology and biology
are presented. Similarities and differences of the thermo-mechanical behavior are
discussed. For rubber-like materials a modification of the Kilian network is sug-
gested which greatly simplifies the identification of material parameters. Finally the
dynamical loading of biopolymers and volume changes with phase transitions are
considered.

12.1 Introduction

Rigid materials have shaped and characterized the technical world to a strong extent.
Bridges, skyscrapers or the Eiffel tower are not allowed to deform noticeably if
forces are acting. Therewith a conception of engineering and technical mechanics
has arisen that turns the attention to rigid constructions. Engineers think of technical
mechanics as soon as they hear the word mechanics. Technical mechanics is the
mechanics of the civil engineer as it has been created by August Föppel and the
mathematician Felix Klein.

The necessity to look at rigid constructions also led to materials and construc-
tions that conform to these requirements. Further findings were always connected
to this in mechanics (statics). The world of engineers is the world of rigid construc-
tions made of metal, concrete or masonry. Only the industrial mobility, i. e. automo-
tive engineering allowed reconsidering these classical views. One recognized that
soft materials and constructions are necessary in order to reduce impact forces and
to design them bearable. Therewith, bearing and vibration engineering as well as
safety constructions have originated. In the case of safety constructions, one thinks
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of crumple zones of cars, the airbag and the safety belt. Man himself as a transported
good also became the focus of attention of engineers because it was necessary to
adapt the vibrations of cars to passengers and to get to know the critical limits at
which they suffer damages.

In addition to the automotive industry, areas like the military and aerospace in-
dustries acted as driving forces for the reconsideration which has just been de-
scribed. In this dynamic world, areas like biology, medicine and technology get
very close and interact with each other. Until recently biomechanics in the static
world has not attracted much attention, but nowadays has been awakened by the
demands of the technology, the variety of biological materials and structures. These
influential and far reaching changes can be followed through the work of Yuan-
Cheng Fung, who after a brilliant 20 years career in aeroelasticity and aeronau-
tical engineering [14] changed completely to the field of biomedical engineering
around 1965 and became the father of modern biomechanics [17]. He made im-
portant original contributions to virtually all questions of biomechanics on the lev-
els of organs, tissues, and cells. His book [16] became a classic, enduring refer-
ence.

The similarities between soft biological tissues and rubberlike materials have
already been observed as early as 1880 in the context of the mechanic of the
arterial wall [2]. Both soft tissues and rubberlike materials consist of macro-
molecular networks with same bonds. They show entropic elasticity in addition to
the energetic elasticity of metals [20]. Therefore modern continuum theories for
the thermomechanical behavior of soft materials borough ideas from the physics
of macromolecules. The modern material theory, as it has been created by ana-
lytical mechanists and mathematicians, has been very helpful for the develop-
ment of constitutive modeling and it exists nowadays in an improved way. To
the engineer the material theory is what the structure of matter is for the physi-
cist [24, 49, 50].

This article intents to deal sketchily with this development. Starting from ob-
served phenomena a material theory is developed which takes into account the
dynamic behavior of the materials in a satisfactory way. Furthermore, in the case
of statics, the behavior of soft, technical and biological substances will be de-
scribed and the development of a measuring technique which permits to check
certain assumptions about the material behavior will be shown. In the end, cho-
sen examples will be discussed in order to confirm the usability of the developed
ideas.

To the non-expert in continuum mechanics the references [33, 36, 44, 45, 49] are
recommended. The book [44] concentrates on discussing the solutions of over 100
exercises. Results that cannot be found in other textbooks are particularly empha-
sized and relevant literature is quoted. Some advanced book on biomechanics also
give a good introduction to continuum mechanics [10, 16, 25].
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12.2 Material Description

12.2.1 Why Material Description

Mechanics and thermodynamics deliver universally valid balance equations accord-
ing to which all events in the laboratory, in technology, and in the surrounding nature
can be described. The mentioned equations are the

• mass balance,
• momentum balance,
• energy balance, and
• entropy inequality.

The balance equations are almost free of prerequisites about material properties.
They are valid for solids that undergo finite deformations under applied stress and
for liquids or gases (fluids) which flow unlimitedly under shear stress. Since differ-
ent materials react differently to the same external field of force, the balance equa-
tions being conditional equations for the fields of interest cannot be sufficient. The
missing equations are the mentioned material laws (constitutive equations). If con-
fining oneself to a purely mechanical point of view and if neglecting for the moment
thermodynamics, these equations establish a connection between the stresses acting
in the continuum and the movements of the continuum. These equations establish
a connection between the terms force and motion. One immediately sees that a com-
plete system of equations arises with the momentum balance which also connects
the notions motion and force with each other.

Materials according to continuum mechanics are mathematical models that de-
scribe approximately the mechanical behavior of substances occurring in nature or
used in technology under defined external conditions. The terms “material” and
“substance” differ in a way that the term material represents a mathematical ide-
alization whereas the term substance describes the physical reality. Let us, for ex-
ample, imagine the material steel which behaves under small deformations linearly
elastic and thus can be described by Hooke’s law. Hooke’s law forms the basis for all
ranges of engineering science in which the components may not suffer any consid-
erable deformation. The behavior of steel differs if the load or deformation becomes
large. In this range steel flows plastically and the appropriate material law is of dif-
ferent nature. The appropriate material law forms the basis of plastic metal working.
With this illustration, one can see that material descriptions have to be chosen not
only material dependent, but also problem dependent. The most general material
law that may be able to describe a material in all areas of application and in all
stress ranges does not exist.

Handling non-classic materials, like synthetic materials, elastomers, and biolog-
ical substances that receive more and more attention in technology, medicine, and
biology underlines this problem even more. Examples for this are process engineer-
ing and plastics technology and additionally areas in medicine, biology, and cell
biophysics. In all areas the interaction between structural characteristics and mate-
rial behavior has to be understood, evaluated, and collected quantitatively. However,
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Fig. 12.1 Selection scheme for material laws

especially the quantitative analysis requires a material law. Based on his problem,
the involved scientist has to choose the appropriate material law and the adapted
measuring technology to an increasing degree. Every problem and every group of
problems requires a new consideration of the expected motion, of the material prop-
erties important to the type of motion and of the required measuring technology in
order to grasp the material properties. The scheme in Fig. 12.1 clearly describes
these problems once again.

What remains is the question about the discipline that deals with the provision
of material laws. The branch spoken about is rheology which is unfortunately often
mixed up with the mere study of the flow of matter.

12.2.2 What is Rheology and What is the Task of This Discipline?

Nowadays rheology can be considered an independent, scientific discipline. Within
the last decades it has found a demarcation to other disciplines. Rheology is the
science dealing with the description, explanation and measurement of phenomena
occurring during the deformation and the flow of matter.

In the given definition is clearly mentioned that rheology covers more than just
the flow of matter. Included are phenomena of solids, of liquids, and of hybrid sub-
stances that can be assigned to both areas. With the given definition, rheology can
be considered a part of physics and at the same time its close linkage with chemistry
and engineering sciences is mentioned.

Among the materials examined until this day there are two classes whose rheo-
logical treatment is full of specific difficulties. This resulted in the creation of sep-
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arate branches. For instance, the deformation-processes in the earth’s crust are al-
lotted to “geo-rheology” while the flow-processes in the organisms are objects of
“bio-rheology”.

The close relation of rheology to mechanics and thermodynamics has to be
pointed out. This applies especially to the phenomenological rheology that is often
practiced either in the framework of rational mechanics as a nonlinear continuum
theory or in the framework of thermodynamics of irreversible processes as a linear
continuum theory or as a theory of linear viscoelastic bodies.

In contrast, structural-rheology may be related closely to statistical mechanics
and thermodynamics (theory of transport processes). However, there is an even
stronger connection of the micro-rheology of complicated materials (e. g. macro
molecular solutions) to physical chemistry and to the investigation of particular
classes of substances (e. g. research on colloids, polymers, elastomers, wood, con-
crete, bricks, glass, metal) done in its sphere of influence.

Rheometry primarily makes use of the measuring methods of mechanics and in
addition to that of calorimetric, electrical, and visual methods. According to its ob-
jective, it is closely connected to materials testing, to the measurement technology
of chemical engineering, and to process engineering. The scheme in Fig. 12.2 sum-
marizes the relation of rheology to other disciplines:

Because of its great economic importance, engineering science deserves special
consideration. Applied rheology is here sufficient as a constructive discipline ex-
tends over process engineering, polymer sciences, machine design, and structural
design. In the area of machine design, this will be clear in the case of the design
of components consisting of polymeric or elastomeric materials. Especially elas-
tomeric materials show specific features during processing and during their utiliza-
tion as machine parts that earn special consideration. Due to this and because of

Fig. 12.2 Relation of rheology to other sciences
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the economic importance of this material it is appropriated to emphasize elastomer-
rheology alongside with geo-rheology and bio-rheology.

This work will deal with substances that are described in technology as elas-
tomers (rubber) and in biology as biopolymers. In order to reduce the linguistic con-
fusion that is obviously present, the very basic differences of these material classes
will be described.

12.2.3 Macromolecular Substances

Macro molecular substances have, unlike crystalline ones, no individual molecules
but linear polymers as basic structures. The best known technical polymer is rubber
and therefore a natural product, too. Only the cross-linking reaction which is carried
out over sulfur bridges is artificial. The molecular formula of rubber is C5H8. The
monomer is isoprene (2-methyl-1,3-butadiene)

and via the loss of energy building blocks are connected to each other forming the
macromolecules

The methyl group CH3 is hydrophobic (nonpolar) and the macromolecule is in
a strongly knotted and unordered state. The situation is different for biopolymers.
The building blocks are the amino acids
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and by losing water they form the macromolecules

called proteins. Here Rk (k ∈ {1, . . . ,n}) are side chains and depending on the
type of these side chains different biopolymers with several different characteristics
may form. These side chains can be hydrophilic (“water-loving”) or hydrophobic
(“water-fearing”). The type of these groups also determines the spatial arrangement
of these macromolecules. They can be helical or laminar. In contrast to rubber sub-
stantial differences arise in the structure. Macromolecules of cross-linked rubber are
strongly knotted and without structure, whereas structures develop in biopolymers.
Figure 12.3 schematically shows such structures.

The difference between technical and biological polymers is very distinctive.
Technical polymers only have one single and fixed side chain, whereas the side
chains of biopolymers differ in order, species and quantity. This leads to a macro
molecular cord which resembles a Morse signal – it has information.

The type and arrangement of side chains not only determines the species of the
emerging biopolymers, their behavior towards water, and their inner structure but
also their mechanical properties. While cross-linked rubber is available as a pure
substance and anhydrously, a mixture saturated by water exists for substances con-
sisting of biopolymers. The stress-strain relation for cross-linked rubber is typically
degressive while it shows a progressive behavior for biopolymers. In literature this
is called S-shaped and J -shaped, respectively (Fig. 12.24).

Fig. 12.3 Cross-linked rubber and biopolymers



260 12 Soft Materials in Technology and Biology

In this contribution, except in the last section, both will be regarded as pure sub-
stances, yet their different mechanical behavior will be considered. Both substances
have one characteristic in common, viscoelasticity. They show considerable rate de-
pendence during strain tests.

12.2.4 Phenomenological Behavior of Soft Substances

Soft substances clearly show rate dependence during tensile tests. The stress-strain
relation is not clear but depends on the test conditions, for instance the strain rate.
Figure 12.4 shows this rate dependence.

Curve I shows a real test which takes place with finite strain rate, and curve II
shows the limiting case if the test is carried out quasistatically (infinitely slow). If
one continues the real test (curve I) up to the point A and then keeps the strain con-
stant, the stress will diminish until point B is reached. This phenomenon is called
“stress relaxation”. If one keeps the stress constant in point A, the strain will grow
further up to point C. This phenomenon is called “strain retardation” or creep. Rub-
bery materials further show strong internal material damping. In a tensile test where
the strain varies periodically between two fixed limits, the stress-strain relation will
be given as a closed curve in the (σ,ε) diagram. In Fig. 12.5 such hystereses are
outlined.

Fig. 12.4 Stress-strain curves depending on strain rate
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Fig. 12.5 Stress-strain hystereses during periodic strain

The size of the area is a measure for the amount of the damping generally de-
pending strongly on the test speed. Two limit cases are possible in the limit case of
a quasistatic test:

1. The substance behaves purely viscoelastic, i. e. the width of the hysteresis disap-
pears with vanishing strain rate.

2. The substance shows irreversible effects partly behaving plastically, i. e. the
width of the hysteresis and therewith the inner damping does not disappear de-
spite vanishing test speed.

Since these irreversible (plastic) processes can be partly explained by reorienta-
tions in the molecule construction and by strong internal friction processes of the
fillers respectively they are not comparable to the plastic yielding well known from
metals. They correspond rather to (dry) Coulomb friction events and can be ne-
glected in most cases. In the following, it suffices to restrict oneself to purely vis-
coelastic material behavior. Plastic properties are excluded from the consideration.
Considering Fig. 12.3 once again, it will become clear that these phenomena of
stress relaxation, creep, and rate-dependent damping can all be ascribed to entan-
gled macromolecules i. e. the liquid properties of the substance. One can imagine
the substance as a viscoelastic liquid in which a weak network has developed. This
image also makes clear why these substances can be deformed considerably with
relatively small forces and why they are almost incompressible.
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12.2.5 Simple Model Formulation of Soft Materials

The simplest rheological model which can adequately explain viscoelastic proper-
ties is the Poynting–Thomson material as it is outlined in Fig. 12.6.

Strain ε = λ−1 and stretch λ = ε+1 are equivalent strain measures. The quanti-
ties E1 and E2 denote the modulus of elasticity and η is the coefficient of viscosity.
Examining this spring-dashpot model, one obtains the following relation between
the stress σ and strain ε

σ̇ +σ
1

T
= (E1 + E2)

(
ε̇+ ε

1

T ∗

)
(12.1)

with the abbreviations

T = η

E1
; T ∗ = T

(
1 + E1

E2

)
. (12.2)

T is called the relaxation time, and T ∗ is called retardation time. With the abbrevi-
ation σ = (E1 + E2) σ̄ one can rewrite Eq. (12.1) in order to obtain a fully symmet-
rical equation

˙̄σ + σ̄
1

T
= ε̇ + ε

1

T ∗ . (12.3)

For very slow processes one may neglect the time derivatives in Eq. (12.3) and one
obtains Hooke’s law with σ̄ = T/T ∗ε and σ = E2ε respectively. For slow motions,
only the upper spring is effective, the lower spring is constantly relaxed. For very
fast processes one may neglect time-independent terms and one obtains Hooke’s law
again with ˙̄σ = ε̇ and σ̇ = (E1 + E2) ε̇ respectively. In this limit case the material
again behaves purely elastic but it is stiffer since both springs are in action and the
dashpot is not moving. If the strain ε(t) is prescribed, Eqs. (12.1) and (12.3) are

Fig. 12.6 Mechanical model for polymers
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linear differential equations for stress. These equations can generally be integrated
and an easy modification leads to the following equations

σ(t) = E2ε(t)− E1

T

∞∫
0

e
−s
T (ε(t − s)− ε(t)) ds , (12.4)

σ̄ (t) = T

T ∗ ε(t)+
(

T

T ∗ − 1

)
1

T

∞∫
0

e
−s
T (ε(t − s)− ε(t)) ds (12.5)

that are increasingly utilized in modern rheology and continuum mechanics litera-
ture. In Eqs. (12.4) and (12.5) s describes a time coordinate which leads from the

present time (now
∧= t) back into the past. Figure 12.7 represents this time coordi-

nate.
The material laws Eqs. (12.4) and (12.5) respectively have replaced Hooke’s law.

This shows that the instantaneous stress not only depends on the instantaneous strain
values but also on the whole strain history. The instantaneous stress is a linear func-
tional of the strain history (ε(t − s)− ε(t)), 0 ≤ s ≤ ∞. The dependence of the stress
on the instantaneous value of strain is expressed in the integral free term and the de-
pendence on former values of strain in the integral. If one considers the symmetry
of Eq. (12.3), one can immediately invert Eq. (12.5). Since Eq. (12.3) transforms
into itself due to the symmetry-operation

s → ε , (12.6)

T → T ∗ , (12.7)

Fig. 12.7 Strain history as a function of time
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the inversion follows from Eq. (12.5) under the same symmetry-operation

ε(t) = T ∗

T
σ̄ (t)+

(
T ∗

T
− 1

)
1

T ∗

∞∫
0

e
−s
T ∗ (σ̄ (t − s)− σ̄ (t)) ds . (12.8)

This is a very nice example for making clear the importance of symmetries. If one
further considers the meaning of the normalized stress σ̄ , relaxation time T and
retardation time T ∗ respectively, one obtains

ε(t) = 1

E2
σ(t)+ E1

E2 (T ∗(E1 + E2))

∞∫
0

e
−s
T ∗ (σ (t − s)−σ(t)) ds . (12.9)

In order to study the behavior of the Poynting–Thomson model basic experiments to
which the material is subjected will be discussed. Either the strain-history is given
and one asks for the related stress response or vice versa.

12.2.6 Basic Tests

12.2.6.1 Relaxation Test

In this test, the strain history is prescribed in form of a step function, as can be seen
in Fig. 12.8.

ε(t − s) =
{

ε0 0 ≤ s ≤ t

0 t < s
. (12.10)

Fig. 12.8 Strain jump, relaxation test
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From Eqs. (12.4) or (12.5) one calculates the so-called relaxation curve

σ(t) =
{

0 t < 0(
E2 + E1 e

−s
T

)
ε0 t ≥ 0

(12.11)

σ̄ (t) =
{

0 t < 0(
T
T ∗ +

(
1 − T

T ∗
)

e
−t
T

)
ε0 t ≥ 0

. (12.12)

It is an expression for the linearity of the Poynting–Thomson material that the height
of the jump ε0 is only given as a factor. The quotient of the relaxation curve σ(t)
and ε0 is described as relaxation function

E(t) = E2 + E1 e
−s
T for t ≥ 0 . (12.13)

From Eq. (12.11) one can see that the stresses decrease exponentially from the ini-
tial value (E1 + E2)ε0 to their asymptotic value E2ε0, where the relaxation time T
is defined as the decay time parameter (Fig. 12.9). This phenomenon is generally
denoted stress relaxation.

The examination of the relaxation function E(t) gives reason to generalize the
Poynting–Thomson material. If one replaces in Eq. (12.13) t with s, Eq. (12.4) can
be written in the following form

σ(t) = E∞ε(t)+
∞∫

0

E ′(s)(ε(t − s)− ε(t)) ds . (12.14)

E∞ is the elasticity limit of the relaxation function for s → ∞, in the case of
the Poynting–Thomson material this is E2, and E ′(s) is the time derivative of
the relaxation function, in the case of the Poynting–Thomson material this is
−(E1/T )e−s/T . E ′(s) is denoted the relaxation kernel and E∞ the equilibrium
stiffness. Equation (12.14) is one-dimensional and the most general material law for
linear viscoelastic materials, if the relaxation function is left arbitrary. With quite

Fig. 12.9 Relaxation function E(t) of the Poynting–Thomson material
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plausible assumptions it can be shown that the relaxation function is a Prony series,
e. g. it is given by the following equation

E(t) =
N∑

k=0

Ek e
−t
Tk for t ≥ 0 . (12.15)

N may become very large but it is still finite [8, 34, 35].

12.2.6.2 Creep Test

In this test, the stress history is prescribed in form of a step function, as can be seen
in Fig. 12.10.

σ(t − s) =
{

σ0 0 ≤ s ≤ t

0 t ≤ s
. (12.16)

Let σ̄0 = σ0/(E1 + E2). From Eqs. (12.9) or (12.8) one calculates the so-called creep
curve

ε(t) =
{

0 t < 0(
1

E2
− E1

E2(E1+E2)

)
e

−t
T ∗ σ0 t ≥ 0

(12.17)

ε(t) =
{

0 t < 0(
T ∗
T +

(
1 − T ∗

T

)
e

−t
T ∗
)
σ̄0 t ≥ 0

. (12.18)

Fig. 12.10 Stress jump, creep test
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Fig. 12.11 Creep compliance J (t) of the Poynting–Thomson material

If one makes use of the symmetry transformation Eqs. (12.6) and (12.7), one obtains
the Eq. (12.18) directly from Eq. (12.12). The ratio of the creep curve ε(t) to σ0 is
called the creep compliance

J (t) =
(

1

E2
− E1

E2(E1 + E2)

)
e

−t
T ∗ for t ≥ 0 . (12.19)

From Eq. (12.17) one sees that the strain increases exponentially with the retardation
time T ∗ from the initial value σ0/(E1 + E2) to the final value σ0/E2 (Fig. 12.11).
This phenomenon is called creep or stretch retardation.

Analogously to the last paragraph the analysis of the creep compliance also per-
mits a generalization of the material law. Equation (12.9) can be written with the
defined creep compliancy in Eq. (12.19) in the following way

ε(t) = J∞σ(t)+
∞∫

0

J ′(s)(σ (t − s)−σ(t)) ds . (12.20)

In accordance to Eq. (12.14), Eq. (12.20) is one-dimensional and the most general
representation of a linearly viscoelastic solid.

12.2.6.3 Oscillating Loading

In order to study the material behavior of a linearly viscoelastic solid, a purely har-
monically oscillating motion is also suitable besides the previously described stan-
dard tests. Such dynamic experiments require an device that produces a deformation
sinusoidally variable in time as input and registers the resulting stress as output. Hy-
draulically and electrically working pulsation devices are here well known. In these
experiments a probe is subjected to a sinusoidal deformation with an angular fre-
quency ω and an amplitude ε0. For linear material behavior the material also reacts
with a sinusoidal stress curve of the same frequency, however, stress and strain, are
not in phase as indicated in Fig. 12.12.
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Fig. 12.12 Stress and strain in harmonic loading

Here one works most comfortably with complex quantities for the basic tests,
but in each case only the real term or the imaginary term respectively has physical
relevance. If one prescribes the strain or strain rate as a harmonic function of time

ε = ε0 eiωt , ε̇ = iωε0 eiωt (12.21)

and insert this in Eq. (12.1), one obtains the following relation for the stress

σ(t) = Ê(ω)ε(t)+
ˆ̂E(ω)

ω
ε̇(t) . (12.22)

Ê(ω) is called dynamic stiffness or storage modulus and ˆ̂E(ω) is called dynamic

viscosity or alternatively ˆ̂E(ω)/ω is the loss modulus. It can easily be seen that the
ratio of loss modulus and storage modulus is the loss tangent (tanδ),

tanδ =
ˆ̂E(ω)

Ê(ω)
. (12.23)

The phase angle δ is often called loss angle.
The Poynting–Thomson material yields the following relations for the storage

modulus and loss modulus which are visualized in Figs. 12.13 and 12.14:

Ê(ω) = E2
1 + (E1/E2)T 2ω2

1 + T 2ω2
, (12.24)

ˆ̂E(ω) = E1
T ω

1 + T 2ω2 . (12.25)

It can be seen in Fig. 12.13 that with increasing frequency the stiffness will also
increase. This behavior is described as dynamic stiffening. In Fig. 12.14 one can see
that the loss modulus disappears at the frequency ω = 0 and at very high frequencies,
i. e. the material behaves purely elastic in case of statics and at very high frequencies
respectively. In between there must be a maximum and one asks about the conse-
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Fig. 12.13 Storage modulus Ê of the Poynting–Thomson material

Fig. 12.14 Loss modulus ˆ̂E of the Poynting–Thomson material

quences. If one considers that the damping is highest at this point, it will be clear that
for problems where high damping is requested the balance between characteristic
process time ω and relaxation time T is tuned in a way that this point is realized.

In biology these are the intervertebral discs in mammals and in technology these
are the automotive door frame seals. Here not only a sealing function is wanted but
also a damping function for the sound design of car doors.

If one further makes use of Eq. (12.22) and insert only the real or imaginary terms
of Eq. (12.21), the relation between stress and strain can be represented in form of(

σ(t)− Ê(ω)ε(t)
)2 + ˆ̂E2(ω)ε2(t) = ˆ̂E2(ω)ε2

0 . (12.26)

One realizes that this equation describes tilted ellipses in the σ − ε plane that are
cycled counter-clockwise (see Fig 12.15). In the limit cases ω = 0 and ω → ∞
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the ellipses degenerate into two straight lines with different slopes. In case of the
Poynting–Thomson material this results in the slopes E2 for ω = 0 and E1 + E2 for
ω → ∞ respectively.

It should be mentioned that Eq. (12.22) does not describe any material law al-
though the relation between stress and stain is given formally. The indicated relation
is only valid for the kinematic constraint that the strain occurs in form of Eq. (12.21).
If one asks for the relations derived here and for the general material representation,
as given by Eq. (12.14), Eq. (12.21) has to be inserted into Eq. (12.14) in order to
again obtain Eq. (12.22). The storage modulus and the loss modulus are given by
the following equations:

Ê(ω) = E∞ +
∞∫

0

E ′(s)(cos(ωs)− 1)ds , (12.27)

ˆ̂E(ω) = −
∞∫

0

E ′(s)sin(ωs)ds . (12.28)

As one can see, the storage modulus and the loss modulus are not independent of
each other. Both are only different expressions of one single material quantity which
is the relaxation function. The oscillation test has turned out to be the most important

one and the quantities Ê , ˆ̂E have been established as dynamic characteristic values
in engineering.

Fig. 12.15 Stress-strain hysteresis of a Poynting–Thomson material
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12.2.7 Remarks

The Poynting–Thomson material exhibits a strong stress relaxation and strain retar-
dation behavior as one could see from the discussion of the step test and the creep
test respectively. This similar behavior regarding stress and strain is on the one hand
due to the symmetry of Eqs. (12.1) or (12.3) and on the other hand due to the fact
that stress and strain are connected with each other by a linear differential equa-
tion. If one takes into consideration that Eq. (12.3) is the simplest kind of a fully
symmetrical differential equation, it will be clear why the Poynting–Thomson ma-
terial represents the simplest rheological model to describe qualitatively correctly
the viscoelastic properties of soft substances. Table 12.1 shows the most important
material models which are made from combinations of springs and dashpots.

In Table 12.1, if one considers the Kelvin-Voigt material which is also often
used for describing soft materials, one can see from the given stress-strain relation
why this material describes creep deformation but does not correctly describe stress
relaxation.

It is clear that one can continue extending Table 12.1 by producing many mate-
rial equations by arbitrarily combining springs and dashpots. However, all material
descriptions obtained in this way can be uniformly described by using the material
description given by Eq. (12.14). Therefore, such spring dashpot combinations have
only a descriptive value. Despite the universality of Eq. (12.14), this material law
still has deficiencies, because it is basically linear and it cannot directly be translated
to multidimensional problems. Before discussing nonlinear material descriptions for
viscoelasticity, some basics of continuum mechanics and of material theory will be
provided in the next two sections.

Table 12.1 Simple rheological models

Figure Name Type of
Material

Material Law

Hookean
material

elastic
solid

σ = Eε

Newtonian
material

viscous
fluid

σ = ηε̇

Maxwell
material

viscoelastic
fluid

σ̇ + E
η
σ = E ε̇

Kelvin–Voigt
material

elastic-visco-
elastic solid

σ = Eε+ηε̇

Poynting–Thomson
material

viscoelastic
solid

σ̇ + σ
T = (E1 + E2)

(
ε̇ + ε

T ∗
)

T = η
E2

;T ∗ = T
(

1+ E2
E1

)

Jeffreys–Lether
material

viscoelastic
fluid

σ̇ + σ
T = η1

1+η1/η2

(
ε̈ + ε̇

T ∗
)

T = η2
E

(
1+ η1

η2

)
;T ∗ = η1

E
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12.3 Basics of Continuum Mechanics

12.3.1 Kinematics

As the name continuum mechanics already says, matter is regarded in this theory
as a continuum in the three-dimensional Euclidean space E3. The points forming
the continuum are called material points or particles. Essential for the applicability
of the theory is that the material points can be identified. The material points of the
continuum are referred to as X . A body B is a coherent compact set of material
points. The boundary of the point set is referred to as ∂ B and is called the surface
of the body. The configuration of a body B is a continuous and one-to-one mapping
of the material points X of a body B to the position vectors x ∈ E3,

x = X (X) . (12.29)

A continuous sequence of configurations is called the motion of the body:

x = X (X, t) . (12.30)

1. Reference configuration and current configuration
The reference configuration of a body B is used to assign a name X to the particle
X ∈ B . One conveniently identifies the coordinates of the particle X with the
position vector X that represents the place occupied by the particle X at reference
time t0

X = X (X, t0) . (12.31)

The motion then can be described with the relation

x = x(X, t, t0) . (12.32)

The configuration of a body B at time t = t0 is referred to as reference configu-
ration. The place x occupied by the particle X at time t is referred to as current
configuration. The inverse of Eq. (12.32) is given by the relation.

X = X(x, t, t0) . (12.33)

Equation (12.33) describes the material point that occupies a place x at time
t = t0. According to the given definitions the following relations are then valid:

X = x(X, t0, t0) , (12.34)

x = X(x, t, t) . (12.35)

2. Deformation history
If a particle X at time t occupies a place x and occupied the place ξ at time t − s
for s > 0, the motion of a particle can be described with the relation

ξ = ξ(x, t − s, t) . (12.36)
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and is referred to as deformation history. The current configuration now acts
as the reference configuration. With reference to what has been said above,
this image describes the pathline of the particle that now (s = 0) occupies the
place x.
An other important concept in the kinematics of the continuum is the gradient of
deformation. One defines the deformation gradient

F(X, t, t0) := ∂x(X, t, t0)

∂X
(12.37)

as well as the relative deformation gradient

Ft(x, t − s, t) := ∂ξ(x, t − s, t)

∂x
. (12.38)

The deformation gradients posses the following characteristics: If dX, dx, dξ

describe the same material line-elements in the reference configuration, the cur-
rent configuration and the configuration at the time t − s, the following relations
are valid:

F(X, t, t0)dX = dx , (12.39)

F(X, t − s, t0)dX = dξ , (12.40)

Ft(x, t − s, t)dx = dξ . (12.41)

Another calculation instruction results from these relations for the relative defor-
mation gradient

Ft(x, t − s, t) = F(X, t − s, t0)F−1(X, t, t0) . (12.42)

If the deformation gradient and the relative deformation gradient, respectively,
do not depend on the material particles X and x, respectively, one speaks of a ho-
mogeneous deformation. For detF = detFt = 1 the motion is volume preserving
(isochoric). Figure 12.16 illustrates once again the different configurational terms
and different transformation characteristics of the individual deformation gradi-
ents.
The polar decomposition theorem is the basis of the definition of deformation
tensors:

F = RU = VR . (12.43)

It ensures the unique multiplicative decomposition of a regular tensor F into an
orthogonal rotation tensor R, RRT = I, and the symmetric positive-definite ten-
sors U and V, respectively. U and V are called left Cauchy–Green deformation
tensor and right Cauchy–Green deformation tensor, respectively. One defines the
right Cauchy–Green deformation tensor,

C = FTF = U2 (12.44)

the left Cauchy–Green deformation tensor

B = FFT = V2 (12.45)
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Fig. 12.16 Different configurations of a body

as well as the relative right Cauchy–Green deformation tensor

Ct = FT
t Ft . (12.46)

These tensors possess the following characteristics:

dX ·CdX = dx · dx , (12.47)

dx ·Ct dx = dξ · dξ , (12.48)

dx ·B−1 dx = dX · dX . (12.49)

They describe the change of line elements in length and angle during the transi-
tion of one configuration to the other, thus justifying the concept of strain tensors.
A further quantity used when formulating material descriptions is the deforma-
tion history G. One defines

G = Ct − I . (12.50)

12.3.2 Stress State

The instantaneous force vector dk acting on a material surface element dA can be
indicated by two stress vectors:

dk = t0 dA0 = tdA . (12.51)
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Here dA and dA0, respectively, is the same material surface element in the current
configuration and in the reference configuration, respectively. If n and n0, respec-
tively, is the orientation vector of the surface element in both configurations, then
the conservation theorems of momentum and of moment of momentum result in two
stress tensors σ and �. σ is the Cauchy stress tensor with the characteristics:

t = σn , σ = σT . (12.52)

The stress tensor � is called the 1st Piola–Kirchhoff stress tensor or Lagrange stress
tensor and has the characteristics:

t0 = �n0 , �FT = F�T . (12.53)

Between σ and � the following relation exists:

� = (detF)σ (FT)−1 . (12.54)

12.3.3 Balance Equations

The current configuration and the reference configuration give reason to represent
the (local) balance equations in two different forms. If one refers to the current
configuration, it holds:

Balance of linear momentum

ρẍ = ρf + divσ (12.55)

and balance of mass

ρ̇ +ρdivẋ = 0 . (12.56)

In the reference configuration it holds:
Balance of linear momentum

ρ0ẍ = ρ0f + Div� (12.57)

and balance of mass

ρ0 = ρ detF . (12.58)

In these equations, ρf is the external body force and ρ and ρ0 are densities in the
current configuration and reference configuration, respectively. The operation div
refers to the material particle x of the current configuration and the operation Div
refers to the material particle X of the reference configuration. The local balance
equations are systems of partial differential equation which hold universally for any
material in the interior of the body B . In three-dimensional space the momentum
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balance are three equations for six unknown stress components and three acceler-
ations. Therefore they must be completed with the material equations which relate
stresses with deformation.

We pause for the observation that the balance equations have no unique solution.
The balance of the linear momentum in the actual configuration in the absence of
body forces and ẍ = 0 is expressed by the homogeneous equation

0 = divσ . (12.59)

Let the body be without any external load on the traction boundary ∂ Bσ . These
equations have a nontrivial solution ρ not identically zero which is called residual
stress or self-equilibrated stress because it is in equilibrium with no loads. Adding
Eqs. (12.51) and (12.59) and the traction boundaries shows that σ +ρ is a solution
besides σ . Residual stresses are “locked-in” within a material and are developed
during most common manufacturing processes, for example welding, cold working
and grinding. Residual stress can be quite large, and can have serious effects on
brittle materials or may cause buckling of thin structures.

In technology the shrinking of wood or concrete may produce residual stress. In
biomechanics residual stress must be expected as a consequence of growth or re-
modeling processes. It has been suggested that the human fingerprints patterns are
created because the less stiff basal layer, which separates the outer layer of the epi-
dermis and the inner dermis, growths faster than the two other layers. Compressive
residual stress is generated that makes the basal layer buckle thus forming ridges
which become visible as fingerprints patterns [30].

The “hidden” residual stresses can be measured indirectly by removing some of
the stressed material, say by hole drilling, and by measuring the strain changes due
to the stress redistribution in the remaining material. Similar methods are applied in
tissue mechanics so that the released residual stress produce split lines in bones or
Langer lines in the skin on a cadaver [10]. The latter cleavage lines are of particular
interest to the surgeon because an incision made parallel to the lines leads to wider
openings and heals with a fines scar compared to an incision across the lines.

12.3.4 Material Equation

There are three basic postulates for the formulation of physically meaningful me-
chanical material equations:

1. The principle of determinism:
The current stress state depends only on the present and former deformation
events, i. e. on the complete deformation history.

2. The principle of local action:
This is an hysteresis principle and requires, in its simplest case, that the stress
state on a particle is determined by the history of the deformation gradient. Such
a material is called “simple material”.
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3. The principle of material objectivity:
This postulate requires that the form of a material equation is independent of
the reference frame and this has the consequence that only certain dynamic and
kinematic variables can be connected in constitutive equations.
Taking into account these postulates, the material equation for isotropic, homo-
geneous, simple substances has the following most general form

σσσ (t) = f (B(t))+ ∞
F

s=0
(B(t),G(s)) (12.60)

with

∞
F

s=0
(B(t),0) = 0 for all B(t) . (12.61)

f (B) is an isotropic tensor valued tensor function,F is an isotropic tensor valued
functional in G, and B is an isotropic tensor valued functional of G(s) with B(t)
as the parameter.
The constitutive Eq. (12.60) expresses that stresses split additively into an elas-
tic term depending on the current deformation condition relatively to the refer-
ence configuration and into an hysteresis term depending on the current defor-
mation condition as well as on the complete deformation history. In the case of
statics, the memory term disappears, i. e. a simple material behaves elastically
here.

12.3.5 Constraints

A biopolymer changes its volume only under very high pressure. Whereas small
forces already suffice for stretching or shearing it. If one looks at deformation prob-
lems of this substance class, the density does generally not change at all. One can
describe this material behavior in an idealized way by assuming it to be incom-
pressible. Similarly, much lower forces are required for bending a thin steel wire
rather than stretching it. While describing the bending of a wire, one can neglect
the mean strain and therefore assume the wire to be inextensible. Incompressibility
and inextensibility are examples for geometrical constraints that limit the degrees
of freedom of materials. Constrain forces are required to avoid motions that may
violate a constraint. Since they do not correspond to any condition taking place,
they are kinematically undetermined, i. e. they cannot be determined from the local
motion of a material but result from the overall motion and the boundary conditions.
Stresses resulting from the deformation have to be amended by a constraint stress
tensor Z. In the case of incompressibility, this constraint stress tensor is spherically
symmetric and the only component to be determined is the pressure p

Z = −pI . (12.62)



278 12 Soft Materials in Technology and Biology

Considering this constraint stress tensor, the constitutive equation for incompress-
ible, isotropic, homogeneous, simple materials assumes the following form

σσσ (t) = −p(t)I+ f (B(t))+ ∞
F

s=0
(B(t),G(s)) (12.63)

with the properties of Eq. (12.61).

12.4 Basics of Material Theory

12.4.1 Mathematical Fundamentals

This subsection deals with the auxiliary mathematical tools. These tools cover re-
quired definitions and theorems from the representation theory of tensor functions as
well as from functional analysis. Firstly, some fundamentals of tensor calculus are
reminded of. For every tensor B a transposed tensor BT is defined by the following
rule

BT
ik = Bki . (12.64)

In the matrix representation (in Cartesian coordinates) rows and columns of of the
transposed tensor BT are exchanged compared with the matrix representation of B.
The following relation is valid for all vectors a and b:

b · (Ba) = (BTb) ·a . (12.65)

This relation can be considered as a coordinate invariant definition of the transpo-
sition. A tensor is called symmetric if AT = A. It is known that one can represent
a symmetric tensor in principal axis form, i. e. there is a special Cartesian coordi-
nate system where only the diagonal elements of the matrix representing the tensor
are different from zero. These three not disappearing elements λ1, λ2, λ3 are the
eigenvalues of the tensor which one finds by solving the eigenvalue problem. This
problem consists of finding all vectors a so that Aa is parallel or anti-parallel to a.
This results in identifying the vectors a and the numbers λ that satisfy the relation
Aa = λa or

(A−λI)a = 0 . (12.66)

The homogeneous system of Eq. (12.66) for the three components of the sought
eigenvectors a only has non-trivial solutions if its determinant disappears

det(A−λI) = 0 . (12.67)



12.4 Basics of Material Theory 279

Equation (12.67) is called characteristic polynomial of the tensor A. In E3 this is
a cubic equation for the eigenvalues λ which is written in detail as follows

λ3 + I1λ
2 + I2λ− I3 = 0 . (12.68)

The three coefficients I1, I2, I3 are algebraic functions of the elements Aik of A

I1 = A11 + A22 + A33 = trA , (12.69)

I2 =
∣∣∣∣ A11 A12

A21 A22

∣∣∣∣+
∣∣∣∣ A11 A13

A31 A33

∣∣∣∣+
∣∣∣∣ A22 A23

A32 A33

∣∣∣∣ , (12.70)

I3 =
∣∣∣∣∣∣

A11 A12 A13
A21 A22 A23
A31 A32 A33

∣∣∣∣∣∣= detA . (12.71)

These coefficients are called principal invariants of the tensor A, since their values
are independent of the chosen coordinate system. The linear invariant I1 is denoted
the trace of the tensor A.

According to the Cayley-Hamilton theorem any tensor B, that maps a vector
space onto itself, satisfies its own characteristic polynomial. In the cases considered
here, the relevant vector space is the Euclidean vector space E3 and the theorem is

B3 − I1B2 + I2B− I3I = 0 . (12.72)

One can use this relation in order to express tensor powers larger than 2 with lower
ones. Examples are:

B3 = I1B2 − I2B+ I3I , (12.73)

B4 = (I 2
1 − I2)B2 + (I3 − I2 I1)B+ I3 I1I . (12.74)

It is clear that one can represent tensor polynomials and analytic tensor functions
with this possibility in a strongly simplified form. If one considers e. g. an ana-
lytic, tensor valued tensor function f (B) and considers that all higher tensor powers
larger than 2 can be expressed with lower ones, the following representation is then
plausible

f (B) = φ0I+φ1B+φ2B2 . (12.75)

The coefficients φi are scalar functions of the principal invariants I1, I2, I3 of B. If
B is regular (i. e. I3 
= 0) and if one multiplies the Eq. (12.73) with B−1, one gets
the following with the help of Eq. (12.75)

f (B) = ω0I+ω1B+ω−1B−1 , (12.76)

ω0 = φ0 − I2φ2 , ω1 = φ1 +φ2 I1 , ω−1 = φ2 I3 . (12.77)
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In the case of symmetry of the tensor pre-images and tensors images, one needs in
the most general case the knowledge of 6 functions depending on 6 variables for
the description of a tensor valued tensor function. The representation (Eqs. (12.75)
and (12.76)) shows that one only needs the knowledge of three functions for the
description of analytic tensor functions which depend on three variables. The same
simplification arises in the context of isotropic tensor functions. A tensor valued
tensor function f (B) is called isotropic if the following relation holds for all rota-
tions Q (with QQT = I):

Q f (B)QT = f (QBQT) . (12.78)

According to an important theorem of representation theory, the representation
(Eqs. (12.75) and (12.76)) is also valid for isotropic tensor functions. One easily
convinces oneself that every analytical tensor function is isotropic. The representa-
tion of an isotropic tensor function that depends on two variables f̃ (B,G) and is
linear in the second argument is needed for the later use. A fourth order tensor K
exists due to the linearity in the argument G, and the function of interest has the
following form

f̃ (B,G) = K(B) : G . (12.79)

K : G = Kijkl Gkl is the double transvection, where according to Einstein one has to
sum over double indices (k,l = 1,2,3). If there is no further information available,
one needs, in the case of symmetry of the tensor pre-images and tensor images,
6×6 = 36 functions that depend on the 6 six elements of B in order to describe the
tensor K. If all considered arguments are isotropic, it holds

K(B) : G = M1(B)G + GM1(B)+ tr(M2(B)G)I

+ tr(M3(B)G)B+ tr(M4(B)G)B2 .
(12.80)

The Mi are isotropic tensor functions of B that can be described in the same way as
in Eq. (12.75):

Mi (B) = φ0iI+φ1iB+φ2iB2 . (12.81)

The functions φ0i , φ1i , φ2i depend on the three principal invariants of B. Unlike 36
functions, with assumed symmetry one only needs 3 ×4 = 12 functions depending
on the principal invariants of B. One needs further tools of functional analysis in
order to process further on the hysteresis term of the material laws. One defines the
functional derivatives in analogy to ordinary calculus.

Let F be a functional that maps the Hilbert space H onto real the numbers R.
One can then differentiate F around point x ∈ H, if there exists a linearly bounded
functional δF with the property

F(x + h) = F(x)+ δF(x;h)+ o(|h|) . (12.82)
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o(|h|) is a zero function that goes to zero faster than linear. The linearity of the func-
tional refers to the second argument h. The functional is expanded around point x
which generally comes in nonlinearly as a parameter. In a Hilbert space H the possi-
ble structure of a linear functional can be clarified by a theorem proved by Friedrich
Riesz. According to this theorem, an unique element y ∈ H exists to every linearly
continuous functional, so that the functional can be represented by a scalar product
between y and the argument h.

Riesz representation theorem:
Every linearly continuous functional δF(h) can be represented over a Hilbert

space H in the form

δF(h) = 〈y|h〉 for all h . (12.83)

y ∈H is uniquely determined by the linear functional and 〈y|h〉 describes the scalar
product.

12.4.2 Necessity of Asymptotic Representations

While considering the general basic postulates of the material theorem, the strategy
of the simple material that goes back to Rivlin and Noll only says on which kine-
matic quantities the Cauchy stress tensor depends. The form of this dependence is
not yet fixed except for the isotropy condition, which results from the objectivity.
Apart from these quite modest requirements there is no further restriction put on the
material laws Eqs. (12.60) and (12.63). As Eqs. (12.60) and (12.63) do not define the
type of connection between the stress and the strain and the strain history, it is thus
problematic to determine general material laws of such a substance. For this pur-
pose, one would have to record the stress curve for the infinite variety of all possible
non-steady-strains and one would have to suggest the construction of the function-
als from all the observations. Since this is impossible, the general material laws of
real substances remain unknown in the form Eqs. (12.60) and (12.63), and therefore
the Eqs. (12.60) and (12.63) are practically useless. This leads to the necessity to
put this dependency in well defined terms under the addition of broader conditions
and assumptions. From the physical point of view, one will set as a condition for
the concretization of material laws that the appearing material constants or func-
tions are measurable in principle. From the technical point of view, one demands
that the effort for measuring open quantities and the technical effort for calculat-
ing certain deformation problems does not get too big. The possibility of deriving
approximations of the general material equation arises with the “principle of fad-
ing memory” by adding a fourth physically plausible requirement to the three basic
postulates.
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12.4.3 Principle of Fading Memory

This principle can be qualitatively formulated as follows: The value of the func-
tional F depends the lesser on the course of the history of G(s), the higher s is, in
other words the present stress state is influenced lesser by deformation events the
further these are behind in time. Fundamental for a quantitative formulation of this
postulate is the definition of the norm of a deformation history

‖G(s)‖2 =
∞∫

0

tr
(
GGT(s)

)
h2(s)ds (12.84)

as well as the definition of a scalar product between two deformation events. It shall
be noted that the tensors of interest are symmetrical

〈G(s)|H(s)〉 =
∞∫

0

tr
(
G(s)HT(s)

)
h2(s)ds . (12.85)

h(s) is a continuous real-valued function that approaches zero “sufficiently fast”:

1. An infinitesimal norm of a deformation history is equivalent to a rigid body
movement or rest.

2. Two deformation histories are almost equal in the sense of this norm if their
progressions are almost equal in a near past. Big differences in the progressions
of the distant past are suppressed by the norms.

3. The norm is small if either tr(G2) is always small or if the deformation takes
place sufficiently slow. During the deceleration of a motion, individual events
move further back in time and therefore influence the norm with a smaller
weight h.

From the fact, that according to Eq. (12.84) the entirety H of all square integrable
deformation histories forms with definition Eq. (12.85) a complete Euclidean vector
space (Hilbert space), one obtains the possibility to formulate the postulate of fading
memory as a continuity statement and as a statement for differentiability (smooth-
ness).

In the simplest case, one obtains:
The functional F∞

s=0(G(s)) possesses fading memory in terms of the norm
Eq. (12.84) if it is continuous in a neighborhood of the zero history (G(s)
= 0).

A sharper formulation requires:
The functional F∞

s=0(G(s)) possesses fading memory in terms of the norm
(12.84) if it is at least differentiable in time in the neighborhood of the zero his-
tory (G(s) = 0).

According to the remarks of the last section, every component of the tensor val-
ued functional of the material Eqs. (12.60) and (12.63), respectively, assumes in this
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case the following form

∞
Fi j
s=0

(B,G(s)) = ∞
Fi j
s=0

(B,0)+ 〈Li j (B,s)|G(s)
〉+ o(‖G‖)

= 0 +
∞∫

s=0

Sp(Li j (B,s)G(s))h2(s)ds + . . .

=
∞∫

s=0

Li jkl (B,s)Gkl h
2 ds + . . . .

(12.86)

If one makes use of the tensor notation again and introduces the abbreviation K =
h2L, one obtains the tensor notation

∞
F

s=0
(B,G(s)) =

∞∫
s=0

K(B,s) : G(s)ds + o(‖G(s)‖) . (12.87)

The term free of G in the functional expansion has dropped due to the normalization
condition given with Eq. (12.61).

12.4.4 Asymptotic Representation of the Hysteresis Term

The detailed exposition of the following presentation can be found in the litera-
ture [19, 45]. These references deal with technical problems, however, it turns out
that in the broader sense this deformation class is of great relevance in biology as
well.

If one looks at the hysteresis term Eq. (12.87), one sees that due to the many
unknown quantities further restrictions are necessary. The deformation class one
wants to consider will be asked for and one will adapt the material law to this class.
An extremely important class, which is responsible for both technical and biological
questions, consists of a static or slowly variable basic deformation superimposed by
oscillations of small amplitudes.

In order to include this class, it is sufficient to linearize the hysteresis term phys-
ically Eq. (12.87) in B. If one considers that due to the incompressibility

• all spherically symmetric terms will be added to the pressure and
• in the available free energy the deviation of the term trB − 3 from zero is of

quadratic order,

the representation

∞
F

s=0
(B,G(s)) =

∞∫
s=0

(μ1(s)G +μ2(s)(GB+ BG))ds (12.88)
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follows after a lengthier calculation or a little converted

∞
F

s=0
(B,G(s)) =

∞∫
s=0

(μ′(s)G + δ(s)(G(B− I)+ (B− I)G))ds . (12.89)

As one can see, only two material functions are left that can be interpreted as fol-
lows:

μ′(s) is the relaxation kernel of the linear elasticity theory,
δ(s) describes effects of second order.

The material laws of multilinear or finite linear viscoelasticity are generally valid in
the case of statics and in the case of dynamics for sufficiently small or for deforma-
tion histories which differ little from the static deformation. They hold asymptoti-
cally under the following process restrictions:

• the deformation consists of a static or slowly variable basic deformation
• superimposed by oscillations of small amplitude.

A technical example of the mentioned processes is shown in Fig. 12.17. There
the progress of the temporal deformation of a motor mounting is shown qualita-
tively.

The first deformation process is the static compression where the dead load of
the engine is decisive. While the engine is running, oscillations of low amplitude
and higher frequency will be superimposed on this compression. While driving,
oscillations of higher amplitude but lower frequency will also be added.

Fig. 12.17 Progress of temporal deformation of a motor mounting
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The type of deformation considered here is also visible in running humans and in
general in mammals. One was successful in simplifying the constitutive model while
considering the expected class of deformation. What remains is the examination of
the static term.

12.4.5 Examination of the Static Term

With presumed incompressibility and isotropy, one can write the material law given
with Eq. (12.75) in the following form

σ + pI = ϕ1B+ϕ2B2 . (12.90)

The constraint stress p maintains the incompressibility condition. The functions ϕ1
and ϕ2 depend on the principal invariants I1, I2. The third invariant is I3 = detB = 1
and therefore can be neglected. Due to the tensor derivatives used in the following,
one introduces the new invariants I1 and I2 with

I1 = I1 = trB , (12.91)

I2 = I 2
1 − 2I2 = trB2 . (12.92)

One further requires that Eq. (12.90) may be derived from a potential ψ . The repre-
sentation

σ + pI = ρ0

(
∂ψ

∂ I1

∂ I1

∂F
+ ∂ψ

∂ I2

∂ I2

∂F

)
FT (12.93)

follows where

∂ I1

∂F
FT = 2B ; ∂ I2

∂F
FT = 4B2 (12.94)

have been used. Since ρ0 represents the constant density, the scalar function ψ is
the free energy referred to the mass. If one compares Eq. (12.93) with Eq. (12.90),
one obtains

ϕ1 = 2ρ0
∂ψ

∂ I1
; ϕ2 = 4ρ0

∂ψ

∂ I2
(12.95)

and the functions ϕ1, ϕ2 have to satisfy an integrability condition

∂ϕ1

∂ I2
= 1

2

∂ϕ2

∂ I1
. (12.96)

These integrability conditions are always satisfied, if ϕ1 is only a function of I1, and
if ϕ2 is only a function of I2. Due to this, one makes a constitutive assumption and
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postulates that

ψ = ψ1(I1)+ψ2(I2) . (12.97)

Whether this condition is really satisfied or not, has to be verified by experiments.
It seems reasonable to associate the first term with a very soft substance behavior
and the second term with the stiffening of the material that occurs at higher strains.
However, one has to remind of the phenomenological thermodynamics.

Boundary value and initial boundary value problems formulated properly have
a clear solution if the energy ψ is a convex function. The Hessian matrix then must
be positive definite, i. e. for all tensors A it holds

A : ∂2ψ

∂F∂F
: A ≥ 0 . (12.98)

During large deformations, the convexity can lead to unphysical behavior. How-
ever, the existence of solutions can also be shown with the weaker condition that
ψ is a polyconvex energy function. This mathematical concept, introduced already
in [11] but gets attention only lately. One may here refer to the literature [9, 44].
Polyconvex biomechanics models have been proposed in [2, 26].

12.4.6 Considering Phenomenological Thermodynamics

Since the readership consisting of engineers, biologists and physicians, as a rule is
rather acquainted with thermodynamics than with mathematics, the reminder of the
thermodynamics turns out considerably shorter than the mathematical part.

The two laws of thermodynamics in integral form are given by the energy theo-
rem

U̇ + K̇ = Q̇ + Ẇ (12.99)

and by the entropy inequality

Ṡ ≥ Q̇

T
. (12.100)

The sign > in Eq. (12.100) describes irreversible processes, and the sign = describes
reversible processes. The individual names mean

U : Internal energy
K : Kinetic energy
Q: Heat
W : Work of the external forces and body forces
T : Total temperature and
S: Entropy.



12.4 Basics of Material Theory 287

Equation (12.100) applies to materially closed systems that can only exchange heat
with their neighborhood. S is a quantity increasing monotonically in adiabatic sys-
tems where the heat exchange is also prevented (Q̇ = 0). In equilibrium, where
all temporal fluctuations come to rest, the entropy S assumes its maximum value.
A natural finding is incorporated here that is unfortunately never explicitly men-
tioned thus causing a lot of discussions and confusions. There is no growth without
limits in the real world. One has to consider that the second law of thermodynamics
with the entropy inequality already contains this information. One has a sequence
monotonically increasing in time and bounded from above. One concludes logically
from this that an upper bound is assumed. The final state is reached. Therewith
the second law of thermodynamics forms the basis of all extremum principles in
nature. If one eliminates Q̇ in the energy balance in Eq. (12.99) with the help of
Eq. (12.100), one obtains while neglecting the kinetic energy K :

U̇ ≤ T Ṡ + Ẇ . (12.101)

This relation can be transferred into a mechanically more relevant form

(U − T S − W )· ≤ SṪ . (12.102)

For an isothermal process Ṫ = 0, the left side of Eq. (12.102) assumes a minimum.
The two laws given by Eqs. (12.99) and (12.100) are universally valid. They are
also valid for materials considered in a uniaxial tension test. In the following, one
can neglect the kinetic energy as well as the term resulting from the body forces Ẇ .
If one looks at the strain of an incompressible rod in a tension test, as shown in
Fig. 12.18, one obtains from both laws in the reversible case the relation named
after Gibbs

T dS = dU − P dl . (12.103)

With the free energy

F =
∫
B

ρ0ψ dv = U − T S (12.104)

Fig. 12.18 Uniaxial tension test
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one can write Eq. (12.103) alternatively as

dF = −S dT + P dl . (12.105)

As one can see from the right side of equation (12.105), F , S, and P are functions of
T and l. From this equation, one further obtains with constant temperature (dT = 0)
the force P as following

P = ∂U

∂l
(l,T )− T

∂S

∂l
(l,T ) . (12.106)

One interprets this equation by saying that P has an energetic term and an entropic
term. Both terms can be traced back to the constitutive law since the integrability
condition given by Eq. (12.105) implies

−∂S

∂l
(l,T ) = ∂ P

∂T
(l,T ) (12.107)

and therefore one obtains

P(l,T ) = ∂U

∂l
(l,T0)+ ∂ P

∂T
(l,T )T . (12.108)

As one can easily see, this is the tangent to the curve P(l,T ) in the case of a fixed l
and variable temperature T . The energetic term ∂U/∂l(l,T0) is the axis section on
the ordinate and the gradient factor is tanα = ∂ P/∂T (l,T ∗). Figure 12.19 illustrates
these statements.

Fig. 12.19 Entropic term and energetic term of the tensile force P
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Let us note what one gets from this simple calorimetric experiment:

P = ∂U

∂l
(l,T )− T

∂S

∂l
(l,T ) = ∂ F2

∂l
+ ∂ F1

∂l
, (12.109)

∂ F2

∂l
= ∂U

∂l
(l,T ) , (12.110)

∂ F1

∂l
= −T

∂S

∂l
(l,T ) . (12.111)

Since Eq. (12.111) is responsible for the rigid range of the force elongation rela-
tion therefore for smaller elongations, and Eq. (12.110) describes the change of the
internal energy at great elongations, it seems reasonable to connect F1 with the lin-
ear invariants of B being I1 and to connect F2 with the quadratic invariants of B
being I2.

Hypotheses: For F and ψ , respectively, it follows

F = F1(I1)+ F2(I2) , (12.112)

ψ = ψ1(I1)+ψ2(I2) . (12.113)

Let us consider the procedure:
From the calorimetric experiment one obtains the split of the tensile force with

P = T h1 (λ) + ah2 (λ) .

entropy-
elastic term

energy-
elastic term

(12.114)

In the tension test one obtains for an incompressible material:

F =
⎛
⎜⎝

λ 0 0
0 1√

λ
0

0 0 1√
λ

⎞
⎟⎠ , (12.115)

B =
⎛
⎝λ2 0 0

0 1
λ

0
0 0 1

λ

⎞
⎠ , (12.116)

I1 = λ2 + 2

λ
; I2 = λ4 + 2

λ2
, (12.117)

σ =
⎛
⎝σ11 0 0

0 σ22 0
0 0 σ33

⎞
⎠ , (12.118)

σ = −pI+ϕ1B+ϕ2B2 , (12.119)

σ11 = −p +ϕ1λ
2 +ϕ2λ

4 , (12.120)

σ33 = 0 = σ22 = −p +ϕ1
1

λ
+ϕ2

1

λ2 . (12.121)



290 12 Soft Materials in Technology and Biology

If one eliminates the undetermined pressure from Eq. (12.120) with Eq. (12.121), it
follows

σ11 = ϕ1

(
λ2 − 1

λ

)
+ϕ2

(
λ4 − 1

λ2

)
(12.122)

or

σ11 =
(

λ2 − 1

λ

)(
ϕ1 +ϕ2

(
λ2 + 1

λ

))
. (12.123)

The force is

P = σ11 A . (12.124)

Incompressibility provides that Al = A0L and therefore A = A0 L/ l = A01/λ due
to which the force assumes the following form

P = σ11
1

λ
A0 = A0

(
λ− 1

λ2

)(
ϕ1 +ϕ2

(
λ2 + 1

λ

))
(12.125)

If one compares Eq. (12.125) with Eq. (12.114) and takes into account that B2 in
Eq. (12.119) has arisen by differentiating with respect to I2, the correlation is unique

T h1(λ̃1) = A0

(
λ̃1 − 1

λ̃2
1

)
ϕ1 , (12.126)

ah2(λ̃2) = A0

(
λ̃2 − 1

λ̃2
2

)(
λ̃2

2 + 1

λ̃2

)
ϕ2 . (12.127)

The invariants λ̃1 and λ̃2
2 are considered as the solutions

λ̃1 = λ̃1(I1) ; λ̃2 = λ̃2(I2) (12.128)

of Eq. (12.117). This is equivalent to the cubic equations

λ̃3
1 − I1λ̃1 + 2 = 0 ; λ̃6

2 − I2λ̃
2
2 + 2 = 0 (12.129)

for λ̃1 and λ̃2
2 to be solved with Cardano’s formula. The indices 1 and 2 are attached

for better distinction. One can convince oneself very easily that I1 ≥ 3 is always
valid and that the solutions λ̃1 are always real-valued in this case. One root of the
first Eq. (12.129) is negative, another one lies between 0 and 1, the third root is
greater or equal 1 and thus has to be chosen for the tension test. With the auxiliary
quantities

r1 =
√

I1

3
, cosβ1 = 1

r3
1

(12.130)
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one obtains the solution

λ̃1 = 2r1 cos

(
π −β1

3

)
. (12.131)

The solution of the second equation of Eq. (12.129) provides analogically

r2 =
√

I2

3
, cosβ2 = 1

r3
2

, (12.132)

λ̃2 =
√

2r2 cos

(
π −β2

3

)
. (12.133)

For the uniaxial tension test λ̃1 = λ̃2 = λ.
Even for a very simple material law for elastomers such as the Mooney–Rivlin

law the elastic material properties cannot solely be determined with the help of uni-
axial tension tests [48]. The split into the entropy elastic term T h1(λ̃1(I1)) and the
energy elastic term ah2(λ̃2(I2)) leads to constitutive laws, for which all material
constants can determined economically with one single measurement. In the end,
one considers an equibiaxial loading that provides a possibility of testing for veri-
fying previously made assumptions in addition to the tension test with which one
determines the constitutive law. It shall be mentioned that analyzing an equibiaxial
extension cannot provide any verification of the assumptions. However, falsification
is possible. Very sensitive but quite involved characterizations of the nonlinearly
elastic behavior in E2 or E3 are possible by measuring the strain dependent sound
speeds or time-of-flight of longitudinal and transversal acoustic waves [47].

12.4.7 Equibiaxial Loading

This type of deformation possesses an independent right for making material as-
sumptions besides the previously mentioned control possibility. As has already been
mentioned in Sect. 12.3.3, biopolymers form different spatial structures. These are
mostly laminar structures that are found in the skin, the veins, the bladder etc. For
these structures, the equibiaxial loading provides an adapted measuring method. In
this test, a thin membrane is inflated. One obtains an only approximately spher-
ical cup since the equibiaxial stretch is disturbed at the clamped boundary. One
can obtain more accurate models by solving partial differential equations of the
system [18]. Nevertheless, the following simple model already describes the basic
behavior. Another problem for the evaluation are unknown residual stresses which
always arise in biological tissue due to growth, swelling, or dehydration. An obvi-
ous example is the formation of wrinkles in aging tissues as a result of compressive
residual stresses.

Figure 12.20 roughly sketches the experimental setup and indicates important
parameters of the equipment, deformation and loading.
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	p = pi − pa: Pressure difference
r : Current radius of curvature of the spherical cup
R: Radius of the flat membrane
h: Maximum deflection
S: Current size of S
λ = S/R: Stretch

If one looks at a the deflected membrane in comparison to the not deflected disc,
the relations in Fig. 12.21 are valid. The thickness D of the flat membrane has the
current value d .

Fig. 12.20 Equibiaxial loading experiment (bulging test)

Fig. 12.21 Equibiaxial loading experiment (bulging test)
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In the case that the membrane is very thin D/R 	 1 the bending component can
be neglected compared to the strain component and therefore the pressure jump can
be neglected compared to the tangential stress σ11 = σ22. For simplicity equibiaxial
residual stresses ρ11 = ρ22 will be assumed. In this case, the equilibrium conditions
provide

pi − pa = 	p = 2(σ11 +ρ11)
d

r
. (12.134)

With the abbreviation ξ = h/R one obtains the kinematics

λ : = λ1 = λ2 = s

R
= rα

R
, λ3 = d

D
, (12.135)

cosα = |R2 − h2|
R2 + h2 = |1 − ξ2|

1 + ξ2 , (12.136)

λ = α

sinα
= 1 + ξ2

2ξ
α , (12.137)

d

r
= 8

D

R

ξ3

(1 + ξ2)3

1

α2 = D

R

α

λ3 , (12.138)

As one can see from Eqs. (12.134) and (12.138), the assumption of pure stretching

F =
⎛
⎜⎝λ 0 0

0 λ 0
0 0 1

λ2

⎞
⎟⎠ , (12.139)

B =
⎛
⎜⎝λ2 0 0

0 λ2 0
0 0 1

λ4

⎞
⎟⎠ , (12.140)

I1 = 2λ2 + 1

λ4
, I2 = 2λ4 + 1

λ8
(12.141)

is well approximated for D/R 	 1 and ξ = h/R � 0. For the stresses one obtains

σ11 = σ22 = −p +ϕ1λ
2 +ϕ2λ

4 , (12.142)

0 = σ33 = −p +ϕ1
1

λ4 +ϕ2
1

λ8 . (12.143)

If one eliminates the constraint stress p in Eq. (12.142) (no causal connection with
	p), one obtains

σ11 =
(

λ2 − 1

λ4

)(
ϕ1 +ϕ2

(
λ2 + 1

λ4

))
. (12.144)

ϕ1 and ϕ2 are functions of I1 and I2 that have been determined before in Sect. 12.4.6.
With this experiment, one is able to check the assumptions made in Sect. 12.4.6. The
presented experiment is of independent interest for biopolymers. This test should
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be particularly adequate for questions regarding fatigue strength and delamination.
With the Eqs. (12.136), (12.138) and (12.144) and the equilibrium condition given
by Eq. (12.134) one obtains the equation of the measured curve

	p = 2D

Rλ3

((
λ2 − 1

λ4

)(
ϕ1 +ϕ2

(
λ2 + 1

λ4

))
+ρ11

)
arccos

(
1 − ξ2

1 + ξ2

)
.

(12.145)

As a typical result for structures that basically deform perpendicular to the load, one
recognizes that the material functions ϕ1 and ϕ2 can only be determined together
with the residual stress. In the uniaxial tension test, there are no residual stresses
since the problem is statically determined.

Layered biopolymers are made up of several substances such as elastin and col-
lagen fibers that are incorporated in it. Questions regarding delamination or blister
of collagen fibers may be examined with the introduced equibiaxial loading experi-
ment superposed by a periodic loading. What is left in the end is the question about
concrete constitutive laws which will be discussed in the next section.

12.5 Material Laws for Technical and Biological Polymers

12.5.1 Technical Polymers (Gauß Networks and Kilian Networks)

Kilian makes an interesting suggestion for technical polymers (elastomers) [28,29].
In analogy to van der Waals’ idea he modifies the model of the “ideal conformation
gas” as which Eq. (12.146) can be understood. Starting from the ideal equations of
state, he obtains the equation describing the real network. If one considers the ten-
sion test as shown in Fig. 12.18, one obtains the equation of the ideal conformation
gas describing the Gauß (Gauss) network

P = ρRT

λ2
m Mm

A0

(
λ− 1

λ2

)
. (12.146)

Here ρ is the density, R = 8.31451 Jmol−1 K−1 the (general) molar gas constant,
Mm the molecular weight of the stretch invariant basic unit thus ρ = 1 gcm−3 and
Mm = 68.11 gmol−1 if natural rubber (C5H8) is considered. Further statistical me-
chanics models of rubber elasticity are discussed in [33, 41].

The quantity λm deserves special interest because it can be related to the ultimate
elongation of the elastomer. At first one sees that the elastomer becomes stiffer in
case of a smaller λm. It should be clear that this is connected to the quantity of
the cross linking agent. As one can tell by Eq. (12.146), λm is already given by
the initial slope of the curve at λ = 1. Therefore it could be shown in Sponagel
et al. [46] that this quantity can be measured by a simple Shore hardness test and
that it represents the ultimate stretch of the elastomer. So all strains λ > λm are
excluded.
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In the representation of Eq. (12.122) it follows ϕ2 = 0 and ϕ1 = constant. If one
compares relation Eq. (12.122) to Eq. (12.146), one obtains

ϕ1 = ρRT

λ2
m Mm

. (12.147)

One sees that ϕ1 is completely interpreted on molecular level and the quantity λm is
determinable in a very simple test [46].

Kilian extends Eq. (12.146) analogically to the van der Waals gas, in which he
brings analogous physical effects into play [28, 29]. He postulates the real network
behavior in a tension test which we rewrite in the correct van der Waals form

P

A0
= ρRT

λ2
m Mm

�

1 − �
�m

− a�2 , (12.148)

�(λ) = λ− 1

λ2
, �m = �(λm) . (12.149)

This model is called “Kilian network” in the following. If one compares Eq. (12.148)
with the known relation for gases, one sees that the exclusion volume of the network
chains takes the position of the exclusion volume of the molecules in the gas. This
is the meaning of λm. The cohesive forces between the molecules in the gas are
described by Kilian with the parameter a > 0.

These effects only occur for larger deformations since the elastomer chains must
accordingly get close to each other. Rubber tends to crystallize and these energy
elastic effects are included here. This circumstance also justifies an extension of the
Kilian model by the assumption that this additional term is only described by the
invariant I2.

For the tension test, Eqs. (12.148) and (12.149) can directly be used. For this, one
compares relation Eqs. (12.148), (12.149) with Eq. (12.126) and Eq. (12.127). With
this unique assignment, one obtains the entropy-elastic term with the
Eqs. (12.126) and (12.148)

ϕ1(I1) = ρRT

λ2
m Mm

(
1

1 − �1
�m

)
, �1 = �(λ̃1(I1)) . (12.150)

The energy-elastic term is obtained with the Eqs. (12.127) and (12.149)

ϕ2(I2) = −a�2

λ̃2
2(I2)+ 1

λ̃2(I2)

, �2 = �(λ̃2(I2)) . (12.151)

Equation (12.148) for the tension test is unchanged because for this test λ̃1 = λ̃2 = λ.
Figure 12.22a shows the quasi-static stress-stretch curve of natural rubber at room
temperature. The material constants are found by approximation to this tension test.

Of course, it cannot be expected that this assumption of the split into an entropy
elastic term (function of I1) and an energy elastic term (function of I2) is universally
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valid. However, it remains to hope that it proves to be useable within an approxi-
mation. The biaxial strain tests will be considered for a validation. For the bulging
test, the new invariants λ̃1(I1) and λ̃2(I2) are calculated with I1 and I2 taken for the
equibiaxial stretch. It is assumed that residual stresses are negligible.

With Eqs. (12.145), (12.150, 12.151), with the identified constants λm = 10.77,
a = 0.17 Nmm−2 and with replacing ρRT/(λ2

m Mm) by 0.904 Nmm−2 for the same
natural rubber one obtains a prediction of the bulging test. It is shown together
with measurements in Fig. 12.22b. As one can see, the made assumptions about the
invariants of B seem to lead to useable results. The remaining discrepancies may
be addressed to the too simple evaluation that assumes a perfect ball shape of the
inflated membrane. In the experiment described in Sect. 12.4.7, the clamped support
actually prevents the undisturbed formation of an equibiaxial stress state. A more
exact measurement of the stretch λ and of the membrane curvatures may be made
with a video-based system in three measuring planes [23].

Examinations of real spatial problems as they occur for rubber springs however
prove the assumptions and with known Mm one obtains the statement:

Technical polymers can be well described with two measured parameters λm, a
and two relaxation functions μ′(s) and δ(s).

The importance of this statement will be clear to everybody who knows the com-
plexity and the size of the elastomer processing industry. Figure 12.23 shows that the
maximum stretch in tension is larger than in equibiaxial loading and it also shows

Fig. 12.22 Tests and approx-
imation with the modified
Kilian model for natural rub-
ber. a Tension test, b Bulging
test
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Fig. 12.23 Modified Kilian
Model for natural rubber com-
pared in uniaxial tension (—)
and in equibiaxial loading
(- - -) a 1st Piola–Kirchhoff
stresses, b Cauchy stresses σ

that although rubber is weak in terms of technical stress � it is relatively strong in
terms of true stress σ .

12.5.2 Biological Polymers (Collagen)

Despite of some similarities with the behavior of technical polymers [20] the situa-
tion with biological polymers is much more complex. On the one hand, this stems
from the variety of the materials as well as from the structures that can arise and
on the other hand from the fact that these substances are in a aqueous environment.
From the mechanical point of view, however, it attracts attention that the force-
stretch relation in principle proceeds differently than for technical polymers. Tech-
nical polymers show in their initial force-stretch relation, no matter whether Gauß
or Kilian networks are considered, a basically degressive behavior, whereas this is
particularly different for biopolymers. Figure 12.24 shows this difference and imme-
diately makes clear to the engineer, with the area under the different curves, which
energies are stored and what this means for a fracture.

In Fig. 12.24b a dotted line is marked, that does not go through the origin P = 0
and λ = 1. This is an remarkable circumstance, because here one sees the tissue
prestress P0 that everyone experiences in his ageing skin. Young skin possesses
a big P0 and old skin a small P0. As one sees, exactly this prestress has an essential
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Fig. 12.24 a Kilian network. b Biopolymer

influence on biological tissues. What this means for the cosmetics industry, should
be clear to everyone.

Yamada [51] presented extensive measurements for biological tissue. Here only
some aspects can be illustrated. Fung demonstrated in [15] that uniaxial J-shaped
stress-strain curve of many tissues follows an exponential law which could later
be extended to more dimensions and to anisotropic materials. For a more complete
overview over the extensive state of modern material theories and their applications
in the biomechanics of soft tissues one should refer to the literature [10, 21, 22, 25].

Before discussing the molecular mechanisms, that may evoke a J -shaped stress-
strain curve as well as the previously mentioned residual prestress, the advantages
that are provided by such elastic behavior are considered first. When it turned
out from biomechanical examinations that many biological diaphragms and vessel
walls, such as arteries, are exceptionally ductile, biomechanics inferred from this
that the fracture energy of these materials must be very high. The biomechanics did
not find any particular high values when they determined the fracture energy for
a large number of animal tissues on the basis of exact measurements. Most fracture
energies were between 103 . . .104 J/m2. The tough skin of a rat, a worm or the ves-
sel wall of a human artery differs less from metal sheets and rubber based on the
fracture energy but rather in terms of the different stress-strain curves.

The material has an insignificantly small shear modulus in the area of small
stresses and strains in which the J -curve practically extends horizontally. There-
fore, the deformation energy that would become free in case of a fracture cannot be
transferred efficiently into the fracture zone. That is a simple but very elegant mech-
anism in order to increase the safety. Furthermore, the J -curve has other mathemati-
cal features than the S-curve so that it does not advantage instabilities in pressurized
tubes – aneurysms therefore usually cannot develop in arteries. The situation is quite
different for Kilian networks (one thinks of the phase transition during the lique-
faction of gas). The advantageous material properties of animal skin are reflected
in the traditionally wide application of leather and untanned furs. Before synthetic
substances with similar properties were introduced, there was no adequate substitute
for leather.
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In order to make clear the connection between the J -shaped course of the stress-
strain curve and the toughness of a material, the consequences of another curve
shape is discussed for the example of the amnion in eggs. The skin lining the inside
of the solid porous eggshells is used for protecting the embryo against moisture and
pathogens. The hatching chick which is not especially strong must be able to free
itself from its egg. This would be enormously complicated by a very tough amnion.
Actually, this skin can tear easily. Up to strains of 22%, the material behavior follows
Hooke’s law and therefore it represents a special case within the animal tissues.
Which molecular mechanism causes this behavior is still unsolved. A extension of
covalent bonds by 22% can certainly be ruled out, since the elasticity modulus with
7 N/mm2 is too small for this.

One finds some good examples for the meaning of J -curves with regard to the
tearing of textiles. For a knitted material, one can feel the consequences of the J-
shaped stress-strain curves very easily: Sweaters or socks can hardly be torn by
pulling at them. Woven materials stretch in accordance to Hooke’s law in the two
directions of warp and weft. For other directions, diagonal to the weft, the strain
behavior corresponds to a J-curve. Most textiles can be torn precisely along a line –
however only in direction of the main threads. Tailors frequently make use of this.
On the other hand, it is very difficult to tear a woven cloth diagonal to the main
threads. Therefore, rips are usually L-shaped in woven clothing because the material
tears most easily in the two perpendicular thread directions.

Remarkably, also the human amnion skin, that encloses an embryo, has a J -
shaped stress-strain curve that rises however very steeply. This skin shall finally
rupture at birth. Within the last two months of pregnancy, it weakens considerably
as already shown by Yamada [51]. Probably, this is based on physiological changes
that do not directly influence the elasticity of the tissue, but weaken the restrains
in the amnion tissue in some way. Biochemical and clinical influences have been
discussed in [7].

Also one’s skin can become weak and brittle through infections. Exactly this
point is of special interest, because here many biologists, biochemists and derma-
tologists, asks what to do in order to maintain the state of youth. This question is of
course not new, but the chances to answer these questions grow with the knowledge
of these substance classes in biomechanics.

At the end of these considerations towards biopolymers, the prestress P0 will be
examined because this is actually easy to see. For the following considerations, it
is not important whether the side chains are hydrophilic or hydrophobic. If they are
hydrophilic, the macromolecule is shrouded in a water drop. In an other case, the
environment is water. This is visualized in Fig. 12.25.

If the macromolecule in Fig. 12.25 is elongated it starts to untangle itself caus-
ing the entropy S to decrease and causing the interface between water and macro-
molecule to enlarge. Using the relation given by Eq. (12.108) one obtains:

P = ∂U

∂l
(l,T ) − T

∂S

∂l
(l,T )

Change of internal energy
due to enlargement of interface

Change of entropy (12.152)
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Fig. 12.25 Macromolecule

One sets U = P0l and S = −cl2/2. Here the whole internal energy term has been
added to the interface energy,

P = P0︸︷︷︸
Surface
stress

+ T c︸︷︷︸
Stiffness
due to
entropy
change

l (12.153)

One further has to make oneself clear that the aqueous milieu keeps the macro-
molecules in an extended state and therefore it prevents crystallization. So one can
realize that the ability to elongate is always given except in exceptional conditions
(e. g. dry lips) and that the parameter a as it exists in Kilian networks does not play
a significant role here.

Collagen as a central component of human and animal tendons is biomechani-
cally especially interesting. There are two important functions tendons have to ful-
fill: They are used on the one hand to transfer tensional forces to bones and to other
parts of the body for enabling body motion. On the other hand, they act as springs
for storing energy.

Muscles in vertebrates are designed biomechanically in a way that they work over
certain distances. But if all muscles would be directly attached to bones, this would
result in a less efficient construction principle. Anyway, one can hardly imagine that
hands with muscles directly attached to phalanges would enable differentiated mo-
tions. In reality, muscles situated well above in the arm and connected to the bones
of the hand by long thin tendons participate in the motions of the hand. One can
easily feel them if one moves the fingers of a hand and simultaneously the forearm
with the other hand. Tendons are used for storing deformation energy besides being
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used for the power transmission between muscles and bones – therein they resem-
ble a spring. One just has to observe exactly when deers or horses jump, when cats
catch mice or when squirrels and monkeys jump from branch to branch in order
to understand that animals are equipped with a variety of very efficient devices for
storing deformation energy.

Tendons which mainly consist of parallel collagen fibrils are stiff enough for
transferring reliably muscle forces – the maximum strain lies around 8 – 10% which
is small by biological standards. Tendons on the other hand can store extremely high
strain energies – much more than traditional materials can do.

Pechhold and coworkers were able to interpret several physical properties of
polymers with the meander model. In [40] they have therewith described the me-
chanical properties of myosin, elastin and collagen and have introduced a muscle
model in [39]. The mechanics of individual collagen fibers can be described on mi-
cro scale with the help of the so called Wormlike-Chain-Model (WCM).

The WCM starts from an arbitrary but continuing curvature of collagen fibers
in the unstressed state (Fig. 12.26). The relation between the force PC applied to
a collagen fiber, and the average end-to-end distance r of a collagen fiber is given
in [31, 38]:

PC = kT

4LP

[
4

λc − 1

λm − 1
+
(

1 − λc − 1

λm − 1

)−2

− 1

]
. (12.154)

k = 1.3806568 ×10−23 J/K is the Boltzmann constant, T is the total temperature,
LP describes the persistent length as a measure for the initial stiffness of a collagen
fiber, λc = r/LP is the stretch of a collagen fiber, and λm is the maximum stretch
in the completely stretched condition. A continuum model can be derived form the

Fig. 12.26 Wormlike-Chain-Model [31]
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WCM by building a four-chain-network model and eight-chain-network model in
E2 (e. g. skin, amnion) and E3, respectively.

One also finds here the exclusion volume corresponding to the Kilian network.
What is missing is the term of the internal energy that describes the crystalliza-
tion. This circumstance could lead to the assumption that the internal energy only
depends on I1.

With biopolymers, however, the necessity for a spatial description is not given as
much as for technical polymers. Collagen is build up linearly and fibrous, respec-
tively, and due to this the deformation is predefined. It consists of a simple extension
and spatial considerations become irrelevant. It shall be noted that only two free pa-
rameters are existing in Eq. (12.154). These are the persistence length LP and the
maximum lengths Lm and λm, respectively.

Lambertz examined animal tendons in vibration experiments [32]. The question
he examined was connected to the locomotion of animals. Due to the equivalence
of this deformation class occurring in nature and the one which has been examined
here, he achieved results that agreed well with the material models developed in this
article.

The approach is given by

P

A0
= Eε(t)+βε2(t)+ 2

∞∫
0

{K0(s)− 2(K0(s)− K1(s)ε(t))}εt (s)ds (12.155)

with

A0: initial area of the tendon,
E = 3

2
kT

A0 LP(λm−1)
: initial rigidity of the fibers,

β = 3
4

kT
A0(λm−1)2 : further rigidity measurement describing the

deviation from linear behavior,
ε = λ− 1: strain,
K0 = −k0 e−sλ0, k0,λ0 > 0
K1 = −k1 e−sλ1, k1,λ1 > 0

}
: relaxation functions,

εt(s) = ε(t − s)− ε(t): strain history.

The integral free term of the approach corresponds of the expansion of Eq. (12.154)
up to the quadratic terms. The hysteresis term is the expansion (Eq. (12.88)),
Eq. (12.89) responsible for the considered class of motions.

For input signals of the form

ε(t) = ε0 + ε1 sin(ωt) , ε1 < ε0 (12.156)

the evaluations of the vibration experiments yield the results shown in Fig. 12.27.
As one can see, the developed theory also agrees well with the theory, at least for

biopolymers. Also in this case the following is sufficient to define the model:

two numbers LP, λm and two relaxation functions μ′(s), δ(s).

Here, the biologists, biochemists and physicians see the enormous advantage they
attain. Physiological conditions that can be influenced by training, medications etc.
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Fig. 12.27 Theoretical and real stress-strain curve of a tendon at 10 Hz [32]

make themselves noticeable in a change of the free parameters. The number of
these free parameters has diminished to a minimum and is microscopically inter-
pretable.

Finally, we consider another very interesting feature of biopolymers which leads
very much into the proximity of the motoric function of biological substances. This
last section deals with the swelling and the shrinking of this substance class.

12.6 Volume Change in Biopolymers

In Sect. 12.2.3, it was mentioned that biopolymers are normally available in the
form of a mixture with a liquid. If the liquid is water, one talks about hydrogels and
in general one speaks of near valence gels. The liquid acts as a weak solvent and
influences the volume of the actual gel as well as the quantity of the valence bonds.
A typical example in technology is polyvinyl chloride (PVC) which is available
in two trade forms, as non-rigid PVC and as rigid PVC. Well-known examples in
medicine and biology are for example skin, hyaline cartilage, hemoglobin, etc.

One knows from the moisture loss of one’s lips what it means if these substances
lose their moisture. They become rough and tear. But also an active process of
“swelling and shrinking“ can be observed for biological hydrogels. The network of
the biopolymers possesses acid side chains, more exactly carboxyl groups COOH.
These ionize in aqueous solutions, so that a COO− ion remains in the network, while
a H+ ion is released. The latter quickly accumulates at a water molecule and this
makes up a H3O+ ion which one calls counter ion. Gels swell in aqueous solutions
by absorbing the water and they shrink through expression of water. These volume
changes can be caused by

• a temperature change,
• an alteration of the ionization degree,
• mechanical loading.
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In a typical condition, the gel consists of three particle types: Chain links of the
polymer molecules – some ionized –, counter ions, and water molecules. Usually
one represents these observed appearances in a (T,υ) diagram with T as the tem-
perature and υ as the degree of shrinking that is defined as the ratio of the number
of polymer links to the total number of the particles in a gel. Therefore υ = 1 holds,
if the gel shrank completely; alternatively υ < 1. Figure 12.28 shows a schematic
diagram of this type.

In Fig. 12.28a, the dashed line corresponds to a stronger ionization of a poly-
electrolytic gel. For lower temperatures, the gel shrank and it only swells a little
for an increase in temperature. Only for a transition temperature Tt the process of
swelling starts and continues up to values of υ 	 1, so that the volume of the gel
can increase strongly. For a further temperature increase, only insignificant swelling
takes place. For a subsequent decrease of temperature, the graph is run through
backwards. Especially, the essential part of the shrinking procedure also takes place
at the temperature Tt. Analyzing Fig. 12.28a, this phenomenon reminds of a phase
transition meaning a stability problem. Indeed, one describes swelling and shrink-
ing as a result of a competition of three thermodynamic forces – two of them are
entropic and one is energetic. These forces are

• osmotic pressure of counter ions – an entropic expanding force,
• network elasticity – an entropic contracting force,
• molecular interaction. This is an energetically contracting force for the gel.

At the transition temperature, the expanding tendency of the osmotic pressure pre-
vails over the two contracting tendencies. This leads to the abrupt swelling process.
In the following, these forces will be discussed in more detail while analyzing the
reasons for their appearance.

The electrostatic interaction of the cross-linked ionomers and the counter ions,
enforces an electro neutrality of the system at each point. Since the cross-linked
ionomers are bonded to the gel, the counter ions consequently cannot leave the gel.
On the other hand, the counter ions are practically free particles, and as such, they
have the tendency to homogeneously fill the whole system of gel and water-bath.
Therefore, they press from the interior against the surface of the gel and expand
this through partial entanglement of its long-chain molecules. Water molecules fill

Fig. 12.28 a (T,υ)-diagram for two polyelectrolytic gels. b Gel in bath loaded with traction P
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the area that is created by the entanglement in the gel during the expansion pro-
cess; these can freely enter and leave the gel. The surface of the gel therefore acts
as a semi-permeable wall and the effect of the counter ions can be described as
osmotic pressure. The expansion of the gel sets the long-chain molecules into the
unlikely untangled condition. They have the tendency to entangle themselves and
generate in this way the network elasticity which is an entropic force counteract-
ing the osmotic pressure. Both forces are linearly dependent on the temperature.
The network is energetically in the most favorable situation if only members of the
network form next neighbor pairs. There is an energy penalty for the formation of
a pair made up of a member and a water molecule or any other unequal pair. This
effect is largely independent on the temperature and therefore definitely determines
the behavior at low temperatures – where the two other forces are small – and leads
to shrinking. A physician or biologist describes the sketched system in Fig. 12.28b,
which one calls gel plus water-bath, as gel. He imagines, for example, a red blood
cell or a intervertebral disk. In order to combine these different ideas, one assumes
the water-bath as the volume of water that is needed by the swollen gel in order to
homogeneously fill the volume. The sketched figure only has a heuristic value anal-
ogously to the spring-damper circuits of Table 12.1. Considering what has been said
so far, it becomes clear what is meant with this figure: it describes the degree of ho-
mogeneity of a mixture. One imagines the water-bath as being of maximal volume
if the gel is a pure polymer and contains no water. In the other case, the whole water
reservoir is optimally dissolved in the gel, and the gel fills the whole volume. In this
example the swelling process and shrinking process will be described as a function
of the temperature.

For the considered system of Fig. 12.28b, one uses the second law of thermody-
namics and obtains from Eq. (12.102)

(U − T S − W )• ≤ SṪ . (12.157)

With P = const.

Ẇ = Pl̇ + pV̇ (12.158)

it follows

(U − T S − Pl)• ≤ SṪ + pV̇ . (12.159)

From this one concludes that for isothermal and isochoric processes (T = const.,
V = const.) the left quantity in Eq. (12.159) called available free energy A assumes
a minimum,

A = U − T S − Pl → Minimum . (12.160)

One must now associate the internal energy and the entropy with the parameters
of the system. In order to characterize the system, one introduces the following
quantities:
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n1 Number of water molecules,
n(1)

1 Number of water molecules in the gel,

n(2)
1 Number of water molecules in water bath,

n2 Number of polymer chains,
xn2 Number of chain links of molecular size,
n3 Number of counter ions,
n′ = n′

1 + xn2 + n3 Number of particles of molecular size in the gel.

By introducing xn2 one only has particles of equal size that form the gel: Water
molecules, counter ions and chain links. One defines the degree of shrinking υ,

υ = xn2

n′ = V0

V
(12.161)

as the ratio of molecular-sized chain links to the total number. This means macro-
scopically for an uniaxial tension with the deformation gradient

F =
⎛
⎝λ 0 0

0 β 0
0 0 β

⎞
⎠ (12.162)

and the determinant

detF = λβ2 = 1

υ
. (12.163)

Besides υ and λ one introduces the degree of ionization ζ ,

ζ = n3

xn2
. (12.164)

ζ describes the fraction of the ionized chain links. Since the quantities x , n2, n3 are
constants for a gel, only n′

1 and υ, respectively, and λ remain as variables in the
available free energy A. Therewith one obtains a relation of the type

A = A0 + xn2kT Ā(υ,λ,e,x,ζ, f,T ) (12.165)

with

Ā = 1 − (1 + ζ )υ

υ
ln [1 − (1 + ζ )υ]+ ζ lnυ + e

kT

(
ζυ − (1 + ζ )2υ

)
+ 1

2x

(
λ2 + 2

λυ
+ 2lnυ

)
− 1

x
f λ .

(12.166)

In Eq. (12.166) f = P L/(n2kT ) is the dimensionless force acting on the gel and
e is a factor that takes into account the energy alteration, if unequal neighbor pairs
are formed. The parameter e has the dimension of kT , from this follows that e/kT
and Ā are dimensionless as well. According to the theorem of the minimum of free
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energy the partial derivatives with respect to υ and λ disappear with fixed values e,
x , ζ , f ,

δ Ā

δυ
(υ,λ,e,x,ζ, f,T ) = 0 , (12.167)

δ Ā

δλ
(υ,λ,e,x,ζ, f,T ) = 0 . (12.168)

From this, one obtains the equations

kT

e
= −(1 + ζ + ζ 2)υ2

ln[1 − (1 + ζ )υ]+
(

1 − 1
x

)
υ + 1

xλ

, (12.169)

f = λ− 1

υλ2
(12.170)

that describe the dimensionless temperature kT/e and the dimensionless force f as
a function of λ and υ. Figures 12.29 and 12.30 describe these relations.

Figure 12.29 seems unsuspicious whereas Fig. 12.30 does not. If one looks more
detailed at Fig. 12.30 for a fixed f and if one increases the temperature T , one finds
the possibilities sketched in Fig. 12.31.

For low as well as for high temperatures, only one value of υ exists in each case:
a high value of υ for the shrunk gel and a low value of υ for the swollen gel. In case
of a intermediate temperature three points of intersections exist, and one asks which
of them will be realized. About this, the free energy Ā gives information. Because
it is easy to understand that the right and left intersection is connected with local
minima and the intersection in the middle is connected with a local maximum. If
one sketches Ā in dependence on υ for the four temperature steps, the situations
shown in Fig. 12.32 follow.

For temperatures between k1T/e and k3T/e one sees that two minima can exist,
but the right one is always the absolute minimum, curve (2′′). Curve (2) in Fig. 12.32

Fig. 12.29 Dimensionless
force f as a function of the
deformation λ. The parameter
is υ
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Fig. 12.30 Temperature as
a function of the degree of
shrinking υ. The parameter
is f

Fig. 12.31 Phase transition of
υ for f = const.

Fig. 12.32 Free energy Ā at
different temperatures T

occurs if the intersections lead to areas above and below of equal size in Fig. 12.31.
At the corresponding temperature k2T/e the level for both minima is equally high
and thus this is the temperature that describes the phase transition. For temperatures
above this limit temperature, the stability shifts from the right to the left intersection
which is connected with a spontaneous swelling. It is obvious that a tension force
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facilitates the swelling and that compressive loads hinder the swelling. Exact calcu-
lations with the relations given by Eqs. (12.169) and (12.170) show this too. For an
exact derivation of the free energy one should consult the literature in [13,37]. This
swelling behavior and shrinking behavior of gels will be used in order to interpret
two phenomena. On the one hand, the passage behavior of red blood cells through
capillaries as a function of the temperature is of great interest [27]. On the other
hand, the behavior of hyaline cartilage (intervertebral disk) as a function of stress is
of central interest [6].

Phenomenon 1: Red blood cells
One asks oneself, why gas exchange happens in the capillaries and not in the re-

maining blood vessel system. In the capillary system, high traction forces are exerted
on the hemoglobin elastomer which is in the red blood cells. Figure 12.33 shows the
deformation problem of the blood cell which becomes longer and thinner.

Through incorporation of free water, the particle becomes softer at constant vol-
ume, the network extends and the gas exchange is facilitated or can happen at all.
This also would explain why the passage ability is not given below certain critical
temperatures, as described by Artmann and coworkers [27, 52].

Phenomenon 2: Hyaline cartilage
One finds this material class in intervertebral disks and as articular cartilage in the

diarthroidal joints. It therefore is quite important for the mobility. One asks about the
supply mechanisms and waste disposal mechanisms of hyaline cartilage, because it
does not possess an individual system of blood vessels. Again one postulates the
swelling ability as a supply mechanism – and analogously the shrinking behavior as
a waste disposal mechanism – of this material class. This would explain the mea-
sured phase transition as it is sketched in Fig. 12.34.

One sees from this experiment that the phase transition is reversible for a constant
loading [6]. Exactly this is predicted by the theory. If one believes in this hypothesis,
one understands further hypotheses which state that weak, alternating, electric fields
build cartilages because a better supply could be guaranteed.

Whether one proves these hypotheses or refutes them, it does not play a role
from the point of view of mechanics as well as of thermodynamics. Mechanics
and thermodynamics deliver under exactly defined, external inputs clear relations
between questions (experiments) and statements. They can be extremely helpful
for the questions of biology, chemistry and medicine. Alternative models of the
intervertebal disc are used in [11].

Fig. 12.33 Phase transition of hemoglobin in a red blood cell
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Fig. 12.34 Stress experiment with an intervertebral disk of a cow [6]

12.7 Summary and Outlook

As mentioned in the introduction, the turning to dynamic structures and mechanisms
caused a total rethinking in materials engineering. Areas like biology, medicine and
technology are today closely interleaved with each other. High quality biomechan-
ical research is done in large automotive industries, because the product car which
is to be developed has to fit to the human being in terms of safety and comfort.
Not without reason, renowned German automobile producers operate a rocket sled
test room in the pathology centre in Heidelberg. Somewhere, a balance has to be
found to the known human substitute “dummy”. Furthermore, today many parents
of small children use the vibration-controlled comfort of automobiles as a modern
cradle. The slow vibration at high amplitudes, as shown in Fig. 12.17, corresponds
to the cradle movement of small children. The biological memory reminds one of
this movement that incidentally corresponds to a pregnant woman’s movement and
thus makes driving to a calming and comfortable experience. On the contrary one
feels the high frequency vibrations of the motor as disturbing.

But not only technology learns from biology and medicine but also vice versa this
connection increasingly gains importance. The biologists, biochemists and physi-
cians depend on observations (experiments). This means an enormous amount of
time and effort, and they will do everything in order to reduce this effort. Exactly
here, technology, physics and mathematics gives strong guiding.

The tool used in this article was the “phenomenological material theory” borrow-
ing from thermodynamics. On a level that can be understood by the reader, it has
been tired to develop the modern theories with their basic experiments. In the area
of statics, the phenomenological area has been left and results of statistical thermo-
dynamics have been used instead. The statements were heuristic at many places but
not less usable.

The Kilian network is a true pearl for the rubber processing industry. It is also
easily expandable to the use of most different fillers like soot or ceramic particles.
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The consideration of the tendon led to similar simplifications and is therefore a big
help for questions from biology and medicine.

It has been tried to clarify that the term substance itself is not necessarily inter-
connected with a material law. Not until the expected deformation as well as the
experiment allows the development of a concrete material law from the general for-
mulation [24] demonstrates this approach. The general formulation is practically
useless owing to its universality. It has been started with dynamic problems where
contact times respectively impact problems become important. This was also the
reason why soft highly expansible materials have been considered. Here the fun-
damental problem of dynamic deformation has been considered and the hysteresis
term of the material law has been specified and greatly simplified for the important
case of motion that is shown in Fig. 12.17. With the help of thermodynamics as well
as statistical mechanics, the statistical part could also be reduced to a great extend.
Here, however, the problems are even connected with the substance and with the
structure that is trained.

Questions that involve mixtures are of high interest to biology, biochemistry and
medicine but could only be considered incompletely in this article due to space
limitation. For further reading on continuum biomechanics references [10,21,22,25]
are recommended as well as Fung’s authoritative book [16].

Lastly, it can be said that the speed of knowledge and development has increased
strongly in the last decades and that this trend continues. The researchers as well
as the developers will increasingly use basic knowledge and basic methods from
neighbor or even distant areas as a result of pressure of time and need for results in
order to achieve their goals in a acceptable time.

The trend for specialization as could be observed in the last century seems to turn
back and appears to lead to a convergence of natural sciences. The universal-scholar
will indeed not be recreated, the areas have become too complex for this, but we can
imagine very well universal teams of scholars. This however makes great demands
on the individual team member, because besides technical and social competence,
it requires something, which can be called communicative competence. The team
member has to combine his/her intellectual world with others without rating and
has to create something new for the collective benefit even if this means that he/she
has to give up well-loved ideas.
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Abstract It is well-accepted that cyclic circumferential stretching of the arterial wall
regulates endothelial cell form and function, with the actin cytoskeleton playing
a central role. While there has been much progress in characterizing the contribu-
tion of the actin cytoskeleton to cellular mechanical properties and to mechano-
transduction, it is not well understood how cell mechanical properties influence
mechanotransduction. Further, the ability of actin filaments to assemble and dis-
assemble renders the mechanical properties of the actin cytoskeleton highly dy-
namic. It is suggested herein that endothelial cells can adapt to certain patterns of
stretch through directed cytoskeletal remodeling to minimize stretch-induced stress,
and this in turn alters the activity of stretch-induced signaling events. A continuum
adaptive constitutive model, formulated using mixture theory and motivated by cel-
lular microstructure, is proposed in order to predict the initial stresses developed
in stretched adherent cells, and the ensuing microstructural changes which act to
minimize intracellular stresses as the actin cytoskeleton remodels. An experimen-
tal system is described for testing the model and predictions are made for the time
evolution of intracellular stresses, actin organization and mechanotransduction in
endothelial cells subjected to different patterns of stretch, which correlate with ex-
perimentally observed results.

13.1 Introduction

Situated at the luminal surface of arteries, the endothelium is subjected to both fluid
shear stress and mechanical normal stresses. These mechanical factors each con-
tribute to the morphology of endothelial cells (ECs) along the arterial tree. In rela-
tively straight, unbranched arteries, ECs are oriented in a longitudinal direction,
which is parallel to the direction of wall fluid shear stress and perpendicular to the
direction of circumferential stretch. At branch points, ECs do not have clear patterns
of orientation (Nerem et al. 1981). Correlations between local fluid dynamic vari-
ables at these branch points and sites of intimal thickening suggest that atheroscle-
rotic plaques tend to occur at sites of low and oscillating wall shear stress (Giddens
et al. 1993) and that such shear stress patterns also lead to a lack of EC orientation
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(Nerem et al. 1981). The cyclic distension of the vessel wall also influences EC mor-
phology and appears to participate in atherogenesis (Kakisis et al. 2004; Thubrikar
and Robicsek 1995). There has been extensive research regarding the roles of fluid
shear stress in EC function in both health and disease, however the roles of stretch
have not been examined in a comparable manner.

In addition to arteries, other tissues such as bone and skeletal muscle are sub-
jected to compressive and tensile forces, respectively, which direct their form and
function. The key question, however, is: What governs the response of a tissue to
mechanical forces? In The Wisdom of the Body (1932), Walter B. Cannon wrote:

When we consider the extreme instability of our bodily structure, its readiness for
disturbance by the slightest application of external forces . . . its persistence through
so many decades seems almost miraculous. The wonder increases when we realize
that the system is open, engaging in free exchange with the outer world, and that the
structure itself is not permanent, but is being continuously broken down by the wear
and tear of action, and as continuously built up again by processes of repair.

Cannon was referring to the ability of the human body to adapt to its environ-
ment, with the external forces ranging from extremes in climate, nutrition, and dis-
ease to maintain a state of homeostasis. At the tissue level, blood vessels have been
proposed to remodel in response to deviations in stress or strain from a homeo-
static value [reviewed by Taber (1995)]. The remodeling of tissue requires a re-
sponse by the resident cells. As described in the 2003 Walter B. Cannon Memorial
Lecture entitled “Mechanotransduction and Endothelial Homeostasis: the Wisdom
of the Cell”, cellular remodeling occurs in response to mechanical loading, which
modulates the ensuing signal transduction events (Chien 2006). What remains to be
clarified are the mechanisms by which cellular remodeling regulates mechanotrans-
duction.

This chapter describes a new approach toward developing an adaptive constitu-
tive model of adherent cells subjected to mechanical stretch. Such a model would
provide a framework by which the accelerating accumulation of mechanotransduc-
tion data can be interpreted, thus providing insight into why cells remodel in re-
sponse to mechanical loading and how this affects mechanotransduction. To illus-
trate certain concepts, the model is applied to describe how ECs adapt to different
modes of stretch. First, however, it is informative to review current techniques for
probing the mechanical properties of adherent cells and the constitutive models de-
veloped from these measurements.

13.2 A Brief Review of Stretch-Induced Cell Remodeling

13.2.1 Cell Mechanics and Dynamics

The structural and mechanical properties of adherent cells can be largely attributed
to their nucleus, plasma membrane, and cytoskeleton. The nucleus is a relatively
stiff structure, supported by a network of nuclear lamins on the inner surface of
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the nuclear membrane. Using micropipette aspiration, Guilak et al. (2000) demon-
strated that the nuclei of chondrocytes are ∼3 times stiffer and ∼2 times more vis-
cous than the cytoplasm. The high viscosity of the nucleus translates into a slow
viscoelastic response, so that under short time-scales the nucleus behaves nearly
elastically. The nucleus is also very stable, except during cell division when the
nuclear membrane completely breaks down and reforms again in the daughter
cells.

The plasma membrane is composed mainly of phospholipids, which render the
behavior of membrane to be fluid-like. The plasma membrane of red blood cells
(the model cell for studies of plasma membrane mechanics) are very resistant to
changes in area, with little resistance to in-plane extension or bending (Evans 1989).
Thus one of the primary contributions of the plasma membrane to cell mechanics
is maintenance of cell surface area with little restriction to changes in cell shape.
The plasma membrane does show some viscoelastic behavior, but on a very short
timescale (0.1 sec) (Evans 1989).

The mechanics of the cytoplasm is dominated by the aqueous cytosol and the cy-
toskeleton. The liquid cytosol contributes to the viscous nature of the cytoplasm.
The cytoskeleton consists of a fibrous network of actin microfilaments, micro-
tubules, and intermediate filaments. Actin microfilaments are capable of forming
various structures through interactions with diverse cross-linking proteins, ranging
from lattice-like networks to thick bundles of parallel filaments, termed stress fibers.
These stress fibers are of particular importance in cell mechanics since they provide
the primary force-producing structure in non-muscle cells (Burridge 1981). Stress
fibers are typically anchored to the extracellular matrix (ECM) at each end of the
cell via focal adhesions, so that myosin-induced translation of filaments in opposing
directions generates isometric tension.

Cells are not static entities, as can be observed when following the “milling
about” of cells under time-lapse microscopy. Cell locomotion requires the making
and breaking of adhesions to the underlying substrate and the remodeling of the cy-
toskeletal network as a cell moves from one location to another. Actin filaments and
microtubules are biopolymers that rapidly polymerize and depolymerize to facilitate
the turnover of individual filaments on the timescale of minutes. Intermediate fila-
ments are relatively stable structures, but also disassemble and reassemble during
the course of cell shape change and migration.

13.2.2 Actin Cytoskeletal Remodeling in Response
to Different Modes of Stretch

Mechanical perturbations induce dramatic remodeling of the cell cytoskeleton. Fig-
ure 13.1 illustrates rearrangements of actin stress fibers that may occur when an
adherent cell is suddenly subjected to either a tensile or compressive uniaxial
stretch. In Fig. 13.1B, a cell expressing GFP-actin was stretched by impaling and
stretching the substrate along the direction of the arrow with a micropipette (Kave-
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Fig. 13.1 Effects of a step change in strain on actin stress fiber remodeling. A and B: GFP-actin
in a fibroblast before (A) and after (B) a step in tensile stretch along the direction of the arrow
in B. (reproduced with permission of the Company of Biologists from (Kaverina et al. 2002)). C:
Stress fibers in cells fixed immediately following a 27% compression in the horizontal direction as
indicated by the double-headed arrow. The single-headed arrows indicate the positions where the
image was magnified in the insets (reproduced with permission of John Wiley & Sons from (Costa
et al. 2002))

rina et al. 2002). After 10 min, new actin stress fibers were observed, and these
new fibers were oriented roughly parallel to the direction of the stretch. The ef-
fects of compressive stretch are illustrated in Fig. 13.1C. The elastic substrate
was shortened in the direction of the double-headed arrow, then the cells were
fixed in formaldehyde and stress fibers were observed using a fluorescent stain
(Costa et al. 2002). The stress fibers oriented parallel to the direction of compres-
sion were observed to buckle, while stress fiber oriented in the perpendicular di-
rection remained straight. If the cells were not fixed immediately following the
compressive strain, the cells would become largely devoid of stress fibers, sug-
gesting that the stress fibers disassemble shortly after buckling. Together, these
results implicate tension as a factor which promotes stress fiber formation and
stability.

Stress fibers in cells subjected to cyclic uniaxial stretch organize differently from
stress fibers in cells subjected to a step-change in uniaxial stretch. Within minutes
of initiating cyclic uniaxial stretch, stress fibers begin to orient perpendicular, rather
than parallel, to the direction of stretch. An initial attempt to model stress fiber reori-
entation in response to cyclic stretch was proposed by Wang (2000) in which indi-
vidual stress fibers were modeled as linearly elastic filaments with strain energy (w)
described as:

w = 1

2
k(δ + Lεf)

2 , (13.1)

where k is the spring constant, δ is the basal level of strain in the stress fibers of
unstretched cell, L is the initial length of the stress fiber and εf is the fiber strain due
to stretching the substrate upon which the cell is attached. The fiber strain is related
to the material strain (εi j ) through Eq. (13.2):

εf = ε11 cos2 θ + ε22 sin2 θ . (13.2)
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The model further assumes that stress fibers are only stable when the strain en-
ergy remains between zero and twice the basal level (i. e., 0 < Lεf < δ). Under this
assumption, it is predicted that stress fibers in cyclically stretched cells will orient
toward the direction of minimal perturbation in strain. When there is compression in
the substrate in the direction perpendicular to the principal direction of stretch due to
a Poisson-type effect (in which case the linearized strains in the x- and y-directions
are related by the Poisson ratio (ν = −ε22/ε11) of the substrate through Eq. (13.2),
the model predicts stress fibers will orient about an angle θ = cos−1 √

v/(1 + v) rel-
ative to the direction of stretch. For silicone rubber membranes where v ∼ 0.35,
the resulting angle is approximately 60◦. In the case where lateral compression
is absent, the model predicts that stress fibers will orient at an angle of 90◦. The
model also implies that stress fiber orientations will be distributed about this critical
angle and that the variance in the distribution decreases with increasing substrate
strain.

The predictions from Wang’s model match the observed orientation of stress
fibers in cells subjected to cyclic uniaxial stretch with (Wang 2000) and with-
out (Kaunas et al. 2005) lateral compression1. Kaunas et al. (2005) examined
the effects of independently varying stretch magnitude and Rho-induced cell con-
tractility in cyclic uniaxial stretch-induced stress fiber organization, which es-
sentially acts to vary the values of δ and εf, respectively, in the strain energy
formulation described by Eq. (13.1). As illustrated in Fig. 13.2, stress fibers in
unstretched ECs are not oriented in any particular direction (Fig. 13.2A), but
become oriented perpendicular the direction of cyclic stretch (Fig. 13.2B). The
stress fibers oriented at a 90◦ angle relative to the direction of stretch since lat-
eral compression was essentially eliminated. Transfecting the cells with an en-
zyme inhibitor of Rho activity attenuated stress fiber formation in unstretched cells
(Fig. 13.2C), but stress fibers were formed once the cells were subjected to cyclic
stretch (Fig. 13.2D). Importantly, the stretch-induced stress fibers in the cells treated
with the Rho inhibitor were oriented parallel, rather than perpendicular, to the di-
rection of stretch.

The stress fiber organizations observed in Fig. 13.2 appear to obey the restriction
on fiber strain energy in a manner similar to that described in Eq. (13.1),

w = 1

2
k(δh + Lεf)

2 , (13.3)

where δh is a homeostatic value for fiber strain, with fibers only being stable when
the fiber strain energies remain in the range 0 < w < kδ2

h. A plausible value for δh
may be the basal level of strain in the stress fibers of unstretched cells with normal
contractile function. In the case of cells with suppressed Rho activity, the basal fiber
strain energy is expected to be zero, so fibers are not formed unless the strain energy
is increased through cell stretching. Thus Wang’s model describes some important
features of stretch-induced stress fiber orientation which should be considered in the
development of a constitutive model for stretching of adherent cells.

1 Uniaxial stretch without lateral compression is also known as strip biaxial stretch.
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Fig. 13.2 Effects of cyclic uniaxial stretch and Rho-induced contractility on actin fiber organiza-
tion in endothelial cells. Endothelial cells with normal Rho activity (A, B) or with inhibited Rho
activity via C3 exoenzyme transfection (C, D) were either kept unstretched (A, C) or subjected to
10% cyclic uniaxial stretch at a frequency of 1 Hz for 6 hr (B, D). The direction of stretch was in
the vertical direction of the image. Scale bar: 10 μm. (Used with permission from (Kaunas et al.
2005))

13.3 Measurements, Modeling, and Mechanotransduction

Unlike more traditional passive materials, cells are active “materials” whose me-
chanical properties evolve in response to changes in their mechanical environment.
Just as the unique properties of living tissues stimulated new approaches to describe
tissue mechanics, new approaches for describing the mechanics of cells need to
be developed. Cells, like many tissues, can produce forces via active contraction.
These forces can be used by the cell to alter its shape or to apply forces to the
surrounding ECM and neighboring cells. An important distinction between tissue
and cell biomechanics is the rate at which remodeling occurs – tissues can remodel
over a period on the order of days, while cells can disassemble structural com-
ponents within seconds (Costa et al. 2002). Presently, however, cell remodeling is
a phenomenon that is lacking in most mathematical models of cell mechanics (see
(Humphrey 2002) for review). Present methods have provided valuable insight in-
dicating the need for adaptive models for stretched cells, but a new approach is
necessary which specifically addresses mechanical testing, constitutive modeling
and mechanotransduction studies for adherent cells which remodel in response to
stretching.
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13.3.1 Mechanical Testing of Adherent Cells

To study how cells adapt to stretch, there must first be a way to measure the stresses
and strains to which the cell is subjected. A number of techniques have been devel-
oped to study the mechanical behavior of cells.

In the atomic force microscopy (AFM) indentation test, a soft cantilever tip lo-
cally indents the surface of a cell, and the local stiffness can be obtained through
the resulting force-indentation depth relationship. Using AFM, Hofmann and col-
leagues showed that the local elastic modulus can vary by two orders of magnitude
within individual cells, with maximum stiffnesses measured atop actin stress fibers
(Hofmann et al. 1997). Further, the stiffness of the cells drops uniformly to the mini-
mum values when actin filaments are depolymerized using cytochalasin B. Thus the
actin cytoskeleton appears to be the main contributor to cell stiffness. The time re-
quired to obtain such high-resolution maps can be several minutes, however, which
limits the temporal resolution of these measurements unless only small areas of
a cell are to be interrogated.

In Magnetic Twisting Cytometry (MTC), the cell is probed using a paramagnetic
bead coated with an integrin ligand (e. g. RGD-peptide) so as to create a mechanical
link between the bead and integrins on the cell surface. A magnetic pole is induced
in the bead by a large-magnitude magnetic pulse in either the x- or y-direction. As
illustrated in Fig. 13.3A, a torque is generated when an oscillating magnetic field is
applied in the z-direction, causing the bead to twist about the axis orthogonal to both
the axis of polarization and the z-axis. Since the bead is attached to the cell surface,
the torque causes the bead to roll and this can be quantified by phase microscopy
and image correlation.

Tension in individual stress fibers are vector quantities oriented parallel to the
stress fibers, hence a preferred orientation of the stress fibers can result in anisotropic

Fig. 13.3 Cell material anisotropy as demonstrated by magnetic twisting cytometry. A: Schematic
of a torque applied to a cell along two different directions. Left: the bead rotated in the x–z plane
(curved double arrow) in response to Ty (dashed arrows) generated by a twisting field B in z after
magnetization M in the x-direction. Right: the bead rotated in the y–z plane (curved double arrow)
in response to Tx (dashed arrows) generated by a twisting field B in z after magnetization M in
the y-direction. B: Data from normal untreated smooth muscle cells plated on collagen-1-coated
dishes. The cell’s long axis was positioned along the x-direction or along the y-direction. Solid
dots represent a magnetic bead attached to a cell; double arrows represent bead rotation directions.
These results illustrate that the cell is relatively more stiff along the long axis of the cell (used with
permission from (Hu et al. 2004))
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cell material properties. Hu and colleagues (Hu et al. 2004) demonstrated such
anisotropic properties using MTC. Figure 13.3B illustrates how the direction of
force applied relative to the orientation of the cell results in different resistances
to magnetic bead displacement. Displacements are larger when the torque is applied
about the long axis (resulting in bead translation along the short axis of the cell)
than when the same magnitude of torque is applied about the short axis of the cell
(resulting in bead translation along the long axis of the cell).

One feature that AFM and MTC have in common is that they interrogate the
response of a cell to a localized load. This may not be appropriate when studying
the response of a cell to substate stretching, which results in a distributed load via
a multitude of cell-matrix adhesions. Measurement of forces produced at the cell-
matrix interface can be estimated using a technique originally developed by Dembo
and Wang, which they termed traction microscopy (Dembo and Wang 1999). In
their pioneering study, Dembo and Wang estimated the surface tractions generated
by cells pulling on their underlying substrate. Fluorescent markers positioned at the
surface of the substrate are used to measure the displacement field. If the material
properties of the substrate are known and are elastic, the traction field can be cal-
culated from the displacements based on the Boussinesq solution for the displace-
ment field on the surface of a semi-infinite elastic half-space (Landau and Lifshitz
1986). The Boussinesq solution essentially provides a solution for the deformation
field produced by a force applied parallel to the surface of the half-space at a point.
Further, the deformation fields from multiple such point forces can be linearly su-
perimposed to give the overall resultant deformation field.

For a cell applying traction forces on an elastic substrate, the point forces are
transmitted from the cell via transmembrane integrins locally aggregated into fo-
cal adhesions. By assuming traction forces can only localize at regions contain-
ing fluorescently-tagged focal adhesion protein (GFP-vimentin), Balaban and col-
leagues (Balaban et al. 2001) demonstrated that traction forces correlated with the
orientation, fluorescent intensity (i. e. vimentin content), and area of the focal adhe-
sions. Importantly, the traction force magnitude correlated with focal adhesion area
to indicate cells maintain a constant stress of 5.5 ± 2 nN/μm2. Thus, cells appear
to regulate the level of stress at focal adhesions at a particular magnitude. Further,
since focal adhesion orientation is dependent on the orientation of the attached stress
fiber, the orientation of traction forces appear to depend on the orientation of the as-
sociated stress fibers.

A fundamental difficulty with traction microscopy is that finding a unique solu-
tion of the field of traction forces to reproduce the observed strain field can only be
achieved by placing constraints on the solution, such as predefining the locations
of the point forces, the matching of displacements, and/or rules on the distribution
of forces as a function of position (e. g. smoothing of the field of forces) (Beningo
and Wang 2002). Such a priori assumptions of the forces may introduce significant
errors. To avoid the need for smoothing, Butler and colleagues (Butler et al. 2002)
developed a technique to compute the traction field by recasting the relationship be-
tween displacements and tractions into Fourier space, which results in a traction field
that exactly matches the observed displacements. Using Fourier Transform Traction
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Microscopy (FTTM), this group was able to measure traction forces with high tem-
poral (40 sec intervals) and spatial resolution (2.7 microns) (Tolic-Norrelykke et al.
2002). Importantly, traction force was demonstrated to correlate with the contractile
state of a cell, and the tractions concentrated at the far ends of cellular extension
where stress fibers typically adhere to the substrate via integrin linkages.

A more recent technique for measuring cell traction fields was developed using
a microfabricated array of closely-spaced vertical elastic posts (Tan et al. 2003). The
microprobe array is of sufficiently small dimension that spreading cells can attach
to >10 posts and cell adhesions are confined to the upper surfaces of the posts. The
posts act as cantilevers and the traction force (F) applied to the post can be estimated
from the observed deflection of the post (δ) through

F = 3E I

L3 δ , (13.4)

where E , I and L are the Young’s modulus, moment of inertia and length of the
post, respectively. A major advantage of this technique over traction microscopy
is that the locations of the force application are known rather than estimated. The
downside to the microprobe array is that adhesions cannot form continuously along
the basolateral surface of the cell, but can only form atop the microprobes. Currently,
the spacing between posts is large enough to produce noticeable effects on the cell
morphology, but this may improve as denser arrays are fabricated.

13.3.2 Non-adaptive Constitutive Models of Adherent Cells

Strains in tissues such as arteries can often be measured, or at least estimated, with
reasonable accuracy. Complete mechanical measurements cannot be performed on
cells in vivo, however, so there is a need for accurate constitutive relationships to
estimate the stresses produced by a given level of strain in the underlying matrix.
A number of constitutive equations have been developed to relate strains to stresses
produced by particular methods such as the shear stress generated by MTC. To
extrapolate these relationships to estimating the stresses produced by whole cell
deformations is questionable. Structural and mechanical anisotropy is also clearly
important, but has yet to be incorporated into most constitutive models. That said, it
is important to build upon what has already been learned from previous models. We
will briefly review some mathematical models that have been proposed for adherent
cells and the experimental observations that motivated them.

As described above, actin stress fibers are tension-bearing structures. Micro-
tubules, on the other hand, appear to bear compression rather than tension. This is
supported by the observation that microtubules in purified preparations have a per-
sistence length of 5200 μm, yet there is significant curvature of these filaments
within intact cells that have diameters of <100 μm (Gittes et al. 1993). In contrast,
actin microfilaments in purified solutions have a relatively short persistence length
of 17.7 μm, but contractile stress fibers >50 μm in length appear straight. Motivated



326 13 Modeling Cellular Adaptation to Mechanical Stress

by these observations, Ingber and colleagues proposed the tensegrity model of the
cell (Ingber et al. 1981). Introduced by Buckminster Fuller (Fuller 1961), tensegrity
is based on a building system for structures with tensional integrity, in which the
stability of the shape of a structure is maintained by a network of self-equilibrating
structural members requiring preexisting stress (or, prestress) to maintain structural
integrity. Ordinary elastic materials do not require such prestress to maintain their
structural integrity. A key feature of tensegrity structures is that the stiffness of the
network is proportional to the level of prestress that it supports (Volokh et al. 2000).
This has been verified experimentally in cells by correlating the stiffness measured
by MTC with the levels of stress measured by traction microscopy (Wang et al.
2002).

There are two mathematical models of the cytoskeleton based on tensegrity –
cable-and-strut models and reticulated networks. In the cable-and-strut model, the
prestress in cables are balanced by compressive struts. Actin fibers and microtubules
are always represented in these models as the cables and struts, respectively. Inter-
mediate filaments have sometimes been included in these models as nonlinear elastic
cables. In reticulated networks, the tension in the tensile elements is balanced ex-
ternally by attachments to the extracellular matrix and/or by cytoplasmic swelling
rather than by compressive struts. A combination of the two models, where some
compression is supported by both external and internal supports, indicates that the
level of spreading of a cell determines the relative contributions of the extracellu-
lar adhesions and microtubules to the compressive forces (Stamenovic 2005). The
microtubule network is predicted to have a negligible contribution to cell stiffness
in well-spread cells, and a significant contribution in more rounded cells. Thus, the
tensegrity-based models are capable of predicting several experimentally observed
phenomena in cells. It is worth noting that the results from the cable-and-strut stud-
ies are typically based on a very simplified isotropic model composed of six struts
with cables connecting the ends of each strut. Considering the contribution of cy-
toskeletal orientation to mechanical anisotropy, it is desirable to have a more struc-
turally accurate model for correlating cytoskeletal structure with cell mechanical
properties.

13.3.3 Adaptive Constitutive Models of Adherent Cells

Most constitutive models of the cell, such as those based on tensegrity, are useful for
describing the mechanical response of cell over short time scales where cytoskeletal
turnover may not be significant. An accurate description of the cellular mechani-
cal response to a mechanical load over time must also address the remodeling of
intracellular structures.

To model the mechanical behavior of the cytoplasm, which is dominated by the
cytosol and the cytoskeletal filaments, Humphrey (2007) formulated a continuum
model based on the theory of mixtures, first introduced by Truesdell (1965). Here,
the cell consists of a mixture of components which can respond separately to chang-
ing chemical and mechanical conditions. It is known that different cytoskeletal pro-
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teins interact via cross-linking proteins (e. g. plectins) (Svitkina et al. 1996), how-
ever there is a lack of detailed data regarding the mechanics of these interactions so
these interactions are purposefully avoided in the mixture model.

Consider the following general visco-hyperelastic relation for Cauchy stress
(σi j ), which is valid for finite strains:

σi j = −pδi j +φc2μ(φc)Dij + 2
∂W

∂CMN
FiM FjN . (13.5)

Here p is a Lagrangian multiplier, δi j is the Kronecker delta, Dij is the stretching
tensor, Fij is the deformation tensor, and Cij is the right Cauchy–Green tensor. The
viscosity (μ) may depend on the mass fraction of the cytosol (φc) since the depoly-
merization of the other constituents is expected to increase the apparent viscosity
of the cytosol. A major feature of the mixture theory is that the strain energy func-
tion (W ) can be expressed as the additive contributions of the various constituents.

W =
N∑

k=1

φk W k (13.6)

Eq. (13.6) is subject to the restriction that mass fractions total unity:

φc +
N∑

k=1

φk = 1 , (13.7)

where φk and W k are the mass fraction and strain energy of each structurally-
important constituent k of the cytoplasm. To account for the unique mechanical
properties of actin, microtubules and intermediate filaments, a separate strain en-
ergy function can be formulated for each filament family.

To address the mechanics of constituent dynamics, Humphrey suggested the fol-
lowing mass balance equation using a hereditary integral to describe the effects of
constituent formation and subsequent disappearance:∫ t

−∞
∂ρk

∂τ
dτ =

∫ 0

−∞
mk(τ )qk(t − τ )dτ +

∫ t

0
mk(τ )qk(t − τ )dτ , (13.8)

where ∂ρk

∂τ
is the fractional change in the mass density of constituent k over the time

period dτ . The function mk(t) describes the rates of production of constituent k
at time t . The function qk(t − τ ) describes the percentage of material produced at
time τ which survives to time t . This is reminiscent of the use of hereditary integrals
in viscoelasticity.

Taking into account the turnover of a constituent, Humphrey proposed a general
constitutive relation of the form (Baek 2006):

W k(t) = ρk(0)

ρ
Qk(t)Ŵ k

(
Ck

n(0)(t)
)

+
∫ t

0

mk(τ )

ρ
qk(t − τ )Ŵ k

(
Ck

n(τ )(t)
)

dτ ,

(13.9)
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where ρ =∑ρk(t) and Ŵ k is the energy stored elastically in constituent k, which

depends on the right Cauchy–Green tensor
(

Ck
n(τ )(t)

)
of each constituent relative

to its individual natural configuration. In particular, Ck
n(τ )(t) =

(
Fk

n(τ )(t)
)T

Fk
n(τ )(t)

where Fk
n(τ )(t) = ∂x(t)/∂ Xk(τ ) and xk(t) = x(t). Qk(t) represents the fraction of

constituent k that was produced at or before time t = 0 and survives to time t with
Qk(0) = 1. Clearly, the strain energy for a constituent contributes to the total strain
energy only for as long as the constituent exists.

To account for cytoskeletal organization, Humphrey and colleagues proposed
a microstructurally-motivated, but phenomenological, relation based on the work
of Lanir (1979). In the case of zero constituent turnover:

Ŵ k =
2π∫

0

π/2∫
−π/2

φk Rk(ϕ,θ)wk
(
αk
)

cosϕ dϕ dθ . (13.10)

The function Rk(ϕ,θ) represents the original distribution of filament orientations
in spherical coordinates for the constituent family k. The function wk(αk) is a one-
dimensional strain energy function for a filament of the constituent k and αk is
its stretch. The nonlinear mechanical behavior of actin fibers led Humphrey and
colleagues (Na et al. 2004) to suggest the following form for the one-dimensional
energy function:

wk(αk) = 1

2
ck
[

exp

(
ck

1

(
αk − 1

)2
)

− 1

]
, (13.11)

where ck and ck
1 are separate material parameters for each family of constituents k.

Humphrey offered an alternative form originally put forth by Lanir (1979):

wk
(
αk
)

= 1

2
ck

2

(
αk − 1

)2
(13.12)

Taken together, these equations result in the following constitutive relation to de-
scribe the effects of intracellular remodeling:

σi j (t) = −p(t)δi j +φc(t)2μ̃(φc)Dij (t)

+ 2
∂
∑

W k(t)

∂CMN(t)
FiM(t)FjN(t) (13.13a)

W k(t) = ρk(0)

ρ
Qk(t)

2π∫
0

π/2∫
−π/2

Rk(ϕ,θ)wk
(
αk
)

cosϕ dϕ dθ

+
∫ t

0

mk(τ )

ρ
qk(t − τ )

⎛
⎜⎝

2π∫
0

π/2∫
−π/2

Rk(ϕ,θ)wk
(
αk
)

cosϕ dϕ dθ

⎞
⎟⎠ dτ .

(13.13b)
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These equations provide a constitutive framework that account for the turnover of
filaments and their orientations. This formulation allows freedom for the choice
of equations to describe the kinetics of constituent formation and disappearance.
Humphrey neglected to specify a form for these equations to describe intracellu-
lar constituent turnover due to lack of necessary kinetic data, but rather suggested,
“There is, therefore, a pressing need for rigorous identification of functional forms
for survival functions. Candidate phenomenological functions also include differ-
ences in Heaviside step functions, Avrami-type equations, and so forth, but again
there is a need to consider the biochemical kinetics.” (Humphrey 2007). Similarly,
there is also a need for identification of functional forms for the formation func-
tions.

Recently, Deshpande and colleagues (Deshpande et al. 2006) developed a bio-
chemo-mechanical model of the cell which, in general terms, is consistent with the
framework put forth by Humphrey, but is based on linearized strains. Their model,
hereafter referred to as the DME model, is motivated by three processes: (1) an
activation signal that stimulates actin polymerization/contraction, (2) a tension-
dependent orientation of actin filaments, and (3) a cross-bridge cycling of myosin
motor proteins along actin filaments that generates the tension. Based on these phe-
nomena, a coupled model was proposed to describe the evolution of stress magni-
tude and direction in response to a given impulse activation signal and mechanical
boundary conditions.

Given a two-dimensional cell geometry with prescribed boundary conditions, an
initially uncontracted cell is activated to begin contraction. The activation signal for
stimulating contractile force (e. g. increased concentration of intracellular calcium)
is assumed to follow first-order kinetics

C = exp(−t/τa) , (13.14)

where τa is the time constant for decay of the signal and t is the time measured
from the instant the most recent impulse signal was applied. The signal stimulates
the activation of actin polymerization/contraction which is characterized by an ac-
tivation level, η(θ), of actin filaments oriented at an angle θ . The rate equation
describing the rate of change in the activation level for fibers of orientation θ is
given as:

dη(θ)

dt
= [1 −η(θ)]

Ckf

τa
−
[

1 − σ(θ)

σ0(θ)

]
η(θ)

kb

τa
, (13.15)

where the isometric stress is σo(θ) = η(θ)σmax and σmax is a constant representing
the tensile stress exerted by a stress fiber at maximum activation. The dimension-
less rate constants kf and kb govern the rates of formation and dissociation of the
fibers, respectively. The first term in the right side of Eq. (13.15) represents the rate
of increase in activation that depends on the magnitude of the activation signal. The
second term represents the rate of decrease in activation and is proportional to the
level of activation and the magnitude of stress in the filaments (σ ) through a sim-
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plified model based on the force-velocity relationship developed by Hill for muscle
fibers (1938):

σ(θ)

σ0(θ)
=

⎧⎪⎪⎪⎪⎪⎪⎨
⎪⎪⎪⎪⎪⎪⎩

0
ε̇

ε̇0
< − η

kv

1 + kv

η(θ)

ε̇

ε̇0
− η

kv
≤ ε̇

ε̇0
≤ 0

1
ε̇

ε̇0
> 0

, (13.16)

where ε̇ = dε/dt is the rate of (linearized) strain of a filament. The non-dimensional
constant kv is the fractional reduction in stress when the strain rate increases by the
reference value ε̇0. The stress in a filament is thus assumed to equal the isometric
value when the strain rate is positive. When strain rate is negative, the stress de-
creases linearly to zero until a critical strain rate (ε̇ = ε̇0kv/η) is reached, below
which filament stress is zero. Clearly, fiber shortening leads to stress reduction in
a fiber, which contributes to fiber deactivation. The fiber strain rate is related to the
material strain rate using the affine strain approximation:

ε̇f = ε̇11 cos2 θ + ε̇22 sin2 θ + ε̇12 sin2θ . (13.17)

The average Cauchy stress generated by the fibers is determined by summing the
contributions of all actin filaments:

σ a
11 = 1

π

π/2∫
−π/2

σ(θ)cos2 θ dθ

σ a
12 = σ a

21 = 1

π

π/2∫
−π/2

σ(θ)

2
sin2θ dθ

σ a
22 = 1

π

π/2∫
−π/2

σ(θ)sin2 θ dθ

(13.18)

where σ a(θ) is the stress contribution from fibers oriented at an angle θ .
The total Cauchy stress is assumed to be dominated by contributions from actin

fibers and intermediate filaments. Due to the random organization and relative
stability of intermediate filaments, their contribution to the Cauchy stress is as-
sumed to follow an isotropic linear elastic Hooke’s law for infinitesimal deform-
ation:

W = E

2(1 + v)
εi j εi j + Ev

(1 − 2v)(1 + v)
ε2

kk , (13.19)
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where E and v are the Young’s modulus and Poisson’s ratio, respectively. The
Cauchy stress tensor is derived from the strain energy function as follows:

σ i
i j = ∂W

∂εi j
= E

1 + v
εi j + Ev

(1 − 2v)(1 + v)
εkkδi j . (13.20)

From Eqs. (13.18) and (13.20), the total Cauchy stress due to the additive contribu-
tions from the actin and intermediate filaments is given as

σ total
i j = σ a

i j +σ i
i j . (13.21)

The model is capable of describing several experimental findings from cells attached
to a microsensor array: i) the dependence of cell force generation on substrate stiff-
ness, ii) the influence of cell shape and boundary conditions on actin fiber organiza-
tion, and iii) the high concentration of actin stress fibers at focal adhesions (Desh-
pande et al. 2006).

When considering the DME model to describe the response of a cell to finite
strains, the use of linearized strain tensors becomes questionable. The use of lin-
ear strain tensors comes from the so-called small deformation theory of continuum
mechanics, which has as its basic condition the requirement that the displacement
gradients and rotations be small compared to unity. Because of the large strains ex-
perienced by cells in the artery, it is appropriate to develop a model based on finite
elasticity as considered by Humphrey (2007).

13.3.4 Mechanotransduction

An important goal of developing an accurate constitutive model of stretched cells
is to understand how a stress or strain applied to a cell will elicit a biochemical
response, which in turn will result in a change in cell function. To study the mech-
anism of mechanotransduction, various devices have been devised to apply defined
strains to cells cultured on deformable substrates (see (Brown 2000) for review).
Vascular cells transduce stretch into intracellular signals that lead to changes in gene
expression (see (Haga et al. 2006; Wang and Thampatty 2006) for review). These
biochemical changes then lead to changes in cell function, including cell prolifer-
ation, apoptosis, migration, and remodeling. A question often asked in the field of
cell mechanobiology is “What does a cell actually respond to?” Is it strain, stress,
rate of strain, or some other combination of these mechanical measures? Humphrey
suggests that these are merely convenient mathematical concepts rather than mea-
surable, physical quantities, and that “cells cannot respond directly to these con-
tinuum metrics or to quantities derived from them – mechanistic models will need
to be based on more fundamental quantities, as, for example, inter-atomic forces or
conformational changes of the appropriate molecules” (Humphrey 2001). That said,
it is still useful to correlate these continuum metrics to mechanotransduction events
for the purposes of developing mathematical models relating intracellular stresses
and strains generated by substrate stretch to the ensuing biochemical events.
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In most studies of mechanotransduction, a population of cells is subjected to
a stretch in a well-defined manner for a particular duration of time, after which point
the cells are lysed and the intracellular contents collected for biochemical analysis.
This results in a ‘snapshot in time’ of what is happening in the cells. Further, the
heterogeneous responses from the cell population are also lost by averaging the re-
sponses as a single population-averaged result. When constructing a time course by
repeating the experiment after different experimental durations, variability between
samples make small changes in biochemical events difficult to detect. Thus, it is
imperative that mechanical measurements be collected simultaneously with mea-
surements of biochemical events on a single cell basis. This would provide the data
necessary for making accurate correlations between these mechanical and biochem-
ical metrics.

13.4 A New Approach for the Study of the Mechanobiology
of Cell Stretching

Despite decades of research in cell mechanobiology, we still do not clearly under-
stand the mechanical properties of adherent cells, nor do we understand the mecha-
nisms by which these cells respond to a given mechanical stimulus to result in bio-
chemical events. The approaches described above have certainly provided valuable
insight into this problem, but a new methodology is needed to both study the me-
chanical properties of cells and relate mechanical inputs to biochemical outcomes.
While there are several very well-conceived constitutive relations developed to de-
scribe the cell response to very specific types of loading (e. g. magnetic bead twist-
ing), there is a fundamental problem with applying such relationships to the case
of stretching a cell. A constitutive relation does not describe a material, rather it
describes the response of a material under certain conditions. In the case of a cell
attached to a stretched substrate, the constitutive relation must relate the stresses
generated as the cell is deformed to the intracellular strains caused by stretching.
Due to the dynamic structural properties of cells, a similarly dynamic constitutive
model capable of adapting to the mechanical conditions is needed. Such a model
may provide new insight into the mechanisms involved in mechanotransduction.

Once armed with an appropriate form for the model, the material parameters are
determined by probing the cell with a controlled stretch, estimating tractions at the
cell surface, and solving the associated initial-boundary value problem. Since the
structure of the cell is dynamic and geometrically complex, the ability to perform
several measurements simultaneously (e. g. traction microscopy or microprobe ar-
rays) is preferable to measurements at a single point (e. g. AFM or MTC). Such
distributed measurements can immediately identify spatial information such as ma-
terial anisotropy with less potential for ambiguous interpretation of the data.

To relate continuum metrics to stretch-induced biochemical events, the method
of mechanical probing of the cell must allow the simultaneous collection of bio-
chemical measurements. The mechanical measurements are already technically dif-



13.4 A New Approach for the Study of the Mechanobiology of Cell Stretching 333

ficult, thus collection of additional biochemical measurements for correlation with
the mechanical measurements is often performed in separate experiments. As with
all scientific experiments, one wishes to minimize extraneous factors that introduce
additional uncertainty to the measurements. Thus, the ideal situation is to be able to
perform all the necessary measurements on the same cell at the same time.

The remainder of this chapter is dedicated to proposing an approach which, by
overcoming limitations from previous approaches, provides the necessary frame-
work for developing a constitutive model of cells to predict how structural and me-
chanical changes affect mechanotransduction.

13.4.1 An Adaptive, Microstructure-based Constitutive Model
for Stretched Cells

The Constrained Mixture model proposed by Humphrey (2007) provides the basis
for an adaptive constitutive model of adherent cells subjected to two-dimensional
stretching of the underlying matrix. As an initial approximation, the only structural
constituents that will be considered are actin filaments. Further, the k-th component
of the actin cytoskeleton is defined as the family of actin filaments which are formed
at the same instant in time and are oriented in the same direction. Thus, actin fila-
ment formed in different directions and/or formed at different times will be treated
mathematically as separate components of the cytoskeleton. Additionally, the fila-
ments are all assumed to be located in the two-dimensional plane adjacent to the
basolateral surface of the cell.

To implement the model, specific forms of the constituent formation and survival
functions must be defined that describe the adaptation response of the cytoskele-
tal filaments to stretching. Motivated by chemical kinetics and the observation that
stress fibers form in response to stretch (see Figs. 13.1B and 13.2D), the following
equation relating mk(θ) to the availability of actin monomers and the axial stretch
in a fiber is proposed:

mk(θ, t) =

⎧⎪⎨
⎪⎩

0 α̇k(θ, t) <
−m0α0

m1

φg
[
m0α0 + m1α̇

k(θ, t)
]

α̇k(θ, t) ≥ −m0α0

m1

(13.22)

where m0 and m1 are proportionality constants and φg is the mass fraction of G-
actin. Assuming no change in the expression of actin in response to stretch, the mass
balance in the cytoplasm at any given time is defined as φc +φg +∑φk

f = 1. The
rate of stretch in the θ -direction (α̇k(θ, t)) is the rate the new fiber would be stretched
if it formed at time t . The motivation for making mk(θ, t) proportional to the fiber
deposition stretch (α0) and α̇k(θ, t) is that fiber formation is assumed to stem from
the gathering together of a loose network of actin filaments into a parallel bundle
(Fig. 13.4). This gathering process can occur by myosin-driven filament translation
or by stretching of the actin filament network.



334 13 Modeling Cellular Adaptation to Mechanical Stress

Fig. 13.4 Formation of an actin stress fiber by drawing together of a loose actin filament network.
Top: In the absence of an applied stress, the actin cytoskeleton is illustrated as a loose network of
skew filaments. Bottom: Upon applying a uniaxial stress, the network elongates and collapses into
a tight bundle

These mechanisms for fiber formation are supported by the observations that
stress fibers assemble in response to contractility (Chrzanowska-Wodnicka and Bur-
ridge 1996) and cyclic stretch (Kaunas et al. 2005). It has been shown that actin
fibers are pre-stretched to a value of 1.2 to 1.3 under normal, unperturbed condi-
tions (Costa et al. 2002; Deguchi et al. 2005). In Eq. (13.21), the level of pre-stretch
is represented α0, which is assumed to be proportional to the basal level of myosin II
activity.

The form of the survival function qk(t − τ,θ) should be chosen based on obser-
vations of actin fiber turnover. Unfortunately, such data are not readily available so
a phenomenological approach must be taken. An initial approximation for the form
of the survival function might be an exponential decay with a constant half-life (cf.
Humphrey 2007). Motivated by the concept of homeostasis as well as the study by
Wang (Wang 2000), it is expected that the rate of disappearance of an actin fiber is
proportional to the deviation of fiber stretch from a homeostatic value (αh), in which
case an exponential decay with a half-life dependent on |αk(t)−αh| may be more
appropriate:

qk(t − τ,θ) = exp

{
−(t − τ )q0

[
1 + q1

[
αk(t − τ,θ)−αh

αh

]2]}
, (13.23)

where q0 and q1 are constants relating the sensitivity of the half-life to the deviation
of fiber stretch from the homeostatic value. An initial estimate for αh can be taken
from the preferred pre-stretch of ∼1.2 to 1.3 of stress fibers in unstretched ECs
(Costa et al. 2002; Deguchi et al. 2005).

Obviously, assuming the actin cytoskeleton can completely describe the mechan-
ical properties of adherent cells is an oversimplification. For the purposes of illus-
tration of the basic concepts of the model, such a simplification is sufficient. The
contributions from the nucleus, plasma membrane, microtubules and intermediate
filaments may improve the quantitative accuracy of the model, but are not expected
to change the general predictions of the present model.

Characteristics of the substrate can also affect actin fiber properties. For instance,
the amount of stress fibers in cells cultured on soft substrates is proportional to sub-
strate stiffness (Yeung et al. 2005), which suggests that for stress fibers to form,
the matrix must be sufficiently stiff to support the tension. Similarly, the adhesive
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strength of focal adhesions must also be capable of withstanding tensions developed
in stress fibers in order to maintain stable actin fibers (DiMilla et al. 1991). These
phenomena should be incorporated into the formation and/or survival equations
once appropriate equations are determined. The predictive value of these forms of
these equations must then be verified by running simulations under different stretch
conditions.

13.4.2 Biaxial Loading Traction Microscopy

As stated above, a device is needed that interrogates the stress/strain relationship for
cells deformed on stretched matrices. Data collected from such experiments would
provide the necessary information to develop a constitutive relation for stretched
cells. Motivated by the aformentioned traction microscopy methodology, the present
design is of a biomechanical culture system capable of subjecting adherent cells to
diverse biaxial stress/strain culture conditions and tests while permitting live mi-
croscopic imaging. Figure 13.5 illustrates a testing platform for stretching cells on
a cruciform specimen of uniform thickness in biaxial loading. The hydrogel is cou-
pled to the device via a solid porous material into which the hydrogel intercalates,
thus providing a large surface area for binding and the application of biaxial loading.
The bars constrain the stress (and strain) in the hydrogel locally, but these local in-
fluences become negligible a sufficient distance from the bars (Mönch and Galster
1963). The hydrogel is stretched symmetrically along two orthogonal axes using
four computer-controlled stepper motors. This arrangement allows control of mul-
tiple parameters including the strain magnitude, strain rate, and temporal waveform
along each axis.

The stretching platform is mounted on the stage of an upright microscope with
the hydrogel centered under a water-dipping objective. Axisymmetric stretching is

Fig. 13.5 Schema for the proposed adherent cell mechanical testing system. A: Front view of the
system showing the stepper motors/linear actuators, the hydrogel culture system, CO2/air mixture
humidifier, and the microscope objective. B: Top view showing the configuration of the stepper
motors/linear actuators for axisymmetric deformation of the hydrogel. The location of the objective
is indicated as a circle in the center of the hydrogel
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necessary to keep a cell within the field-of-view of the microscope during stretching.
The entire hydrogel culture chamber is perfused with a mixture of 5%CO2/95% air
to maintain the culture media at pH 7.4 using a bicarbonate buffer. To minimize
evaporation, the gas is humidified by bubbling through warm, sterile water contained
in a sparger. The microscope stage and stretch device temperature are controlled at
37 ◦C.

Hydrogel stretching is controlled by specifying the displacements of the hydrogel
fixtures using the computer-controlled stepper motors. The size of the steps must be
adequately small to provide a smooth displacement waveform at the highest applied
strain rates. Even in the absence of cell traction forces, the strain applied locally
to the cell of interest may differ from the average strain for the entire hydrogel, so
the local strain must be measured using the fiducial markers in the hydrogel which
provide real-time feedback to the computer using a high-speed interface. For each
image capture, a search algorithm based on pixel intensity values locates the pixel
coordinates for the centroid of each marker. The software then computes the stretch
ratios by comparing the current marker positions, given by pixel coordinates, to
the reference positions using bilinear isoparametric interpolation (Humphrey et al.
1990). Keeping the surface of the hydrogel in focus as the hydrogel is stretched will
be challenging, so it may be necessary to stop the stretch periodically to refocus for
each image.

The existing methodology of traction microscopy must be modified to measure
traction forces produced by deforming a cell during stretching. As illustrated in
Fig. 13.6, a minimum of four images of the markers on the surface of the hydrogel
must be recorded, rather than the two needed for traction microscopy of unstretched
cells. After the cell adheres and spreads on the hydrogel surface, the first image
will be of the contracted cell along with the surrounding markers in the unstretched
state (Fig. 13.6A). Next, the substrate, and hence the cell, is stretched and the new
positions of the markers and the cell border are recorded (Fig. 13.6B). The cell is
then removed to eliminate traction forces generated by the cell so that the traction-
free positions of the markers can be recorded in both the stretched (Fig. 13.6C) and
unstretched (Fig. 13.6D) states. Cell removal can be accomplished by exchanging
the culture media for 2% trypsin-EDTA in phosphate buffered saline and gently
flushing the gel with a syringe to remove loosely-attached cells from the hydrogel.

From these four images, the marker displacements due to cell contractile forces
alone are determined by comparing images represented by Fig. 13.6A and D. Next,
the marker displacements due to combined effects of contractility and cell defor-
mation on traction force are measured by comparing the images represented by
Fig. 13.6B and C. The total traction at a particular location on the stretched sub-
strate is the vectorial addition of the tractions due to cell contraction and cell defor-
mation. To estimate traction fields over time, images recorded at different times are
compared to the reference images (Fig. 13.6C and D).

When developing a constitutive model to describe the behavior of a material, it
is desirable to make a model which is valid over a wide range of conditions (e. g.
Navier–Stokes equation for Newtonian fluids) rather than simply capable of de-
scribing the material response to a very limited range of conditions (e. g. response
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Fig. 13.6 Traction force-induced hydrogel deformations and marker positions are illustrated at
different steps of an experiment. For simplicity, only two markers are shown. A: A contracting
cell exerts tractions on the underlying substrate, thus pulling the markers towards the cell. The
deformation due to tractions applied to the hydrogel surface decays with depth into the hydro-
gel. B: Stretching the substrate increases the traction magnitudes, and hence increases the surface
deformation of the hydrogel. C: Removing the cell allows the substrate to relax and the markers
to move to their traction-free positions in the stretched hydrogel. D: Removing substrate stretch
allows the markers to move to their traction-free positions in the unstretched hydrogel

to a point load on the surface of the cell). With the proposed device, a range of
test conditions should be employed to explore the mechanical properties of the cell
under study. This would involve varying the pattern of stretch (e. g. uniaxial vs.
equibiaxial), the magnitude of strain, and the strain-rates.

One drawback to the proposed system is that forces within the cell itself are not
measured directly. Relationships between force and extent of elongation of isolated
stress fibers (Deguchi et al. 2006) and even individual actin filaments (Kishino and
Yanagida 1988; Liu and Pollack 2002) have been measured. The preexisting tension
in actin bundles extracted from intact cells have been estimated by stretching the
extracted fibers to the original lengths and measuring the tensions (Deguchi et al.
2005). Laser nanoscissors have recently been used to sever individual stress fibers
to measure the mechanics of fiber retraction as well as the associated changes in the
traction field (Kumar et al. 2006). Such experiments need to be interpreted within the
framework of a constitutive model in order to isolate the contributions of individual
components of the entire intracellular structure.

Since the model is based on cytoskeletal organization, it would be very useful to
image cytoskeletal organization using fluorescently-labeled proteins simultaneous
with the traction microscopy measurements. Variants of Green Fluorescent Protein,
or newer alternatives such as DsRed, conjugated to a structural protein of interest
can be transfected into the cells to be expressed and incorporated into the specific
intracellular structures [e. g. EYFP-actin into stress fibers (Kumar et al. 2006)]. Such
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fluorescently-tagged proteins are also useful fiducial markers for measuring intra-
cellular strains. For the purposes of producing discrete markers along cytoskeletal
fibers, it is better to express low, rather than high, levels of fluorescently-tagged cy-
toskeletal monomers – a technique commonly referred to as Fluorescent Speckle
Microscopy (Danuser and Waterman-Storer 2003). The resulting variations in the
fluorescence intensity along a fiber allow the measurement of fiber translation, and
potentially local fiber strain. Alternatively, proteins (e. g. α-actinin) or small or-
ganelles (e. g. mitochondria) which bind along the lengths of cytoskeletal fibers can
be used as fiducial markers (Hu et al. 2003; Peterson et al. 2004). These approaches
may also provide some indications of cytoskeletal dynamics, however a more quan-
titative approach is preferable. For example, actin filament turnover can be mea-
sured using Fluorescent Recovery After Photobleaching (FRAP) or Photoactivated
Fluorescence (PAF) with the data interpreted using a diffusion model to isolate the
effects of G-actin diffusion and polymerization/depolymerization kinetics (Tardy
et al. 1995).

There is evidence that arterial ECs in vivo do not contain the relatively high
density of stress fibers observed in ECs in cell culture. It remains to be determined
if cells without stress fibers, such as those cultured on very soft hydrogels, can still
have anisotropic material properties. Actin filaments which are not bundled into
stress fibers could still be organized such that the overall orientation may be aligned
to result in anisotropic material properties, however such structures are too small
to be resolved by fluorescent microscopy and other imaging techniques would be
necessary (i. e. electron microscopy).

13.4.3 Mechanotransduction Experiments

While it is generally accepted that mechanical forces can be transduced into bio-
chemical signals, the mechanisms by which this occurs remain to be elucidated.
There is evidence indicating that mechanical forces contribute to conformational
changes in signaling proteins to alter their signaling activity. A well-studied mech-
anism for regulation of protein activity is through conformational changes between
auto-inhibited and active (non-inhibited) states. As illustrated in Fig. 13.7, this can
occur through the binding of a regulatory protein which destabilizes the intramolec-
ular binding of the active domain of the protein to the inhibitory domain. This re-
quires that the binding of the regulatory protein provides sufficient energy to over-
come the energy barrier necessary to dissociate the bond between the inhibitory and
catalytic domains. It is possible that mechanical energy transmitted from a stretched
matrix into the cell could provide the energy necessary to overcome such energy
barriers to activate proteins.

The protein vinculin represents a particularly plausible mechanosensitive protein
whose activity appears to be regulated by conformation changes (Bakolitsa et al.
2004). Vinculin localizes to the cytoplasmic side of focal adhesions, as well as ad-
herens junctions which join cells to cells. The molecular structure of vinculin can
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Fig. 13.7 A mechanism for protein activation by disrupting the binding of the inhibitory domain of
a protein to the catalytic domain. In the inactive state, the inhibitory domain binds to the catalytic
domain of the protein. This intramolecular binding is disrupted upon binding of a regulatory protein
to the inhibitory domain, allowing the catalytic domain to interact with a substrate protein

be generalized as consisting of a ‘head’ region of roughly 850 amino acids and
a ‘neck’ region of about 200 amino acids. Intramolecular binding of these two re-
gions blocks the ability of vinculin to interact with its binding partners within cell
junction complexes. Mechanical forces applied to vinculin could potentially disrupt
this intramolecular bond to allow vinculin interactions with other protein binding
partners.

So how might mechanical stretch affect the conformation of a protein? Sheetz
and colleagues sought to answer this question by measuring biochemical changes in
response to stretching the intact cytoskeleton of adherent cells treated with a deter-
gent to remove the cell plasma membrane (Sawada and Sheetz 2002). By removing
the plasma membrane, the effects of transmembrane ion currents were removed.
The binding affinities of various signaling proteins was increased in the stretched
cytoskeletons as compared to static cytoskeletons, suggesting that mechanotrans-
duction occurs through conformational changes in cytoskeletal proteins generated
by force-dependent deformations.

An important end result of mechanotransduction is regulation of gene expres-
sion, and cyclic stretch has been demonstrated to regulate the expression of numer-
ous genes. Gene expression is regulated by upstream signaling pathways, which
lead to activation of transcription factors that directly interact with the promoter
elements of a gene (Haga et al. 2006). Several such pathways have been identified
for regulating mechanosensitive genes, including NF-κB and the Mitogen-Activated
Protein Kinase (MAPKs) family signaling pathways. One member of the MAPK
family, JNK, has been shown to be differentially activated by cyclic uniaxial and
equibiaxial stretch in ECs (Kaunas et al. 2006). Importantly, stretch-induced JNK
activation subsides as the stress fibers within the cells align perpendicular to the
direction of stretch. This suggests that cells may perceive mechanical stretch differ-
ently depending on the orientation of stress fibers relative to the direction of stretch.
The activation of other proteins (Hornberger et al. 2005) and the expression of genes
(Park et al. 2004) have also been found to depend on the mode by which cells are
stretched.

Typically gene expression is measured by collecting mRNA from cells after sub-
jecting the cells to mechanical stimulation and quantifying expression of a single
gene by Northern blot or a large set of genes by cDNA microarray analysis. Using
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micropatterned elastic substrate to control cell and stress fiber alignment, Kurpin-
ski and co-workers (2006) used microarray to show that expression profile of mes-
enchymal stem cells subjected to cyclic uniaxial stretch depended on the orientation
of the cells relative to the direction of stretch. This only provides information about
the expression pattern of genes at a particular time point for the entire population of
cells in the sample. If one is interested in temporal changes in gene expression then
these assays must be repeated for each time point using different samples of cells.
It would be very useful to be able to correlate gene expression with the mechani-
cal stress/strain state of individual cells. Since the mechanical stress/strain state can
change significantly over time, a technique for monitoring gene expression in in-
dividual cells over time is necessary. This can be performed using reporter genes
encoding for fluorescently-labeled proteins such as variants of GFP conjugated to
the promoter sequence of the gene of interest (Thompson et al. 2004). The expres-
sion pattern of multiple reporter genes encoding fluorescent proteins of different
colors could be simultaneously monitored assuming each emission wavelength is
sufficiently resolved, thus allowing the comparison of expression of different genes
in the same cell under identical mechanical conditions.

There is a need to develop models by which the dynamic changes of cell structure
and mechanical quantities are related to biochemical outcomes such as protein acti-
vation and gene expression. The time course of stretch-induced activation of JNK in
ECs correlates with stress fiber orientation perpendicular to the direction of stretch
(Kaunas et al. 2006), which is predicted to result in a decrease in the contribution of
cell deformation on overall mechanical stress in the cell. To correlate the activation
of a protein, which is a scalar value, a scalar representation of the level of stress
in the cell is necessary. One candidate is the total energy transmitted by the cell to
elastic distortion of the substrate (Butler et al. 2002):

U = 1

2

N∑
i=1

−→
Ti (x, y) ·−→ui (x, y) , (13.24)

where U is strain energy,
−→
Ti (x, y) is a traction force applied at position (x, y) and−→ui (x, y) is the displacement of the hydrogel at that position. Studies correlating

the magnitudes of stretch with protein activity or gene expression suggest that in-
creasing the stretch magnitude leads to an increase in the biochemical signal up to
a saturating value (Li et al. 1998). Such saturation of the biochemical response could
be expressed as a sigmoidal function of U :

ra(U) = rmax

1 + e−Ar(U−U1/2)
, (13.25)

where ra is the magnitude of the response (e. g. protein activity or level of gene
expression), which reaches a maximum value (rmax) at saturating levels of substrate
strain energy. The constant Ar describes the sensitivity of the biochemical response
to the substrate strain energy and U1/2 is the magnitude of U for half-maximal
activation of the biochemical signal.
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It remains to be determined if U or some other scalar representation of the state
of stress in the cell best correlates with the stimulation of biochemical events in
stretched cells, in which case another scalar variable could be used in place of
U in Eq. (13.24). A biochemical basis for relating mechanical stress (or strain)
to JNK activation comes from the observation that mechanical strain stimulates
conformational activation of integrins and that stretch-induced JNK activation re-
quires the formation of new integrin-mediated adhesions (Katsumi et al. 2005).
It is postulated that tension in actin fibers is transmitted to integrins at focal ad-
hesion, which stimulates turnover of the stress fibers and associated focal adhe-
sions.

To correlate cell stress and/or strain with the level of protein activation or gene
expression, it would be very useful to measure these biochemical changes simul-
taneous to the traction force measurements in real time. Biosensors using Fluores-
cence Resonance Energy Transfer (FRET) as a readout for conformational changes
related to protein activation have been successfully used to measure spatial and tem-
poral changes in the activation of proteins in response to mechanical stimuli (Wang
et al. 2005). Similarly, GFP reporter gene expression can be used to track gene ex-
pression in live cells. The levels of fluorescence from these protein biosensors or
reporter genes can be followed for individual cells over time and correlated with
various measures of the state of stress/strain in the cell. The capability to resolve
spatially-varying activation of proteins within individual cells using FRET biosen-
sors raises the possibility that local stress/strain concentration in a cell can be corre-
lated with local biochemical activities. Clearly there is potentially much knowledge
to be gained by combining intracellular biosensor technologies with an adaptive
mechanical model of adherent cells.

13.5 Illustrative Examples

13.5.1 Step Stretch: Effect of Ramp Rate on the Cell Stress
and Fiber Organization

Let us consider the response of an adherent cell to a ramp in pure uniaxial strain
(a.k.a. strip biaxial stretch) to a final stretch ratio λf in the x1-direction while main-
taining the stretch in the x2-direction constant at unity:

λ1 =
⎧⎨
⎩

λf

tf
t 0 ≤ t ≤ tf

λf t > tf

λ2 = 1 ,

(13.26)

where λi = Li/Li0 is the change in substrate stretch in the xi -direction for i = 1,2.
For very fast ramp rates the response will be similar to a step-change in λ1. Prior
to the ramp in stretch, the axial fiber strain is assumed to have an initial value α0
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representing the deposition stretch corresponding to the contractility-induced pre-
existing stretch in the fiber. As illustrated in Fig. 13.8, the average axial fiber stretch
ratio in fibers oriented in the x1-direction will initially increase sharply from α0
to α0λf.

Now consider what happens after the initial application of stretch. From
Eq. (13.21), it is clear that immediately following the stretch the model predicts
an increase in the rate of formation of fibers oriented toward the direction of stretch,
however these newly formed fibers will have a natural configuration based on the
deformed state of the substrate rather than the original state, and hence the axial
strain in these fibers will equal to α0. From Eq. (13.22), there is an expected si-
multaneous increase in the rate of disappearance of the stretched fibers assuming
that the new axial fiber strain has increased above the homeostatic strain value. The
net result is that the average axial fiber strain 〈α〉 “relaxes” back to α0 with an
exponential decay characterized by the half-life of the stretched fibers (Fig. 13.8).
Meanwhile, there is no change in axial fiber stretch in the x2-direction. Since fiber
stress is a nonlinear, but monotonically increasing, function of fiber stretch, the net
result is an increase in stress in the direction of substrate stretch which relaxes back
to the original stress magnitude. The apparent stress relaxation gives the overall
appearance that the cell material properties are viscoelastic, however this is actu-
ally due to fiber turnover rather than viscoelastic properties of the fibers themselves
(cf. Humphrey 2007).

With the increase in traction forces applied by the cell to the substrate during the
period of elevated stress, there would be a transient increase in the substrate strain
energy (Eq. (13.23)). Equation (13.24) then predicts an increase in the activity of
stress-dependent proteins, followed by a decline back to the basal level of activity
as the strain energy returns to basal level.

Now let us consider what happens when the ramp rate is much slower than the
rate of fiber turnover. Under these conditions, the fibers will disappear and reform in
the current material configuration such that the strain contributed by axial deforma-
tion is negligible at all times (αk ≈ α0). Thus, there is not expected to be a significant
increase in traction force applied to the substrate, and hence there is not an increase
in stress-dependent biochemical activity. This is an important prediction since this
suggests that cells have a “short memory” of the substrate configuration.

Fig. 13.8 Actin fiber stretch response in response to a step in strip biaxial stretch. The change
in fiber axial stretch ratio is shown for a fiber oriented in the x1-direction (solid curve) and x2-
direction (dashed curve)
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13.5.2 Cyclic Stretch: Effect of Frequency on the Cell Stress,
Fiber Organization, and Mechanotransduction

Let’s next consider the response to cyclic uniaxial stretch (a.k.a. cyclic strip biaxial
stretch):

λ1 = 1 + (λf − 1)

(
1

2
− 1

2
cosωt

)
(13.27)

λ2 = 1

where ω and λf are the frequency and amplitude of stretch, respectively. A physio-
logically relevant cycle period for arterial cells is the heart rate (1 Hz), the period of
which is expected to be significantly lower than the half-life of a normal actin fiber.
Now when a new fiber is formed, the reference configuration is based on whatever
the configuration is at that point in the stretch cycle. Since new fibers can be de-
posited at any time during a cycle, the mean axial fiber stretch approaches α0 as
the original fibers are replaced by new fibers. As illustrated in Fig. 13.9, the time-
averaged axial fiber stretch will be equal to that of the unstretched fibers oriented
in the x2-direction, hence the average rate of fiber formation will be equal in all
directions. The axial stretch in these fibers oriented in the x1-direction will deviate
from the homeostatic value for most of a cycle, however, leading to an increased rate
of disappearance of fibers oriented toward the direction of stretch. The net result is
a net accumulation of fibers oriented perpendicular to the direction of stretch, the
extent of which increases with increasing stretch amplitude, as has been observed
experimentally (Kaunas et al. 2005).

In the time period immediately following the onset of cyclic stretch, U , and
hence ra, are expected to increase initially due to traction forces generated by cell
deformation. As the actin fibers becomes preferentially oriented pendicular to the
direction of stretch, U and ra are expected to return to near basal levels due to a de-
crease in traction forces generated by fiber distension. These model predictions on
adaptations in actin fiber orientation and biochemical activity closely follow the ob-
served perpendicular orientations of stress fibers and transient activation of JNK in
endothelial cells subjected to cyclic uniaxial stretch (Kaunas et al. 2006). When the
frequency of stretch is very small, the model prediction are similar to the case of

Fig. 13.9 Fiber stretch in response to cyclic strip biaxial stretch. The expected axial fiber stretch
ratio is shown for fibers oriented in the x1-direction (solid curve) and x2-direction (dashed curve)
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a slow ramp in stretch – the fibers will disappear and reform in the current material
configuration such that the strain contributed by axial deformation is negligible at
all times (αk ≈ α0), and thus the tractions and associated stress-dependent protein
activities will not increase.

In the case of cyclic equibiaxial stretch, the orientation of a fiber does not
affect the fiber stretch since the substrate stretch is isotropic. It is readily ap-
parent that the model predicts a sustained increase in average axial fiber stretch
since the fibers cannot reorient in a direction perpendicular to substrate stretch.
The resulting sustained increase in U and ra suggests that the mechanism for
sustained activation of JNK in endothelial cells subjected to cyclic equibiaxial
stretch is the inability of stress fibers to adapt to equibiaxial stretch (Kaunas et al.
2006).

13.6 Closure

To quote Charles Darwin: “It is not the strongest of the species that survives, nor
the most intelligent, but rather the one most responsive to change.” In the face of
environmental stresses, species must adapt to survive. It seems the same concept
holds true at the subcellular level – only when the cytoskeletal network is able to
adapt to changes in mechanical stresses can the cell attain mechanical homeostasis.
Cells regulate the growth and remodeling of the surrounding tissue in response to
macroscopic mechanical stresses, suggesting the adaptation process is connected
across many orders of length scale.

Homeostasis also involves maintaining a balance in the cell’s biochemistry.
A daunting task in the field of signal transduction is to make sense of how inter-
connected signaling pathways interact to regulate gene expression and cell func-
tion in the face of extracellular perturbations. The temporal and spatial activation
patterns of signaling molecules may dictate how activation of a common signal-
ing pathway can result in different patterns of gene expression and cell responses.
Add to this time-dependent and spatially-varying stresses and strains generated in
a cell in response to mechanical loading of a tissue – there is clearly a pressing
need for an accurate constitutive model of adherent cells to be able to interpret the
results of the mounting accumulation of biochemical data in the field of mechano-
transduction.

While the approach outlined in this chapter were motivated by a need to un-
derstand the effects of stretch on EC function, the concepts can also be applied
to other cell types. This methodology is particularly well-suited for studying the
mechanobiology of cells (epithelial and endothelial) that normally reside on the sur-
face of a tissue. A challenging next step is to develop a similar approach for studying
the mechanobiology of cells residing within a tissue. To measure traction forces for
a cell in a three-dimensional matrix, the elastic substrate needed for performing
traction microscopy would also need to support the culture of cells inside of the
substrate. Ideally a natural matrix such as collagen would be used, yet the material
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properties of collagen are complex and depend on many variables, including remod-
eling by the cells. To this end, mixture theory has been applied toward describing
the time-dependent, adaptive material properties of tissues (reviewed in Humphrey
2007).
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Abstract Widespread diseases like hernia formation or pelvic floor malfunction are
directly related to a reduced biomechanical functionality of the concerned soft tis-
sue. These exemplary diseases, but also dysfunction of the cardiovascular system
are caused by processes, which are based on changes of biomechanical properties
at the cellular level. The systems for the in vitro evaluation of biomechanical mate-
rial properties, as described in the literature, are adopted from standard material test
methods mainly focusing on an uniaxial loading. But uniaxial loading is rarely seen
in nature since most load cases are two or three dimensional. This work describes
a new measurement principle, which allows the cultivation of cell monolayers or
thin tissue composites under biaxial load conditions and mechanical evaluation at
the same time.

The new cell cultivation module, termed CellDrum, was developed for that pur-
pose. The Celldrum consists of a thin, biocompatible silicon membrane attached to
a cylindrical well (∅16 mm). The CellDrum membrane can be populated with cells
grown in monolayer structures or serves as a sealing boundary layer for thin film
cell-matrix constructs anchored with the Cell Drum’s wall.

The measurement system described in this work offers the opportunity to analyze
the mechanical properties of cell constructs over a long period of time under defined
mechanical boundary. It is the first system which offers the novel and unique possi-
bility to cultivate synchronously beating cardiomyocytes and evaluate the contractile
behaviour together with the monitored beating frequency.

14.1 Introduction

A person’s health is determined by the biomechanical integrity and performance of
tissue and organs. Widespread diseases like hernia formation or pelvic floor mal-
function are directly related to a reduced biomechanical functionality of the con-
cerned soft tissue. These exemplary diseases, but also dysfunction of the cardiovas-
cular system, are caused by processes, which are based on changes of biomechanical
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properties at the cellular level. Fundamental research in this topic on humans is lim-
ited for practical and ethical reasons, especially the evaluation of active substances.

As compared to the tremendous efforts that have been made in the past to ana-
lyze biological samples for their biochemical cellular processes, only little is known
so far about technologies acquiring information on cellular processes related to me-
chanical properties of living cells. One reason for this situation was linked to the
absence of suitable technologies analyzing mechanical properties of living cells in
a natural environment (Trzewik et al. 2004).

The popular use of complete cardiomyocyte monolayer cultures, even when cul-
tivated on flexible silicon matrices (Komuro et al. 1990) has a major drawback so
far: the major function in the heart, namely loaded isometric contraction could not
be measured. In this chapter, we will present a method allowing us to undertake
these kind of measurements

In recent years, evidence has been growing about important roles of mechanical
forces in regulating the behaviour of single cells and their communities (Chicurel
et al. 1998; Galbraith and Sheetz 1998; Geiger et al. 2001). Force on cells can be
either external (e. g., resulting from blood flow or traction of other cells) or inter-
nal. In animal cells, internal forces are mostly generated by the actin cytoskeleton
and transmitted to the extracellular matrix (ECM) through cell-matrix adhesion pro-
teins. For stationary animal cells cultured on flat substrates, the most prominent type
of cell-matrix interactions are focal adhesions (FAs) (Burridge and Chrzanowska-
Wodnicka 1996; Geiger and Bershadsky 2001). FAs are large supramolecular pro-
tein assemblies, consisting of a submembrane plaque with more than 50 different
proteins (including vinculin and paxillin) and a transmembrane part provided by
receptors of the integrin family.

Cells sense changes in their mechanical environment and promote in return al-
terations and adaptations in tissue structure and function. In a feedback process,
mechanical stimuli regulate fundamental processes as cell division and differenti-
ation and therefore play a crucial role in tissue growth and regulation. Addressing
the loading conditions of test samples is important. Not only biomechanical engi-
neers but also biologists must consider protein and gene expressions studies (Huang
et al. 2002; Langholz et al. 1995) of tissue constructs and their relation to mechan-
ical load conditions. The activity of a cell is regulated, in part, by changes in the
mechanical environment in which it resides (Eastwood et al. 1998; Wakatsuki et al.
2002).

The cellular impact on tissue tension plays an important role in numerous phys-
iological and pathological processes. An important examples is wound healing
(Tejero-Trujeque 2001; Banes et al. 2001) and connective tissue homeostasis (Banes
et al. 2001; Brown et al. 1998e; Tomasek et al. 2002). Furthermore another im-
portant part of tissue forces research are cardiac muscle contraction (Eschenhagen
et al. 1997; Langendorff 1895) and morphogenesis (Benjamin and Hillen 2003).
More obviously, mechanical loading is of substantial importance to the develop-
ment, function and repair of all tissues in the musculoskeletal system (Henderson
and Carter 2002; Payumo et al. 2002; Vandeburgh 1992), including bone, ligament,
tendon, skeletal muscle, intervertebral disc and meniscus. Vice versa, information
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upon these cellular processes can be derived from the mechanical properties of liv-
ing cells. In particular, measurements of mechanical properties of cell constructs
would provide a valuable insight into various cellular processes.

Devices and methods reported previously were able to monitor mechanical prop-
erties of tissue constructs or individual cells, respectively. All so far proposed ex-
perimental approaches have very complicated setups in common. This limits the
scientific benefit to the investigator’s experimental skills and experience. It would
be unreasonable to assume that any of the described methods would have the
potential to be upscaled for pharmaceutically relevant, high-throughput screen-
ing methods. Nevertheless, another profound reason for developing a new analy-
sis device for cellular components is related to the absence of well defined and
biologically relevant boundary conditions. Formerly adherent cell aspirated into
a micropipette (Sato et al. 1987; Theret et al. 1988) do obviously not mimic any
in vivo situation but provide complicated boundary conditions. Also, cells intro-
ducing wrinkles into stress free soft substrata (Harris et al. 1980) or the abil-
ity of cultured fibroblasts to reorganize and contract free floating three dimen-
sional collagen I gels (Bell et al. 1979; Grinnell et al. 1999) is not related to any
in vivo situation. However, such unstrained gels must be considered as mechan-
ically completely different models to study mechanically regulated cellular pro-
cesses.

Rectangular gels suffer from “necking” due to the stress variations imposed dur-
ing uniaxial force measurements. The uniaxial loading also introduces a physiologi-
cally unknown parallel aligning in response to the applied force. It may be con-
cluded, that the object to be investigated is actively modified by the experimental
setup. Another drawback of many concepts is that they do not consider the specific
needs of a sterile, cell culture compatible experimental setup. However, this is quite
essential since the interpretation of any experimental result is critically related to
a long term observation (over weeks) of all relevant parameters. The cellular re-
sponse is definitely determined by the time course of the cultivation. Furthermore,
the impact of contamination by fungi, bacterial or other microorganism would also
influence cellular responses of test specimen and may result in the misinterpretation
of experimental data.

As a general remark it must be mentioned that cellular and tissue biophysi-
cal forces are very small. Only little disturbances e. g. temperature and pressure
changes, humidity or surface tension on boundary layers can make measurements
irreproducible as can different culture media and devices. This may lead to misin-
terpretations of measurement values.

Since the fundamental work by Langendorff (1895) accomplished more than 100
years ago the isolated perfused heart became a widely accepted experimental model
in cardiovascular research. Cultures of dissociated embryonic or neonatal cardiac
myocytes, respectively, have been used in studies on the pharmacology of cardio-
vascular physiology for more than 50 years (Cavanaugh and Cavanaugh, 1957).
Various approaches were made using these cells as models to investigate myocyte
related characteristics like ion channel function (Iijima et al. 1984; Morales et al.
1996), cardiac hypertrophy (Fink et al. 2000) and the contractility of cardiac struc-
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tures (Brady et al. 1979; Lin et al. 2001; Palmer et al. 1996; Tasche et al. 1999).
The patch-clamp technique (Hamill and Sakmann 1981) became a well accepted
tool for analysing electrical properties like action potentials of isolated cardiac my-
ocytes. Multiple approaches and principles were published using systems measur-
ing forces exerted by single myocytes as the isometric force-related displacement
of glass cantilevers (Tarr et al. 1979), micro-electromechanical systems (MEMS)
(Lin et al. 2001), cells attached to capacitive force transducers (Bluhm et al. 1995)
and ultra sensitive cantilever designs (Tasche et al. 1999) with a low compliance.
Those methods lacked easy-to-use handling procedures. Major problems occurred
when the force-detection system was not fully submergible. In those cases, some
parts must pass the liquid-air interface. The surface tension of the meniscus around
the connecting element through the interface is about 10 μN. The forces gener-
ated by single myocytes, however, may be one to two orders of magnitude lower
than this (Brady 1991). Attempts to use complete cardiomyocyte monolayer cul-
tures on flexible silicon matrices (Komuro et al. 1990) failed because the major
functional parameter of the heart, loaded isometric contraction, could not be mea-
sured.

14.2 The CellDrum Technique

Besides technical problems, the systems for the in vitro evaluation of biomechan-
ical material properties, as previously described in the literature, are adopted from
standard material test methods mainly focusing on an uniaxial loading. But uniaxial
loading is rarely seen in nature because most load cases are two or three dimen-
sional. The CellDrum technique is a new measurement principle, which allows the
cultivation of cell monolayers or thin tissue composites under biaxial load condi-
tions and mechanical evaluation at the same time.

The CellDrum principle was developed to assess biomechanical properties of
various cell types at in vitro conditions. A CellDrum (Fig. 14.1) consist of a plastic

Fig. 14.1 Schematic of the standard CellDrum with a cell populated silicon membrane
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cylinder which is sealed on one end with a thin, typically 1 μm thick, biocompatible
silicon membrane. A rubber ring is used to fix the CellDrum to the experimental
setup. The membrane allows cell attachment and proliferation at in vitro cell culture
conditions. Two different experimental setups based on the CellDrum principle had
to be developed to meet the different needs of standard monolayer cell cultures on
the one hand and of tissue equivalents on the other hand.

14.2.1 The Measurement Principle

The basic concept, for the validation of the biomechanical properties of cells, was
to monitor the stress-strain relationship of the cell-membrane composites. This ba-
sic system was applied for endothelial and fibroblast cells proliferated on Cell-
Drum membranes. Furthermore it was applied to self-contracting cardiomyocytes in
monolayer cultures and cardiomyocytes embedded in collagen I matrices reassem-
bling a heart tissue equivalent. The concept of tissue equivalents was also realized
for fibroblast populated collagen I matrices.

The relative displacement of silicon membranes attached to cylindrical wells
(diameter 16 mm) was measured with non contact displacement sensors at a res-
olution in the μm-range. The CellDrum membrane is populated with cells grown
as monolayer structures or it served as a sealing boundary for thin film cell-matrix
constructs anchored to the CellDrum’s wall. A highly sensitive laser triangulation
sensor and a custom made image orientated CCD sensor (CMS) can be used. The
relative membrane-cell composite displacement is the characteristic variable for var-
ious experimental setup variants.

In this chapter we want to focus on a special modification of the general load-
displacement measurement system (Fig. 14.2):

Fig. 14.2 Schematic of the system with the measurement chamber (orange) and an embedded Cell-
Drum (green). The appropriate computer controlled sensors and actuators are indicated schemati-
cally
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14.2.2 The Steady State Measurement, a Useful Modification

Steady state measurements function is especially useful for the evaluation of con-
tracting cardiomyocytes. The system is similar to the load deflection setup, but
the membrane displacement was kept constant during the experiment and pressure
changes were analyzed. The pressure sensor offered a higher sensitivity than the
displacement measurement alone, which was especially useful in the investigation
on cardiomyocytes. Variations in the displacement of the membrane caused by con-
tracting cardiomyocytes are almost undetectable in an optical setup. But this con-
traction causes pressure variation in a pressure range of several Pa, which is de-
tectable by a highly sensitive pressure sensor. This pressure signal can be separated
from mechanical and electrical noise due to the repetitive nature of the cell contrac-
tion. This separation is accomplished after the application of a software integrated
filter algorithm.

But this method can not be used to analyze stress variations introduced by the
slow contraction processes of non-muscle cells. Due to the slow and non repetitive
nature of the related pressure changes it is not possible to subtract cell signals from
signals related to electrical and mechanical background noise.

The dynamic measurement is the strongest diversification of the basic CellDrum
concept. Complete membranes consisting of tissue equivalent cell-collagen struc-
tures were analyzed by exciting the membrane tissue compound with a brief air
pressure pulse. The resulting resonance oscillation was monitored by a laser-based
deflection sensor. Frequency and damping were analyzed revealing information on
mechanical properties of the tissue construct. This system is very tolerant of most
effects causing errors in all other described systems. Furthermore it offers the op-
portunity to perform a high number of measurements in a short period of time. The
system is perfectly suited for high throughput screening evaluations.

14.3 Preparation of Samples

14.3.1 Methods of Cell-Membrane Connection

CellDrum membranes were manufactured using 184 Sylgard™ polydimethylsilox-
ane (Dow Corning, Michigan, USA) known as a silicon rubber. Individual batches
were manufactured for typical membrane thickness varying from 1 μm to 10 μm.
The CellDrum is now commercially available at Cell&Tissue Technology Corpora-
tion (Juelich, Germany). The polydimethylsiloxane (PDMS) based CellDrum mem-
branes show different, but more adequate properties of the biological environment
as compared to surfaces and substrates usually used in cell culture technologies.
The CellDrum membranes are permeable for gases, flexible (soft) and coatable with
ECM proteins. The control of extra cellular matrix (ECM) organization and cell ad-
hesion are critical for the attachment of cells. Adequate procedures were therefore
developed to exhibit relevant matrix proteins at the CellDrum surface. Other aspects
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of biocompatibility are related to the segregation of harmful molecules (as for ex-
ample monomers) from the materials, leading to necrotic or apoptotic cell death,
respectively. Various investigations were accomplished to exactly reveal these fea-
tures and properties.

Cell-Tak™ is described to promote an extremely strong binding between cell
and substrata (Miyazaki et al. 2000). A strong force transmission between cell and
CellDrum membrane was desired in our monolayer experiments, and therefore Cell-
Tak™ was seen to be the best choice for membrane coating. Cell-Tak™ Cell adhe-
sive is a formulation of polyphenolic proteins extracted from Mytilus edulis (marine
mussel). The adhesive is described to be biocompatible. Cell proliferation and via-
bility tests for BAEC cells grown on precoated CellDrum membranes, which were
not exposed to strain variations during culturing supported that assertion.

Fig. 14.3 Mitocaputre stained BAEC’s cultivated on a Cell-tak coated CellDrum after exposi-
tion to mechanical strain (ε = 0.5%) for 2 h: Clusters of cells separated (white arrows) from the
monolayer and remained only in lose contact with the monolayer. Nonapoptotic cells display a red
staining (A) indicating an active metabolism within their mitochondria. Green staining (B) displays
the control image for a successful total staining. The superimposed control image D indicates un-
truthful image areas in red, but apoptotic cells in green and nonapoptotic cells in yellow. Image C
in brightfield mode displays the disrupted BAEC monolayer on top of the CellDrum
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However, the replacement of fibronectin with Cell-Tak™ as a membrane coating
led to ablation and destruction of cells after mechanical stretching. The response
was completely different from identical experiments carried out with fibronectin
coated membranes. After exposure to mechanical stress adherent cells (in particular
BAECs) grown on Cell-Tak™ coated surfaces, lost contact to their substrate and
reshaped into a round structure. This is an indicator of cell death. The underlying
mechanism of this phenomenon was unclear, but nevertheless important to identify,
in regard of a meaningful experimental data analysis.

The apoptosis analysis of BAEC’s grown on fibronectin or Cell-Tak™ coated
CellDrum membranes which were exposed to mechanical stress did not show any
differences in the appearance of apoptotic cells (Figs. 14.3; 14.4). It seem that the
ablation of cells due to mechanical impact at different surface adhesion sites is not
due to an apoptosis inducing process.

Fig. 14.4 Mitocaputre™ stained BAEC’s cultivated on a fibronectin coated CellDrum after expo-
sition to mechanical strain (ε = 0.5%) for 2 h: Nonapoptotic cells display a red staining (A) in-
dicating a active metabolism within their mitochondria. Green staining (B) displays the control
image for a successful total staining. The superimposed control image D indicates untruthful areas
in red, but apoptotic cells in green and nonapoptotic cells in yellow. Image C in brightfield mode
displays the intact BAEC monolayer on top of the CellDrum
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14.3.2 Visualization of Location and Orientation of the Cells
Inside the Gel

A fibroblast seeded collagen matrix was used as model (Bell et al. 1979; Trzewik
2004) to study the ability of fibroblasts to reorganize and contract collagen matri-
ces in vitro. Appropriate biological protocols and engineering tools to monitor cell
orientation were developed, for example with live 3T3 NIH fibroblasts:

The tissue constructs were prepared as described above. After gelation, this re-
sulted in a laterally fixed gel (Velcro® enhanced CellDrum), approximately 1 mm in
thickness. A uniaxial mechanical loading chamber (Fig. 14.5) was used to prepare
freely floating but uniaxially strained collagen gels.

After adding culture medium, all samples were incubated at 37 ◦C and 5% CO2
in humidified incubator. Culture media were changed daily. After gelation, cells
adhered to the collagen fibers and started to reorganize within the matrix. The
gel’s plane surface represents the x–y-plane. In order to visualize location and
orientation of the cells inside the gel, a new procedure based on confocal imag-
ing was introduced (Trzewik et al. 2004). 3D confocal images indicate that fibro-
blasts in freely-floating gels were randomly distributed. The orientation of biax-
ially fixed cells (Fig. 14.6) was randomly distributed in the x–y-plane, but there
was no tendency to grow perpendicularly along the z-direction, out of the plane of
tension.

A different situation occurs in collagen gels, which were strained by 5% after
gelation. The cells were elongated and oriented in the direction of the externally
applied stress (Fig. 14.7), but did not spread out of the x–y-plane, which is again
parallel to the plane of tension.

The use of fluorescent stained live cells in combination with a confocal micro-
scope enabled acquiring depth encoded information on the orientation of cells in

Fig. 14.5 Uniaxial loading device. The FCM (pink) is connected to parallel walls via Velcro® rods
(white arrow), where the left wall was fixed and the right wall can be pulled to the right. The FCM
was strained by at maximum 5% after gelation (3T3 fibroblasts were labelled with cytoplasmic
fluorescent dye and added to the gel at a final concentration of 1×105 cells/ml)
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Fig. 14.6 Depth encoded 3-dimensional distribution of 3T3 fibroblasts dyed with Cell-Tracker™.
The gel’s surface represents the x–y-plane. The colours encode the location of the cells in
z-direction (depth). Dark red represents top cells and dark blue bottom cells, respectively (see
color bar). The Image displays a biaxially fixed gel with random cell orientation

three dimensions. The experimental approach of uniaxially strained, rectangular
cell seeded collagen gels has a direct influence on the distribution and orientation
of cells within the collagen matrix. Uniaxial stress conditions are rarely seen in
vivo, except for structures like tendon, whereas biaxial stress conditions are highly
frequent in the body as for example in skin. In biaxially cell seeded collagen ma-
trixes attached to the CellDrum wall, which will be used in further investigations,
it appeared reasonable to assume an isotropic distribution of cell orientation in the
x–y plane. Since there were no measurable cellular protrusions into z-directions and
therefore no major traction forces, which would thin out the membrane, we assumed
an almost constant collagen thickness during the time of cultivation.
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Fig. 14.7 Depth encoded 3-dimensional distribution of Celltracker™ dyed 3T3 cells in a uniaxially
strained matrix (middle), compared to a brightfield image of cells in the setting (left). The right
image displays an uniaxially strained gel at higher magnification and higher dissection resolution.
Individual protrusions became visible, growing in parallel to the principal strain directions. The
direction of strain is indicated by white arrows

14.3.3 Example Cardiac Myocytes

The system consists of the CellDrum with its typical circular, thin, flexible and
transparent silicon membrane. Two types of experiments were carried out:

1. cardiomyocyte monolayer contractility and
2. 3D tissue construct contractility measurements.

Fig. 14.8 Neonatal rat cardiomyocytes grown at a subconfluent state
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Sample preparation: 1) Spontaneously contracting cardiomyocyte monolayers were
grown on top of a fibronectin-coated silicon CellDrum membrane (Fig. 14.8).

Cell-populated collagen gels were poured onto the CellDrum forming a 3D tis-
sue construct after gelation. Mesh-like anchors assured the attachment of the tissue
construct to the CellDrum wall. An experimental setup was used in which mem-
brane and cells were bulged outwards by air pressure. A laser-based deflection sen-
sor measured the centre deflection as a function of applied pressure Fig. 14.2. The
setup allowed presetting the stress level to the cell constructs externally. This is
required when simulating in vivo situations like different levels of hypertrophy.
The relevant forces of spontaneously contracting hybrid cardiomyocyte-collagen
films, or monolayers respectively, were measured as oscillating differential pressure
change between the pressurised measurement chamber and the surrounding envi-
ronment. Neonatal rat cardiomyocytes were seeded at an initial concentration of
2×104 cells/μm3 in between two layers of collagen anchored to the CellDrum wall
or directly onto the CellDrum membrane pre-coated with fibronectin (30 μg/ml),
respectively (culture time 2 days). The membrane deflection was preset and man-
aged automatically by software-controlled adjustment of chamber pressure.

14.3.4 Beating of Cardiac Myocytes

In this study we present an experimental system allowing direct simultaneous me-
chanical tension and frequency measurements of cardiomyocyte monolayers as well
as of thin 3D cardiomyocyte tissue constructs. Monolayers were grown on top of
fibronectin-coated silicone CellDrum membranes. In 3D tissue constructs, the car-
diomyocytes were grown within a collagen gel of 0.5 mm thickness, which was fixed
circumferentially to the CellDrum body.

Mechanical load is an important growth regulator in the developing heart (Cooper,
1987) and the orientation and alignment of neonatal rat cardiomyocytes is stress
sensitive (Fink et al. 2000; Terracio et al. 1988). This is why it was necessary to
develop the CellDrum technology with its biaxial stress-strain distribution and very
defined mechanical boundary conditions. In both setups, cells were exposed to strain
in two directions, radially and circumferentially. This is similar to the biaxial load-
ing, which we observe in real heart tissue. Thus, from a biomechanical point of
view the system is more advantageous then previous setups based on uniaxial ap-
proaches (Eschenhagen et al. 1997; Zimmermann et al. 2000). However, achieving
experimental data on mechanical tensions that are at least one order of magnitude
lower than regular surface tension of water needed much engineering effort. To our
knowledge, the CellDrum application so far is the only one allowing simultane-
ous frequency and mechanical tension measurements at biaxial mechanical loading
conditions. Potentially, it will be useful in studies aiming at hypertension and heart
failure (Trzewik 2006; Cooper 1987; Fink et al. 2000; Komuro et al. 1990). This is
because the residual tension in the 3D tissue construct can be adjusted to any level
below the burst-tension of the construct. Residual tension sounds more like a tech-
nical term. However, it is directly related to the pressure existing in the measure-
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ment chamber (Fig. 14.2) underneath the 3D construct mimicking blood pressure
(Trzewik et al. 2002; Trzewik 2006; Trzewik et al. 2004).

A direct mechanical tension measurement was possible with both cardiomyocyte
monolayers (Fig. 14.8) as well as with 3D tissue constructs. We first analysed
mechanical tension induced by cardiomyocyte monolayers. Microscopic images
showed clearly visible and synchronously beating cells. Original tension signals are
shown in Figs. 14.9 and 14.10A, left.

The signal was very noisy and sinusoidal rhythms, as expected from the con-
tracting monolayer, were hardly visible. When Triton X-100 was added to the cells
in order to kill them the signal changed visibly (Fig. 14.10A, right). After signal
analysis (Fig 14.10 B) and Fast Fourier Transformation (Fig. 14.10C) it became ob-
vious, that cardiomyocyte contraction was present in the left curves of Fig. 14.10.
Whereas in the right curves there was only noise indicating that contraction had
diminished because of cell death. This experiment proved experimentally that the
rhythmic contraction originated from synchronously beating cardiomyocytes and
was not an artefact. The beating rates of 3.3 Hz found in cardiomyocyte monolayers
and of 4.4 Hz equal 198 beats/min and 264 beats/min, respectively Fig. 14.10, were
in good agreement with published data (Jongsma et al. 1983). Single isolated neona-
tal rat heart cells beat slowly and irregularly. An average beating interval is in the
range of seconds. The coefficient of variation is over 40%. It was shown before that
slowness and irregularity of beating are intrinsic properties of the cells and are not
caused by dissociation damage or lack of conditioning factors in the culture medium
(Jongsma et al. 1983). As soon as intracellular cell contacts are established by let-
ting the cultures grow for a sufficient time or by plating them at high cell densities

Fig. 14.9 Rhythmic contraction of a cardiomyocyte monolayer
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Fig. 14.10 Pulsation characteristics of myocardial cells before (left) and after treatment with 10%
Triton X-100: A measured pressure curve; B the pressure curve filtered by a Butterworth filter
kernel C frequency domain

both interval duration and irregularity decreased. The 3D cell-collagen hybrid struc-
ture chosen to establish the 3D tissue construct mimics physiological conditions
much better then monolayers do. This is because in 3D constructs there are not only
end-to-end (intercalated discs) but also side-to-side (desmosomes, gap junctions and
tight junctions) contacts. These histological features better resemble the architecture
of the myocardium and seem to maintain a higher degree of cellular differentiation
than monolayers (Eschenhagen et al. 1997).

Drugs were chosen with known effects to heart tissue in order to verify the system
(Fig. 14.11). Noradrenalin enhanced the beating rate whereas beta-blocker slowed
it down. However, Fig. 14.11 shows at the same time, that there is more to say about
drug action. This is for example the time course of drug action including delay times
and slopes after drug administration. In the future, this may give valuable additional
information on drug action.

The mechanical tension in monolayers was 1.62 ± 0.17 μN/mm2, whereas in
3D tissue constructs it was only 1.28 ± 0.13 μN/mm2. This may be related to the
elastic properties of the collagen matrix and to the (unknown) cell density in both
setups. By principle, it was possible to analyse the cell density since the silicone
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Fig. 14.11 Effect of noradrenalin and Beta 1/2 blocker on contraction frequency of myocardial
cells

membrane and the tissue construct are permeable for light and confocal microscopy
can be applied for cell counting. In future studies this should be considered since it
will allow measuring the average tension per individual cell within a 3D construct
(Trzewik 2006; Artmann 2005).

14.3.5 Medical Application in Future

As described previously (Trzewik et al. 2004) the CellDrum system provides an
isotropic stress-strain distribution within the 3D tissue construct mimicking the
biomechanical situation in real heart tissue. The application of the CellDrum tech-
nology offers many possibilities for in vitro investigations of cardiac function
(Trzewik 2006; Artmann 2005). The setup can be easily turned into a high-through-
put secondary drug screening system and might become a very useful tool in drug
and basic research on hypertension and cardiac failure.

In general:
The major prospects for all described methods lie in a development toward a high

throughput screening system. The use of circular samples constructs is becoming
standard in many biotechnological screening assays where standard plates for 96 or
384 samples are common. In this regard, the CellDrum technology satisfies all nec-
essary requirements to be embedded in an industry standard. Drug screening assays
could be performed using either cell monolayers or collagen-based tissue equiva-
lents. Both primary cell cultures and continuous cell lines can serve as cell source
for the experiments. Continuous cell lines may be used as a standard system, since
they can be subcultivated without any further variations of their phenotype. For ex-
ample, continuous cardiomyocyte line HL-1 is constructed and is under evaluation
at the moment. This may lead to a significant reduction in animal experiments to-
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gether with an increased efficiency in sample handling and throughput. The use of
a cardiomyocyte-based high throughput system is very promising but nevertheless
it may need plenty of engineering time and resources. Many of this difficulties in
advancing the steady-state method towards a high throughput system will not occur
in the dynamic method. The dynamic method is highly resistant to disturbances in-
troduced by the systems environment, so that any noise or variation in the boundary
conditions can easily be identified and filtered out by subsequent software analy-
sis. Furthermore, the system provides sufficient number of measurements per time
together with an efficient sample handling. The stress strain-analysis demands engi-
neering resourses, but it may be worth applying because it offers unique insights in
important tissue parameters like residual tension and the tissues’ elastic modulus. It
can be easily up-scaled to larger sample sizes in sample geometry and may serve as
a qualifying tool for skin tissue equivalents to be implanted in patients.

The system can be also easily adapted to such an important medical application as
the determination of mechanical properties of an amniotic sack, whose mechanical
parameters are seemingly responsible for many cases of premature birth. The system
may also provide access to a deeper understanding of widespread diseases which are
related to connective tissue dysfunction like Hernia formation or female pelvic floor
prolaps.
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Abstract There is ample evidence in the literature that the cardiovascular (CV) sys-
tem is in a state of mechanical homeostasis; i. e., the variation of stresses and strains
in the CV is thought to be relatively small. Several hypotheses regarding the home-
ostatic state of stresses and strains have been proposed for the CV system such
as: 1) uniform wall shear stress; 2) uniform mean circumferential stress and strain;
3) uniform transmural stress and strain hypothesis; and 4) biaxial (circumferential
and axial) stress and strain hypothesis. The objective of this review is to critically
evaluate the various hypotheses in lieu of experimental data and analytical models.
We shall outline the mechanical stimuli that are most closely regulated in the CV
system. In the process, we will consider the evidence for these hypotheses in the
normal CV system, in flow-overload, pressure-overload, during development and in
atherogenesis. The implications of these hypotheses on mechano-transduction and
on vascular growth and remodeling will be highlighted.

15.1 Introduction

The structure-function relation is one of the oldest paradigms in biology and
medicine. One premise of the structure-function relation is the notion of homeosta-
sis and the major impetus in the field is motivated by the desire to understand func-
tion and physiology and subsequently patho-physiology. More than a century ago
(1850–1860s), Claude Bernard developed the idea that the living system is in a state
of internal chemical equilibrium (Bernard 1957). In 1929, WB Cannon coined the
word “homeostasis” to describe such a state (Cannon 1973). The Greek word ho-
moios means like or resembling whereas stasis means position. Hence, homeostasis
in an organism means the maintenance of a steady state by coordinated physiologi-
cal processes. Although the mechanical state of a living body is variable, the varia-
tion of stresses and strains is thought to be relatively small. Hence, there exists a me-
chanical homeostasis of the living tissues. A mechanical perturbation of the system
generally leads to some adaptation to restore mechanical homeostasis. Pathology
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may be viewed as an adaptation process gone awry. Hence, an understanding of me-
chanical homeostasis and adaptation is important to clarify the borderline between
physiology and patho-physiology.

There is ample evidence in the literature that the cardiovascular (CV) system is in
a state of mechanical homeostasis. The definition of mechanical homeostasis is the
regulation of CV wall mechanics in the long term; i. e., chronic regulation. Remod-
eling, hypertrophy, atrophy, hyperplasia, etc. are all chronic responses which could
regulate long-term mechanics. Several hypotheses regarding the homeostatic states
of stress and strain have been proposed for the CV system; e. g., 1) the uniform
shear rate or shear stress hypothesis; 2) the uniform circumferential stress and strain
hypothesis; 3) the transmural stress and strain hypothesis; and 4) the biaxial (cir-
cumferential and axial) stress and strain hypothesis. We shall review these various
hypotheses in lieu of experimental data and theoretical predictions in Sects. 15.2,
15.3 and 15.4. In Sect. 15.5, we will consider the effect of perturbation of mechan-
ical homeostasis in CV dysfunction processes. Finally, we shall discuss the impli-
cations of these hypotheses on mechano-transduction and on vascular growth and
remodeling.

15.2 Shear Stress and Scaling Laws of Vascular System

15.2.1 Variation of Shear Stress

The CV system is constantly loaded by blood pressure and blood flow which induce
circumferential, axial and radial stresses and strains in the vessel wall and shear
stress on the endothelial cells, respectively. It is well accepted that there exists a
“homeostatic” state of stress in the CV system (Kassab and Navia 2006). Kamiya
et al. (1984) have previously examined the variations of wall shear stress (WSS) in
the CV system. They collected diameter and velocity data from the literature and
estimated the WSS throughout the arterial system. The WSS is proportional to the
volumetric flow rate and viscosity of blood and inversely proportional to the cube of
vessel diameter assuming a laminar, incompressible, Newtonian flow through a rigid
cylindrical vessel (Kassab and Fung 1995).

Kamiya et al. (1984) reported that the WSS varies by about a factor of 2 (ap-
proximately 10 – 20 dyne/cm2) in the arterial tree (aorta to pre-capillary arterioles).
Hence, they proposed the existence of homeostatic state of WSS in the vascular
system given the relatively small variation of WSS relative to the large variation in
diameters (4 orders of magnitude) and flows (8 orders of magnitude).

15.2.2 Design of Vascular System: Minimum Energy Hypothesis

In contemplating the design of the vascular system, Murray (1926) proposed a com-
promise between the frictional and metabolic cost expressed as a cost function. The
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formulation of the minimum energy hypothesis led to the well known Murray’s law
which states that flow rate is proportional to the cube of the vessel diameter. This
relation implies that a 10% increase in diameter will cause a 33% increase in flow
through the vessel.

Zhou, Kassab and Molloi, ZKM model (Zhou et al. 1999; Kassab 2007) gen-
eralized the “minimum energy hypothesis” to an entire coronary arterial tree. In
the process, a vessel segment was defined as a stem and the entire tree distal to
the stem was defined as a crown. Subsequently, they derived a flow-diameter re-
lationship similar to Murray’s law with the important difference that the expo-
nent was not fixed at a value of 3.0 but depends on the resistance of the vas-
cular system of interest. In addition, the ZKM model predicts new scaling de-
sign laws that relate the diameter and length; and the volume and length of ves-
sels through power-law relations. These relationships have been validated for the
coronary arterial trees in the following four ways: 1) a hemodynamic analysis of
coronary arterial blood flow based on detailed anatomical data yields these rela-
tionships over the entire arterial network (Kassab et al. 1997; Zhou et al. 1999;
Kassab 2007), 2) a generalization of Murray’s cost function and conservation of
energy predict the same result over the entire coronary arterial tree (Zhou et al.
1999; Kassab 2007), 3) in vivo data on coronary segment flow, tree length and
volume using digital subtraction angiography (Zhou et al. 2002) verified the re-
lationships for vessels proximal to 0.5 mm in diameter as observed in an an-
giogram, and 4) a generalization of metabolic dissipation term to include pas-
sive and active vessel wall as well as blood (Liu and Kassab 2007). Recently,
Kassab (2006) has shown that these scaling relations extend beyond the coronaries
(Kassab 2007) to pulmonary vessels, vessels of various skeletal muscles, mesen-
tery, omentum and conjunctiva vessels in various species ranging from rat to hu-
man.

15.2.3 Mechanism for Murray’s Minimum Energy Hypothesis

Numerous other theoretical attempts have been made to explain the design of
vascular trees based on the principle of minimum blood volume, minimum lu-
men surface area and minimum drag force on the vessel wall (Kamiya and To-
gawa 1972; Zamir 1976a). Any proposed principle or hypothesis must provide
a mechanism for the implementation of the principle. One of the advantages of
the minimum energy hypothesis is that it provides a mechanism for the local im-
plementation of minimum energy. It has been previously shown that the global
requirement of “minimum energy” is consistent with the local condition of “uni-
form shear” on the vessel endothelium (Kassab and Fung 1995; LaBarbera 1990;
Zamir 1976b). Hence, through the regulation of vessel caliber in response to
changes in WSS, the endothelial cells are responsible for the local enforcement
of the global minimum energy. This hypothesis will be explored more critically
below.
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15.2.4 Uniform Shear Hypothesis

The “uniform shear” hypothesis implies Murray’s law with an exponent of 3.0
(Kassab and Fung, 1995). This is certainly not the case for many vascular trees
as reported by Kassab (2006). Other experimental data negates the notion of unifor-
mity of WSS throughout the vascular system. In the mesentery, it has been found
the WSS is amplified in the microcirculation (vessels <100 μm in diameter) in-
creasing from approximately 10 dynes/cm2 to 60 dynes/cm2 towards the capillary
vessels (Lipowsky and Zweifach 1974; Lipowsky et al. 1978). A similar conclusion
was made by Pries et al. (1995) on the mesenteric microcirculation. They showed
that although the variation in WSS is significant, it is pressure-dependent; i. e., the
arteriole, capillary and venule shear stress variation reduce to a single curve when
examined as a function of pressure which led to their pressure-shear hypothesis. In
a different organ, Stepp et al. (1999) measured the velocity of blood and diameter
of epicardial vessels (50 – 450 μm in diameter) in the dog heart. They computed the
WSS and found it to be heterogeneously distributed where arterioles < 160 μm in
diameter have increased WSS relative to the larger vessels. The variation of WSS
in the baseline and adenosine dilated vessels was approximately 10 – 30 dynes/cm2

and 10 – 40 dynes/cm2 in the 50 – 450 μm diameter range, respectively. Hence, the
narrow variation of shear stress (10 – 20 dynes/cm2) reported by Kamiya et al.
(1984) was a consequence of the approximate database on the mean diameter and
velocity which were not measured simultaneously on the same vessels.

The uniform shear hypothesis has other difficulties when applied to the microcir-
culation. Rodbard (1975) and Hacking et al. (1996) showed that any network with
more than one flow pathway is unstable and would eventually reduce to a single
flow pathway if the uniform shear hypothesis holds. Furthermore, this hypothesis
does not apply to the venous system where the diameters are larger for similar flows
resulting in significantly lower shear stresses.

15.3 Stress and Strain

15.3.1 Tension

The blood pressure is primarily opposed by the forces of elastin, collagen and
smooth muscle cells that are oriented to form well defined layers (see review in
Rhodin 1979). Thick elastin bands form concentric lamellae while finer elastin fibers
form networks between lamellae. The collagen fibers are distributed circumferen-
tially in the interstices. In a comparative study of aorta from various species ranging
from mouse to pig, Wolinsky and Glagov (1967) found that the total number of
medial lamellar units is proportional to the aortic diameter. Hence, despite a large
variation in aortic diameter, the average tension per lamellar unit of an aortic media
was fairly constant.
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15.3.2 Definitions of Stress and Strain

Laplace’s equation states that the mean circumferential stress in the vessel wall is
directly proportional to the blood pressure, P , and inversely proportional to the
vessel thickness-to-radius ratio. This relation applies to a cylindrical vessel under
static equilibrium where the stress represents the force per unit area. For a thin
walled vessel, the circumferential stress is twice the axial stress in the absence of any
axial pre-stretch and the radial stress is equal to one half of the pressure. The radial
stress obviously has a smaller magnitude than the circumferential and axial stresses
for a given pressure. Also, unlike the circumferential and axial stresses which are
tensile, the radial stress is compressive.

The circumferential deformation or stretch of an artery may be described by the
mid-wall circumferential stretch ratio, λθ (λθ = c/C); where c refers to the mid-wall
circumference of the vessel in the loaded state (c = 2πrm where rm is the midwall
radius) and C refers to the corresponding mid-wall circumference in the zero-stress
state. Similarly, the axial deformation or strain is given by the axial stretch ratio,
λz (λz = L/L0); where L and L0 are the axial lengths in the loaded and zero-stress
states, respectively. The axial stretch ratio can be measured by placing markers along
the length of the vessel and measuring the length change from the loaded to the zero-
stress state.

15.3.3 Spatial Variation of Circumferential Stress and Strain
in the CV System

Guo and Kassab (2004) determined the distribution of circumferential stress and
strain along the aorta and throughout the coronary arterial tree to examine the vari-
ations of stress and strain. They showed that the Green strain (circumference of
the artery at physiological loading relative to the zero-stress state) and stress varied
from 0.2–0.7 (with lower strain in smaller vessels) and 10 – 150 kPa, respectively,
along the aorta and the entire LAD arterial tree (more than three orders of magnitude
difference in vessel diameters). The relative uniformity of strain from the proximal
aorta to a 10 μm arteriole relative to stress implies that there is a homeostasis of
strain in the CV system which has important implications for mechanotransduction
and for vascular growth and remodeling as discussed below.

It should be noted, however, that the average circumferential wall stress reported
does not correspond to the cell stress. In larger vessels where the average wall stress
is higher (∼150 kPa), it is generally assumed that the cells are bearing a small frac-
tion of the load because of the abundance of the load-bearing extracellular matrix
(ECM). If we assume a constrained mixture model (Gleason and Humphrey 2005b)
where the all components undergo the same strain but the stresses are additive, this
implies that the cell stress is much less than the average wall stress. In smaller ves-
sels where the average wall stress is significantly lower (∼10 kPa), the cell stress
would be closer to the average wall stress because there is much less ECM. Mathe-
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matical models are needed to compute the cellular stresses in small and large vessels
to clarify the micromechanics of vessel wall.

The stress and strain can be modulated by vasoactivity of smooth muscle cells.
Since the data discussed above were obtained in a vasodilated state, it represents
the largest variation of stress and strain. In the small arteries and arterioles, smooth
muscle contraction can significantly reduce wall strain and stress. The effect on
stress is more profound, however, since the radius is decreased while the wall thick-
ness is increased. Although the effect on strain is expected to be smaller, the tone in
the smaller vessels is expected to increase the strain over the vasodilated measure-
ments which will further narrow the range of variation in deformation. Hence, tone
may be a critical element in maintaining mechanical homeostasis as it can regulate
circumferential strain and stress as well as WSS.

For the heart, finite element models of the heart have shown that there is substan-
tial regional heterogeneity of ventricular mechanics even under normal conditions
(Costa and McCulloch 1994). The fiber strain distribution, however, is remarkably
uniform despite significant variations in fiber stress. One mechanism for this fiber
strain uniformity is the torsional deformation that results from the helical fiber orien-
tations and the anisotropy of myocardium (Guccione et al. 1991). The homeostasis
of strain in the CV system (heart and blood vessels) is remarkable.

15.3.4 Dynamic Variations of Stress and Strain

The variations described above are spatial but averaged over the cardiac cycle. The
temporal variations of mechanical stresses and strains have a significant impact on
vascular physiology and pathophysiology. Temporal gradient of WSS or oscillatory
shear index (OSI) has been shown to induce significant proliferation of endothe-
lial cells (Bao et al. 2001) and correlate with site of atherosclerosis (Ku et al. 1985).
Similarly strain rate has been shown to differentially regulate mitogen activated pro-
tein kinase (MAPK) molecules in endothelial cells (Azuma et al. 2000).

15.4 Intramural Stress and Strain

15.4.1 Residual Circumferential Strain

Prior to 1983, it was believed that stress concentration occurred at the intima of
the blood vessel and the subendocardium of ventricle, to the extent that the cir-
cumferential stress at the inner wall was much higher than that at the outer wall
(Choung and Fung 1983). The stress concentration at the inner wall was a di-
rect consequence of the assumption that the unloaded (zero transmural pressure)
blood vessel or ventricle is at the zero-stress state. Simultaneously and indepen-
dently, Fung (1983) and Vaishnav and Vossoughi (1983) challenged the starting
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assumption that the unloaded blood vessel is at the zero-stress state. A radial cut
of a blood vessel ring relieves the residual stress and strain and changes the no-
load circular geometry into an open sector (Fung 1990). The open sector represents
the zero-stress state which was quantified by the opening angle. The finding of cir-
cumferential residual stress removed the concept of stress concentration at the inner
wall of the vessel in the in vivo state (Choung and Fung 1983). The circumferen-
tial residual strain led to the “transmural uniform stress” hypothesis proposed by
Fung (1983); i. e., the circumferential stresses at the inner and outer wall are nearly
equal.

15.4.2 Axial Pre-stretch

In vivo, the change in vessel length in the CV cycle is negligible as compared to the
pulsation of diameter. The length is constrained by vessel branches and surrounding
tissue. More importantly, the vessel is also pre-stretched axially (Dobrin et al. 1990).
The existence of pre-stretch and axial tethering was documented much earlier than
circumferential residual strain (Bergel 1961; Fuchs 1900; Hesses 1926; McDonald
1974; Patel and Fry 1966; Patel and Vaishnav 1972; Guo and Kassab 2003). The
axial pre-stretch is typically characterized by the axial stretch ratio, λz , which is the
ratio of the axial length of the vessel in situ to that in vitro.

In a recent study, Zhang et al. (2005) considered the effect of axial stretch on axial
and circumferential stresses and strains. For the coronary artery, an axial stretch
ratio of 1.5 results in identical circumferential and axial stresses and strains. This
is interesting since the axial pre-stretch ratio for the left anterior descending (LAD)
artery is about 1.4 (Lu et al. 2003). These results indicate that the circumferential
and axial wall stresses and strains in the LAD artery become more similar as the
axial stretch ratio increases. In other words, under the same physiological pressure,
a more isotropic state of stress and strain may be obtained by pre-stretching the
vessel.

15.4.3 Radial Tissue Constraint

The mechanical properties of blood vessels depend not only on the micro-structural
components of the vessel wall such as collagen and elastin fibers, smooth mus-
cle cells, and ground substances but also on the properties of neighboring tissue.
All blood vessels receive some perivascular support from the surrounding tissue.
Hamza et al. (2003) determined the effect of surrounding tissue on the mechanical
properties of blood vessels. They considered an epicardial LAD artery surrounded
by the passive myocardium. The pressure-cross sectional area (CSA) relation was
measured for the LAD artery in situ and in vitro using digital subtraction angiogra-
phy. They found that, at pressure of 100 mmHg, the CSA in situ is 34% smaller than
that at the in vitro state. This corresponds to a 19% decrease in diameter due to the



378 15 Mechanical Homeostasis of Cardiovascular Tissue

surrounding tissue constraint. Hence, the coronary arteries are radially constrained
by the surrounding tissue and myocardium (Hamza et al. 2003). The obvious ques-
tion is what are the mechanical implications of these observations? A finite element
analysis shows that even a small external compression (10%) of the myocardium on
the LAD artery causes a large reduction in circumferential stress and tends towards
a biaxially isotropic (circumferential and axial) stress and strain state (Zhang et al.
2005).

15.5 Perturbation of Mechanical Homeostasis

Stress and strain are intimately related to tissue function, growth and remodeling.
Hence, a thorough understanding of the homeostatic state of stress and strain state
in the normal vessel wall can be used as a physiological reference state. Changes in
the mechanical loading and hence in the internal stresses and strains lead to an adap-
tive process in structure, material properties and possibly function. The following is
a brief review.

15.5.1 Flow Reversal

Flow reversal represents a perturbation from the forward homeostatic streamlined
flow. Numerous methods have been used to document flow reversal in the CV sys-
tem: In vivo (Moore and Ku 1994; Oshinski et al. 1995; Bogren et al. 1997; Krams
et al. 1997), in vitro (Moore and Ku 1994; Gharib and Beizai 2003) and in silico
(Marques et al. 2003). The conclusion of the various methods has been that tran-
sient flow reversal does occur in the normal CV system near bifurcations, along
curved vessels and in the abdominal aorta (infrarenal) below the renal artery (Shaa-
ban and Duerinckx 2000). These regions have been of particular interest because of
their predilection to atherosclerosis. Indeed, the connection between flow or WSS
and atherogenesis has been investigated for the past four decades. Abnormally high
shear stresses and WSS spatial gradients can cause endothelial damage (Fry 1968;
Herrman et al. 1994; Zeindler et al. 1989), whereas the location of atherosclerotic
plaques is related to regions of low and oscillatory WSS (Caro et al. 1969; Gidden
et al. 1993; Barakat et al. 1999).

Nitric oxide (NO) production increases in proportion to the magnitude of flow
and is known to be athero-protective (Mochizuki et al. 1999; Traub and Berk 1998;
Li and Forstermann 2000). What was not previously known, however, is the effect
of flow reversal on NO bioavailability. Lu and Kassab (2004) have recently shown
that [NO] is significantly reduced in reverse flow and that the reduction is medi-
ated through an increase in superoxide (O−

2 ) production during flow reversal. This
is a demonstration of a chemical imbalance (NO vs. O−

2 ) during perturbation of
homeostatic flow.
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15.5.2 Flow-Reduction and Flow-Overload

The uniformity of WSS is restored when blood flow is perturbed such as in flow-
overload (Kamiya and Togawa 1980) or in flow-reduction (Langille and O’Donnel
1986). Blood vessels can accommodate such regulation through a change in ves-
sel diameter at two levels: acutely through vasoactive mechanisms (flow-dependent
constriction or dilation), and chronically by adjusting vascular caliber (Kamiya and
Togawa 1980; Zarins et al. 1987; Glagov et al. 1987; Lu et al. 2002).

The acute response is limited by the degree of vasodilation governed by smooth
muscle cells of the media. If the acute response is not sufficient to restore WSS,
a chronic response ensues. Remodeling of the arterial wall in response to changes
in flow (increase or decrease) occurs over weeks to months and the net result is
a tendency to restore WSS to the baseline level. Chronic flow increase results in
an enlarged lumen (Kamiya and Togawa 1980), whereas reduced flow induces in-
timal thickening and a decrease in lumen diameter (Langille and O’Donnel 1986).
These steady state adaptations are under the command of the endothelium such that
the removal of the endothelium prevents the response (Sumpio et al. 1987). The
regulatory mechanism under dynamic conditions has also been previously investi-
gated using an aortocaval fistula in the rat (Driss et al. 1997). Phasic hemodynamic
measurements and aortic wall dimension were measured using ultrasound. It was
concluded that systolic and mean WSS were normalized after 2 months while the
diastolic shear was not.

It has been postulated that there exists a threshold shear stimulus below which
the vessel remodeling fails to normalize the WSS (Brownlee and Langille 1991).
Brownlee and Langille (1991) observed that the carotid arterial diameter of mature
rabbits was insensitive to smaller (60%) increase in blood flow after 2 months and
that WSS remained significantly elevated. They also found that, in contrast to the
adult vessels, vessels of weanling rabbits exhibited sufficient diameter enlargement
subsequent to blood flow increases to normalize the WSS, even though the blood
flow increases were more modest (47%). Miyashiro et al. (1997) have also reported
that flow-induced vascular remodeling is age-dependent in the rat carotid artery.
Kassab et al. (2002) have shown that the remodeling of the lumen of the trunk of
the LAD artery is consistent with the constant shear hypothesis, for flow increases
of 18 – 52% in young swine.

In the heart, Grossman (1980) proposed that the increase in myocardial wall
thickness normalizes the systolic circumferential wall stress in pressure-overload.
Nguyen et al (1993) proposed that end diastolic (ED) stress rather than end systolic
stress is normalized in pressure-overload hypertrophy and hence is the more likely
stimulus. Similarly, ED stress was proposed to stimulate growth in volume-overload
hypertrophy (Florenzano and Glantz 1987; Grossman 1980). In those studies, how-
ever, strain was not measured. Emery and Omens (1997) measured strain in their ar-
teriovenous fistula rat model and reported that midwall strains at ED pressure were
normalized, but ventricular wall stresses remained substantially elevated in conjunc-
tion with an order of magnitude increase in stiffness 6 weeks after volume hyper-
trophy. Hence, ED fiber strain is a likely stimulus for remodeling (Omens 1998).
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Time-varying dimension changes (strain rate, volume rate, etc.) have been proposed
as possible candidates for cardiac hypertrophy in volume overload (Holmes 2004).

15.5.3 Pressure-Overload

The “uniform tension” hypothesis described above was generalized into a “uniform
stress” hypothesis as the principle that dictates the remodeling of arteries in hy-
pertension (Matusumoto and Hayashi 1994; Vaishnav et al. 1990; Wolinsky 1971,
1972). It has been observed that the wall thickness-to-radius ratio increases in pro-
portion to the increase in pressure such that the circumferential wall stress is re-
stored after some period of growth and remodeling. The increase in the ratio of wall
thickness-to-radius ratio occurs by an increase in muscle mass of the media or by
decrease in the lumen without medial hypertrophy. Hence, this hypothesis presup-
poses a homeostatic state of stress.

In addition to the “uniform circumferential stress” hypothesis, Kassab and col-
leagues have recently found that the circumferential strain (computed in reference to
the zero-stress state) responds faster and recovers more quickly than the circumfer-
ential stress in flow-overload of an arterial–venous (a–v) fistula (Lu et al. 2001) as
shown in Fig. 15.1. Figure 15.2 shows similar data in a model of pressure-overload
by obstruction of the common bile duct (Dang et al. 2004). Hence, the circumfer-
ential strain appears to be biologically regulated. The observed growth and remod-
eling processes that return the stresses and strains to some “set values” support the
hypothesis of a “homeostatic” state of these parameters but with very different time
constants.

Fig. 15.1 Indicial Response Functions (IRFs) of shear rate, mean circumferential stress and mid-
wall strain normalized to the respective initial values. The IRF represents the change of a particular
feature of a blood vessel; e. g., shear rate, mean circumferential stress or midwall strain, in response
to a unit step change of input variable after the arterial-venous (a–v) fistula; e. g., flow. Figure re-
produced from Lu et al. 2002 by permission
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Fig. 15.2 Indicial Response Functions (IRFs) of axial, circumferential stress and strain normalized
to the respective initial values. The IRF represents the change of a particular feature of a blood
vessel; e. g., axial, circumferential stress and strain, in response to a unit step change of input
variable; e. g., pressure. Figure reproduced from Dang et al. 2005 by permission

15.5.4 Simultaneous Hypertension and Flow-Overload

A change in flow often accompanies a change in pressure. A question arises as
to which principles does vessel remodeling obeys when both blood flow and pres-
sure are changed. To address this question, Kassab et al. (2002) examined the LAD
artery in a supra-valvular aortic stenosis (SVAS) model which experiences both an
increase in flow and pressure. They found that the WSS is normalized along the en-
tire length of the LAD artery. The circumferential stress, however, was found to be
elevated in the proximal LAD artery (approximately 23% greater than the control)
where the flow increase was fairly large. In the distal LAD artery, where the flow
increase was smaller, the circumferential stress was nearly normalized (within 6%
of the control value). The change in circumferential stress depends on the change in
the wall thickness-to-radius ratio, which was found to decrease in the proximal but
increase in the distal LAD artery. The non-uniformity in remodeling was due to the
differential hemodynamic conditions; i. e., an increase in pressure and flow in the
proximal while primarily an increase in pressure in the distal artery.

In conclusion, it appears that the constant WSS hypothesis takes precedence in
the SVAS model. Indeed, in models of flow-overload where the vessel dilates to
normalize the WSS, the circumferential stress and strain will increase since the wall
thickness is unchanged (Lu et al. 2001). A number of studies have reported an in-
crease in circumferential stress despite the normalization of WSS (Masuda et al.
1989; Girerd et al. 1996). Girerd et al. (1996) have reported a 51% increase in cir-
cumferential stress despite normalization of WSS in an a–v fistula of patients with
end-stage renal disease. In a study using an a–v fistula in rats, Lu et al. (2001) found
that the circumferential stress and strain normalize after a period of 4 and 8 weeks,
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respectively (Fig. 15.1). It is possible that longer duration of increased pressure and
flow may produce different results and that the circumferential stress in the LAD
artery may normalize beyond the 5-week period.

15.5.5 Changes in Axial Stretch

Several studies have examined the effects of axial pre-stretch on cellular tissue
growth and remodeling in vivo and ex vivo (Han et al. 2003; Jackson et al. 2002;
Clerin et al. 2003). It was concluded that the growth restores the axial strain while
maintaining similar material properties. In a computational study, Gleason and
Humphrey (2005a) used a mathematical growth and remodeling model to predict
similar findings. It is interesting to note that the axial retraction is small in the young
and increases with postnatal growth and development as the vessels are stretched by
body growth (Dobrin et al. 1975; Huang et al. 2006) as described below. It is also in-
teresting to note that the axial prestretch decreases with aging (Kassab, unpublished
results).

15.5.6 Postnatal Growth and Development

At the time of birth, the major hemodynamic changes include an increase of cardiac
output (9 fold) and an increase in systemic blood pressure (2–3 fold) (Huang et al.
2006; Heymann et al. 1981; Wiesmann et al. 2000). We have recently explored the
principle of mechanical homeostasis in the postnatal model of mouse aorta (Huang
et al. 2006; Guo and Kassab 2003). Our data show a rapid (3–4 folds) increase of
the circumferential Cauchy stress in the first 30 days of age. The change in stress at
10 weeks in comparison to 30 days is significant. Hence, the circumferential stress
continues to increase. The circumferential elastic modulus of the mouse aorta in-
creases gradually from the time of birth and reaches a relatively constant value after
2 weeks of age. These results suggest that the aorta becomes stiffer with develop-
ment, with stiffness of abdominal > thoracic aorta. The modulus also continues to
increase from 30 days to 10 weeks, although the change is not statistically signifi-
cant. The strain, however, is unchanged at 10 weeks relative to 30 days (Fig. 15.3).
Indeed, the circumferential Green strain of the mouse aorta reaches the adult value
at the age of 2 weeks as shown in Fig. 15.3. The tendency to reach a homeostatic
strain is apparent.

The WSS at birth is significantly higher than physiological values and decreases
linearly during development. This is certainly a strong stimulus for the remodeling
of the lumen of the aorta. Interestingly, the WSS is essentially normalized at 30
days. In conclusion, it appears that the circumferential strain and WSS normalize
faster than the circumferential stress. It should be noted, however, that it is difficult
to compare fluid-induced WSS with pressure-induced circumferential stress (five
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Fig. 15.3 The temporal changes of circumferential Green strain after birth. Th and Ab represent
thoracic and abdominal aorta, respectively. “∗” denotes significant difference when comparing dif-
ferent segments along the aorta. “#” denotes significant difference when comparing thoracic and
abdominal aorta. Figure reproduced from Huang et al. 2006 by permission. The strain is unchanged
at 10 weeks (Guo and Kassab 2003) relative to 30 days (mean of 1.3±0.26 and 1.2±0.11, respec-
tively)

orders of magnitude difference). Does mechanotransduction proceed through the
same molecular pathways? Do the cells sense these huge differences in magnitude
in the same way? Is there a normalizing factor from one to the other? These and
many other issues remain to be elucidated.

15.5.7 Implications for Atherosclerosis

There is no doubt that the intramural stress and strain have bearing on the predilec-
tion of blood vessel for atherosclerosis. A perturbation of mechanical homeostasis
leads to a vascular response which results in structural and mechanical remodel-
ing of vessel wall. An interesting example of the relation between the mechanical
status of the vessel wall and atherosclerosis is as follows: the epicardial arteries
develop atherosclerosis while the intramural arteries, surrounded by myocardium,
do not (Kenyon 1979). Atherosclerotic changes involving the epicardial portion of
the coronary artery stop where the artery enters the myocardium. The cyclically
contracting heart compresses the intramural arteries during the cardiac cycle. The
external compression of the intramural arteries may affect both the fluid mechanics
of the blood flow in the vessel lumen and the solid mechanics of the vessel wall. An
additional example of vessels that are devoid of atherosclerosis due to the mechan-
ical influence of the surrounding tissue is the vertebral artery. Angiograms of the
vessel reveal alternating pattern of disease where the portion surrounded by bone is
disease free, while the inter-vertebral segments are prone to atherosclerosis (Meyer
and Naujokat 1964).

Zhang et al. (2005) simulated the fluid-solid interaction, to determine the flow
and stress fields in the vessel lumen and wall, respectively, for vessels with and
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without the influence of surrounding tissue. On the fluid mechanics side, the external
compression may have a “wash out” effect on the blood flow; i. e., reduce the transit
time of blood flow and hence reduce the transport time of low-density lipoprotein
across the vessel wall. On the solid mechanics side, the vessel wall stress may be
decreased because the surrounding tissue bears some of the stress and strain. The
simulation revealed that the changes of flow velocity and WSS, in response to cycli-
cal external loading, appear less important than the circumferential stress and strain
reduction in the vessel wall under the proposed boundary conditions. These results
have important implications since high stresses and strains can induce growth, re-
modeling and atherosclerosis; and hence a reduction of stress and strain may be
athero-protective.

15.6 Limitations, Implications and Future Directions

Stress and strain are mathematical concepts based on the continuum model devel-
oped to describe the force intensity (force per area) and the deformation (change
of length) in the vessel wall, respectively. As such, there are many ways to define
stress and strain which are simply mathematical concepts that are intended to de-
scribe a physical quantity. Hence, biological cells may not “sense” strain or stress
directly but rather may be stimulated by more fundamental quantities such as con-
formational changes or molecular forces. Since it is difficult to measure the later
quantities directly, the measurements of stress and strain as quantities averaged over
a continuum scale are very useful.

15.6.1 What is the Stimulus for Mechanotransduction?

It has not been possible to establish whether blood vessels respond to stress or strain
because it is difficult to experimentally separate the two mechanical stimuli. Stress
and strain are intimately related through the material properties of the vessel wall
(constitutive relation) and hence it is impossible to change one without affecting
the other. It is likely that strain or possibly strain rate is the stimulus for mechano-
transduction based on the premise that forces transmitted via individual proteins
(integrins) causes conformational changes that alter their biological activity. The
force transmission may occur either at the site of cell adhesion or within the stress-
bearing members of the cytoskeleton (Ingber 2003). The altered equilibrium state
can subsequently initiate a biochemical signaling cascade or produce a local struc-
tural change. Since conformational change of a molecule or enzyme is inherently
related to deformation, it is very likely that chemical kinetics is affected by defor-
mation. Alternatively, it is possible that specific elements in smooth muscle cells
experience deformations that are proportional to stress and would thus act as sen-
sors of stress. Much work remains to be done in this area.
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There is significant data in the literature that supports the existence of stretch
or deformation-activated ion channels in the vascular system (see review in Sachs
1988). Specifically, stretch-sensitive calcium ion channels have been identified and
studied in endothelial cells (Hoyer et al. 1997; Murase et al. 2001; Naruse et al.
1998; Naruse and Sokabe 1993). Experiments that use micropipettes to stretch an
endothelial cell membrane show the degree of stretch or deformation is related to
the opening of trans-membrane cation channels. The major effect of the activation
of these mechano-sensitive ion channels is the influx of calcium and hence the depo-
larization of the cell. Moreover, there is a causal relation between MAPK molecules
of endothelial cells and both shear stress and cyclic strain (Azuma et al. 2000; Tseng
et al. 1995).

15.6.2 Strain Homeostasis

For a given blood vessel, there appears a “set point” for the WSS that is regulated
by the endothelium (Kassab et al. 2002). Murray’s law implies that the set point
is exactly the same throughout the vasculature. Since Murray’s law does not hold
throughout the vasculature, the set point cannot be the same for all blood vessels.
This raises a very interesting issue which requires a change in the current paradigm.
It may be that the shear stress is not the “sensed” element. The fluid WSS provides
the loading on the endothelial cells which causes axial tension and deformation
in those cells. Fung and Liu (1993) have previously shown that the tension in the
endothelial cell is proportional to the WSS. The higher shear stress in the microcir-
culation suggests a larger tension on those endothelial cells. The tension will cause
some level of deformation depending on the mechanical properties (stiffness) of
the cell. Suppose that the endothelial cells regulate deformation rather than shear
stress and pressure. A set point of strain for the endothelium may exist throughout
the entire vascular system provided that the endothelial cells of micro-vessels are
stiffer than those of larger vessels. The changes in stiffness may be locally con-
trolled by cell volume regulation. Future studies are needed to elucidate whether
a strain-dependent set point can be locally controlled by endothelial cell volume
regulation to adjust the stiffness to the tension imposed by the shear stress.

15.6.3 Existence of Gauge Length?

If strain is the “sensed” element, there must be some gauge length relative to which
deformation causes a response. Although the precise gauge length is unknown, it
is clear that many enzymes, receptors and ionic channels are sensitive to conforma-
tional or length changes. A possible gauge length may relate to the zero-stress which
serves as the reference length for measurement of strain or deformation. Fung (1990)
has previously proposed the lengths of the vessel sector in the zero-stress state are
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a sensitive index of growth and remodeling. Specifically, he proposed that that the
non-uniformity (inner relative to outer wall) of growth and resorption can alter the
zero-stress state. Fung and Liu showed that hypertension induces growth of intimal
circumference that exceeds that of the adventitia (Fung and Liu 1989, 1992; Liu and
Fung 1989). Consequently, the vessel sector in the zero-stress state shows an out-
ward bend and hence an increase in the opening angle. Conversely, Lu et al. (2001)
showed that flow-overload induces growth of adventitial circumferential length that
exceeds that of intima. Hence, the vessel sector bends inward and decreases the
opening angle. The connection between these length changes and a possible gauge
length requires future investigations.

15.6.4 Other Possibilities

The pressure is pulsatile in vivo and hence the stress and strain vary throughout the
cardiac cycle. The foregoing discussion of mechanical homeostasis is based on the
mean values. It may be, however, that the pulsatile features are important and that
the rates of deformation (shear rate, strain rate, etc.) have physiological significance.
Furthermore, it may be that other quantities are the control variables that relate to
stress and strain. For example, local energy consumption (or power as energy rate)
may be expressed as the product of stress and strain (or strain rate) and may be
hypothesized as a possible mechanotransducer.

15.6.5 Summary and Future Directions

There is no doubt that the CV function is under homeostatic regulation. This in-
volves neural, humoral and mechanical regulation. There is significant evidence
that the internal mechanical factors are narrowly bounded and carefully regulated
such that a perturbation of mechanical loading causes adaptive responses to restore
mechanical homeostasis. Here, we explore the evidence for mechanical homeosta-
sis and its implications on mechanotransduction in cells and how cells maintain
function under altered mechanical loading conditions. Models and experiments to
uncover the mechanisms of these phenomena will be valuable for determining how
different pathophysiologies could arise with dysregulation of the process.
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Generally speaking, it may be said that a reduction of the suspension stability of the blood
is one of the most common general reactions of the organism in disease, perhaps the most
common.

Robin Fahraeus, 1929.

Abstract Interactions between biological particles, including red blood cells (RBC),
white blood cells, platelets and endothelial cells lining blood vessels, continue to be
of both basic science and clinical interest. Numerous studies have detailed several
“lock-key” mechanisms (e. g., antigen-antibody) leading to cell–cell attraction and
adhesion, and specific molecules and binding sites have been identified. Conversely,
the non-specific interactions of macromolecules with various cell types have re-
ceived less attention. The material below focuses on the interactions between red
blood cells as influenced by the presence of macromolecules in the suspending
phase. RBC are the most numerous cells in blood, have an important biological
function (i. e., transport of oxygen), and enhanced attractive interaction between
RBC increases low shear blood viscosity and adversely affects blood flow in small
vessels. Depletion of macromolecules near the RBC surface is dealt with in detail
since this phenomenon appears to be the most likely mechanism for RBC aggrega-
tion. Stabilization of RBC systems via small polymers or co-valent attachment of
polymers to the membrane surface is also considered. We believe that increased at-
tention to the biophysical aspects of cell–cell interactions will yield important new
information that may lead to improved disease diagnosis, patient care and advances
in cellular- and bio-engineering.

16.1 Introduction

Blood is often referred to as a highly specialized tissue circulating through the vas-
cular system, with many functions from oxygen delivery and immunological func-
tions to the regulation of body temperature. Alterations of the flow properties of
blood can lead to many problems including tissue dysfunction or ischemia. Con-
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sequently, the regulation of these flow properties is of paramount importance for
the functioning of the vascular system. Thus, studying the mechanisms regulat-
ing the flow-properties of bio-fluids and what factors eventually lead to their de-
stabilization is not only of basic scientific interest but also of great importance
for understanding of the patho-pathology of diseases which have been associated
with vascular problems. Identifying and quantifying these factors and mechanisms
should help in the development of therapeutic and diagnostic agents and should also
be invaluable in other areas like the development of biomaterials for either in vivo
or in vitro applications.

16.1.1 Macromolecules as a Determinant of Blood Cell Interaction

Crucial for the understanding of blood flow is a detailed understanding of the inter-
actions of all the cellular components. Cell interaction and cell adhesion are regu-
lated by multiple forces ranging from specific or lock and key forces to non spe-
cific forces like electrostatic or van der Waals interaction [1]. In many cases as in
blood, one also has to consider the presence of macromolecules or plasma proteins.
These molecules not only affect the physicochemical properties of the plasma (e. g.,
viscosity) but, in addition, regulate the interactions between many cellular compo-
nents in normal and pathological conditions. For example, in case of agglutination
of cells or particles in the circulation, antibodies or immunoglobulins specific to
certain antigens on the surface of these cells (e. g., red blood cells) can link them
together causing them to agglutinate. Other examples where cell–cell interactions
are orchestrated by plasma proteins include platelet or leukocyte adhesion to the
endothelium, platelet aggregation in thrombosis and haemostatic plug formation.

The above examples for cell interactions induced by macromolecules have one
thing in common: the respective molecule acts as a ligand or linkage between ad-
jacent cells by specific or non-specific binding. An example where the presence
of macromolecules is of crucial importance yet the mechanism seems quite dif-
ferent is the aggregation of RBC. At stasis or during slow flow, RBC in plasma
or in solutions containing large polymers (e. g., dextran with a molecular weight
larger than 40 kDa) aggregate into characteristic linear arrays (i. e., rouleaux), then
form secondary three-dimensional branched structures. In normal, non-pathological
blood, the aggregates break up when subjected to relatively low shear rates (e. g.,
20 – 40 s−1), suggesting weak attractive forces. However, these attractive forces can
become much stronger in pathological conditions or if RBC are suspended in sus-
pensions containing certain concentrations of larger polymers like dextran or poly
(ethylene glycol) [2]. Note that the presence of large polymers or proteins is re-
quired for RBC aggregation: RBC washed and re-suspended in protein or polymer-
free saline do not aggregate. Further, there is now general agreement regarding the
correlations between elevated levels of fibrinogen or other large plasma proteins and
enhanced RBC aggregation, and the effects of molecular mass and concentration for
neutral polymers such as dextran [3].
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16.1.2 The Impact of Red Blood Cell Aggregation on Blood Flow

Reversible RBC aggregation is the major determinant of the non-Newtonian (i. e.,
shear thinning) flow behavior of blood and other RBC suspensions, with both low
shear viscosity and the degree of non-Newtonian behavior increased with enhanced
aggregation. Tube flow of blood and other RBC suspensions is also affected by RBC
aggregation: enhanced aggregation leads to the formation of a cell-poor marginal
layer and impaired oxygen diffusion/release. Likewise, in vivo and clinical stud-
ies have documented the marked adverse effects of increased RBC aggregation
(Fig. 16.1). It has been shown that peripheral vascular resistance is elevated, es-
pecially in cases of limited vascular vasodilatory reserve, and microcirculatory flow
dynamics are markedly altered (i. e., blunted velocity profiles, RBC maldistribu-
tion, plasma skimming). Numerous clinical reports have demonstrated greater ag-
gregation and elevated low shear blood viscosity in several clinical states (e. g., dia-
betes, myocardial infarction, nephrotic syndrome, sepsis, stroke, vascular disease).
Eventually, such intense aggregation might lead to hindrance or even blockage of
blood flow in small vessels, and thus ultimately to reduced tissue perfusion and
ischemia.

There is also strong epidemiological evidence indicating that RBC aggregation
is a major risk factor for cardiovascular disease [4]. Apart from these direct con-
sequences, RBC aggregation may also influence the functioning of other cells.
For example, it has been shown that RBC aggregation is partly responsible for
the margination of white blood cells towards the vessel wall and their interac-
tion with the endothelium [5]. This, in turn, might enhance inflammatory condi-
tions and the expression of inflammatory agents (i. e., fibrinogen, immunoglobu-
lins) which are known to further enhance RBC aggregation. Consequently, the re-
versible aggregation of RBC has been of basic scientific and clinical interest for

Fig. 16.1 Schematic illustra-
tion of the impact of RBC on
the functioning of the vascu-
lar system. Blood viscosity
is determined by the haemat-
ocrit, plasma viscosity, RBC
aggregation and the deforma-
bility of RBC and is one of
the major determinants of
peripheral resistance, which
together with the cardiac out-
put, determine arterial blood
pressure
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decades [6–17]. However, the specific mechanisms involved in RBC aggregation
and thus the role of macromolecules in RBC-RBC interaction have not yet been
fully elucidated [18–23].

16.2 The Effects of Macromolecules on the Stability of Colloids

When macromolecules are introduced into colloidal suspensions destabilization or
flocculation can occur via two distinct mechanisms depending on the interaction be-
tween these molecules and the colloidal particles. If this interaction is attractive and
the polymer concentration is not sufficient to yield full coverage of the surface, poly-
mer chains can adsorb onto adjacent surfaces leading to so-called bridging floccula-
tion. However with increasing polymer concentration full coverage of single colloid
particles can occur, eventually leading to steric stabilization of the suspension [24].
On the other hand, if the colloid-polymer interaction is repulsive or vanishes, poly-
mer adsorption is not favored [25]. In this case, the concentration of the polymer
segment vanishes at the surface of the colloid and increases with the distance from
the surface as illustrated in Fig. 16.2.

The driving force behind this depletion effect is as follows: if a polymer molecule
close to a surface experiences a loss in conformational entropy, and if such a loss
is not compensated by adsorption energy, a depletion layer develops. If two colloid
particles approach one another, the volume of the depletion zone is decreased and
hence solvent is displaced from the depletion zone into the bulk phase (Fig. 16.3).
Thus, the free energy of the system is lowered since the solvent is transferred from
a region of higher chemical potential to one of lower chemical potential leading to
depletion aggregation or flocculation [26–29]. In the past, several reports have dealt
with the experimental and theoretical aspects of depletion aggregation as applied to
the general field of colloid chemistry [26–29]. Polymer depletion as a mechanism
in bio-fluids has received much less attention. However, recent reports have demon-
strated that, in the same way depletion layers develop at colloid surfaces, one could
expect the existence of macromolecular depletion layers at biological interfaces.

Fig. 16.2 Polymer segment concentration (dashed line) at a non-adsorbing interface. The con-
formational entropy restriction close to the surface is not compensated by an adsorption energy
leading to a depletion layer thickness 	, which is defined by the equality of A1 and A2 [24]
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Fig. 16.3 Illustration of the
polymer poor region around
colloid particles and the de-
pletion interaction via solvent
displacement from the deple-
tion zone into the bulk phase
as two colloids approach

16.3 Macromolecular Depletion at Biological Interfaces

At present, there are two co-existing “models” for RBC aggregation: bridging and
depletion. In the bridging model, red cell aggregation is proposed to occur when
the bridging forces due to the adsorption of macromolecules onto adjacent cell sur-
faces exceed disaggregating forces due to electrostatic repulsion, membrane strain
and mechanical shearing [3, 30–34]. This model seems to be similar to other cell
interactions like agglutination, with the only difference being that the proposed ad-
sorption energy of the macromolecules is much smaller in order to be consistent
with the relative weakness of these forces. In contrast, the depletion model proposes
quite the opposite. In this model RBC aggregation occurs as a result of a lower
localized protein or polymer concentration near the cell surface compared to the
suspending medium (i. e., relative depletion near the cell surface). This exclusion of
macromolecules near the cell surface leads to an osmotic gradient and thus depletion
interaction [19]. As with the bridging model, disaggregation forces are electrostatic
repulsion, membrane strain and mechanical shearing.

As described in the previous section, the preferential exclusion of macromol-
ecules leading to depletion flocculation has received considerable attention by col-
loid scientists during the past decades. This, in turn, makes it surprising that this
phenomenon has been almost ignored when considering the stability of cell sus-
pensions. In part, this lack of attention is due to the previous and current problems
associated with deciding if a depletion layer has occurred at cell surfaces. One rea-
son is the small extension of such depletion layers. Depletion layers are in the same
size range as the hydrated size of the depleted macromolecule, meaning for most
plasma proteins known to induce aggregation, it is only just a few nanometers; the
thickness of the RBC glycocalyx has been determined to also be a few nanometers.
Thus, it is not only impossible to detect such a layer with direct optical observations
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but, in addition, it is also quite challenging to distinguish between weak absorption
or a depletion effect since the latter might also involve some intermixing (i. e., pene-
tration) of the macromolecule and the glycocalyx. So even though past reports have
described surface adsorption of dextran, and specific binding mechanism between
fibrinogen and RBC have been outlined [6, 30, 31, 35], such results should be in-
terpreted with great care. In fact, an extensive review of literature values by Janzen
and Brooks [36] has detailed likely technical artifacts (e. g., trapped fluid between
RBC) and thus the extremely wide range of reported data for fibrinogen and dextran
binding.

Several studies have investigated the structure and extension of depletion lay-
ers using various techniques [28, 37–39]. One method, which is also applicable to
macromolecular depletion at biological interfaces, is to investigate the depletion
layer by means of electrophoresis. In solutions of neutral soluble polymers that give
rise to depletion layers, particles have an unexpectedly high mobility [20,34,40,41].
This effect is due to the reduced viscosity near the particle surface due to the deple-
tion effect [22]: electro-osmotic flow decreases rapidly outside the electric double
layer, so if the double layer thickness is comparable to or larger than that of the
depletion layer, the influence of suspending phase viscosity is reduced (Fig. 16.4).

Figure 16.5 presents results from a study which was directed toward validating
the existence of the depletion layer by employing measurements of unit-gravity cell
sedimentation and of cell mobility for RBC in various polymer solutions [20]. These
studies thus tested the hypothesis that regardless of polymer molecular weight, the
effects of suspending medium viscosity on sedimentation could be predicted via
the Stokes Equation, whereas EPM would become less sensitive to medium viscos-
ity with increasing molecular weight (i. e., with increasing depletion layer thick-

Fig. 16.4 Schematic diagram
of velocity profiles along
a surface. In the case of elec-
troosmosis the mechanical
energy dissipation occurs
within the range of the Debye
length (dotted line). Thus, for
a small enough Debye length,
the energy dissipation in elec-
troosmotic flow occurs over
a shorter range compared to
that of a hydrodynamic flow
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ness). As shown in Fig. 16.5, the Stokes Equation is applicable regardless of poly-
mer molecular weight, whereas the electrophoretic mobility follows the expected
inverse relation only for small polymers (i. e., 10.5 kDa dextran) with RBC elec-
trophoretic mobility essentially independent of medium viscosity for large polymers
(i. e., 519 kDa dextran). The latter point is of particular interest in that it demon-
strates the existence of the depletion layer and its dependence on molecular size;
dextran 10.5 kDa has a hydrated radius of about 3 nm compared to about 20 nm for
the 519 kDa dextran [20].

Consequently, particle electrophoresis has been used extensively to study macro-
molecules at biological interfaces. Via changing the ionic strength of the suspending
medium it is even possible to probe the extent of the depletion layer. Variation of
ionic strength varies the thickness of the double layer, and thus measurement of
mobility at different ionic strengths allows the estimation of depletion layer thick-
ness [38]. As long as the double layer is significantly thinner than the depletion
layer, the mobility will be higher than predicted based upon media viscosity. With
increasing double layer thickness the influence of bulk viscosity increases and when
the double layer thickness becomes significantly greater than the depletion layer,
the measured mobilities or ζ -potentials are unaffected by viscosity in the depletion
region. Figure 16.6 shows an example of such an approach, in which the ratio of
glutaraldehyde-fixed RBC mobility in polymer free solution and in solutions con-
taining dextran of various molecular weights are plotted versus suspending phase
viscosity [19]. According to the Smoluchowski Equations, we would expect these
mobility ratios to fall exactly on the inverse viscosity ratios which are shown as
dashed lines. Instead, the ratio is well below the expected value for smaller Debye
lengths indicating a significantly lower viscosity close to the RBC surface. Using
this approach it has been confirmed that the thickness of such depletion layers is
in the same range as expected for the hydrated size of these polymers, thereby
agreeing with the concept of polymer depletion near the RBC surface and lend-
ing strong support to a “depletion model” mechanism for reversible RBC aggrega-
tion [19, 39, 42, 43].

It should also be noted that some studies have evaluated depletion of proteins
and polyelectrolytes at RBC surfaces by means of particle electrophoresis. How-
ever, the details of such experiments as well as interpretation of the data are not as
straight forward as with neutral polymers. For charged polyelectrolytes and hence
also for proteins, it is also necessary to consider electrostatic forces which can
also affect depletion or adsorption [24, 44]. In addition, forces between the parti-
cle surface and the polyelectrolyte differ with ionic strength, and thus adsorption
and depletion can vary with the extent of the double layer as well as the confir-
mation of the charged macromolecule. For example, for polymers and surfaces of
the same sign, only slight or no adsorption is often observed at low ionic strength,
whereas with increasing ionic strength, the adsorbed amount increases. This behav-
ior is due to the electrostatic screening, which increases with increasing salt con-
centration; in the case of pure electro-adsorption (i. e., when the surface charges and
the polymer charges have opposite signs), the opposite effects of ionic strength are
observed [24, 44].
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Fig. 16.5 Experimental and predicted values of red blood cell mobility and sedimentation rate ver-
sus suspending phase viscosity for red blood cells in various solutions of 10.5 kDa and 519 kDa
dextran. All mobility and sedimentation data are expressed relative to values obtained for cells in
dextran-free buffer, and thus have a value of unity at a suspending medium viscosity of 0.89 mPas.
Symbols are: � = experimental mobility ratio; ◦ = experimental sedimentation ratio; solid line
= predicted mobility; dashed line = predicted sedimentation. Data are mean ±SD (modified
from [20])

Fig. 16.6 Ratio of the mobility for RBC in polymer free solution (pf) and in solutions containing
2 g/dl of dextran having three different molecular weights as well as the inverse viscosity ratio,
i. e., the expected mobility ratio after Smoluchowski’s equation as a function of the Debye length
(modified from [19])

One consequence of the above-mentioned phenomena is that it is not possible to
determine the thickness of the depletion layer by simply changing the ionic strength
of the suspending media as is utilized for neutral polymers such as dextran. Further,
if only measuring at a single ionic strength, it is sometimes not possible to decide if
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apparent changes of the particle mobility should be attributed to depletion or adsorp-
tion. Thus, even though protein and polyelectrolyte depletion can be detected with
particle electrophoresis, it is also clear that for the investigation of plasma proteins
at bio-interfaces it is still necessary to develop other techniques in order to obtain
quantitative results.

16.4 Cell–Cell Interactions Mediated by Macromolecular
Depletion

In order to calculate surface affinities between RBC suspended in polymer solu-
tions, it is first necessary to define the nature of the cell–cell interaction. The exte-
rior RBC surface, termed the glycocalyx, consists of a complex layer of proteins
and glycoproteins and bears a net negative charge that is primarily due to ion-
ized sialic acid groups [45]. In the theoretical model employed herein, only de-
pletion and electrostatic interactions have to be considered. Owing to the high elec-
trostatic repulsion, cell–cell distances at which minimal interaction energy (i. e.,
maximal surface affinity) occurs are always greater than twice the thickness of the
cell’s glycocalyx. Thus, steric interactions between glycocalyx on adjacent RBC
can be neglected. Further, calculated total interaction energies are in the order of 1 –
10 μJ/m2, whereas for cell separations greater than twice the glycocalyx thickness
van der Waals interactions are in the range of 10−2 μJ/m2 [46], and thus can also
be neglected.

16.4.1 Depletion Interaction Energy

Examination of the energetics of depletion layers requires distinguishing between
so-called “hard” and “soft or hairy” surfaces. Hard surfaces are considered to
be smooth and do not allow polymer penetration into the surface, whereas soft
surfaces, such as the RBC glycocalyx, are characterized by a layer of attached
macromolecules that can be penetrated in part or entirely by the free polymer in
solution [28, 47]. Figure 16.7 presents a stylized representation of polymer concen-
trations adjacent to a cell or particle with a soft surface.

Fig. 16.7 Concentration-
distance profile near a surface
having a glycocalyx
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Fig. 16.8 Effects of polymer
concentration on the depletion
layer thickness for different
molecular weight fractions of
dextran

One way of estimating the depletion interaction energy wD is by assuming
a step profile for the free polymer [23, 28, 48]. Given a depletion layer thick-
ness 	 and a separation distance of d between adjacent surfaces, wD is than
given by

wD = −2�

(
	− d

2
+ δ − p

)
, (16.1)

where (d/2 − δ + p) < 	 and equals zero for (d/2 − δ + p) > 	; � denotes the
osmotic pressure.

To evaluate the depletion interaction with Eq. (16.1) it is also necessary to esti-
mate the depletion layer thickness (Fig. 16.8). Several theoretical approaches have
been suggested [49]. An approach introduced by Vincent [27] is based upon calcu-
lation of the equilibrium between the compressional or elastic free energy and the
osmotic force experienced by polymer chains at a non-absorbing surface and yields:
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where 	0 is the depletion thickness for vanishing polymer concentration and is
equal to 1.4 · Rg, with Rg being the polymer’s radius of gyration [27]. The parame-
ter D is a function of the bulk polymer concentration (c):
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where kB and NA are the Boltzmann constant and Avogadro number.
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16.4.2 Depletion at Soft Surfaces

The next step is to consider the penetration depth p of the free polymer into the
attached layer. Intuitively, this penetration should depend on the polymer type,
concentration and molecular size, and would be expected to be larger for small
molecules and to increase with increasing polymer concentration due to increas-
ing osmotic pressure. One possibility is to calculate p by assuming that penetration
proceeds until the local osmotic pressure developed in the attached layer is balanced
by the osmotic pressure of the bulk solution [28]. It is also possible to consider that
the attached polymers collapse under the osmotic pressure of the bulk polymer [47].
However, it is difficult to accurately apply such a model to RBC in polymer or
protein solutions, since too little is known about the physicochemical properties of
the glycocalyx, and in particular, about the interaction between the glycocalyx and
different polymers or proteins. However, one possibility is to use an exponential
approximation for the concentration dependence of the penetration depth:

p = δ
(

1 − e
− c

cp

)
, (16.4)

where cp is the penetration constant of the polymer in solution (i. e., when cp
equals c, p is 63% of δ). In this approach δ is assumed to be independent of bulk
polymer concentration, and therefore p is essentially a linear function of c at low
concentrations (relative to cp) and asymptotically approaches δ at high concentra-
tions.

16.4.3 Electrostatic Forces

As mentioned above, the strong electrostatic repulsion between adjacent cells per-
mits forces other than depletion and electrostatic to be neglected in this simple
model [23, 50]. The electrostatic free energy of two cells can be calculated by con-
sidering an isothermal charging process. For d ≥ 2δ the electrostatic repulsion is
than given by [23]:

wE = σ 2

δ2εε0κ3 sinh(κδ)
(

eκδ−κd − e−κd
)

, (16.5)

where ε, ε0, κ and σ are the relative and absolute permitivities, the inverse of the
Debye-length and the surface charge density (i. e., charge per surface area). Finally,
the total interaction energy (wT) as a function of the cell–cell separation is than given
by the sum of the electrostatic interaction energy (wE) and the depletion interaction
energy (wD) as plotted in Fig. 16.9.

Figure 16.10 summarizes the major aspects of the model for several molecu-
lar weight dextran fractions. The results shown are consistent with experimental
measurements of RBC aggregation in dextran solutions [32, 51–53], in that both
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Fig. 16.9 Total interaction energy between approaching RBC as a function of cell–cell distance
(d: 5 nm, p: 5 nm, c: 1 g/dl). As the cells approach there is basically no depletion interaction as
long as polymer remains in the depletion zone. However, as the cells come closer they are attracted
by depletion interaction until electrostatic repulsion limits their approach

Fig. 16.10 Effects of bulk
phase polymer concentration
(c) on the total energy (wT)
for RBC suspended in various
solutions of dextran (δ: 5 nm,
p: 5 nm)
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Fig. 16.11 Comparison be-
tween calculated (solid lines)
and experimental values (data
points) of total interaction
energy; cp is the penetration
constant (modified from [50])

a lower molecular weight threshold for aggregation and biphasic responses to in-
creasing polymer concentration have been experimentally demonstrated. Note also
that the agreement between theoretical predictions and experimental findings pro-
vides a basis for exploring the effects of altered glycocalyx properties on red cell
aggregability.

It is also important to note that the calculated energies are in the expected range,
in that experimental measurements of the energies leading to aggregation are usu-
ally just a few μJ/m2 depending on the method employed. By employing a mi-
cropipette technique Buxbaum et al. [54] determined cell–cell surface affinities for
normal human red blood cells in various dextran solutions, with their results indicat-
ing biphasic affinity-concentration relations (Fig. 16.11). In order to quantitatively
compare their experimental findings with the depletion model described herein, the
empirical approach for penetration described above was employed (Eq. (16.4)). In
this approach p increases with increasing polymer concentration (small diagram in
Fig. 16.11) gradually reaching complete penetration (p = δ). The only variable is
the penetration constant cp. The theoretical results are also shown in Fig. 16.11. The
shapes of the calculated wT − c relations and the upper polymer concentrations at
which wT declines to zero are in excellent agreement with the experimental data.
In addition, the values of cp required for achieving equality between the calculated
and experimental peak wT levels are consistent with the expected effect of polymer
molecular mass on glycocalyx penetration: the lower value for the smaller dextran
indicates greater penetration ability for smaller dextran molecules.
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16.4.4 Cell Surface Properties as a Determinant
of Depletion Interaction

It is important to understand that cell surface properties can also have a dramatic
impact on the depletion layer thickness and thus can also play a crucial role in the
destabilization of blood. An example of how rather small changes in RBC surface
properties can markedly affect cell–cell interaction is the impact of cell age on the
tendency to form aggregates. During their 120-day life span, human RBC undergo
several physicochemical changes, including an increased tendency to aggregate in
plasma or polymer solutions [55]. Even though this phenomenon has been inves-
tigated for decades, and it has been shown that the differences are not related to
altered cell volume, deformability or surface IgG levels, a rational explanation for
these age-associated differences in RBC aggregation has been lacking until recently.

Based on the model presented herein, one possible reason for this increased ag-
gregation for older RBC would be an age dependent loss of surface charges and
thus less repulsion between the cells. Another possibility would be that the deple-
tion layer thickness increases as the cells age. Electrophoretic mobility studies of
age-separated RBC have revealed an interesting pattern: no significant difference of
electrophoretic mobility for cells in protein-free or polymer-free media, yet a small
(≈5%) but significant greater mobility for older cells in plasma, serum or dextran
solutions [56]. This age-dependent difference is most likely due to a reduced local
viscosity at the cell surface, and thus an increased depletion layer at the surface of
the old cells. There are basically two possibilities for this depletion layer increase:
decreasing polymer penetration or decreasing glycocalyx thickness with cell age.
Both could both explain the lower viscosities at the cell surface and thus higher mo-
bilities in polymer solution. Theoretical calculations show that a decrease of 15%
for either p or δ would lead to a 5% increase in mobility, thus agreeing with exper-
imental mobility data, and to a 70 – 80% increase of the cell surface affinity which
would explain the differences in aggregation.

In overview, the model for depletion-mediated aggregation [40] provides a ra-
tional framework for explaining the observed equal mobility values in buffer, the
different values in polymer solutions, and the marked increases of polymer-induced
aggregation for older, age-separated RBC. That is, compared to younger cells, older
cells may have either a slightly thinner glycocalyx or a slightly less polymer pene-
tration into their glycocalyx, and thus greater polymer depletion and larger osmotic
forces favoring aggregation [50].

16.5 Stabilization of Bio-Fluids via Macromolecules

Studies of RBC aggregation primarily utilize one or more polymers or proteins dis-
solved in an isotonic buffer and determine the effects of such parameters as molec-
ular weight and concentration. Literature reports in this area are numerous, and in-
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clude general observations for the plasma protein fibrinogen [57] and the neutral
polysaccharide dextran [32], promotion and inhibition of aggregation in binary mix-
tures of poly(ethylene glycol) and dextran [58], thermodynamic and experimental
analyses of non-specific adsorption and its relation to aggregation [36], inhibition
of polymer-induced aggregation by a poloxamer [59, 60] and evaluation of rela-
tionships between polymer hydrated size and inhibition or promotion of aggrega-
tion [61]. The rheological effects of the covalent attachment of polymers to the cell
membrane have more recently become of interest, with these studies mostly focused
on promotion and/or inhibition of RBC aggregation.

The ability of a covalently attached polymer to stabilize a RBC suspension via
a reduction of aggregation was first reported by Armstrong and co-workers [62], and
followed from earlier reports indicating that the addition of a poly(ethylene glycol)-
containing block copolymer, termed a poloxamer, reduced aggregation [59, 63].
Since the poloxamer molecule consists of two hydrophilic poly(ethylene glycol)
(PEG) chains connected by a hydrophobic poly(propylene glycol) (PPG) core and
is 80% PEG, these authors reasoned that attachment of PEG to the RBC membrane
surface would also reduce aggregation. A simple method to covalently bind PEG to
the RBC was developed, in which monomethoxy-PEG of 5 kDa molecular mass ac-
tivated with cyanuric chloride was added to a suspension of washed RBC in buffer,
gently mixed for at room temperature for one hour, then the RBC washed and re-
suspended in autologous plasma. This process yielded RBC with normal morpho-
logy and deformability, and with 5 kDa PEG covalently attached to cell membrane,
presumably via lysine groups. Rheological testing of PEG-coated cells in plasma
indicated a 93% reduction in the extent of RBC aggregation at stasis and a 75%
reduction of low shear blood viscosity; viscosity-shear rate relations for the suspen-
sions were nearly Newtonian [62].

Two studies have been conducted in order to characterize the regions near the
glycocalyx of PEG coated RBC [64,65]. Both of these studies employed micro elec-
trophoretic methods to determine RBC electrophoretic mobility (EPM), and in each
study, cells were coated with linear or 8-armed PEGs of various molecular weights
(i. e., 3.35, 18.5, 35.0 and 35.9 kDa) using different polymer/RBC ratios during at-
tachment. Salient aspects of these studies include: 1) PEG coating markedly de-
creases EPM by up to 80% for both linear and branched PEGs, with the effect
increasing with increasing polymer/RBC ratios; 2) The ability of PEGs to reduce
EPM is a function of molecular size and geometry, with the effectiveness ranked as
branched 35.9 > linear 18.5 > linear 3.35 > linear 35.0; 3) The calculated thick-
ness and hydrodynamic friction of the PEG layer are also functions of molecular
size, with the thickness about 6 – 8 nm for 3.35 kDa PEG and 20 nm for 20 kDa
PEG and the friction about 0.2 nm−1 and 0.04 nm−1 for the same PEGs. Note that
since PEG is neutral and its covalent attachment only removes positively-charges
amino groups on the cell membrane, an increase of EPM (i. e., more negative sur-
face charge), rather that the observed decrease, would be expected. Note also that the
EPM results are consistent with the decrease of RBC aggregation for PEG coated
cells, and thus lend support to the depletion-mediated aggregation model discussed
below.
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PEG coating of RBC has been used as a tool to explore possible mechanisms
involved in RBC aggregation [66], specifically the so-called bridging theory. In this
approach it is assumed that aggregating molecules are large enough to bridge the gap
between adjacent RBC at their closest distance of approach, and that they bind to the
surface of each RBC with sufficient affinity to overcome electrostatic forces tending
to separate the cells [67]. To evaluate this approach, 35 kDa PEG, a potent aggrega-
tor of RBC, was covalently attached to RBC, and thus formed one-half of the bridge
between cells. The coated RBC were then suspended in an isotonic, 0.5% solution
of 35 kDa PEG and their aggregation behavior tested. The bridging theory would
predict enhanced aggregation for RBC coated with 35 kDa PEG and suspended in
a solution of the same PEG inasmuch as one-half of the PEG bridge was already
formed. In fact, the opposite was observed: PEG coated cells exhibited no aggrega-
tion in the PEG solution whereas control cells were strongly aggregated [66]. These
results thus call into question the bridging approach, at least for commonly used
non-ionic polymers such as PEG, dextran and polyvinylpyrrolidone [55].

16.6 Destabilization of Bio-Fluids via Macromolecular Binding

The studies of PEG coated RBC described above have a common characteristic:
aggregation was decreased to various degrees subsequent to the attachment of PEG
to the cell surface [66]. However, in many applications it is of interest to increase
RBC aggregation and destabilize the suspension without the addition of polymer
to the suspending medium, and hence without altering the physicochemical prop-
erties of the medium. To that end, Armstrong et al. [68] evaluated the rheological
effects of covalent attachment of nonionic poly(ethylene glycol)-containing block
copolymers, termed poloxamers, to the cell surface. These block copolymers ex-
hibit a critical micellization temperature (CMT) above which there is a phase tran-
sition from predominately single, fully hydrated copolymer chains to micelle-like
structures; the CMT is a function of molecular mass and concentration [69]. There-
fore, for poloxamer coated cells at temperatures above the CMT, the formation of
micelles made up of polymers from different cells would be expected to cause cell
aggregation.

In their studies [68], reactive derivatives of poloxamers containing 80% PEG and
having molecular masses of 8.4, 11.4, 13.0 and 14.6 kDa were covalently attached to
the cell surface; the attachment was done at temperatures below their CMT in order
to avoid the formation of permanent covalently cross-linked aggregates. Coated cells
were re-suspended in native, unaltered autologous plasma and tested via viscometry.
As anticipated, both poloxamer molecular mass and measurement temperature af-
fected rheological behavior: 1) At both 25 and 37 ◦C, cells coated with the 8.4 kDa
poloxamer (CMT = 48 ◦C) showed nearly Newtonian behavior and markedly re-
duced low shear viscosity; 2) At 25 ◦C, cells coated with the 11.4 kDa (CMT =
37 ◦C) had flow behavior similar to control cells, indicating a similar degree of RBC
aggregation in the control and treated samples. However, at 37 ◦C, low shear viscos-
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ity was significantly above control, indicating an enhancement of aggregation; 3) At
both 25 and 37 ◦C, cells coated with either 13.0 kDa (CMT = 30 ◦C) or 14.6 kDa
(CMT = 23 ◦C) showed greatly increased low shear viscosity that was 4-fold higher
than control.

The poloxamer results presented above [68] provide an unique approach for in-
hibiting or enhancing RBC aggregation for cells suspended in unaltered plasma, and
thus avoid addition of water-soluble polymers to the suspending medium. In addi-
tion to being of scientific interest, this approach now allows carrying out studies
in which medium physicochemical properties and RBC aggregation can be inde-
pendently varied. For example, it should now be possible to evaluate the effects of
aggregation and/or medium viscosity on low shear in vitro rheological behavior of
RBC suspensions; to date such studies do not appear to exist. Studies of the specific
effects of RBC aggregation and/or plasma viscosity on in vivo blood flow are now
also possible, inasmuch as infusion of an aggregating polymer into the circulation
is not necessary; at least one report using the approach has been published [70].

16.7 Conclusion & Outlook

As outlined in this article, macromolecules can stabilize or destabilize biological
fluids depending on their properties and their interactions with the particles or cells
in suspension. We have emphasized macromolecular depletion as a mechanism for
cell–cell interactions and its effects on RBC aggregation and hence on the flow prop-
erties of blood. While we recognize that some caution should be exercise regarding
the validity of this concept for RBC interactions, evidence supporting depletion as
the main mechanism has been growing in the last few years (e. g., [19, 23]).

One of the primary reasons for seeking a better understanding of the mechanism
for RBC aggregation, and thus the impact of macromolecules on the flow proper-
ties of blood, arises since large alterations of RBC aggregation occur due to either
cellular changes or alterations of plasma protein levels. Age-separated human RBC
exhibit marked differences in aggregability, with older, denser cells having 3-fold
greater affinity than younger, less dense cells in both plasma and polymer solu-
tions [23]. We also know that in some clinical states or diseases (e. g., diabetes,
myocardial infarction, sickle cell disease), RBC surface properties that regulate de-
pletion interaction are altered, resulting in significant increases in the tendency of
RBC to form aggregates. Additionally, significant variations have been observed
when comparing the aggregability of RBC from healthy donors [2]. The reasons for
such large differences in healthy donors, as well as their significance, still need to
be investigated: it is not even clear if these changes are merely an epi-phenomena or
a precursor of certain diseases.

A better understanding of the role of macromolecules in bio-fluids may have
physiological and biomedical implications. As mentioned above, enhanced RBC
aggregation and aggregability have been observed in pathological conditions. Our
recent understanding of red cell aggregation suggests that these differences are due
to altered depletion forces between cells, with changes of both cellular and plasma
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properties responsible for the greater attractive forces [2,50]. Developing techniques
to modify cellular and/or plasma properties in order to normalize RBC aggregation
would clearly be of value, and would most likely lead to improved clinical care.
Some encouraging progress has already been achieved in this area (i. e., decreasing
both RBC aggregation and aggregability in diabetes [71]), indicating the potential
merit of this approach. While the above discussion has dealt with RBC–RBC inter-
actions, it seems quite reasonable to believe that the general observations for RBC
are also applicable to other cells in suspension (e. g., platelet aggregation) and to the
interaction of cells with vascular endothelium (e. g., thrombus formation). Finally,
we believe that it may be useful to utilize altered depletion forces for biotechnolog-
ical applications such as cell separation or diagnostics, and to consider such forces
when evaluating the biocompatibility of natural or man-made biomaterials.
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Abstract The chapter addresses the question whether hemoglobin (protein) can
“sense” body temperature. When human red blood cells (RBCs) were aspirated
into 1.3 μm pipettes (	P = −2.3 kPa), a transition from blocking the pipette be-
low Tc = 36.3 ± 0.3 ◦C to passing it above Tc occurred (passage transition). With
a 1.1 μm pipette no passage was seen and RBC volume measurements were possi-
ble. With increasing temperature RBCs lost volume significantly faster below than
above Tc = 36.4±0.7 ◦C (RBC volume transition). Colloid osmotic pressure (COP)
measurements of RBCs in plasma (25 ◦C ≤ T ≤ 39.5 ◦C) showed a turning point at
Tc = 37.1 ± 0.2 ◦C above which the COP rapidly decreased (COP transition). In
NMR T1 relaxation time measurements the T1 of RBCs in plasma changed from
a linear (r = 0.99) increment of T1 below Tc = 37±1 ◦C at a rate of 0.023 s/K, into
a parallel to the temperature axis above this point (RBC T1 transition). In conclu-
sion: during micropipette aspiration, an amorphous gel forms in the spherical trail of
the aspirated RBC, consisting of mostly hemoglobin and water. At Tc a fluidization
of the gel occurs and non-covalent bonds (Van-der-Waals bonds) break down due
to thermal energy enabling cell passage. The passage, the volume, the COP, and the
RBC T1 transitions all happen at distinct Tc close to body temperature. We suggest
a transition gel to liquid to be a common mechanism of these phenomena. Tc may
mark the set point of a species’ normal body temperature which might be inscribed
in the primary structure of a species’ hemoglobin and possibly in other proteins.
The concepts of non-linearity and phase transitions in protein-water systems might
bring novel exciting aspects into cell biology.

17.1 Instead of an Introduction

A book chapter is not a scientific paper and should leave space for extra thoughts,
remarks and even episodes science sometimes goes through. One of those extras
was an unlucky experiment, which we performed in 1994, at the University of San
Diego, California, Dept. Bioengineering, being on the very first sabbatical leave.
We were aspirating human red blood cells (RBCs) into very narrow micropipettes
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(1.3 μm) where they were stuck. After having been blown out, RBCs showed a dif-
ferent shape than before; discocytes had turned into echinocytes (Bessis and Lessin
1970). Then, after a while, the echinocytic shape recovered spontaneously into dis-
cocytes (Figs. 17.1–17.4).

The basic working hypothesis of those experiments was that isotropic membrane
tension (Evans et al. 1976) exerted to the cell membrane during aspiration induced
a lipid translocation (i. e.‘lipid flow’) from the inside to the outside of the lipid bi-
layer (Artmann et al. 1997). After releasing this tension by blowing the aspirated cell
back into the suspending buffer, those ‘extra lipid molecules’ in the outer layer that
had been translocated during pipetting remained trapped. As consequence, in the
outer membrane those trapped extra lipid molecules caused an area excess as com-
pared to the inner leaflet causing an outward bending of the lipid bilayer (spicules).
This resulted in the echinocytic shape (Fig. 17.4). This shape change was transitory
because of the activity of phospholipid translocases (Devaux 1992; Soupene and
Kuypers 2006; Ikeda et al. 2006, Fischer 2004).

Fig. 17.1 Human RBCs. The regular RBC shape is discocytic (middle). However, there is a con-
tinuous shape change possible turning discocytes into exchinocytes and stomatocytes (Fig. 17.2),
respectively. Echinocytes can be formed by adding foreign molecules to the outer lipid bilayer half
of the cell. These can be drugs or lipids. Drugs must be negatively charged at physiological pH
to insert into the outer leaflet. Lipids enter the outer leaflet as well because of their lipophilic-
ity (Claessens et al. 2007). In both cases, an outward bending moment in the lipid bilayer causes
echinocytosis and RBC membrane spicules. Stomatocytes are caused by positively charged drugs
causing an inward bending due to insertion into the inner leaflet and/or due to drug interaction with
transmembrane proteins (Chen et al. 2003; Deuticke 1968; Grebe and Zuckermann 1990; Artmann
et al. 1996; Schmid Schoenbein et al. 1986 a and b)
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Fig. 17.2 Example for the
action of the cationic drug
chlorpromazine on the plasma
membrane of a RBC. Human
RBC treated with chlor-
promazine (2.5 μM) (CPZ)
at time zero (inserts) and
room temperature (Artmann
et al. 1996). CPZ gradually
transformes a native RBCs
(in upright position) into
a sphero-stomatocyte, a pro-
cess taking place within about
3 min. Chlorpromazine ex-
hibits specific and unspecific
effects in other cell types as
well (Bastianetto et al. 2006;
Hueck et al. 2000)

Fig. 17.3 Human RBCs. A RBC was aspirated into a micropipette at an inner diameter of 1.1 μm
and at −2.3 kPa aspiration pressure. In the spherical trail hemoglobin and hemoglobin bound cell
water assembled as a gel not permitting RBC passage through the pipette (Artmann et al. 1997,
1998; Cribier et al. 1993)

Fig. 17.4 Human RBCs in a micropipette experiment. One RBC at a time was aspirated into the
pipette and kept there for 10 s. Afterwards it was blown out and the next RBC was aspirated.
Clearly, the pipette induced echinocytic shape can be seen. After releasing the cell from the pipette
its shape recovered spontaneously because of the activity of phospholipidtranslocases (Artmann
et al. 1997; Devaux 1992)
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Three classes of lipid translocases (Ikeda et al. 2006), P-type ATPases (Pierre
and Xie 2006), ABC transporters (Wenzel et al. 2007), and scramblases (Sahu et al.
2007), are known to be involved in the regulation of lipid asymmetry, which is re-
quired for the mechanical stability of the membrane and for vesicular transport. In
general, concerning many eukaryotic cells, local or global changes in lipid asym-
metry are important for cell cycle progression, apoptosis, and platelet coagulation
(Ikeda et al. 2006).

In our experiments, the translocase activity reversed the mechanically induced
shape change in micropipette experiments within the order of minutes. Since the
activities of those ‘working’ proteins depend on temperature (Artmann et al. 1997;
Cribier et al. 1993), we wanted to measure the shape recovery time at 37 ◦C where
enzymes should work most efficiently. It was after midnight, at about one o’clock,
when we began the experiment. We pulled the cells into the pipette at 36 ◦C. They
formed a nice spherical trail and a long tongue inside the pipette (Fig. 17.3). Af-
ter blowing the cell out and waiting until the RBC shape had recovered we raised
the buffer temperature to 37 ◦C and repeated the experiment with the same cell. To
our great surprise the cell entered and – passed the pipette with only some sec-
onds time delay. This caused us troubles because we needed a sufficient amount
of cells being stuck in the pipette, changing their shape after blow-out and recov-
ering at a better rate than at 36 ◦C. However, nothing like this happened. We tried
other cells. Only ten out of over hundred did what we ‘wanted’ them to do – be-
ing stuck in the pipette. We took those cells; acquired the average recovery time
and adjusted the temperature to 38 ◦C. To our greater surprise, the RBCs did not
even visibly stuck in the pipette anymore but passed fast. At 39 ◦C, the pipette was
no obstacle any longer for a red blood cell to pass. There was no chance of get-
ting shape recovery data of red blood cells with that size of inner pipette diameter.
We left the lab and saw daylight. Another day in beautiful California began with
a marine layer covering the coastline in the morning and a clear blue sky from
eleven o’clock on. Many days have passed since then and uncounted lab hours were
spent trying to understand what happened to the red blood cell at 37 ◦C. We knew,
by that time we had discovered an effect, a strange effect, which only was visi-
ble at certain conditions. The discovery was that a red blood cell when aspirated
into a pipette of a diameter of 1.3 μm blocks the pipette at 36 ◦C and passes it
at 37 ◦C. Thus, we discovered a transition from blockage to passage with a mid-
point at 36.4 ± 0.3 ◦C as we found later (Artmann et al. 1998). However, what
we did not know was that this effect would attract our attention for more than
a decade.

17.2 Physiological Aspects of Thermoregulation in the Body

The body temperature and activity of animals depend on the temperature of their
environment. Simply spoken, there exist two different methods nature uses to adjust
a species’ body temperature. Animals can be either poikilothermal or homeothermal
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(warm-blooded). However, there is no sharp line between the two animal groups.
The activity of poikilothermal animals is directly affected by the environmental tem-
perature (like for most reptiles). Homeothermal animals (like mammals) can better
regulate their body temperature keeping it relatively constant over a broad range of
environmental temperatures. The thermoregulation can be behavioural (warm up in
the sun e. g.) and physiological.

The physiology of body temperature is an old topic of research, a good example
for this is the report of Simpson and Galbraith published in 1905 (Simpson and Gal-
braith 1905). Up to the present, many aspects of the physiology of thermoregulation
and body temperature have been published giving an excellent overview to this topic
as well as many examples (Penzlin 1977; Whittow 1971).

A review of Ross and Christiano (Ross and Christiano 2006) deals with physio-
logical aspects of skin and bones. Not surprisingly, skin and the formation of sweat
are major elements of the physiological thermoregulation. Blood and the vascular
system are further elements of thermoregulation. Blood executes many vital func-
tions such as transport of gases, heat, regulation of water and electrolyte homeostasis
(Schmidt et al. 2005). Thermoregulation however, is nowadays not only a topic of
physiology.

Biochemists are studying its particular regulatory aspects like proteins and sig-
nalling pathways involved. Mozo described in 2005 (Mozo et al. 2005) the role of
a specific protein group, called UCPs, in mammals and birds’ thermoregulation.
UCP1 is an uncoupling protein of the mitochondrial transporter family. It creates
a proton leak at the mitochondrial membrane uncoupled to ATP synthesis. Because
of this the electrochemical gradient is lowered, the respiratory chain increases its ac-
tivity and, as a result, acid reserves are lowered. Simply spoken, “heat” is produced.
Further examples were reviewed by Silva in 2006 (Silva 2006) who described in
detail known thermogenic mechanisms and their hormonal regulation. According to
this review, homeothermic species use several mechanisms to produce heat based
on the regulation of the thyroid hormone (TH) and the sympathetic nervous system
(Silva 2006). Body temperature and its regulation remains an important element of
scientific interest especially in medical research as for example to combat fever, to
understand enzyme activities or to reveal further important links between blood and
thermoregulation, respectively.

Mechanisms of biological thermosensation received relatively little attention
from physiologists for many years. Recent advances in thermal physiology re-
search have disclosed temperature-sensitive ion channels belonging to the “tran-
sient receptor potential” (TRP) family in the peripheral sensory neurons and in the
brain. Among them, the TRPV3 protein is one of the well-studied, whose role as
a “molecular thermometer” has been recently proved using knock-out mice. A link
between temperature slope and ion permeability of many TRP proteins has been es-
tablished. Nevertheless, the particular mechanism of temperature-induced signalling
remains unknown and stays out of the scope of most studies published so far (Ober-
winkler 2007; Tominaga 2004; Nomoto et al. 2004).
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17.3 Red Blood Cells

Knowing the complexity of the field we were about to move in that was one thing.
The strange effect of RBC passage through narrow pipettes, which we had observed,
was another one. With a background as biophysicists as well as bioengineers and
having looked at red cells for now more then 25 years, we perceived the investigation
of the details of this transition as our due.

Blood is a suspension with about 45% content of solid components consisting
of three major cell types; red blood cells (RBC), thrombocytes and leukocytes. The
quantitatively biggest compartment is RBCs with about 4.8 to 5.3 million cells per
μL blood, which is ten times more than the number of thrombocytes, and thou-
sand times more than the one of leukocytes. Normal human RBCs have a biconcave
shape (Figs. 17.1, 17.2) with the diameter of about 7.5 μm and maximum thick-
ness of about 2 μm. RBCs have a lipid bilayer membrane. At the intracellular face
of the membrane, a net-like two-dimensional protein structure, the cytoskeleton, is
linked to the membrane and adds shear elasticity and mechanical strength to the
RBC’s properties (Artmann 1995; Evans et al. 1976; Evans 1983; Hochmuth et al.
1979; Hochmuth and Waugh 1987; Hochmuth 1993). The cytoskeleton mostly made
of spektrin enables RBCs keeping their structure and integrity in the circulation.
The RBC cytoplasm contains a very high concentration of dissolved hemoglobin
(330 mg/ml). RBC’s have to pass the smallest capillaries having a diameter of about
3 to 8 μm where the gas exchange takes place (Chien 1981). Consequently, RBCs
during their life span, have to go several million times through an opening smaller
than their own diameter. This is why RBCs need to be extremely flexible (Artmann
1995; Chien et al. 1978; Chien 1981; Fischer 1989 and 2004; Shi et al. 1998; Temiz
et al. 2000).

17.4 Temperature Transition in RBC Passage
Through Micropipettes

The micropipette aspiration technique was used to study biophysical properties of
cells like membrane shear modulus and relaxation time (Artmann et al. 1997; Chien
et al. 1978; Engström and Meiselman 1997; Evans 1983; Hochmuth 1993; Mohan-
das and Chasis 1993). A sudden change in the passage behaviour of red blood cells
at a critical temperature Tc when cells entered the micropipettes was repeatedly re-
ported in our previous works (Artmann et al. 1998; Kelemen et al. 2001).

Red blood cells were aspirated with a pressure of −2.3 kPa into micropipettes
having diameters around 1.3 μm (Fig. 17.3). Experiments were performed in stan-
dard phosphate buffer systems in a microscope chamber allowing adjustment of
suspension temperature. Beginning at 25 ◦C, the passage behaviour of individual
RBCs was systematically investigated (about 50 cells per temperature step). Below
a critical temperature, Tc = 36.4 ± 0.3 ◦C all aspirated RBCs blocked the pipette’s
entrance. At Tc the cells began to pass and at 37 ◦C all cells passed. At higher tem-
peratures, passage became so fast that the RBC hardly stopped when mastering the
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passage through a pipette, which was about six times smaller than its diameter. Thus
a temperature transition was born of red blood cells taking place at human body tem-
perature (from now on termed ‘micropipette passage transition’) (Fig. 17.6).

Discussing those observations with colleagues, and this is the advantage of writ-
ing a book chapter instead of a paper, we received different responses. Some said
“cannot be” and mentioned an “almost inextensible RBC plasma membrane (refer-
ences were cited), which would not allow. . . ”, some avowed frankly “I don’t believe
you” and one highly regarded scientist said carefully “how interesting” (Chien et al.
1978). The most interesting smile, however, ran trough someone’s face when we
told him the finding. His words were “never heard about it” (Kassab 2004). By that
time, we were no students anymore but when “the father of modern biomechan-
ics” mumbled “never heard about it” then you should repeat your experiment. To
make sure that not only our talent and motivation made the observation possible, we
designed the practical course “Temperature Transition of Red Blood Cells in Mi-
cropipette Experiments” for our Bachelor students in Cell Biophysics. Only some
students failed to prove the existence of the micropipette passage transition.

17.5 The Molecular Mechanism
of the Micropipette Passage Transition

Why do RBCs flow freely through a 1.3 μm micropipette above a critical tempera-
ture and why do they block the same pipette below? This question was the ini-
tial question of a whole series of micropipette experiments. Firstly, we performed
optical density measurements using an interference light filter at a wavelength of
415 nm, where hemoglobin (Hb) has its maximum of absorbance (Soiret band). This
enabled us visualizing microscopically the distribution of hemoglobin within an in-
dividual aspirated RBC (Fig. 17.5). At 36 ◦C (Fig. 17.5 above) the spherical RBC
trail was large in diameter and the tongue short. Only one degree higher we observed
the opposite. Waiting just 10 s more after Fig. 17.5 below was taken we would have
observed that the RBC had completely passed the pipette, without membrane frac-
ture. The spherical trail of an aspirated RBC below Tc contained as much as 45 –
50 g/dL Hb (physiological value 33 g/dL). A side effect of this observation was that
at 36 ◦C the RBC tongue was empty of Hb whereas at 37 ◦C it was slightly filled
suggesting an ongoing Hb redistribution process preceding the passage (Fig. 17.5).

Thus, from the beginning we were suspicious about the role of hemoglobin in
this transition. The key observation, however, is shown in Fig. 17.6. Whole RBCs
showed a very sharp “step function”-like transition from blocking the pipette to
freely passing the same pipette at Tc = 36.4 ± 0.3 ◦C at which 50% of RBC passed
and 50% did not pass (Fig. 17.6). Just to consider ALL options, there was a chance,
that cell passage was enabled by temperature dependent RBC membrane properties.
To study this, RBC “ghosts”, cellular membranes after cytosol removal were used
(Artmann et al. 1998; Friederichs et al. 1992). Using the same settings, a tempera-
ture transition was observed, however, at about 28.3±2.3 ◦C. This temperature was
clearly far away from Tc = 36.4 ◦C observed with intact RBCs. This particular tran-
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Fig. 17.5 above: Aspirated RBC at 36 ◦C (1.3μ inner pipette diameter), −2.3 kPa aspiration pres-
sure (spherical trail is a little blurred). Clearly visible is the tongue inside the pipette. below: The
same RBC as above. However, the spherical trail is smaller in diameter and tongue length has
almost doubled

Fig. 17.6 Result of a micropipette aspiration experiment. The red blood cell passage curve was
obtained with human RBCs. The figure shows the percentage of passing RBCs through a 1.3 mm
micropipette at −2.3 kPa aspiration pressure as a function of temperature. The critical temperature
Tc was 36.4 ± 0.3 ◦C (50% passage). RBCs passed above and blocked below this temperature.
Above 37 ◦C, all RBC passed the micropipette and the speed of RBC passages increased drastically
with temperature (Artmann et al. 1998)

sition at 28.3 ◦C we interpreted as a sudden elastomeric expansion (phase transition)
of the extremely strained cytoskeletal spectrin network (Discher et al. 1994; Pollack
2001 a and b). Some linear scientists were sceptical about that idea (Lee et al. 1999).
However, we did not pursue our hypothesis further since we were already on the Hb
track. This is why the mechanically induced cytoskeletal phase transition remains
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a suggestion until today worthy to put some more theoretical and experimental ef-
fort in. Moreover, non-linear elastomeric phase transitions of the RBC cytoskeleton
must be modelled theoretically and proven experimentally.

17.6 Hemoglobin Viscosity Transition

After having observed that in the spherical trail of an aspirated RBC highly con-
centrated Hb assembled forming a protein plug below Tc the next experiments were
logical to do, namely, temperature dependent Hb solution viscosity measurements.
Viscosity data of Hb solutions were obtained in the early eighties of last century.
Veldkamp and Votano reported (Veldkamp and Votano 1980) the temperature de-
pendency of macromolecular interactions in dilute and concentrated Hb solutions.
These data showed a transition in the conformation of hemoglobin at approximately
22 ◦C, independently of the Hb concentration. At temperatures above 36 ◦C, the dif-
fusion coefficient remained virtually independent of temperature. Additionally, they
reported on an increase of the particle radius beginning at about 22 ◦C. In other stud-
ies on viscosity of Hb solution performed earlier, our good friend Herb Meiselman
did not find anything surprising although he went up to 45 g/dL (Muller et al. 1992).

Sometimes it is good to hold on some strong finding since times can be hard
and doubts may overwhelm you. We were lucky enough throughout the scientific
story told here, to have found such a strong, undeniable, unforgettable and beautiful
cellular effect taking place at a temperature that is unique (Fig. 17.6). This is why
we always knew that it was worth looking in the strangest corners to find something
at Tc. As for example, if you plan on viscosity studies with Hb solutions – for what
reason should you mix unphysiological concentrations of 50 g/dl Hb? The ones who
saw how much stuff even 33 g Hb was and what little amount instead 100 mL water
appeared to be – what reason would they have to mix these components making
an super unphysiological ‘marmalade’ to perform viscosity studies with? We had
a reason – this made the difference and the reason was based on a much earlier
experiment that went almost wrong.

Micropipette aspiration experiments with RBCs allowed us assuming a rapidly
changing viscosity of the cytosol of RBCs (Artmann et al. 1998; Kelemen et al.
2001). Kelemen et al. discovered in 2001 a clear, sudden viscosity transition of
highly concentrated Hb solutions at Tc = 36 ± 1 ◦C. This viscosity drop was seen
only at and above 45 g/dL concentration where two Hb molecules are separated by
only ten times the diameter of a water molecule (Kelemen et al. 2001). The transi-
tion was NOT seen at physiological concentrations (Fig. 17.7). As a mechanism, it
was proposed that the high-to-low viscosity transition at Tc was mediated by a par-
tial release of hemoglobin-bound water. Increasing temperature may release bound
protein water to an extent that at Tc the Hb suspension viscosity breaks down. The
conclusions from these experiments were that the temperature transition of viscosity
was 1) not limited to intra cellular Hb, 2) visible only at high Hb-concentrations that
were far out of the physiological range, and, last but not least, 3) it was hemoglobin
that caused the transition and NOT the RBC membrane.
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Fig. 17.7 Arrhenius plot of the relative viscosity (vs. phosphate buffer) of highly concentrated
hemoglobin solutions in phosphate buffer (Kelemen et al. 2001)

17.7 Circular Dichroism Transition in Diluted Hb Solutions

When there was a macroscopic effect, there must be a molecular reason. We as-
sumed very small structural changes of the Hb molecule as reason for the molecular
effect. They have to be small, because Hb is one of the best-known proteins ever!
If there was a big and obvious effect, it would have been found already! Here was
some lesson to learn for the mainstreamers among us. It may seem that red blood
cells are out and stem cells are in; it may look as if Hb is out and G proteins are in;
we may feel the need to follow keywords down the road and sometimes we MUST
follow (because of funding). However, once we have the freedom, why not recon-
sider a potato field that belongs to a very nice farmer named Max Perutz (we bow
humbly before the Creation!) who said ‘We have already harvested. If you still can
find a potato, it is yours’. Thus, having in mind our discovery (Fig. 17.5) we went
on (Blow 2002).

A common method for the analysis of general protein structures is circular
dichroism spectroscopy. This is a chiroptical measurement where the chirality of
molecules is quantified. If polarised light is send through a solution containing chi-
ral molecules, the plane of its polarization is changed. Light absorption is dependent
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on the molecular extinction coefficient, ε. In optically active substances, it differs
for right-handed (εR) and left-handed (εL) polarised light, respectively. The differ-
ence 	ε (mdegr) defines θλ, the ellipticity, which is wavelength dependent. Equa-
tion (17.1) gives the definition of the ellipticity (Fasman 1996).

tanθ = εr − εl

εr + εl
. (17.1)

By combining with Beer’s law the ellipticity can be written as:

tanθλ = ln10 · 180◦

4π
· (εL − εR) · c ·d , (17.2)

where c is the concentration of the optically active compound and d is a length of
the optical path.

In a CD-spectrum obtained by a wavelength scan, information on the content
of secondary protein structures (helix, parallel and antiparallel beta-sheet, beta-
turn and random coil) is contained. Using proper deconvolution software the per-
centage of secondary structures in a sample can be estimated. At a wavelength of
222 nm, the unfolding of α-helices is most visible in the spectrum (Bohm et al.
1992).

In 2004, Artmann et al. reported a circular dichroism spectroscopy study on
structural changes during thermal denaturation of Hb between 25 ◦C and 60 ◦C
(Artmann et al. 2004). Wavelength scans from 190 nm to 260 nm were performed
at temperature steps of one degree and ellipticity data were taken at 222 nm. Re-
sults demonstrated a non-linear dependency of the ellipticity vs. temperature. As
expected, the α-helix content decreased with increasing temperature indicating ther-
mal protein denaturation (Kinderlerer et al. 1970, 1973). However, as opposed to
Kindelerers findings, the plot of the relative ellipticity, Fobs, at 222 nm against tem-
perature showed a S-shaped curve showing a change point at 37 ◦C. Relative ellip-
ticity was calculated Fobs = [Eobs(T )− E60]/[E25− E60], where Eobs(T ) was the
ellipticity at 222nm at temperature T , E60 the ellipticity at 60 ◦C, and E25 the ellip-
ticity at 25 ◦C. In other words, at 37 ◦C the ‘speed’ (change of ellipticity/temperature
change) of denaturation was highest (Fig. 17.8). The obtained critical temperature
was Tc = 37.2 ± 0.6 ◦C (Artmann et al. 2004). Further experiments showed no in-
fluence of pH of the solution and oxygenation/deoxygenation of the Hb sample on
the effect. HbS of sickle cell anemia did show the same effect as well (Fig. 17.8).
Thus, the s-shaped denaturing curve of Hb around body temperature was highly
conserved. It was important to note that this denaturing seen in CD spectra was re-
versible at least up to 39 ◦C. Significant result of this work was that the structural
transition temperature was remarkably close to the critical temperature seen in the
micropipette aspiration experiments with human RBCs (Fig. 17.6).

Circular dichroism data were encouraging, because they gave us hints on the ex-
istence of a structural transition at a critical temperature close to body temperature.
However, the used Hb solutions were highly diluted and therefore far away from
Hb-concentrations seen in the red blood cell. As we learned in the paragraphs on
Hb suspension viscosity (Fig. 17.7) and on the micropipette passage transition, very



426 17 Hemoglobin Senses Body Temperature

Fig. 17.8 CD spectroscopy; fractional changes (Fobs) in the ellipticity at 222 nm with temperature
for human hemoglobin A (left) and hemoglobin S (right, Hb from sickle cell anemia). Filled cir-
cles represent the oxygenated state of the hemoglobins, open circles the deoxygenated state. The
error bars represent the standard deviation of the respective fractional changes. The deoxygenated
state of hemoglobin S was not studied because of the molecular precipitation occurring in the
deoxygenated state (Artmann et al. 2004)

high Hb concentrations were necessary to appreciate a strong transition effect. Thus,
we returned to experiments with whole red blood cells and even to experiments with
RBCs suspended in their own (autologous) plasma.

17.8 A RBC Volume Transition Revealed
with Micropipette Studies

When an RBC enters a narrow micropipette, the cytosol is sheared and an isotropic
RBC membrane tension builds up until steady state of forces is reached (Evans
1983; Hochmuth et al. 1979; Chien et al. 1978). Cellular bulk water is squeezed
out across the membrane and the RBC lost volume. As good channel candidates for
water release we considered band 3 and band 4.5 proteins, channel-forming integral
proteins (CHIP), and aquaporin 1 (AQP1) (Fairbanks et al. 1971; Farinas et al. 1993;
Jay 1996; Poschl et al. 2003; Walz et al. 1997; Yokoyama et al. 1978). Since a short
term increase of the aspiration pressure up to −12 kPa did not show any further
RBC volume decrement, the Hb molecules were assumed to be in closest possible
contact to each other leaving only traces of bulk water inside the RBC, if at all. The
remaining cell water must therefore be highly bound (Dencher et al. 2000) to mostly
Hb. Thus, a Hb-water-gel had formed in the RBC’s spherical trail (Fig. 17.3) which
did not allow RBC passages through the pipette below Tc (Artmann et al. 1998).

Single RBC volume determinations with micropipettes were carried out with es-
tablished methods (Engström and Meiselman 1996, 1997). The inner pipette diam-
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eter used when we discovered the micropipette temperature transition (Fig. 17.6) of
1.3 μm was changed to 1.1 μm representing a diameter where no passage of RBCs
was possible. Using such a pipette, a RBC was pulled into the pipette at 34.5 ◦C.
The final aspiration pressure 	P = −2.3 kPa was built up slowly until a steady
state was reached i. e. when the RBC tongue length no longer showed any visible
changes (Fig. 17.3). Thus, microscopic images of aspirated RBCs were acquired
at steady state conditions in the absence of cytosolic shear stress. From these im-
ages, geometrical parameters were determined and the RBC volume was calculated
(Artmann et al. 2007).

During RBC aspiration tongue formation was observed to occur in two phases,
1) a fast initial entrance which typically lasted less then a second and 2) a subsequent
slow creeping phase during a couple of seconds where the tongue length changed
less then 10%. A steady state of tongue length was considered to be reached, when
an aspiration pressure of −12 kPa was applied for a short time and no further tongue
length increment was observed. Figure 17.9 shows the RBC volume vs. temperature
curve as obtained from 12 single RBCs. The average RBC volume data showed
a distinct and significant (Dikta et al. 2006) change in slope at the critical tempera-
ture Tc = 36.4±0.7 (N = 12). With increased temperature, the RBC volume below
Tc decreased at a rate of 7.8 fL/K. Beginning at Tc and above, the rate decreased
by only 3 fL/K (Fig. 17.9). The slope between 34.5 ◦C and Tc and the one between
Tc and 39.5 ◦C were significantly negative. Additionally, the slope between 34.5 ◦C
and Tc was significantly more negative than the slope between Tc and 39.5 ◦C. Cal-
culation of the Hb radii corresponded to a water layer thinning rate per one Hb
molecule of 0.084 nm/K below Tc and of 0.052 nm/K above, respectively.

Fig. 17.9 RBC volume vs. temperature in micropipette studies. RBC volume decreased with in-
creasing temperature but at two significantly different slopes below and above Tc = 36.4±0.7 ◦C,
respectively. Below Tc RBCs lost volume at a rate of 7.8 fL3/K, and above at 3 fL/K. The inserts
show schematic hemoglobin molecules; dark: hemoglobin, light: bound water. On the left: the wa-
ter shell thins out with rising temperature but Hb does not expand due to hydrostatic pressure inside
the RBC trail. Right: Hb aggregates develop
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When globular proteins denature, their diameter increases with temperature.
Light scattering data (Digel et al. 2006; Zerlin et al. 2007) as well as preliminary
X-ray diffraction studies (Büldt et al. 2007d) indeed, showed enhancing hydrody-
namic radii and increasing lattice constants with increased temperatures until Tc
was reached (in preliminary X-ray experiments on hemoglobin lattice constants, it
was interesting that at Tc Hb crystals disintegrated (Büldt et al. 2007). However, Hb
molecules within the spherical trail of an aspirated RBC (Fig. 17.5) are subjected to
an appreciably high hydrostatic pressure and Hb molecules are therefore mechani-
cally constrained from expanding. That is why their volume vs. temperature course
is significantly different from freely suspended Hb molecules. In other words, as-
piration compresses the Hb molecules mechanically due to the two-dimensional,
isotropic elastic area tension in the red cell membrane during aspiration (Kharakoz
and Sarvazyan 1993). This is followed by an enhanced cell internal hydrostatic pres-
sure acting against Hb’s thermal unfolding (Artmann et al. 1997; Evans et al. 1976;
Staat 2007). Secondly, the Hb molecule continuously “melted off” bound water
and as a result the Hb’s diameter lowers rapidly. This is what causes RBC vol-
ume loss below Tc (the term “melting” used here is just a more descriptive word
for a shift of the equilibrium between Hb-bound water and bulk water toward bulk
water).

At Tc the Hb water shell was thinned out in a way that the remaining shell
thickness gave rise to destabilize the Hb-water complex, leading to an overall en-
tropy change followed by the on-set of Hb aggregation (Digel et al. 2006; Zerlin
et al. 2007). Above Tc, Hb aggregation determined the RBC volume loss observed
in micropipette experiments according to vant Hoff’s law (Artmann et al. 2007)
(Fig. 17.9).

17.9 Micropipette Passage Transition in D2O Buffer

However, this does not explain why, at Tc, RBCs did set on passing almost in
a step function (Artmann et al. 1998; Kelemen et al. 2001) (Fig. 17.6). It was evi-
dent that a change must take place at Tc which must be linked to the Hb structure
and to Hb-bound water (Artmann et al. 2004; Digel et al. 2006). Micropipette ex-
periments between 34.5 ◦C and 39.5 ◦C showed that the RBC volume decreased
with increasing temperature but at two significantly different slopes below and
above Tc = 36.4 ± 0.7 ◦C, respectively. Tc was only 0.1 degree higher as observed
earlier. With a set of small formulae developed for estimating the Hb molecular
volume inside an RBC during aspiration, we determined Hb molecule radii, rHb,
(Fig. 17.9). Results on rHb fitted to previously obtained light scattering data (Digel
et al. 2006; Zerlin et al. 2007). In terms of developing bioengineering, this approach
may have marked a step forward in terms of estimating the Hb molecule radius
from micropipette experiments under hydrostatic pressure (Dadarlat and Post 2006;
Kharakoz and Sarvazyan 1993; Staat 2007). The major findings were that RBCs lost
volume with increasing temperature significantly more readily below than above
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Fig. 17.10 Micropipette passage experiments (see Fig. 17.6). The red blood cell passage curves
were obtained with human RBCs. Left curve: RBCs were suspended in a H2O based buffer (open
circles), Right curve: RBCs were suspended in a D2O based buffer ( filled circles). The Tc measured
with H2O based buffer differed from the one with D2O by 0.8 ◦C. This indicated that stronger
molecular bonds exerted by deuterium replacing hydrogen caused a shift in the critical temperature
by plus 0.8 ◦C. Thus, the passage phenomenon was related to protein bound water

a critical temperature, Tc. We concluded that at Tc, a structural change must have
occurred in Hb, handling bound and free water in two distinctly different ways be-
low and above Tc, respectively (Kelemen et al. 2001). In micropipette experiments
performed with a heavy water buffer (Stadler et al. 2007; Büldt 2007) and human
RBCs, the temperature transition was observed at a 0.8 degree higher temperature
than with a regular water buffer (Fig. 17.10). We attributed this shift of Tc to stronger
hydrogen bonds and higher hydration shell stability, inhibiting the passage transi-
tion at body temperature. Because of stronger bonds a tiny higher amount of thermal
energy is needed to enable the transition. It appears at a 0.8 ◦C higher temperature
(Cioni and Strambini 2002; Niimura et al. 2004; Büldt et al. 2007). Thus, water has
to be the key to our data interpretation.

17.10 NMR T1 Relaxation Time Transition of RBCs
in Autologous Plasma

Performing red blood cell and whole blood experiments as presented in the next
paragraphs may appear to indicate a return to an old-fashioned approach to cell
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biology. However, some biophysical effects in cells can only be seen when cells
and proteins are kept in their natural environment (Eisenberg 2003; Zheng and Pol-
lack 2003; Lucas et al. 1991; Todd III and Mollitt 1994). Furthermore, if water
and hydrogen binding strength was the key to look at, then NMR studies on spin –
lattices interactions with the relaxation time T1 as parameter was the method of
choice (Finnie et al. 1986; Zefirova et al. 1991). T1 reflects the magnetic interaction
strength of a hydrogen nucleus with its environment (lattice) and the entropy of the
sample (Li et al. 1996).

Two NMR T1 relaxation time measurements were carried out in parallel 1) with
blood plasma containing 83% RBCs (RBC-in-plasma-sample) and 2) with blood
plasma alone (plasma-only-sample). With both samples, a two-phasic behavior
of T1 vs. temperature was observed, showing a kink at a Tc = 37 ± 1 ◦C. The
RBC-in-plasma-sample showed a change from a steady, linear (r = 0.99) incre-
ment of T1 below Tc at a rate of 0.023 s/K into a parallel to the temperature axis
above (Fig. 17.11A). The temperature dependency of T1 of the plasma-only-sample
showed converse characteristics, thus, no temperature dependency below 37 ◦C,
a turning point at 37 ◦C and followed by a decrease with temperature at a modest
slope of 3.8 ×10−3 above (Fig. 17.11B). The T1 of the plasma-only-sample were
three to five times higher as compared to the RBC-in-plasma-sample.

The cytosol of an individual RBC comprises three major phases: Hb, Hb-bound
water and osmotically active free (bulk) water. Using whole blood at high hematocrit
ensured that the sample contained as much Hb in its natural environment as possible.
At high sample hematocrit only small amounts of free/confined water outside RBCs
in the suspending blood plasma remained. At a hematocrit of 83% chosen in NMR
T1 experiments and with only blood plasma suspending the RBCs, the blood sample

Fig. 17.11 A: NMR T1 relaxation time measurements for blood plasma containing 83% RBCs
(RBC-in-plasma-sample). The T1 relaxation time increased with temperature at a rate of about
0.023 s/K below 37 ◦C. Above 37 ◦C, it remained constant. B: NMR T1 relaxation time mea-
surements for blood plasma alone (plasma-only-sample). The T1 change over temperature in the
plasma sample showed converse characteristics, no change below 37 ◦C and an increase above
37 ◦C (note the different scales 1/T1 used in the two graphs)
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consisted on average of a total of 26.4 g/dl Hb. Thus, much of the T1 signal must
be attributed to hydrogen in the Hb molecules as well as to Hb-bound water.

We observed a non-linearity in the T1 temperature dependency (Fig. 17.11A).
Below Tc, and with increasing temperature, T1 rose linearly which reflected an en-
hancing sample entropy (Cameron et al. 1988; Zefirova et al. 1991). A new devel-
opment was observed at Tc = 37 ◦C and above. T1 did not change any longer with
temperature but remained constant. Thus at Tc, the sample entropy had changed
from a continuous increase below to a constant T1 above Tc reflecting no entropy
change with temperature above Tc. A sample entropy change should be accompa-
nied by a change in the specific heat at constant pressure suggesting as principle
mechanism of the transition a phase transition of second order (Goldenfeld 1992).
However, we did not see such change in differential scanning calorimetry experi-
ments (Digel et al. 2007; Michnik et al. 2005b).

How can the slope change in Fig. 17.11A be explained? The thermally expand-
ing (mechanically unconstrained) Hb molecule destabilizes; the hydrodynamic ra-
dius and the molecular entropy increase continuously with temperature below Tc.
Hb molecules loose bound water (Fig. 17.12) stabilizing Hb’s structure until Tc was
reached. At Tc Hb condenses (Fig. 17.8), LOSES entropy and Hb molecules aggre-
gate (Fig. 17.12). Thus, there is less freedom of movements of Hb’s hydrogen atoms

Fig. 17.12 For colloid osmotic pressure measurements samples were injected into the sample
chamber of a WESCOR colloid osmometer which was placed into a heating unit. After temperature
equilibrium was reached at 39 ◦C, the COP was taken. At the same temperature, a plasma sample
of the same donor was measured. Then the unit temperature was decreased and a new tempera-
ture equilibrium was established. Measurements were repeated until the temperature range from
39 ◦C to 29 ◦C was investigated (16 donors). COP data are presented as average ±1 SEM. Dotted
lines show the 95% confidence interval. The RBC-in-plasma-sample (HKT 77.6 ± 5.3%) showed
a 2 mmHg lower COD below Tc and a linear increment with temperature which went in parallel
with the plasma-only-sample. Beginning at Tc = 37 ◦C, the COP of the RBC-in-plasma sample
dropped significantly
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above Tc then below. On the other hand, bound water turns into bulk water, which
is released to the plasma fraction outside the RBCs for colloid osmotic reasons
(Figs. 17.9 and 17.12). This fraction gains entropy. The two entropy contributions
may sum up in a way that total entropy remains constant as T1 does between 37 ◦C
and 42 ◦C (Fig. 17.11A). These NMR experiments were carried out with RBCs in
plasma in order to remain below the set point of irreversible Hb denaturation. How-
ever, there must be another change point of T1 vs. temperature at around 42 ◦C when
irreversible denaturing of Hb sets on. Ongoing neutron scattering experiments seem
to confirm this. In brief: Body temperature of many species correlates to a slight
entropy phase transition of Hb (Fig. 17.16). In terms of enthalpy changes at Tc we
may deal with a zero-sum game. We must NOT observe a change in the sample’s
specific heat although there was a change point in T1 at Tc (Artmann et al. 2007,
Stadler et al. 2007, Digel et al. 2007; Michnik et al. 2005).

T1 of the plasma-only-sample did show a turning point at 37 ◦C as well
(Fig. 17.11B). However, the slope of T1 vs. temperature showed an opposite ten-
dency: below 37 ◦C, it was constant, and at Tc and above it decreased. Since blood
plasma mostly consists of water and human serum albumin, T1 changes must be
attributed to mostly human albumin. Thus, below body temperature the total plasma
entropy remained unchanged, whereas above 37 ◦C it gradually decreased. The lat-
ter may be due to a beginning moderate thermal denaturation of human albumin
from Tc on.

17.11 Colloid Osmotic Pressure Transition
of RBC Suspended in Plasma

The colloid osmotic pressure (COP) of blood has been studied early (Roche et al.
1932). However, the philosophy of the set of experiments discussed here was rather
different. We wanted to see whether there was a critical temperature visible in the
COP of RBCs suspended in autologous plasma. The idea was as follows: if inside
RBCs Hb molecules above a postulated critical temperature would set on aggre-
gating upon heating, this would result in a decrease of the number of particles in
the cytosol and, consequently, in a drop of the cytosolic COP. Thus, an imbalance
between the cytosolic and the (outside) plasma COP would appear and the cyto-
plasmatic water would move outwards to re establish equilibrium of both COPs.
Consequently the COP of the plasma compartment would drop setting on at the
postulated Tc.

In contrast to micropipette experiments, COP measurements were gathered both
at shear stress-free conditions within the RBC cytosol and at a cell internal hydro-
static pressure unmodified by external mechanical forces on RBC membranes. It
was found that 1) the COP of the plasma-only-sample at 29 ◦C fits to the physiolog-
ical COP, 2) it increased with temperature as predictable by van’t Hoff’s law, and
3) it did not show any transition (change in slope) at any temperature. However, the
RBC-in-plasma-sample 1) exhibited a 2 mmHg lower COP, and 2) showed a turning
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point at a critical temperature, Tc = 37.1 ± 0.2 ◦C above which the COP decreased
with temperature.

Now we apply our hypothesis from above for an explanation. As for the RBC-
in-plasma-sample, two sample volume compartments must be considered, 1) the
volume occupied by RBCs, on average 77.6 ± 5.3%, and 2) the remaining plasma
volume at 22.4%. The COP of this sample should be identical to the plasma-only-
sample since RBCs are too big to contribute to the sample COP. Below 37 ◦C, the
COP was instead 2 mmHg smaller. This difference most likely resulted from plasma
albumin molecules binding to RBC membranes which in turn would thin-out the
remaining plasma. In order to understand why the COP of the RBC-in-plasma-
samples dropped above Tc, we need to remember that the COP is proportional to
the particle number in the RBC cytosol and not to its total protein content. When
Hb molecules inside RBCs aggregate, the particle number and at the same time
the intracellular COP decrease. The balance between the RBC internal and the
RBC external COP is shifted. Consequently, cell water moves outwards, diluting
the outside plasma until the two COPs are rebalanced. Due to this extra water de-
rived form the RBCs cytosol above Tc the COP of whole RBC-in-plasma-sample
decreases.

17.12 The Temperature Transition Effect so Far

In a discussion with Prof. Shu Chien, our good friend, he asked “Why is the transi-
tion that sharp in pipette and viscosity experiments and why not in all other experi-
ments in your studies”? – We may have come closer to answer this question.

In many experiments on the temperature dependency of Hb properties using light
scattering, CD spectroscopy (Artmann et al. 2004; Digel et al. 2006; Zerlin et al.
2007), micropipette volume calculations (Fig. 17.9) or Hb viscosity measurements
(Kelemen et al. 2001) a transition temperature, Tc, was found. However, the tran-
sition was never as sharp as in the micropipette passage (Fig. 17.6) as well as in
viscosity experiments of highly concentrated Hb solutions (Kelemen et al. 2001).
This indicates the possibility of an unknown mechanism making that particular tran-
sition significantly sharper. We suggest that Tc indicated the temperature at which
a phase transition of second order occurred (Goldenfeld 1992; Heller and Hofer
1975; Landau 2007). The transition would take place inside the spherical trail of
the aspirated RBC where the Hb concentration was between 45 g/dL and 50 g/dL
(Kelemen et al. 2001). Below Tc, a disordered ‘amorphous polymer’ was formed
consisting of mostly Hb plus bound water (gel-like). Below Tc, sample enthalpy,
entropy and volume are continuous functions of temperature. Near the transition
temperature, Tc, the Hb-gel would “soften” and set on flowing under mechani-
cal cytosolic shearing exerted when an RBC enters the micropipette (Fig. 17.3).
Above Tc the spherical trail’s cytosol (Fig. 17.9) would exhibit properties approach-
ing those of an ordinary fluid (Artmann et al. 1998; Kelemen et al. 2001), although
still more viscous than low-molecular weight liquids. Thus, the transition might
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constitute a gel transition known to occur in proteins at low temperatures (Vitkup
et al. 2000). There was a slope change in T1 vs. temperature from a steady T1 in-
crease below Tc to a constant T1 above supporting the idea of a glass-like transition.
The turning point at Tc was not sharp, because we must consider that the RBC-in-
plasma-sample was not ideally consisting of only one kind of protein where next
neighbours were of the same kind. Other proteins like RBC membrane proteins as
well as even lipids were in close vicinity to hemoglobin which affect an individual
Hb’s Tc depending on its individual environment (spin lattice interaction) (Finnie
et al. 1986).

In summary, nature might have arranged a plot like this: below Tc both Hb and
water increase their entropy and therefore T1 rises. At Tc a change point in T1 oc-
curs (glass-like transition) so that T1 turns parallel to the temperature axis. From Tc
on, the entropy changes for water alone and for Hb alone, respectively, develop into
two opposite directions keeping the total sample entropy constant with tempera-
ture – T1 remains in parallel to the T-axis. The sum enthalpy of the RBC-in-plasma-
sample may not change, although entropy did. Physically this would be a rare but
not impossible event. The parallelism of T1 to the temperature axis, however cannot
be maintained. At the protein denaturing temperature 42.6 ◦C irreversibly protein
denaturation (Schmidt et al. 2005) would rise the sample entropy again. Thus, be-
tween Tc and the protein denaturing temperature, a plateau in the Hb-water entropy
vs. temperature (i. e. T1 relaxation time vs. temperature) had formed inscribing sur-
prisingly well the temperature range of pyrexia in humans.

17.13 Strange coevals – Ornithorhynchus anatinus
and Tachyglossus aculeatus

Because of the experimental evidence in human Hb one particular question emerged:
Was it possible, that Hbs of species having body temperatures different from humans
would show a transition as well, and if so, would the critical temperature correlate
with the species’ body temperature?

The answer is “yes and yes”.
A study by Digel et al. (2006) focused on Hb of two exceptional species, the

duck-billed platypus (Ornithorhynchus anatinus, body temperature T = 31 − 33 ◦C)
(Fig. 17.13), and the echidna (Tachyglossus aculeatus, body temperature T =
32 − 33 ◦C). CD-experiments with Hb of both animals showed s-shaped ther-
mal denaturation curves similar to those of human Hb, however with the critical
temperature between 32 – 33 ◦C which was close to their body temperature. CD-
spectroscopy results were later confirmed by dynamic light scattering measurements
(DLS). DLS temperature scans of both Hbs showed a strong increase of the hydro-
dynamic radius (Fig. 17.14) at a specific transition temperature, Tc, between 32 and
33 ◦C (Digel et al. 2006; Zerlin et al. 2007).



17.14 Hb Temperature Transition of Species with Body Temperatures Different from 37 ◦C 435

Fig. 17.13 The platypus is among nature’s most unlikely animals. In fact, the first scientists to
examine a specimen believed they were the victims of a hoax. The animal is best described as
a hodgepodge of more familiar species: the duck (bill and webbed feet), beaver (tail), and otter
(body and fur). Males are also poisonous. They have sharp stingers on the heels of their rear feet
and can use them to deliver a strong toxic blow to any foe. Platypuses hunt underwater. Folds of
skin cover their eyes and ears to prevent water from entering, and the nostrils close with a watertight
seal. On land, the webbing on their feet retracts to expose individual nails and allow the creatures
to run. The platypus is one of only two mammals (the echidna is the other) that lay eggs. A mother
typically produces one or two eggs and keeps them warm by holding them between her body and
her tail. The eggs hatch in about ten days, but platypus infants are the size of lima beans and totally
helpless. Females nurse their young for three to four months until the babies can swim on their
own (Photograph from http://dsc.discovery.com)

17.14 Hb Temperature Transition of Species
with Body Temperatures Different from 37 ◦C

Body temperature of most homeothermal animals is in a range between 33 ◦C and
41 ◦C. Zerlin et al. (2007) reported a study with hemoglobins of fourteen species
with different body temperatures (Table 17.1). At this point, we would like to make
some remarks that never would appear in a paper. Logistically, this study was com-
plex. It took almost a year officially obtaining platypus and echidna blood samples
from Australia. Additionally, blood samples were from various sources and exper-
iments were carried out in different laboratories 10,000 km away from each other.
Furthermore, when there was a DLS instrument available in the one lab there was
no CD instrument available and vice versa. And we were lucky enough to find both
instruments in the same lab then the veterinarian of the closest zoo might not have
been that compliant.
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Fig. 17.14 Hydrodynamic Hb molecule radius (DLS data) vs. temperature. a Ornithorhynchus
anatinus (TB = 33.0±1.0), b Homo sapiens sapiens (TB = 36.6±0.2), c Bos taurus taurus (TB =
38.6±0.3). Tc indicates the observed transition temperature (Zerlin et al. 2007)

Dynamic light scattering experiments: Diffusion coefficients and hydrodynamic
radii of six hemoglobins were analyzed between 21 ◦C and 51 ◦C (Figs. 17.14,
17.15).

Table 17.2 shows average hydrodynamic radii (RH), calculated coefficients of
diffusion (D), the animals’ body temperatures (TB) and the structural transition tem-
peratures (Tc). In DLS experiments, the RH of Hb molecules increased linearly with
temperature.

At the critical transition temperature, Tc, the slope of the curves suddenly rose.
The slope of the coefficient of diffusion vs. temperature was negative but showed
a change point at Tc. Below Tc, the slope was small whereas above it was signifi-
cantly more negative than below.

Higher hydrodynamic radii and corresponding lower coefficients of diffusion
were interpreted as the result of Hb aggregation above Tc (Zerlin et al. 2007).

CD experiments: In CD experiments, the temperature dependencies of the ellip-
ticity at 222 nm from hemoglobins of in total ten different species. When plotting
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Fig. 17.15 Original plot of three circular dichroism experiments with hemoglobin from
A Catagonus wagneri (TB = 36.17 ± 0.5), B Camelus bactrianus (TB = 38.0 ± 0.5), and C Eu-
rypyga helias (TB = 41.06 ± 0.5). Midpoint temperatures of the fitted sigmoidal curves were de-
fined as structural transition temperature (Artmann et al. 2004; Digel et al. 2006; Zerlin et al. 2007)

the ellipticity vs. temperature two curvature changes were seen since curves were
s-shaped (with increasing temperature: low slope, high slope, low slope). The criti-
cal temperature, Tc, was taken as the mid-point temperature between the lower and
the upper change point.

CD and DLS experiments carried out in parallel with identical Hb samples
showed that the Tc obtained with DLS and the Tc from CD measurements were
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Table 17.1 Listing of species and their body temperatures. Hemoglobin of these species were
analyzed with CD spectroscopy as well as with Dynamic Light Scattering (Zerlin et al. 2007)

Species Latin Name TB (◦C)

Platypus Ornithorhynchus anatinus 33.0
Echidna Tachyglossidae 33.0
Coala Phascolarctos cinereus 35.2
Chacoan peccary Catagonus wagneri 36.2
Human Homo sapiens sapiens 36.7
Dusty pademelon Thylogale 37.0
Fishing cat Felis viverrina 37.6
Felis serval Felis silvestris forma catus 37.7
Bactrian camel Camelus bactrianus 38.0
Cow Bos taurus taurus 38.6
Pig Sus scrofa domestica 39.7
Chicken Gallus gallus domestica 41.0
Greater sunbittern Eurypyga helias 41.1
Spotted nutchracker Nucifraga caryocatactes 42.2

Table 17.2 Results of DLS experiments with hemoglobin of different species (Zerlin et al. 2007)

Species Body- Structural RH 25 ◦C D 25 ◦C
temperature transition (nm) (m2 sec−1) · 10−11

(◦C) temperature
(◦C)

Tachyglossus aculeatus 33.0±1.0 34.9±1.3 8.82±0.23 2.76±0.01
Ornithorhynchus anatinus 33.0±1.0 33.4±2.1 3.49±0.25 6.98±0.02
Homo sapiens sapiens 36.6±0.2 36.4±0.8 3.59±0.09 6.79±0.02
Bos taurus taurus 38.6±0.3 38.1±1.9 3.83±0.16 6.36±0.02
Sus scrofa domesticus 39.7±0.5 40.1±1.3 12.70±4.38∗ 1.92±0.01
Gallus gallus domesticus 41.0±0.5 41.8±1.9 4.43±0.28 5.50±0.02

the same within experimental errors. The temperature transitions occurred in hemo-
globins from ALL species investigated. They were correlated linearly (R2 = 0.97)
with the species’ body temperature at a slope of 0.81. Transitions always hap-
pened and were always close to the species’ body temperature (Zerlin et al. 2006).
Thus, normal body temperature marks a unique position on the temperature scale
(Fig. 17.16).

17.15 Molecular Structural Mechanism
of the Temperature Transitions

Based on two-dimensional infrared spectroscopy a two-step model of human Hb
unfolding was proposed (Yan et al. 2002, 2003). An initial structural perturbation
occurs between 30 ◦C and 44 ◦C followed by an initial thermal unfolding between
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Fig. 17.16 Correlation between the structural transition temperatures of hemoglobins from various
species and the species’ body temperature. Black circles: Circular dichroism data, open squares:
DLS data. The line represents a linear regression fit with a slope of 0.81 and a coefficient of
correlation of 0.97. Numbering: 1a and 1b Ornithorhynchus anatinus (platypus), 2a and 2b Tachy-
glossus aculeatus (echidna), 3. Phascolarctos cinereus (coala), 4. Catagonus wagneri (chacoan
peccary), 5a and 5b Homo sapiens sapiens (human), 6. Thylogale sp. (dusty pademelon), 7. Felis
viverrina (fishing cat), 8. Felis silvestris forma catus (felis serval), 9. Camelus bactrianus (bactrian
camel), 10. Bos taurus taurus (cow), 11. Sus scrofa domestica (pig), 12. Gallus gallus domesti-
cus (chicken), 13. Eurypyga helias (greater sunnbittern), 14. Nucrifraga caryocatactes (spotted
nutcracker). (a and b at same number indicate that both DLS and CD Tcs were obtained.) (Zerlin
et al. 2007)

44 ◦C and 54 ◦C. The second step is irreversible and induces thermal aggregation
between 54 and 70 ◦C. Figure 17.17 shows a thermal denaturation curve of Homo
sapiens sapiens Hb (CD data). The structural transition discussed here occurred in
the initial structural perturbation stage.

The studied hemoglobins show very similar molecular properties e. g. molecu-
lar weight, amino acid chain length of the subunits and α-helical content (Zerlin
et al. 2007). All in online databases available amino acid sequences of hemoglobins
(α- and β-subunits) we studied were aligned with the ClustalX (1.83) software
(Fig. 17.18). The “in silico” predicted α-helical parts of the subunits were marked
grey. The total averaged similarity of the amino acid units were calculated. In both
subunits, the first two α-helical parts of the sequences (amino acid numbers 7–32)
were interestingly of low similarity! Both parts are located at external parts of the
subunit (solvent exposed). In contrast, the other parts of the subunits, in particular
middle parts (located inside the Hb with contacts to the heme group) show high sim-
ilarities between 70 to 100%. A first careful conclusion can be drawn based on the
alignment study in Fig. 17.18. A sequence part with low conserved sequence sim-
ilarity but highly conserved structural elements (α-helix) might be a very promis-
ing candidate to be in charge of determining the critical transition temperature of
a species. In other words, nature may use protein primary structure in order to ad-
just where body temperature has to be set on the temperature scale. Alternatively,
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Fig. 17.17 Complete denaturation curve of Homo sapiens sapiens hemoglobin obtained from CD
temperature scans. The ellipticity at 222 nm was normalized. The red area shows the region of the
described structural perturbation stage, the grey area represents the initial thermal unfolding stage
and the dark grey area the stage of irreversible thermal unfolding. The black circle marked with
an arrow indicates the temperature range where the structural transition was seen. It was in the
perturbation stage near body temperature. The denaturation temperature was 67.1 ◦C (Zerlin et al.
2007)

it can be speculated that the hemoglobin structure adapted itself evolutionarily to
a particular body temperature.

17.16 Physics Meets Physiology

What would now be the links of physics to physiology? Our answer is that firstly,
Tc marks the set-point of a species body temperature (Digel et al. 2006; Zerlin
et al. 2007). Secondly, Tc represents the low-end point of a temperature range
above which the entropy of a RBC-in-plasma sample does not change with tem-
perature (Fig. 17.11A) (Artmann et al. 2004, 2007). This temperature range ends
when thermal protein denaturing at 42.6 ◦C occurs enhancing sample entropy dras-
tically (Stadler et al. 2007). We have known this temperature range since long – it is
the fever or pyrexia range. In this pyrexia zone depending on the actual stage of cell
internal Hb aggregation cell water moves in and out of the RBC depending on the
direction of temperature change due to RBC internal Hb aggregation (Fig. 17.12).
The latter might contribute to blood homeostasis during fever. The pyrexia zone in
humans ends physiologically at a temperature, TID = 42.6 ◦C, where proteins dena-
ture irreversibly. Thus, the pyrexia zone might from now on be defined physically
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Fig. 17.18 Amino acid sequence alignment of hemoglobin subunits α and β of all species whose
sequences were available online (NCBI database). a: hemoglobin α-subunits, b: hemoglobin β-
subunits. The grey background indicates predicted α-helical contents of the subunits. For each
section an amino acid sequence similarity between all hemoglobins is given (∗ identical amino
acids, : similar amino acids, . less similar amino acids)
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by two distinct temperatures, the lower one marked by Tc and the upper one marked
by TID. We human beings as part of nature might exist at a temperature range where
the total entropy of RBC in blood plasma “takes a breath” remaining for a couple
of degree Celsius almost unchanged with rising temperature. From now on, body
temperature and the range of pyrexia of many species might have a physical address
which would be the primary structure of some proteins encoding the transition tem-
perature, Tc, i. e. body temperature on the one hand and encoding the beginning of
irreversible denaturing at TID, where entropy would set on rising again with increas-
ing temperature.

The claim here is not that Hb regulates body temperature. Hb is only one out of
possibly many proteins encoding body temperature. Evidently, new trends on cell
biology using completely different approaches from those used by molecular and
cell biologists will become more and more important in our attempt to understand
life.
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Abstract After a small introduction in the topic and relative young history of nitric
oxide (NO) we would like to illustrate a few aspects of the wide field in NO research
in biomedicine. The theoretical background of NO metabolism is spiked with nu-
merous examples of methodologies from bioassays to biochemistry. Furthermore,
first steps in the realization of new concepts in NO research in microcirculation are
developed.

18.1 Nitric Oxide: NO

First, we give a short overview of known functions of NO in humans. NO is a gas
which controls endless functions in the body. It is important to mention that new
NO-dependent processes are discovered daily. Scientific journals operating in the
biomedical, biological and medical field are flooded with new insights to the bio-
logical activity and potential clinical approaches of NO. Each revelation underlines
the already resumed functions of NO in controlling blood circulation, and regulat-
ing brain, lung, liver, kidney, stomach, gut, genital activity as well as other organs. It
causes penile erections by dilating blood vessels, and controls the action of almost
every orifice from swallowing to defecation. The immune system uses NO in fight-
ing viral, bacterial and parasitic infections, and tumours. NO mediates messages be-
tween nerve cells and is associated with the processes of learning, memory, sleep-
ing, feeling pain, and, probably, depression. It is a mediator in inflammation and
rheumatism. In summary, NO participates in nearly every regulating cascade [1, 2].

18.2 NO in Vascular Biology

Although very short living, NO has emerged to one of the key mediators within
the cardiovascular system with an essential role in physiological and pathological
processes. About ten years ago, one could hardly find any information in physiology
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textbooks about the action and importance of NO. Now, information about NO is
widely spread among research and teaching.

The most extensively characterized effect of NO in vascular biology is its va-
sodilatory effect on blood vessels. By this, NO becomes part of the complex regula-
tory mechanisms of blood pressure and blood flow in humans. Besides the myogenic
and metabolic responses, NO acts with different other vasoactive substances such
as angiotensin II, vasopressin, prostanoids and natriuretic peptides and plays a cen-
tral role in the local regulation of vessel tone and blood flow. NO is synthesized in
endothelial cells from the amino acid L-arginine whereby the reaction is acceler-
ated by the constitutively expressed endothelial nitric oxide synthase (eNOS) [3–5].
The highly membrane permeable product NO can quickly reach the vascular smooth
muscle cells where it activates the soluble guanylate cyclase leading to an increased
intracellular cyclic GMP formation and relaxation of the smooth muscle cells [6].
An activation of the eNOS and an increased production of NO occurs by different
mechanisms. Under physiological conditions, one of the main mechanisms is the
increase in intracellular calcium concentration in the endothelial cells by diverse
substances, e. g. acetylcholine or bradykinin. The activity of eNOS is also modified
by shear stress, whereas an increase of the shear stress on the vascular wall leads to
a stimulation of eNOS with a consecutive local vasodilation (Fig. 18.1) [7].

The vasodilating effect of NO is not only the best known effect, but also the first
effect described. NO generating agents were started to use about 150 years ago with
the purpose to improve the myocardial blood flow without any knowledge regard-
ing the active principal. The beneficial effect of nitroglycerine was first described in
1875 in “The Lancet”. Irony of fate is that Alfred Nobel had to ingest nitroglycerine
to improve his heart function during aging under the synonym Trinitrin. The molec-
ular mechanism was discovered step by step: In the early 20th century, scientists
worked on in-vitro actions of nitrate containing compounds although little progress

Fig. 18.1 eNOS signalling. (1) Endothelial NOS can be stimulated by various mechanisms, for
example increased shear stress or receptor activation by vasoactive substances. (2) NO is produced
in endothelial cells from the substrate L-arginine. (3) Produced NO can diffuse either into the
vascular wall to induce a relaxation of smooth muscle cells or to the luminal side to interact with
blood cells
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was made towards understanding the cellular mode of action. Ferid Murad discov-
ered the release of NO from nitroglycerine and its action on vascular smooth mus-
cle in 1977 [8]. Robert Furchgott and John Zawadski recognized the importance of
the endothelium in acetylcholine induced vasorelaxation (1980) and Louis Ignarro
and Salvador Moncada identified endothelial derived relaxing factor (EDRF) as NO
(1987) [9–11]. In 1989, the biosynthesis of NO was discovered and 1998 the scien-
tists Furchgott, Ignarro and Murad received the Nobel Prize for their pioneer work
on NO. Interestingly, glycerol trinitrate remains the agents of choice for relieving
angina symptoms; other organic esters and inorganic nitrates are also used, but the
rapid action of nitroglycerine and its established efficacy makes it the mainstay of
angina pectoris relief [12].

The exogenously applied or endothelium-derived NO can not only diffuse to the
abluminal side of the endothelial cells, but also to the luminal side. Within the blood
NO can exert multiple functions: it reduces platelet activation and platelet aggre-
gation, it reduces leukocyte adhesion and influences red blood cell deformability
(Fig. 18.1) [13–15].

According to the diverse functions in vascular biology, a dysbalance in the L-
arginine-NO-pathway plays a key role in the pathogenesis of atherogenesis [16].
Patients with an endothelial dysfunction, an early stage in the development of
atherosclerosis, already show a reduced production and properties of the vasodilat-
ing mediator NO and a disturbed blood cell function which promotes the degenera-
tive changes in the vessel walls [17]. As atherosclerotic disease is the leading cause
of death in the developed countries, the interest in the identification of main mecha-
nisms, the early diagnosis and therapy of cardiovascular diseases is very high [18].

18.3 Key Questions

What are the exact mechanisms of NO signalling? Is it possible to detect the very
short lived molecule? What are the physiological and pathophysiological effects of
NO? Where medicine meets biotechnology and bioengineering!

18.4 Assessment of NO Mediated Vasoactivity

The ex-vivo detection of vasoactivity or vasodilating agents is an essential feature
of cardiovascular research. Consequently, bioassays for analysing the mechanisms
of vasodilation are essential.

Extracted aortic rings of mice, rats or rabbit survive in an organ bath filled with
buffer. This is a traditional experimental setup that has been widely used to inves-
tigate the physiology and pharmacology of ex-vivo tissue preparations of arterial
rings. The aortic segments are cut into ring segments. The tissue is then suspended
in a temperature controlled and with a gas diffuser equipped chamber – the ‘organ
bath’ – (37 ◦C, bubbled with 95% O2 and 5% CO2). After an equilibration period,
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a normalization technique is often applied to set the vascular ring segments at a pres-
sure comparable to that at the in-vivo situation. Briefly, each arterial segment is
stretched up in progressive steps to determine the individual length tension curve.
The contractile function is recorded with either a force (isometric) or displacement
(isotonic) transducer. The transducer is connected to a preamplifier (usually a bridge
amplifier) which is connected to the data acquisition system.

Many extensive efforts to get further insights in the mechanism of vasodilata-
tion under physiological and pathophysiological conditions are solved with this
assay. This assay has the potential to differentiate between endothelial and non-
endothelial vasodilation. Therefore, the endothelium of some aortic ring segments
can be denuded by gently rubbing the intimal surface with a thin polyethylene tube.
The endothelium-dependent vasodilatation can be ruled out. The NO-mediated con-
traction and relaxation is clearly abolished because the source of NO production
is destroyed. Furthermore, there is clear evidence for the regulation mechanisms
of NO dependent vasodilatation. For example: Nitroglycerine induces a vasorelax-
ation in denuded aortic segments, but acetylcholine does not relax the segments
without endothelial cells. This was the first hint for a functional eNOS regulated by
an acetylcholine receptor [19, 20].

The aorta ring assay overcomes the gap between in-vivo and in-vitro assays.
The vasodilating effect of NO can not only be observed during the in-vitro or ex-
vivo setting of vascular ring experiments. It has already been transferred to in-vivo
investigation of humans as it is the fundamental principle of the assessment of
endothelium-dependent vasodilation in the coronary or peripheral circulation. In
general, endothelium-dependent vasodilation needs a stimulus for endothelial cells
to release NO. This can be different vasoactive substances or an accelerated flow in
the examined vessel which both increase eNOS activity. The intracoronary infusion
of acetylcholine has long been used for testing endothelium-dependent vasodilation
of the coronary arteries [21]. In healthy vessels, the infusion of acetylcholine results
in a NO-mediated dilation of the target vessels. However, patients with a disturbance
of endothelial cell function due to atherosclerotic lesions show a reduced vasorelax-
ing effect or even a paradoxical vasoconstriction response to acetylcholine [22].
This diagnostic tool is still considered as the gold standard for the assessment of the
endothelial function, but it is limited because of its invasive nature.

The non-invasive measurement of flow-mediated dilation (FMD) of conduit ar-
teries has emerged to a widely used method for testing endothelial. The main ad-
vances of this method are the non-invasive stimulation of eNOS by increasing the
flow in the peripheral artery and the non-invasive detection of the vessel reaction
by high resolution ultrasound [23]. For the measurement of the FMD the patient is
lying in a supine position and the diameter of the brachial artery is quantified just
above the antecubital fossa by high resolution ultrasound. After the basal measure-
ment, a cuff is placed around the forearm and is inflated to a suprasystolic pressure
level for 5 minutes which results in a hypoxic vasodilation of the forearm vascula-
ture. When the cuff is deflated reactive hyperemia occurs and causes an increased
blood flow in the brachial artery to accommodate the dilated vessels in the forearm
vasculature. The increased blood flow and the increased shear stress on the vascular
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wall of the brachial artery stimulates eNOS and the production of NO [24]. One
minute after cuff release the vasodilating effect can be quantified as an increased
vessel diameter in the ultrasound scan. Interestingly, the FMD is not only reduced
in patients with atherosclerotic disease, for instance coronary artery disease, but al-
ready in patients with cardiovascular risk factors [25, 26]. As atherosclerosis is not
a local process, but a systemic disease, the reduced FMD of the brachial artery re-
flects a systemic endothelial dysfunction and is associated with an increased risk
for cardiovascular events, for example myocardial infarction or stroke. Therefore,
the NO-dependent FMD can be used for the early detection of patients with high
risk for cardiovascular disease and allows early interventions before atherosclerotic
lesions occur.

Beside the functional assessment of endothelial function, structural alterations of
the vessel wall can be monitored by high resolution ultrasound as well. For this pur-
pose the intima-media thickness of the arterial wall is measured whereby very small
changes can be detected [27]. The thickening of the arterial intima-media complex
can be explained by the formation of (pre-)atherosclerotic deposits with a cellu-
lar and a matrix component and contributes to the disturbance of the endothelial
function.

18.5 From the In-Vivo and Ex-Vivo Detection of NO Effects
to Biochemical Assessment of NO

Shortly, after the discovery of NO as a vasodilator it seemed to be unimaginable
to detect this highly reactive gas in the blood stream. Why? NO is a small, dif-
fusible, highly reactive free radical with a short half-life, and is present in low
concentrations. Therefore, real time detection of NO is extremely difficult [28].
Even after some years of NO research, it is still a challenge to optimize useful
methods for the detection of NO formation [29]. Up to now there are many dif-
ferent ways of NO detection whereas direct and indirect techniques are used for
the measurement. Direct NO detection methods often use the chemical behaviour
of the radical. Reactants are used that possess a strong linkage to NO. This stoi-
chiometric behaviour allows a concentration-dependent detection of NO. Products
of these reactions are characterised by an uncomplicated detection. The fast re-
action of NO with oxyhemoglobin [30] or the reaction with fluorescent dyes like
DAF (4-amino-5-methylamino-2′7′-difluorofluorescein) [31] as well as an agent
like DETC (diethyldithiocarbamate) [32] are used. Indirect techniques for NO de-
tection use products or metabolites of the NO pathway. One of these methods is
the arginine-citrulline-assay. It is based on the enzymatic conversion of the tritium
labelled arginine (L-[3H ]-arginine) to NO and L-[3H ]-citrulline. Afterwards, the
radioactive labelled citrulline is detectable [33]. All described assays are highly spe-
cialized experimental setups for the NO detection. But, they can not be applied to
ex-vivo detection of in-vivo NO formation. These assays need special characteris-
tics: It should work a) without prior in-vivo reactions or with prior applied reactants,
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and b) it should be highly sensitive. Additionally, the desired ex-vivo marker for NO
should be c) as specific as possible for the enzymatic NO formation.

18.6 On the Road to a Potential Sensitive Marker
for NO Formation: Is Nitrite a Candidate?

To understand the difficulties in selecting the right NO metabolite and the best de-
tection method the in-vivo metabolism of NO should be explained more detailed:
Enzymatically produced NO is released abluminally and into the vascular lumen.
Because of the rapid distribution and metabolism of NO a direct reliable quantifi-
cation of its basal production ex-vivo has been rather challenging. The majority
of intravascular NO is inactivated by its reaction with hemoglobin to form nitrate.
Nitrate concentrations are influenced by a variety of NO-synthase (NOS) indepen-
dent factors, including dietary nitrate intake, formation of saliva, bacterial nitrate
synthesis within the bowel, denitrifying liver enzymes, inhalation of atmospheric
gaseous nitrogen oxides, and renal function. Due to these factors and the high back-
ground level, small changes in plasma nitrate concentrations may not sensitively re-
flect acute changes in NOS activity. Apart from the predominant metabolism of NO
to nitrate a minor portion of NO undergoes conversion to nitrosated and nitrosylated
species and nitrite, respectively [34]. Formation of plasma nitros(yl)ated NO-species
(RXNO: the sum of S-nitrosothiols, N-nitrosamines, iron-nitrosyl species) may act
to conserve and transport NO. Whatever mechanisms may turn out to best describe
how the effects of NO are conserved in the circulation, it is clear that besides the
local actions it elicits NO can also be transported throughout the body to function in
a paracrine fashion, much like a hormone [35–38]. Although this process is likely
to be limited and the oxidation to nitrite is assumed to be the major pathway of
the mentioned reactions beside the oxidation to nitrate (Fig. 18.2). The rapid nitrite
metabolism appears to be a sensitive marker with an estimated half life of nitrite in
the range of minutes in protein containing samples. The half life allows the detec-
tion with high sensitivity. Therefore, nitrite detection was performed in biological
samples like blood which were rather challenging [39].

Detection systems are available to measure nitrite in the mM range in aqueous
samples. These methods include the well known Griess reaction and the high per-
formance liquid chromatography (HPLC). These approaches led to the first results
of nitrite detection in human plasma. In the Griess reaction, nitrite chemically reacts
with a diazotizing reagent, sulfanilamide, in acidic media to form a diazonium salt.
This intermediate then reacts with a coupling reagent, N-naphtyl-ethylenediamine,
to form a stable azo compound. The intense pink colour of the product can be de-
tected at its peak maximum absorption of 540 nm. The absorption is detected pho-
tometrically [40,41]. HPLC is a useful separation based analytical technique for the
determination of nitrite. An injector, two-piston pumps, a guard column as well as an
analytical column and a detector built the basis of this chromatographic system. The
analytes permeate through the analytical column at different rates due to differences
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Fig. 18.2 Metabolites of the L-arginine-NO-pathway. Oxidative products of NO in human plasma
are nitrite and nitrite which represent the major reaction products. Plasma NO can also bind to
different proteins (RXNO). Within the RBC, NO reacts with the heme groups of deoxyhemoglobin
to form iron-nitrosyl hemoglobin (NOHb) and with the cysteine at position 93 of the beta chain of
hemoglobin to form S-nitrosohemoglobin (SNOHb)

in their partitioning behaviour between the mobile liquid phase and the stationary
phase. Nitrite absorbs UV light at 200 – 220 nm. Therefore, a direct detection after
separation by using an anion exchanger and an UV detector set at 210 or 214 nm
is possible [42]. Up to date, more nitrite detection methods are available, but irre-
spective of this and the extremely improved methodologies, enormous differences in
nitrite levels were detected in human plasma. This can be explained with the varia-
tions in blood sampling and sample processing as well as with the methodological
problems inherent to the analytical procedures. Some methods do not possess the
sensitivity necessary to measure nitrite precisely. In addition, the analysis might be
affected by proteins, varying redox conditions, and trace contamination with nitrite
during sample processing [39].

To get an impression of the applicability of nitrite to be a marker for NO synthe-
sis three distinct analytical methods with adequate sensitivity were used to detect
nanomolar levels of plasma nitrite in different mammalian species in spite of sub-
tle differences in sample preparation. The gas-phase chemiluminescence, a method
that depends on the reductive conversion of nitrite to NO and subsequent detection
of the liberated NO by its reaction with ozone, an HPLC technique which employs
ion chromatography to separate nitrite from other plasma constituents, online re-
duction and subsequent postcolumn derivatization with the Griess reagent, and flow
injection analysis in combination with the Griess reagent, a method that employs
colorimetric reaction with nitrite without prior separation from other plasma con-
stituents was applied. All three used methods should measure similar plasma nitrite
levels, leading to the presumption that these methods are sensitive enough to detect
nitrite in biological fluids [43]. After evaluating a highly sensitive method we looked
for a characteristic of nitrite to be a marker for NOS activity. Therefore, eNOS in
the human forearm vasculature was stimulated which results in acute changes in
plasma nitrite concentration. Data from experimental studies underlined this result,
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showing that 70 – 90% of the circulating plasma nitrite is derived from eNOS. By
inhibition of eNOS activity with a selective eNOS inhibitor it could be demonstrated
that plasma nitrite is a sensitive marker for eNOS activity [43]. Besides many other
systems to detect NOS activity or NO directly or indirectly we established a system
with a high potential in examining NOS activity in experimental setups and in clin-
ical studies, as well. First results showed a decreased nitrite concentration in human
volunteers with increasing numbers of cardiovascular risk factors (smoking, hyper-
tension, hypercholesterolemia, obesity) [44]. In the future, it will be very interesting
to monitor the efficacy of therapeutic interventions influencing endothelial function
and the NO metabolism in clinical trials.

18.7 More Information About NO Interactions in the Blood

Since NO is released not only abluminally to exert its effects on cells of the vas-
cular wall, but also into the vessel lumen, a significant part of the NO produced by
the endothelium is believed to come into direct contact with blood. The fate of this
fraction of NO is thought to be dictated largely by its interaction with erythrocytic
hemoglobin. RBC are believed to be a major sink for NO by virtue of the rapid
dioxygenation reaction of NO with oxyhemoglobin to form methemoglobin and ni-
trate the second–order rate constant of which approaches 3 – 4 ×107 M−1 s−1 [45].
Although this reaction has appreciated widespread recognition as the major inac-
tivation pathway of NO in-vivo, recent results obtained in humans suggested that
this may not be the sole route under all conditions [46]. Modelling analyses showed
that endothelium produced NO reacted as rapidly with blood as it does with free
hemoglobin [47, 48]. Of particular importance in this context is the finding that
the reaction rate of NO with oxyhemoglobin within erythrocytes is limited by its
diffusion into the cell and occurs ∼1000 times slower compared to the reaction
with free oxyhemoglobin [47]. Consumption of plasma NO by RBC is reduced
by increased flow, an unstirred plasma layer surrounding the RBC, the cell-free
zone near the vascular wall, and a reduced diffusion rate over the cellular mem-
brane [49–51]. Alternatively, NO may bind to the heme group of deoxyhemoglobin
to form NOHb [52]. A third possibility is the reaction of NO, or a higher oxidation
product, such as NO2 or N2O3, with cysteine-93 of the β-globin chains (β-Cys93)
of hemoglobin, leading to formation of an S-nitrosated derivative of oxyhemoglobin
(SNOHb) (Fig. 18.2) [53]. SNOHb has been suggested to participate in the regula-
tion of blood flow [54]. This result turns the role of RBC in the NO metabolism.
The inactive scavenger becomes to be a “transporter” of bioactive NO.

Other indications for an active role of RBC in NO metabolism are findings de-
scribing a reaction of nitrite with hemoglobin of RBC. For a long time nitrite has
been considered as an end product of NO reaction with oxygen and without intrinsic
vasodilatory activity. However, recent studies have revealed a striking effect of ni-
trite infusions on forearm and systemic blood flow. Infusions of supraphysiological
and near physiological concentrations of nitrite into the brachial arteries of healthy
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volunteers significantly increased blood flow and were associated with the formation
of NO-hemoglobin-compounds. The verification of the chemical reaction between
nitrite and deoxyhemoglobin to form NO supports the idea of a novel function for
nitrite in the regulation of vasodilation [55]. This raises the question, whether the
application of nitrite may open new avenues for therapeutical approaches [56, 57].

18.8 Intravascular Sources of NO

NOS isoforms are described in all blood cells [58, 59]. But, taken together, a con-
stitutive NOS activity under resting conditions is not extensively characterized. Im-
pact of NO on blood cell function like leukocyte adhesion or platelet aggregation
is well described [13, 14]. Preliminary – and likewise not uniformly – data pointed
towards the possibility that RBC might carry NOS protein. Some diverging results
on RBC and the potential NOS activity are under investigation. Some groups pos-
tulated either a basal or total inactive NOS isoform or an origin by a nonenzymatic
NO synthesis within RBC [60].

This view could be enlarged by demonstrating that RBC constitutively synthe-
size NO. This NO formation is modulated by supplementation of eNOS substrate in
RBC. Using biochemical analyses of NO and bioassays for NOS activity, unequiv-
ocal evidence that RBC constitutively carry an active NOS could be provided. Thus
RBC not simply scavenges NO, but instead represent an important source of vas-
cular NO formation. RBC NOS resembles a variety of specific regulatory pathways
of eNOS, in that it is stereospecifically stimulated by the substrate L-arginine, it is
sensitive to common NOS inhibitors, and its regulation depends on the intracellular
calcium level and the phosphorylation at serine 1177 regulated by the PI3K. Ery-
throcytes carry important enzymes of the L-arginine metabolism, such as arginase
degrading the eNOS substrate, dimethylarginine dimethylaminohydrolase (DDAH),
an enzyme metabolising endogenous NOS inhibitors, and cationic amino acid trans-
porters. Although admittedly speculative, RBC might fine tune their NO production
via control of substrate availability [61].

The RBC NOS may substantially increase the local NO concentration at the im-
mediate vicinity of the outer membrane thus contributing to an intrinsic barrier pre-
venting consumption of NO derived from other sources than RBC themselves. Al-
ternatively, intrinsic NO formation may alter the electromechanical properties of the
RBC membrane such as proteins and lipoproteins preventing consumption of NO by
RBC.

18.9 The Potential Relevance of RBC NOS Activity

After the discovery and characterization of the RBC NOS the main question that
arises: What is the relevance of RBC NOS?
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It is supposed that RBC NOS is most important for the function and perfusion in
the microcirculatory bed. The microcirculation is defined as vessels with a diameter
of less than 150 μm. This definition includes arterioles (diameter 10 – 100 μm), cap-
illaries (4 – 10 μm) and venules (10 – 100 μm). The main mechanisms of blood flow
regulation in the microcirculatory bed are the active tone of the arterioles on the one
hand and the hemorheological properties on the other hand. In larger vessels with
a diameter of more than 30 μm the active tone and the vessel resistance, respectively,
are considered as the major determinant of the total resistance. But with decreasing
vessel diameter the contribution of hemorheology to the total resistance increases.
Rheology is the study of the deformation and flow of matter under the influence
of an applied stress. Corresponding to this definition, hemorheology deals with the
flow properties of blood. It can be distinguished between plasmatic factors such
as protein content and blood cell properties, for example RBC deformability, RBC
aggregation, platelet aggregation and platelet and leukocyte adhesion. It is known
that several of the mentioned blood cell functions are influenced by NO. Beside the
major role of NO, the regulation of the vascular tone, NO influences RBC deforma-
bility, platelet aggregation and adhesion of leukocytes to the endothelium. NO in the
cardiovascular system mainly comes from the constitutively expressed endothelial
NOS. But from the larger to the smaller vessels, the expression of the endothelial
NOS in the vascular wall is more and more reduced [62].

RBC deformability is an excellent example of the relevance of RBC NOS. RBC
passing through the capillaries need to be flexible as their average diameter of
7.6 μm is larger than the diameter of the smallest capillaries. RBC deformability
is not only modulated by NO produced by the constitutively expressed endothelial
NOS or by NO-releasing drugs, but by the RBC-derived NO. To test the hypothesis
that RBC modulate their deformability via endogenous NO synthesis, erythrocytes
were subjected to an assay which indexes the degree of cell flexibility in relation to
a flow rate of cells through a filter system. Stimulation of RBC NOS increased flow
rate and thus RBC deformability. Following NOS inhibition, or addition of the NO
scavenger oxyhemoglobin, erythrocytes became more rigid preventing the adequate
passage of red blood cells. In the microcirculation, where endothelial NOS expres-
sion level is low, RBC may regulate their deformability by their “own” NOS allow-
ing RBC to react on the special structural, functional and metabolic circumstances
during the passage through the capillary bed [61]. The mechanisms of NO influenc-
ing RBC deformability are still unknown. There are different methods measuring
RBC deformability, for example the filtration method [63], the ektacytometry [64]
or the micropipette aspiration [65, 66] (Fig. 18.3). As the described methods detect
different elements of RBC deformability, comparing measurements may help to un-
derstand NO action on RBC. In addition, in-vitro experiments showed as well, that
the activity of RBC NOS affects platelet aggregation. Stimulation of RBC NOS by
the substrate L-arginine results in a reduction of platelet aggregation whereas inhi-
bition of RBC NOS by a competitive inhibitor increases platelet aggregation. This
is believed to be an additional hint of the relevance of RBC NOS [61].

Until today, it is not possible to exclusively influence RBC NOS activity. Thereby,
it can only be speculated about the importance of RBC NOS in-vivo. It is suggested,
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Fig. 18.3 Measurement of RBC deformability. Different methods detect different aspects of RBC
deformability. The filtration of RBC forces the cells to fold and squeeze through the pores (A).
When measuring RBC deformability by ektacytometry RBC have to align and to elongate in de-
pendence of the applied shear stress (B). The micropipette aspiration is the only method that can
distinguish between the cytosolic and membranous component of RBC deformability (C)

that it may be most important in the microcirculation with its very small capillaries.
Two arguments underline this suggestion: 1. Endothelial NOS expression in the mi-
crocirculation is low. Therefore, NO derived from RBC NOS contributes to a main
part to the local NO production. 2. Due to the structural properties and blood flow
profile in the microcirculatory bed, blood cells are in close contact allowing direct
interaction between NO-producing RBC and other blood cells or the microvascular
endothelium.

Throughout the literature there are interesting links of a potential interaction of
RBC NOS to diverse relevant in-vivo aspects. NO determines survival in transgenic
mice over-expressing erythropoietin. In these animals, systemic inhibition of NO
synthesis was associated with occlusive RBC accumulation in terminal arterioles
and death of all animals within hours [67]. This result points to the relevance of RBC
deformability for the passage of blood through the microvasculature. NO donors
affect membrane fluidity and also the deformability of RBC [15, 68, 69]. The im-
pairment of RBC deformability via scavenging of RBC-derived NO may explain
the deleterious effects of blood substitutes containing free hemoglobin and also the
microcirculatory damage observed in sickle cell patients during hemolytic crises.
NO bioavailability is crucial in patients with sickle cell disease and modifications
of the circulating NO pool by inhaled NO or L-arginine exerts beneficial effects in
acute vaso-occlusive crises and pulmonary hypertension [70–72]. In general, RBC-
derived NO may be important in diseases associated with altered hemorheologic
features such as thalassemia, spherocytosis, thrombocytosis and malaria. NO is ben-
eficial in falciparum malaria by inhibiting adherence of infected RBC to the vascu-
lar wall [73]. Further investigations are needed to strengthen the relevance of RBC
NOS. Does RBC NOS also influence RBC aggregation and RBC adhesion to the
endothelium? Does RBC NOS affect platelet activation or adhesion? What are the
mechanisms of action on the cellular level?
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18.10 Outlook

The first step for a better understanding of the importance of RBC NOS in-vivo is
an improvement of the visualization techniques of the microcirculatory bed. Diverse
diagnostic tools in the clinical routine which examine the coronary or peripheral
microcirculation are developed. An example for the assessment of the coronary mi-
crocirculation is the quantitative coronary angiography. An intracoronary Doppler
wire can be placed through a catheter in distal segments of the coronary vascular
tree. On the tip of the Doppler wire probe a piezoelectric crystal is mounted which
is the key element of this technique. This technique gives information about the

Fig. 18.4 Original registration of Laser Doppler Perfusion Imaging (LDPI). A LDPI allows the
scanning of cutaneous microcirculation of extended areas. This technique can be applied for the
cold pressure test of the hand. The upper panel shows an original registration of the basal perfusion,
the lower panel the perfusion of the same hand after 30 seconds of ice water. B In addition, LDPI
can serve for the detection of the microcirculatory dynamics. The upper panel shows the field of
registration, the lower panel shows the changes in perfusion in the setting of a reactive hyperemia
(1: basal perfusion, 2: perfusion during arterial occlusion, 3: Perfusion after release of occlusion,
4: Return to baseline perfusion)
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blood flow velocity and the flow profile in the smaller coronary vessels. In addition,
the functional capacity can be measured as the coronary flow reserve after the coro-
nary application of a vasodilator, for instance adenosine or nitroglycerine. Due to
the invasive nature of the coronary angiography, intensive work is currently done
on the improvement of existing imaging techniques, for example contrast-enhanced
magnetic resonance tomography. In the peripheral circulation, the microcirculation
can be examined non-invasively by the Laser Doppler technique (Fig. 18.4). The
principle of this method is the reflection of the laser light by moving red blood cells.
In comparison to the emitted light, the reflected light shows a shift in its frequency
which is linearly dependent on the RBC velocity. But all mentioned methods have
a common restriction: they do show neither the vessels nor the blood cells directly.

For human investigations there are two methods that can visualize vessels on the
capillary level: the capillaroscopy and Orthogonal Polarized Spectral (OPS) imag-
ing. Capillaroscopy or capillary microscopy is usually applied on the finger nailfold.
The native technique allows the evaluation of the morphology and the capillary den-

Fig. 18.5 Videomicroscopic detection of the vascular structure and blood cells in the mouse model
of the dorsal skinfold chamber. This technique allows the analysis of the morphology and function
of the microcirculatory bed (A) and the real time detection of circulating blood cells (B). The red
rectangle indicates the location of the highly magnified section in B
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sity. After injection of a fluorescent dye blood flow velocity can be measured and
blood flow distribution patterns can be analyzed. In addition, the capillary pressure
can be examined by the cannulation of nailfold capillaries using very thin glass mi-
cropipettes [74]. OPS imaging is – simplified – a portable videomicroscope. Emitted
polarized light is absorbed by hemoglobin and reflected by the background. There-
fore, RBC appear dark in the resulting image. OPS can be applied on tissues covered
by a thin epithelial layer, for example the sublingual mucosa [75].

Not in human, but in animal studies, high resolution microscopy is on its way
in visualizing microcirculation on the cellular level. Different animal models have
long been used for intravital microscopy of the microcirculatory bed, for example
the rat or mouse mesentery, the cremaster muscle, the ear of the hairless mouse and
the hamster or mouse dorsal skinfold chamber [76]. With the technical progress in
real time image acquisition and analysis the investigations of the microcirculation
on the single cell have started (Fig. 18.5). The systematic real time assessment of
hemorheological parameters and the evaluation RBC NOS in-vivo can follow.
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Abstract Atherosclerosis is prone to develop at branches and bends of the arterial
tree, where laminar blood flow is disturbed by recirculation, with a non-uniform and
irregular distribution of wall shear stress. Vascular endothelial cells (ECs) form an
interface between the flowing blood and the vessel wall, and are exposed to blood
flow-induced shear stress. Recent evidence suggests that laminar blood flow and
sustained high shear stress modulate the expression of EC genes and proteins that
function to protect against atherosclerosis, whereas disturbed flow and the associ-
ated oscillatory and low shear stress up-regulate pro-atherosclerotic genes and pro-
teins that promote development of atherosclerosis. Understanding of the effects of
disturbed flow on ECs not only provides mechanistic insights into the role of com-
plex flow patterns in the pathogenesis of atherosclerosis, but also helps to define the
differences between quiescent (non-atherogenic) and activated (atherogenic) ECs,
which may lead to the discovery and identification of new therapeutic strategies.
In this chapter, we summarize the current experimental and theoretical knowledge
on the effects of disturbed flow on ECs, in terms of their signal transduction, gene
expression, structure, and function. Our purpose is to provide the basic information
on the effects of disturbed flow on ECs that is necessary to understand the etiology
of lesion development in the disturbed flow-regions of the arterial tree.

19.1 Introduction

Atherosclerosis, which is responsible for most cardiovascular-related morbidity and
mortality, develops preferentially in regions of the arterial tree where non-uniform
and irregular distribution of wall shear stress is generated by complex patterns of
blood flow. It has been recognized that hemodynamic characteristics determine the
location of lesions and contribute to the pathogenesis of atherosclerosis. Vascular
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endothelial cells (ECs), which form an interface between the flowing blood and
the vessel wall, occupy an unique location directly exposing to blood flow-induced
shear stress. Recent evidence suggests that laminar blood flow and sustained high
shear stress in the straight part of the artery down-regulate atherogenesis-related
genes [e. g., monocyte chemotactic protein-1 (MCP-1)] and up-regulate antioxidant
and growth-arrest genes in ECs. In contrast, disturbed flow observed at branch points
of the arterial tree and the associated oscillatory and low shear stress cause sustained
activation of MCP-1 expression in ECs and enhance monocyte infiltration into the
arterial wall. These findings provide a cellular and molecular basis for the explana-
tion of the preferential localization of atherosclerotic lesions at regions of disturbed
flow, such as the arterial branch points and curvatures. Understanding of the effects
of disturbed flow on EC signaling, gene expression, structure, and function not only
provides the molecular and cellular bases for the role of complex flow patterns in
the pathogenesis of atherosclerosis, but also helps to define the differences between
quiescent (non-atherogenic) and activated (atherogenic) ECs at the molecular and
gene expression levels, which may consequently lead to the discovery and identifi-
cation of novel atherogenesis-related genes and new therapeutic strategies. In this
chapter, we summarize the current experimental and theoretical knowledge on the
effects of disturbed flow on ECs, in terms of their signal transduction, gene expres-
sion, structure, and function. The discussion focuses mainly on vascular endothelial
responses to disturbed flow observed at branch points and curvatures and simulated
in the vertical step-flow channel. Our purpose is to provide the basic information on
the effects of disturbed flow on ECs that is necessary to understand the etiology of
lesion development in the disturbed flow-regions of the arterial tree.

19.2 Endothelial Dysfunction is a Marker
of Atherosclerotic Risk

Atherosclerosis is responsible for more than 50% of all mortality in the USA, Eu-
rope and some Asian countries. It is a principal contributor to the pathogenesis of
heart attack and stroke. The lesions proceed through a series of pathological stages,
including intimal thickening, fatty streaks, fibrous plaques, and the formation of
complicated plaques, and involve components including dysfunction of vascular
ECs and their interactions with circulating white blood cells (WBCs), platelets, and
lipids, the extracellular matrix (ECM), and activated smooth muscle cells (SMCs)
(Ross 1993; Lusis 2000; Libby 2002; Libby et al. 2002). ECs form an interface be-
tween the flowing blood and the vessel wall, and are subjected to various chemical
and mechanical stimuli (Ross 1993; Lusis 2000). In addition to serving as a per-
meability barrier, ECs perform many important functions, such as the production,
secretion, and metabolism of biochemical substances, the control of contractility
of the underlying SMCs, and the recruitment of circulating WBCs into the ves-
sel wall. Dysfunction of ECs induced by unfavorable chemical and mechanical
stimuli has been shown to be a critical pathogenic risk factor for atherosclerosis
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(Gimbrone et al. 2000) and its complications (Kinlay and Ganz 1997; Ross 1999;
Bonetti et al. 2003). The pathophysiological consequences of endothelial dysfunc-
tion include the impairment of EC-dependent vasodilation, increased permeability
to macromolecules such as lipoproteins, increased expression of pro-inflammatory
agents, enhanced recruitment and accumulation of monocytes in the intima as foam
cells, altered regulation in growth and survival of vascular cells (e. g., decreased EC
regeneration and increased SMC proliferation and migration), and altered hemo-
static/fibrinolytic balances (enhanced thrombin generation, platelet aggregation and
adhesion, and fibrin deposition) (Lerman and Burnett 1992; Gimbrone et al. 2000;
Bonetti et al. 2003). Biochemical and cellular factors that can cause endothelial
dysfunction especially relevant to atherogenesis include cytokines and chemokines,
growth factors, and hormones; infection by bacteria, viruses, and other pathogens;
chronic exposure to hyperhomocysteinemia and/or hyperlipidemia; and accumu-
lation of oxidized low density lipoprotein (oxLDL) and their components (e. g.,
lysophosphatidylcholine) within the vessel wall (Gimbrone et al. 2000). In addition,
various types of hemodynamic forces can also modulate the expression of patho-
physiologically relevant genes in ECs and the consequent modulation of their struc-
ture and function (Resnick and Gimbrone 1995; Gimbrone et al. 1997, 2000). The
possibility that hemodynamic forces act as atherogenic stimuli for endothelial dys-
function provides a rational explanation for the long-standing observation that the
earliest lesions of atherosclerosis characteristically develop in a non-random pat-
tern, the geometry of which correlates with branch points and curvatures, i. e., re-
gions with disturbed flow (Cornhill and Roach 1976; Glagov et al. 1988; Gimbrone
et al. 2000).

19.3 Correlation Between Lesion Locations
and Disturbed Flow Regions of the Arterial Tree

Blood vessels are constantly exposed to various types of hemodynamic forces, in-
cluding fluid shear stress, cyclic stretch, and hydrostatic pressure, induced by the
pulsatile blood flow and pressure. ECs bear primarily the wall shear stress, the com-
ponent of frictional forces arising from the blood flow and acting parallel to the
vessel luminal surface (Davies 1995; Fung 1997; Li et al. 2005). The magnitude of
shear stress can be estimated in straight vessels by using the Poiseuille’s law (Fung
1997; Malek et al. 1999), which defines that shear stress is proportional to the vis-
cosity of blood and inversely proportional to the third power of the internal radius of
vessel (Zamir 1976; Kamiya et al. 1984; LaBarbera 1990; Hishikawa et al. 1995).
Experimental measurements using different methods have shown that the magni-
tudes of shear stress range from 1 to 6 dynes/cm2 in the venous system and from 10
to 70 dynes/cm2 in the arterial network (Nerem et al. 1998; Malek et al. 1999).

There has been a long-standing observation that atherosclerotic lesions develop
near the arterial branches and curvatures, where the local flow is disturbed (e. g.,
non-uniform and irregular oscillation and recirculation) (Caro et al. 1971; Bharad-
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vaj et al. 1982; Zarins et al. 1983; Motomiya and Karino 1984; Asakura and Karino
1990; Nerem 1992; Malek et al. 1999). Conversely, the processes of lesion forma-
tion are generally absent in the linear regions of vasculature, which are typically
associated with less complex and more uniform flows. The atherosclerotic lesions
are preferentially located at the outer walls of bifurcations and regions of flow recir-
culation (Malek et al. 1999). In these geometrically predisposed regions, fluid shear
stress on the vessel wall is significantly lower in magnitude and exhibits directional
changes with flow separation and reattachment. Direct measurements and fluid me-
chanics analyses of models of these lesion-prone areas revealed that shear stress are
on the order of ±4 dynes/cm2 in these areas with a very low net magnitude, in con-
trast to the values of >12 dynes/cm2 in the lesion-free areas (Zarins et al. 1983; Jou
et al. 1996; Malek et al. 1999).

The co-localization of atherosclerotic lesions with regions of disturbed flow with
low and oscillatory shear stress has been shown throughout the arterial systems, in-
cluding carotid bifurcation (Zarin et al. 1983; Motomiya and Karino 1984; Gnasso
et al. 1997), aortic arch (Topper and Gimbrone 1999), coronary arteries (Asakura
and Karino 1990; Friedman et al. 1993), and infrarenal and femoral arterial trees
(Pedersen et al. 1997). For example, examination of pathological sections follow-
ing carotid endarterectomy showed greatest thickness of plaque in the outer wall of
carotid sinus, where recirculation flow occurs with the existence of low and oscilla-
tory shear stress (Zarins et al. 1987; Malek et al. 1999). Using echo-Doppler ultra-
sound to measure the wall shear stress in carotid arteries in young patients, Gnasso
et al. (1996) found an inverse relationship between the intima/media thickness ra-
tio and local wall shear stress. They further found that the lesion-affected human
carotid arteries exhibited significantly lower wall shear stress than disease-free con-
trols (Gnasso et al. 1997). Ku et al. (1985) showed that intimal thickening correlates
well with the oscillatory shear index in carotid bifurcation. High-speed cinematogra-
phy and flow dynamic analysis using microparticles in postmortem coronary arteries
showed good correlations of intimal thickening with regions of bifurcation having
disturbed flow and low shear stress (Asakura and Karino 1990); in contrast, the
flow-dividers and inner walls with high shear stress showed a lack of development
of lesions. Measuring the atherosclerotic lesions in patients with coronary artery dis-
ease using serial quantitative coronary angiography, Gibson et al. (1993) found that
the progression rates of lesions correlated inversely with the magnitudes of shear
stress under the control of systemic risk factors. The co-localization of atheroscle-
rotic lesions with disturbed and low shear regions has been further established in
human abdominal aortas both at autopsy (Pedersen et al. 1997) and with noninva-
sive magnetic resonance phase velocity mapping (Oyre et al. 1997; Oshinski et al.
1995). En-face examination of the luminal surface of human thoracic aortas showed
dilated intercellular clefts, irregular endothelial morphology with denuded regions
covered with platelets and WBCs, and accumulation of subendothelial macrophages
and lymphocytes; these changes were seen in the outer walls of the bifurcations, but
not in the inner walls or flow divider (Kolpakov et al. 1996). Similar localization
of atherosclerotic lesions has been found in studies on the aorta (Bassiouny et al.
1994; Sawchuk et al. 1994) and carotid arteries (Beere et al. 1992) of experimental
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animals. These non-random patterns of early atherosclerotic lesions, which are seen
in both experimental animals and humans, suggest that complex flow pattern and
the associated low and oscillatory shear stress are critical factors in the initiation
and progression of atherosclerosis.

19.4 In Vitro Studies on the Effects of Disturbed Flow on ECs

19.4.1 In Vitro Models for Studying the Effects
of Disturbed Flow on ECs

Several commonly used in vitro models have been developed for studying the effects
of fluid shear stress on ECs. These models include parallel-plate flow chamber and
cone-and-plate viscometer (Dewey et al. 1981; Usami et al. 1993). To simulate some
features of disturbed flow patterns near arterial branches and bends (e. g., flow sep-
aration and reattachment, recirculation, and non-uniform shear stress distribution)
(Ku et al. 1985), several in vitro models, including tubular sudden expansion (Karino
and Goldsmith 1979; Pritchard et al. 1995; Hinds et al. 2001) and backward-facing
step (i. e., vertical-step) (DePaola et al. 1992, 1999; Truskey et al. 1995; Chiu et al.
1998; Barber et al. 1998; Skilbeck et al. 2001), have been established to produce
a laminar eddy (Macagno and Hung 1967, 1970). An example of a typical vertical-
step flow model is shown in Fig. 19.1 (Chiu et al. 1998, 2003; Chen et al. 2006). The
vertical-step flow channel is composed of two parts with different channel heights
along its length. The glass slide with EC monolayers and the gaskets were fastened
between a polycarbonate base plate and a stainless plate, using vacuum suction or

Fig. 19.1 Diagram showing the parallel-plate flow chamber for vertical-step flow. The polycarbon-
ate base plate, the gasket, and the glass slide with EC monolayer are held together by a vacuum
suction applied at the perimeter of the slide via port, forming a channel with variable depth. Cul-
tured medium enters at inlet port through entrance slit into the channel, and exits through exit slit
and outlet port
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clamping. The channel width (w) is 10 mm. The entrance region has a height (h)
of 0.25 mm and a length of 15 mm; the main channel has a height (H ) of 0.5 mm
and a length of 45 mm (Fig. 19.2A). When a designated rate of flow is imposed into
the channel, a well-defined laminar recirculation eddy without transition to turbu-
lence is created immediately downstream of the step; this is followed by a region of
flow reattachment, and fnally a unidirectional laminar flow is re-established further
downstream. The experimental flow patterns can be visualized by phase microscopy

Fig. 19.2 Visualization of flow patterns created in vertical-step flow channel. A Schematic diagram
of the flow channel and test section. B Upper part: Phase-contrast photomicrograph (top view) of
experimental flow patterns in the vertical-step flow channel. Flow is from left to right and is made
visible with the marker particles. Flow separation occurs in the region distal to the step, forming
four specific flow areas: a, the stagnant flow area; b, the center of the recirculation eddy; c, the
reattachment flow area; d, the fully developed flow area. From on-line microscopic observations,
the particles transported from the bulk flow along the curved streamlines with decreasing velocities
towards the wall near the reattachment point (area c). Some of the particles moved in a retrograde
direction (upstream) towards the step in the eddy, while others moved forward to rejoin the main-
stream with increasing velocities. In the recirculation eddy, the particles moved upstream from
the reattachment point c with increasing velocities and then decelerated when close to the wall of
the step (area a). The particles were carried away from the surface of chamber by upward curved
streamlines as they approached the step. Lower part: Schematic drawing of the side view of the
streamlines in the vertical step flow deduced from the top view photograph. Reproduced with per-
mission from Chiu et al. (2003)
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using marker particles (Fig. 19.2B). Position “a” is the flow stagnation area; “b” is
the area below the center of the recirculation eddy; “c” is the reattachment flow area;
and “d” is located in the fully developed flow area. The flow separation region (i. e.,
areas a, b, and c) is designated as disturbed flow and the restored unidirectional
region downstream (i. e., area d) represents undisturbed laminar flow. Thus, this in
vitro model of flow disturbance permits the study of ECs located in different flow
environments in the same monolayer.

The wall shear stress created in the vertical-step flow can be characterized by
measurements using micron-resolution particle image velocimetry (μPIV) and by
computational simulation (Chiu et al. 1998, 2003). Figure 19.3A shows an example
of μPIV-measured near-wall velocity components and contours parallel to the sur-
face of the channel in the vicinity of the reattachment point [at a Reynolds number
(based on the inlet flow rate and hydraulic diameter) of 100]. The wall shear stress
distributions were determined from the measured velocity gradients at the wall or by
computational simulation (Fig. 19.3B) (Chiu et al. 2003). It is noted that large shear
stress gradients exist in the regions of flow disturbance, particularly at the sites near
the step and the reattachment point, where the mean shear stress values are very low
(0 ∼ 0.5 dynes/cm2). The shear stress below the center of the recirculation eddy in
disturbed flow is relatively high (∼6 dynes/cm2), in agreement with the findings
of Truskey et al. (1995). This high level of shear stress is apparently due to the
high velocity gradient of the recirculation eddy. The shear stress distribution in the
fully developed flow area (d) is nearly constant (∼7 dynes/cm2). These results in
the fully developed area are consistent with those obtained for a uniform Poiseuille

Fig. 19.3 Measurement of
wall shear stress in the
vertical-step flow channel.
A A representative plot of
the μPIV-measured near-wall
velocity components and con-
tours parallel to the surface
of the channel in the vicinity
of the reattachment point.
B Comparison of computed
and measured shear stress
distributions along the ax-
isymmetric centerline of the
flow channel. Reproduced
with permission from Chiu
et al. (2003)
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flow, τ = 6Qμ/(wH 2), where Q is the flow rate, μ is the dynamic viscosity, w is
the channel width, and H is the channel height.

19.4.2 Effects of Disturbed Flow on EC Morphology,
Cytoskeletal Organization, and Junctional Proteins

ECs change their shape in a flow pattern- and shear stress-dependent manner. An
example of morphological changes of cultured ECs induced by exposure to a dis-
turbed flow in vertical-step flow channel is shown in Fig. 19.4 (at a Reynolds number
of 243). A pronounced cell alignment with the flow direction can be observed in the
fully developed flow area d (unidirectional laminar flow) at a relatively high level
of shear stress (21 dynes/cm2). Most cells in areas a and c are rounded in shape,
as both areas have similar relatively static flow environments with a very low shear
stress (∼0.5 dynes/cm2); however, the cells in area b tend to be partly elongated
and aligned with the local flow direction due to the relatively high shear stress level
(22 dynes/cm2) below the center of the eddy. These results on cell shape and orien-
tation are comparable with those reported by the in vitro studies on steady laminar
flow (Dewey et al. 1981; Eskin et al. 1984; Levesque and Nerem 1985) and dis-
turbed flow (Davies et al. 1992; DePaola et al. 1992; Truskey et al. 1995), as well as
in vivo observations in the primate thoracic aorta (Davies et al. 1997, 2001), which
showed that ECs are aligned with the longitudinal axis of the vessel in a straight
segment with no branches, but they transform to a polygonal morphology in regions
around branches, where the shear stress is estimated to move back and forth across
the boundary region during each cardiac cycle. These results are also in agreement
with the in vivo findings by Nerem et al. (1981) on the rabbit aortic intercostal os-
tia that marked changes in EC morphology were found in the regions proximal and
distal to ostia as well as around flow dividers, where the flow is disturbed and the
shear stress gradient is high, whereas cells on the aorta are aligned with the flow
direction. These findings suggest that EC morphology and orientation may act as
a natural marker or indicator of the detailed features of blood flow.

The distribution and organization of EC cytoskeleton can also be altered by
changes in flow patterns and shear stress distribution (Franke et al. 1984; Ives

Fig. 19.4 The morphological changes induced in the confluent EC monolayer by exposure to
vertical-step flow. a stagnant flow area; b below center of the recirculation eddy; c reattachment
flow area; d fully developed flow area. The direction of the main flow is left to right. 0 h sam-
ple (control) was photographed from the same experimental monolayer before shearing. Modified
from Chiu et al. (1998)
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et al. 1986; Kim et al. 1989; Vyalov et al. 1996; Galbraith et al. 1998; Helmke
et al. 2000; Lee and Gotlieb 2003). When ECs are subjected to shear flow in the
vertical-step flow channel, one can observe their responses to both laminar and dis-
turbed flows in the same chamber. In the fully developed flow area d (with shear
stress of 21 dynes/cm2 at Reynolds number of 243) the ECs display very long,
well-organized, parallel actin stress fibers aligned with the flow direction in the
central regions of the cells (Fig. 19.5A), and the formation of bright F-actin bun-
dles at cell peripheries is prominent. In the disturbed flow areas (areas a and c)
where shear stress is low (∼ 0.5 dynes/cm2) and there is flow reversal, the actin
filaments tend to localize mainly at the periphery of the cells, and there are oc-
casional cells that have a complete or partial loss of peripheral F-actin microfila-
ments, together with the formation of random and short actin bundles. It is notable
that the distributions of actin filaments are similar in areas b and d of the vertical-
step flow; both areas have a relatively higher shear stress with a clear directionality
(21 – 22 dynes/cm2), albeit the directions are opposite (forward in b and backward
in d). These results are in agreement with those reported by others in vivo that low
hemodynamic shear favors prominent peripheral actin microfilaments (Vyalov et al.
1996) and high hemodynamic shear (Langille et al. 1991) promotes an increase in
central actin stress fibers. In general, the microtubules are distributed relatively uni-
formly throughout most cell regions, except for their accumulation adjacent to the
nucleus (Fig. 19.5B). Mostly, the microtubules display a linear organization and an
alignment with the flow direction in the fully developed flow areas (d), whereas
they show a randomly organized pattern within the cells in the disturbed flow areas
(areas a and c).

Different flow patterns and associated shear stress have also been shown to regu-
late the expression and distribution of intercellular junctional proteins in ECs. ECs
mainly express gap junctional proteins connexin (Cx) 40, 37, and 43, among which
Cx43 is the most prominent connexin in vitro (Bruzzone et al. 1993). Gabriels and
Paul (1998) reported that Cx43 immunoreactivity is present at specific vascular
branch points in rat aorta, but absent in samples of the ventral aortic wall distant
from branch points, suggesting an association of Cx43 protein expression with com-
plex flow conditions and spatial shear stress gradients. By using a vertical-step flow

Fig. 19.5 Fluorescence photographs of F-actin filaments (A) and microtubules (B) after exposure
to vertical-step flow for 24 h. a stagnant flow area; b below center of the recirculation eddy; c reat-
tachment flow area; d fully developed flow area. The direction of the main flow is left to right.
Magnification: 400×. Modified from Chiu et al. (1998)
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device, DePaola et al. (1999) demonstrated that flow disturbance and spatial shear
stress gradients in regions of disturbed flow can induce the expression of Cx43, with
sustained disruption of its punctuate distribution at cell borders and inhibition of in-
tercellular communication (demonstrated by dye transfer experiment), as compared
to the fully developed flow with constant shear stress. Dai et al. (2004) showed that
the Cx43 expression is up-regulated by athero-prone waveform (mainly disturbed
flow) of shear stress, whereas elevated Cx37 and Cx40 expression levels are associ-
ated with the athero-protective waveform (mainly laminar flow). These observations
in Cx patterns induced by athero-prone and athero-protective waveforms of shear
stress are in agreement with the in vivo findings by Kwak et al. (2002), who showed
that Cx43 is detectable in the endothelium covering the shoulder of the plaques in
human carotid arteries, whereas Cx37 and Cx40 are present in the endothelium of
nondiseased arteries and not detectable in the endothelium convering the plaques.
These results suggest a prominent role for complex hemodynamic flow conditions
in determining regional differences in gap junction expression and cell–cell com-
munication that may contribute to vascular pathological changes in regions of flow
disturbance.

19.4.3 Effects of Disturbed Flow on EC Proliferation
and Migration

There is considerable evidence that the growth status of ECs can be regulated by the
type of flow patterns and shear stresses to which they are exposed (for review see
Li et al. 2005). Earlier studies have shown that laminar shear stress causes a dose-
related reduction of EC proliferative rate (Levesque et al. 1990). It has also been
shown that ECs subjected to a long duration of laminar flow at sufficiently high
shear stresses have a lower rate of DNA synthesis than ECs under static condition
(Akimoto et al. 2000). Laminar flow has been shown to reduce the number of cells
entering the cell cycle, with the majority of cells being arrested in the G0 or G1
phase (Akimoto et al. 2000; Lin et al. 2000). ECs at branch points, where disturbed
flow predominates, appear to age faster (Cooke 2003). In human iliac arteries, ECs
at the branch points have shorter telomeres, consistent with a focal acceleration of
senescence (Chang and Harley 1995). ECs exposed to an in vitro model of disturbed
flow in a vertical-step flow channel turn over more rapidly than those kept in static
condition (Davies et al. 1986; DePaola et al. 1992; Tardy et al. 1997). The rate of
DNA synthesis is significantly higher in ECs in the vicinity of the reattachment flow
area than that in the laminar flow area (Chiu et al. 1998). Li et al. (2005) showed that
the enhancement of EC proliferation in the flow reattachment area is accompanied
by a sustained activation of extracellular-signal regulated kinase (ERK) and that this
disturbed flow-induced ERK activation can be abolished by the MEK/ERK inhibitor
PD98095. Moreover, disturbed flow may favor EC proliferation through the release
of p21 suppression of cyclin-dependent kinase (CDK) activity via G0/G1-S transi-
tion, as a result of the low shear stress (Akimoto et al. 2000; Davies 2000). These
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results support the notion that laminar flow, with a sufficiently high shear stress and
a definitive direction, serves a protective role by reducing EC turnover to prevent the
occurrence of lesions at the straight parts of arteries, whereas disturbed flow, with
a low and oscillatory shear stress and a high shear stress gradient, promotes EC
turnover that contributes to the formation and progression of atherosclerotic lesions
at branch points of the arterial tree.

Studies using the flow channel in vitro (Tardy et al. 1997; Hsu et al. 2001; Li
et al. 2005) and canine carotid-femoral grafts in vivo (Sprague et al. 1997; Wu et al.
1995) have shown that EC migration in wound healing is significantly enhanced by
laminar shear stress, whereas disturbed flow has less effect on wound healing. The
shear-induced directional migration may be related to the shear regulation of lamel-
lipodia protrusion and focal adhesions remodeling in the direction of flow (Davies
et al. 1994; Li et al. 2002, 2005). Such shear-induced protrusion of lamellipodia and
remodeling of focal adhesions and actin cytoskeleton in ECs have been shown to
be regulated by Rho family small GTPases (Davies 1993; Li et al. 1997, 2002; Hsu
et al. 2001; Hu et al. 2002; Wojciak-Stothard and Ridley 2003; for review see Chien
et al. 2005). In addition, shear stress enhances EC-ECM interaction, as demonstrated
by measuring the traction forces exerted by ECs on a deformable substrate (Li et al.
2005). Different flow patterns and associated shear stresses may exert differential
effects on EC-ECM interactions, which may consequently result in a differential
modulation in EC migration.

19.4.4 Effects of Disturbed Flow on EC Permeability

The intercellular junction of the normal endothelium, especially that in the straight
part of the arterial tree, does not allow the passage of macromolecules such as
lipoproteins. The atherosclerosis-prone areas such as branch points, however, have
been shown to have an increase in macromolecular permeability in studies on ex-
perimental animals (Bell et al. 1974; Stemerman et al. 1986). The arterial wall in
regions prone to atherosclerosis have increased uptake of fluorescent, radiolabeled
and chromogenic tracers used to represent serum lipoprotein particles (Weinberg
2004). In normal rabbit aorta, these lesion-prone branch sites have a permeability
that is about four times that of the lesion-resistant non-branch areas (Schwenke and
Carew 1989). In the porcine proximal external iliac artery, where there is a com-
plex blood flow pattern, endothelial permeability to albumin-tagged Evans blue dye
decreased with increased time-averaged shear stress in the physiological range; in
contrast, the permeability increased under oscillatory shear conditions with little
time-averaged shear stress (Himburg et al. 2004). By exposing EC monolayers to
disturbed flow in a vertical-step flow channel, Phelps and DePaola (2000) demon-
strated that the transendothelial transport of dextran (molecular weight 70,000) in
the vicinity of flow reattachment was significantly higher than that in the fully de-
veloped flow area. These in vivo and in vitro experiments suggest that endothe-
lial barrier function and macromolecular permeability can be regulated by flow
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disturbance and spatial variations in shear stress, which may contribute to the in-
creased macromolecular permeability found in the atherosclerosis-prone areas such
as branch points.

The mechanisms by which flow disturbance and spatial shear stress gradients
enhance macromolecular permeability in disturbed flow created in the vertical-step
flow channel in vitro or near the arterial branch points in vivo are likely to be mul-
tifactorial. The “cell turnover-leaky junction hypothesis”, which was proposed by
Weinbaum et al. (1985) and supported by several in vivo and in vitro experiments
(Lin et al. 1989; Chuang et al. 1990; Huang et al. 1992; Chen et al. 1995), sug-
gest that the intercellular junctions of ECs become widened and leaky to allow
passage of macromolecules such as lipoproteins as cell turnover rate is increased.
Systematic topographic mapping of the thoracic aorta of the rabbit has shown that
the regional distribution of EC mitosis and macromolecular permeability can be
correlated with high shear stress gradients. Since ECs in regions of disturbed flow,
particularly in the area of flow reattachment, have higher turnover rates in com-
parison to the cells under undirectional laminar flow (DePaola et al. 1992, 1999;
Chiu et al. 1998), it is very likely that the higher turnover rate of rounded ECs
in the vicinity of flow separation in arteries in vivo contributes to the local in-
crease in macromolecular permeability. In addition, disturbed flow may also di-
rectly influence endothelial integrity, and thus permeability, as a result of mod-
ulations of paracellular gaps and cytoskeletal organization (Albelda et al. 1988;
Casnocha et al. 1989). Local differences in flow patterns and shear forces among
neighboring cells in the disturbed flow region may widen the intercellular junc-
tions and increase macromolecule transport. This is consistent with the findings
by Phelps and DePaola (2000) that shear stress gradients can regulate intercellu-
lar junctional structure; specifically normal Cx43 gap junctions distributed at the
cell periphery are severely disassembled in regions of disturbed flow, whereas much
less disruption of the normal junctional pattern was observed in regions of fully de-
veloped flow (DePaola et al. 1999). Moreover, the expression of VE-cadherin, an
important intercellular adhesion molecule that plays a role in mediating endothe-
lial integrity and permeability (Dejana 1996; Corada et al. 1999), at EC borders
was found to be significantly higher in the descending thoracic aorta and abdomi-
nal aorta, where the pulsatile flow has a strong net forward component, than in the
aortic arch and the post-stenotic dilatation site beyond an experimental constric-
tion, where the flow near the wall is complex and reciprocating with little net flow
(Miao et al. 2005). VE-cadherin staining of the ECs in the flow channel showed that
prolonged exposure of ECs to pulsatile flow (12 ± 4 dynes/cm2 at 1 Hz) results in
a coutinuous staining of VE-cadherin at cell borders, whereas the reciprocating flow
(0.5 ± 4 dynes/cm2 at 1 Hz) results in a discontinuous staining (Miao et al. 2005).
The ECs in regions of flow reattachment with low shear stress magnitude and high
shear stress gradients may also have a complete or partial loss of peripheral F-actin
microfilaments in the periphery (Chiu et al. 1998). These redistributions of gap
junctions and cytoskeletal proteins in regions of flow disturbance may contribute
to intercellular widening, and consequently enhanced endothelial macromolecular
permeability.
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19.4.5 Effects of Disturbed Flow on EC Signaling
and Gene Expression

ECs respond to mechanical stimuli by converting them into intracellular signals
that ultimately regulate downstream gene expression and cellular function. There
have been extensive studies on the effects of laminar shear stress on the signal-
ing and gene expression in ECs (for review see Traub and Berk 1998; Chien et al.
1998; Chien 2003, 2007; Gimbrone et al. 2000; Davies et al. 2005; Li et al. 2005).
However, the mechanisms that signal the mechanical stimuli induced by disturbed
flow and regulate the downstream gene expression and cellular function have not
been fully clarified. In vitro studies using parallel-plate flow chamber or cone-and-
plate viscometer have identified a number of pathophysiologically relevant genes,
such as platelet-derived growth factor (PDGF)-BB (Hsieh et al. 1991; Resnick et al.
1993; Khachigian et al. 1995), intercellular adhesion molecule-1 (ICAM-1) (Nagel
et al. 1994; Tsuboi et al. 1995; Sampath et al. 1995), and MCP-1 (Shyy et al. 1994,
1995), whose expression is modulated by different types of shear stress (for review
see Chien et al. 1998; Chien 2003, 2007; Li et al. 2005). The induction of genes
in ECs exposed to shear stress is believed to involve the activation of various sig-
naling molecules, including protein kinases, calcium influx, inositol trisphosphate,
NO, cGMP, G proteins, reactive oxygen species (ROS), and a variety of transcrip-
tion factors, including nuclear factor-κB (NF-κB), early growth response factor-1
(Egr-1), and activator protein-1 (AP-1), which contains c-fos and c-Jun (Curran and
Franza 1988). Using a model of vertical-step flow and a quantitative image anal-
ysis technique, Nagel et al. (1999) demonstrated that ECs subjected to disturbed
flow with spatial variations of shear stress exhibit increased levels of localized NF-
κB, Egr-1, c-Jun, and c-fos in their nuclei, as compared with the cells exposed to
unidirectional laminar flow or maintained under static conditions. This differential
regulation of transcription factor expression by disturbed vs. laminar flows indicates
that regional differences in blood flow patterns in vivo, particularly the occurrence
of spatial shear stress gradients, may represent important local modulators for EC
signaling and gene expression at anatomic sites predisposed for atherosclerotic de-
velopment (Nagel et al. 1999).

It is difficult to analyze the effects of disturbed flow created in vertical-step flow
channel on gene expression in ECs, because changes of very local hemodynamic
environments occur in the channel with length scales of tens to hundreds of microns
and the cell numbers in different flow areas (i. e., flow separation, recirculation, and
reattachment) are sparse. A precise in-situ assessment of ECs in different flow areas
in the vertical-step flow channel is needed for comparisons of the gene expression
profiles induced by different flow patterns (especially laminar flow vs. disturbed
flow). The application of the microdissection or micropipette technique may be use-
ful for obtaining small numbers of ECs from regions with different flow patterns
in the vertical-step flow channel. To evaluate the degree of heterogeneity between
gene expression in individual ECs within different flow regions, an antisense RNA
(aRNA) amplication method (Eberwine et al. 1992; Davies et al. 2001) was applied
to individual ECs following their isolation by microdissection from disturbed and
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laminar flow sites. Transcription profiles of individual ECs isolated from disturbed
flow region exhibited more expression heterogeneity than those from laminar flow
region. Flow disturbance in vitro induced differential expression at the single gene
level, as illustrated for the expression of Cx43 (Davies et al. 2001). It is very likely
that within highly heterogeneous populations of ECs located in disturbed flow re-
gions, the expression of pro-atherosclerotic genes may occur within the range of
expression profiles induced by the local hemodynamics, which may consequently
contribute to the focal initiation of the atherosclerotic lesions (Davies et al. 2001).

There have been several reports showing the regulatory effects of disturbed
flow (created in a vertical-step flow channel) on the expression of pathophysiolog-
ically relevant genes or proteins in ECs. For example, Chiu et al. (2003) examined
the long-term effects of disturbed flow on the expression of adhesion molecules
ICAM-1, vascular adhesion molecule-1 (VCAM-1), and E-selectin on ECs using
immunofluorescence staining with antibodies against these proteins. The exposure
of ECs to vertical-step flow for 24 h leads to fluorescence-positive staining for
ICAM-1 and E-selectin expressions, but not for VCAM-1. Histochemical studies on
the activation of sterol regulatory element binding proteins (SREBPs), which cause
increases in the expressions of LDL receptor, cholesterol synthase, and fatty acid
synthase, in ECs have shown that, in contrast to the transient SREBP activation by
laminar flow, ECs in the disturbed flow region in a vertical-step flow channel exhibit
a sustained activation of SREBP and SRE-mediated gene expression, and hence en-
hanced LDL uptake and lipid synthesis (Liu et al. 2002). Dunzendorfer et al. (2004)
showed that laminar flow applied to ECs results in a down-regulation of gene and
protein expression of toll-like receptor 2 (TLR2), which has been found to be aug-
mented in activated ECs of atherosclerotic lesions (Edfeldt et al. 2002; Bjorkbacka
et al. 2004; Michelsen et al. 2004). Disturbed flow applied to ECs in a step flow
channel retains the responsiveness of ECs to TLR agonists such as lipopolysaccha-
ride and TNF-α.

Several in vitro studies using genomic approaches have identified a number of
pathophysiologically relevant genes in ECs that are regulated by different types of
shear stresses, including high and low laminar shear stresses, turbulent shear stress,
and disturbed flow (Garcia-Cardena et al. 2001; McCormick et al. 2001; Chen et al.
2001; Wasserman et al. 2002; Brooks et al. 2002). The results from these studies
have suggested that high-shear laminar flow modulates EC gene expressions and
functions that protect against atherogenesis, whereas disturbed flow up-regulates
pro-atherosclerotic genes or proteins that promote development of atherosclero-
sis. To more realistically assess the modulation of gene expression profiles in
ECs induced by mechanical forces that are actually present in the atherosclerosis-
susceptible and atherosclerosis-resistant regions of human arteries, Dai et al. (2004)
have analyzed the flow patterns present in the human carotid bifurcation, using
three-dimensional computational fluid dynamic analyses based on the actual ge-
ometries and flow profiles measured by magnetic resonance imaging (MRI) and
ultrasound. Their results showed that athero-prone and athero-protective waveforms
of shear stress differentially regulate EC gene expression, with up-regulation by
athero-prone waveform of a number of genes encoding pro-inflammatory [e. g.,
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IL-8, chemokine receptor 4 (CXCR4), and tumor necrosis factor receptor super-
family, member 21 (TNFRSF21)] and angiogenic functions [e. g., connective tissue
growth factor (CTGF)] and those implicated in atherogenesis [e. g., thrombospondin
1 (THBS1) and matrix metalloproteinase 1 (MMP1)] (Oemar et al. 1997; Galis
and Khatri 2002; Stenina et al. 2003). In contrast, exposure to the athero-protective
waveform of shear stress increased the expression of sets of genes that prevent devel-
opment of atherosclerosis [such as krüppel-like factor 2 (KLF2) and those related to
the NO pathway, including endothelial NO synthase (eNOS) and guanylate cyclase 1
α3 (GUCY1A3)] (Dekker et al. 2002; SenBanerjee et al. 2004; Wang et al. 2006).
This approach using actual profiles present in the atherosclerosis-susceptible and re-
sistant regions of human arteries facilitates the identification of genes that may have
direct pathophysiological relevance to the atherosclerotic disease process in vivo.

19.5 In Vivo Studies on the Effects of Disturbed Flow on ECs

In contrast to the many in vitro studies on the effects of disturbed flow on ECs,
there have been limited numbers of in vivo investigations on the EC responses to
disturbed flow, mainly due to the lack of appropriate in vivo model that can gen-
erate well-controlled flow patterns and the difficulty of determine the molecular
and cellular responses in vivo. There is a critical need of in vivo studies of cellu-
lar responses to disturbed flow to substantiate the in vitro findings of the effects of
disturbed flow on ECs. Hutchison (1991) investigated the effect of different flow
patterns on EC morphology in vivo by introducing graded stenoses (40 – 64% dia-
meter reduction) of dog common carotid arteries and examining the post-stenotic
velocity field with transcutaneous pulsed Doppler velocimetry. In this study, ECs are
found to be aligned and elongated in the direction of flow five diameters upstream
of the stenosis throat, where the flow is laminar with a relatively higher shear stress.
The cells are maximally rounded immediately downstream to the stenosis throat
and gradually returned to upstream elongation by five diameters downstream. Flow
measurements show the existence of a region of flow separation and low-velocity
recirculation between the stenosis and the downstream laminar flow area; thus, the
downstream cell rounding is associated with flow separation and low shear stress
value. Gabriels and Paul (1998) examined the relationship between altered shear
stress and Cx43 expression in vivo by inducing a flow disturbance in a segment of
abdominal aorta by coarctation. Within eight days, a strong but local up-regulation
of Cx43 is observed at the leading edge of the coarctation, suggesting that Cx43 ex-
pression can be modulated by changes in hemodynamic pattern in vivo. Miao et al.
(2005) introduced a local stenosis in the rat abdominal aorta with a U-shaped tita-
nium clip and demonstrated that VE-cadherin was highly expressed at EC borders
in the abdominal aorta at sites without stenosis, where the blood flow is laminar.
In contrast, there was little or no VE-cadherin expression in the EC borders in the
post-stenotic dilatation sites, where the flow is disturbed. With the same experimen-
tal model, Wang et al. (2006) further showed that KLF2 was highly expressed in
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ECs at laminar flow, but there was virtually no KLF2 expression in the ECs at the
post-stenotic sites, where the flow pattern is disturbed. These results indicate that
the EC structure and gene and protein expressions can be modulated by different
flow patterns in vivo in a manner similar to that observed in vitro.

Cheng et al. (2005) developed an in vivo model that can create a well-defined
disturbed flow and variations in shear stress to investigate their effects on the ex-
pression and intracellular distribution of eNOS. A cylinder with a tapered lumen
was placed around the carotid artery of rabbits and transgenic mice, in which eNOS
expression and distribution can be monitored by fusing a protein with green fluo-
rescent protein (GFP) (van Haperen et al. 2003). A region of low shear stress and
a region of flow disturbance with oscillatory shear stress were created upstream
and downstream of the device, respectively, and flow dynamics was measured by
a Doppler probe. The conical cylinder lumen induces a progressive stenosis of the
vessel and a gradual increase in shear stress in the stenotic zone. Strong induction
of eNOS was found in the EC membrane and Golgi complex in the high shear stress
region, as compared with the other regions and with the untreated control carotid
arteries. Both the low and oscillatory shear stress regions showed a 3-fold decrease
in eNOS mRNA expression, as compared with the control vessel (undisturbed shear
stress). By using en face immunostaining on carotid arteries with antibodies against
phospho-eNOS, they further demonstrated that the levels of eNOS phosphorylation
in ECs in the high shear stress region were significantly higher than the cells in
regions of low and undisturbed shear stress (6-fold) and oscillatory shear stress (2-
fold). This study represents the first report to show the responses of mRNA and
protein expressions in vivo to disturbed flow with spatial variations of shear stress.

Porat et al. (2004) showed that the expression of EC-specific receptor tie1 in the
arterial tree in tie1-lacZ transgenic mice is enahnced in vascular bifurcations and
branch points, i. e., regions with atherogenic disturbed flow. In aortic valves, tie1
promoter is exclusively expressed in ECs lining the inner aspect of the cup-shaped
cusps, but not in ECs at the outer aspect of the same leaflet. This asymmetrical
pattern of expression suggests that hemodynamic patterns play a significant role in
regulating tie1 induction. Flow disturbance induced by the surgical interposition of
a vein into an artery led to an induction of tie1 expression in the region immediately
downstream of the artery/vein junction, where the lumen enlargement due to expo-
sure to arterial pressure provides a geometry of post-stenotic dilatation. This tie1
induction by flow disturbance in vivo was confirmed by in vitro study using a step
flow channel, where the up-regulation of tie1 promoter activity is seen only in ECs
residing in the region of flow separation and recirculation downstream to the step.

To discriminate the gene expression profiles of ECs between sites of disturbed
flow and laminar flow in vivo, Passerini et al. (2004) conducted DNA microarray
study on fresh ECs isolated from regions of inner aortic arch (areas exposed to dis-
turbed flow) and descending thoracic aorta (areas exposed to laminar flow) of nor-
mal adult pigs and subjected the results to biological pathways analysis. In disturbed
flow regions, there is the up-regulation of several inflammatory cytokines and recep-
tors, as well as elements of the NF-κB system, which reflects a pro-inflammatory
phenotype. Athero-protective profiles are also seen in disturbed flow regions, no-
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tably an enhanced antioxidative gene expression. Thus, the gene expression pro-
file in disturbed flow regions may reflect a delicate balance between athogenic and
athero-proctive genes; the action of risk factors may tip the balance to initiate athero-
genesis. The study by Passerini et al. (2004) has provided the first public database
of regional EC gene expression in normal animal.

19.6 Summary and Conclusions

Atherosclerosis, although clearly associated with several systemic risk factors (e. g.,
hyperlipidemia, hypertension, smoking, obesity, and diabetes), has a preferential
localization pattern at the outer edges of blood vessel bifurcations and at points
of blood flow recirculation and stasis (Packham et al. 1967; Schwenke and Carew
1988, 1989; Wissler 1995; VanderLaan 2004). In these predisposed locations, fluid
shear stress on the vessel wall is significantly lower in magnitude and exhibits
changes and flow separation with high gradients; these features are absent in the
straight part of the vascular tree which are generally spared from atherosclerosis
(Glagov et al. 1988; Ku et al. 1985; Friedman et al. 1987). This striking correlation
between regional hemodynamics and atherosclerosis has motivated many studies
that have attempted to define a mechanistic role for hemodynamic factors, especial-
lay disturbed flow and associated variations of shear stress, in the pathogenesis of
atherosclerosis (Chien et al. 1998; Chien 2003, 2007; Gimbrone et al. 2000; Davies
2000; Berk et al. 2001; Li et al. 2005).

As an interface between the flowing blood and the vessel wall, EC monolayer is
directly exposed to changes in blood flow and associated shear stress, and its dys-
function has been well recognized as a critical early event in atherosclerosis. In this
chapter, we have summarized the current in vitro and in vivo studies on the effects
of disturbed flow and the associated variations of shear stress on ECs, in terms of
their signal transduction, gene expression, structure, and functions (for summary
see Table 19.1), which have been implicated in the initination and progression of
atherosclerotic lesions. In relatively straight segments of an artery with a laminar
flow and a physiological level of shear stress (10 to 70 dynes/cm2), ECs are aligned
and elongated in the direction of flow. In contrast, in areas of disturbed flow, the
ECs are more polygonal in appearance without a clear orientation, and there are re-
distributions of cytoskeletal organization and intercellular junctional proteins (e. g.,
Cx and VE-cadherin). These morphological changes are accompanied by increases
in cell turnover rate and DNA synthesis and a sustained activation of SREBP, which
may consequently contribute to the increases in permeability to macromolecules
such as lipoproteins, as well as lipid uptake and synthesis at the branch points.

Laminar shear stress in a physiological range activates signaling pathways that
induce endothelial elaboration of a number of vasoactive factors that promote va-
sodiation and suppress the proliferation and migration of SMCs (e. g., increased
expression of eNOS and production of NO) and inhibit adherence of circulating
blood elements (e. g., reduced expression of adhesion molecules and chemotac-
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Table 19.1 Summary of effects of different flow patterns and associated shear stresses on EC and
vascular biology

Laminar flow/high shear stress Disturbed flow/low and oscillatory shear stress

Vasodilation Vasoconstriction
Lower EC turnover Higher EC turnover
Lower macromolecular permeability Higher macromolecular permeability
and LDL uptake and LDL uptake
Lower DNA synthesis Higher DNA synthesis
Elongated and aligned phenotype Polygonal phenotype
Lower expression of adhesion molecule, Higher expression of adhesion molecule,
inflammatory, and chemokine genes inflammatory, and chemokine genes
Higher expression of antioxidant genes Lower expression of antioxidant genes
Inhibition of WBC adhesion and platelet Promotion of WBC adhesion and platelet
aggregation aggregation
Reduced oxidative stress Sustained elevation of oxidative stress
Reduced SMC activation Increased VSM activation
Promotion of endothelization Reduced endothelial repair

tic proteins such as VCAM-1 and MCP-1). Several atheroprotective genes, such
as antioxidant, anti-inflammatory, anti-coagulant, and anti-apoptotic genes, are up-
regulated by sustained laminar shear stress with a clear direction. In contrast, dis-
turbed flow with a low and oscillating shear stress and a high shear stress gradient
elicits factors that impair endothelium-mediated vasodilation and induce SMC ac-
tivation (e. g., reduced expression of eNOS and production of NO) and increase
adhesion of circulating blood elements (e. g., increased expressions of ICAM-1, E-
selecitin, MCP-1, and NF-κB). Transcriptional profiling of ECs in different flow
regimes reveals that ECs exposed to disturbed flow with a low and oscillatory shear
stress have significantly higher levels of a number of pathophysiologically relevant
genes whose products may serve pro-inflammatory, pro-coagulant, proliferative, and
pro-apoptotic functions, and hence promote atherosclerosis. All these findings indi-
cate that laminar shear stress in a physiological range maintains vascular home-
ostasis and plays protective roles against atherosclerosis, whereas alterations of EC
biology by disturbed flow with low and oscillatory shear stress would predispose
these arterial regions to atherogenesis (McLenachan et al. 1990; Topper and Gim-
brone 1999; Chien et al. 1998; Chien 2003, 2007; de Nigris et al. 2003; Li et al.
2005).

Atherogenesis involves interactions of multiple factors, including a complex ar-
ray of circulating blood cells and plasma components, their interactions with the
cells and matrix proteins of the arterial wall, and the effects of flow patterns on mass
transfer. Investigations on EC responses to disturbed flow will provide important
information concerning alterations in vascular signaling, gene expression, and func-
tion in the disease-prone regions. Combination of these results with data obtained
from ECs impaired from systemic risk factors such as smoking, hyperlipidemia,
hyperglycemia, hypertension, obesity, and diabetes will help to distinguish the acti-
vated or dysfunctional ECs from healthy or quiescent ECs. The consequences of dy-
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namic interaction between disturbed flow/oscillatory shear stress-induced changes
of EC biology and systemic risk factors will not only enhance our understanding of
the mechanisms of atherogenesis, but also the success of therapeutic modalities used
to modify disease progression and clinical outcomes. A major challenge in this field
is to integrate a large body of data on EC responses to disturbed flow at the signal-
ing and gene expression levels to identify useful biomarkers for atherosclerosis and
to discover novel molecular targets, thus facilitating the development of new ther-
apeutic strategies for this pathological change that underlies many cardiovascular
diseases.
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Abstract Sepsis is a systemic inflammatory reaction response to infection (SIRS).
It is difficult to diagnose and hard to treat, but the incidence in patients steadily in-
creasing. Sepsis is called “severe” if any organ fails; whereas septic shock involves
a failure of the cardiovascular system. The mortality rate for sepsis is 20 – 30%, ris-
ing to over 50 – 90% in cases of septic shock. Death may occur early in the course
of disease due to irreversible shock, or later due to development of multiple organ
dysfunctions. Hypotension is caused by myocardial depression, pathological vasodi-
latation and extravasations of circulating volume due to widespread capillary leak.
The endotoxin “lipopolysaccharide” (LPS) is the primary gram-negative bacterial
product responsible for sepsis. LPS causes a shock-like state with hypotension and
organ dysfunction when injected into animals and has predictable effects in healthy
humans. A single controlled intravenous bolus of E. Coli endotoxin evokes many
of the responses like malaise, headaches, nausea and vomiting, and clinical signs
such as tachycardia, tachypnea, leukocytosis and hypotension that characterise sep-
tic shock.

Red blood cells (RBC) affect blood flow and circulation in the micro and
macrovasculature depending on their membrane, cytosolic components and their
mechanical parameters. Most in-vivo studies conducted applying microorganisms
like Escherichia Coli to experimental animals, showed deleterious effects of the in-
fection on RBC. RBC deformability decrements and aggregation increments were
reported. In contrary, our in-vitro experiments adding LPS to whole blood could not
confirm these findings. The RBC deformability remained unchanged and RBC lost
their capability of forming rouleaux represents RBC aggregation, (p < 0.05). The
effect on RBC aggregation was observed visually (differential interference contrast
images), by RBC sedimentation rate and with the Laser Optical Rotational Cell An-
alyzer. Surprisingly, the loss of RBC aggregation was determined immediately after
LPS was added at concentrations of 1 – 10 μg/mL to whole blood. However, RBC
aggregation was reestablished after LPS containing plasma was exchanged with
LPS free plasma. Additionally, in plasma containing LPS, RBC appeared slightly
swollen. The measured RBC diameter increased significantly ( p < 0.05). The pos-
sible volume change of RBC was also followed by micropipette aspiration exper-
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iments. The RBC tongue length found significantly decreased after LPS applica-
tion (p < 0.05) that represented the possible RBC volume increase. These results
took our attention to plasma proteins and colloid osmotic pressure. In-vitro LPS
induced blood showed a significant immediate colloidal osmotic pressure decrease
(p < 0.05).

As septic shock occurs from volume depletion where the volume from circula-
tion is mostly lost because of the increase of endothelium permeability, possible
RBC water influx might constitute another reason for rapid volume depletion. The
in-vitro results are difficult to prove in in-vivo systems because of strongly controlled
homeostasis. The new hypothesis may open a new discussion on LPS-induced sepsis
and septic shock, potentially being followed by a new therapeutic approach.

20.1 Introduction

A review of the literature on sepsis leads to the following conclusions: sepsis is
difficult to diagnose and treat although the number of cases observed is steadily
increasing. The incidence of this condition has increased by over 300% in the last
twenty years. The mortality rate of patients with septic shock is 50 – 90% and is
currently the 10th leading cause of death [1].

Sepsis is characterized by systemic activation of the inflammatory and coagula-
tion cascades during microbial infection. As the inflammatory response to the in-
fection is uncontrolled, it may cause unsuppressed inhibition of fibrinolysis, thus
promoting thrombosis. Subsequently, the progression of sepsis leads to hypoten-
sion, microvascular dysfunction and disseminated intravascular coagulation. Hy-
potension is caused by myocardial depression, pathological vasodilatation and ex-
travasations of the circulating volume of blood due to widespread capillary leak [2].
Septic shock may follow sepsis, resulting in multiple organ dysfunction syndrome
and death. The condition is defined as severe sepsis if more than one organ fails,
and septic shock if there is a failure of the cardiovascular system. The synthesized
mediators may cause circulatory collapse and pan-endothelial injury that may in-
crease microvascular permeability everywhere in the body. Briefly the host reaction
to inflammation can be clinically manifested by the systemic inflammatory response
syndrome (SIRS) progressing – in response to infection – to severe sepsis, septic
shock, adult respiratory distress syndrome (ARDS) and multiple organ dysfunction
syndrome. Secondary infection may subsequently occur in addition to organ failure.

The endotoxin “lipopolysaccharide” (LPS) is the primary gram-negative bacte-
rial product responsible for many sepsis cases which is a principal initiator in the
pathogenesis of sepsis. LPS causes a shock-like state with hypotension and organ
dysfunction when injected into animals and has predictable effects in healthy hu-
mans. The history of lipopolysaccharides, recently documented by Rietschel and
Westphal [3], began in the 18th century. They searched for the fever and disease-
producing substance that was associated with unhygienic conditions. It was referred
to as the pyrogenic material, putrid poison, or toxin. By 1872 the possible role for



20.3 Markers in Clinical Diagnosis of Sepsis 499

living organisms in human disease allowed Klebs, a German bacteriologist, to at-
tribute the majority of military war deaths to a pyrogenic substance from micro or-
ganisms which he called “Microsporon septicum”. Two years later, a Danish pathol-
ogist Panum reported a non-volatile, heat-resistant, water-soluble, pyrogenic toxin
obtained from putrid matter. In 1892, Pfeiffer reported that the agent of cholera,
Vibrio cholerae, produces a pyrogenic, non-secreted toxin that is heat-stabile, in ad-
dition to a secreted, heat-labile toxin. He called it endotoxin, a term still used today
for the lipopolysaccharides that were later found to constitute endotoxins. Tech-
niques to extract and to prepare endotoxins which were sufficiently pure for use in
structural studies were slow to develop. In the 1930s and 1940s, fairly pure prepara-
tions were reported to consist of a polysaccharide, a lipid part, and a small amount
of protein, and received the name lipopolysaccharide [3]. In an infected host, small
amounts of LPS can be beneficial, as they can be used to stimulate the immune sys-
tem in order to shrink tumours; however larger amounts induce high fever, increase
heart rate, and lead to septic shock and death by lung and kidney failure, intravas-
cular coagulation, and systemic inflammatory response. The enterobacterial LPSs
(especially those of Escherichia coli and Salmonella enterica serovar typhimurium)
were most thoroughly studied.

Gram negative septic shock comprises 50% of total cases of sepsis. Endotoxic
shock is ascribed to lipid A attached to the LPS core polysaccharide common to
most gram negative bacteria [4].

20.2 Physiopathological Events During Sepsis

Mononuclear phagocytes recognise microbial structures such as endotoxins by
CD14 receptors. The CD14 receptor has no intracellular domain, and thus needs
the help of adjacent Toll-like receptors. Toll-like receptors are able to mediate the
signal into the cell, resulting in activation of nuclear factor κB , a transcription factor,
which promotes the synthesis and release of a variety of pro- and anti-inflammatory
cytokines by activated mononuclear phagocytes.

20.3 Markers in Clinical Diagnosis of Sepsis

The markers of systemic inflammation are very important to identify patients at risk
of severe sepsis or septic shock at an early stage of the disease. Systemic inflam-
mation is characterised by synthesized proinflammatory cytokines (tumour necrosis
factor, interleukin-1, and interleukin-8). These cytokines and vasoactive mediators
are some of the markers to diagnose sepsis. The most common current approach
in the diagnosis of sepsis and the most beneficial therapy is to check not a single
marker but rather to provide the necessary information. The set of markers reflect-
ing pro and anti-inflammatory activation profiles are mostly used. Tumour necrosis
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factor α and interleukin-1 are associated with the early pathophysiological events of
septic shock. Procalcitonin (PCT) is an innovative and highly specific marker used
for the diagnosis of clinically relevant bacterial infections and sepsis. Procalcitonin
supports early diagnosis and clinical decision-making which could direct a timely
effective therapy at the right time and prove cost-effective for critically ill patients.

20.4 Microcirculation and Sepsis

Sepsis is associated with haemodynamic alterations and microcirculatory distur-
bances. Early studies suggest that the microcirculation is a major site of endotoxin
attack during septic shock. More recent studies examined [5] possible impacts of
endotoxins on the microcirculation. Many changes take place, such as the slowing
of capillary blood flow due to depressed perfusion pressure as a result of systemic
pressure decrease and local arteriolar constriction. Observations suggest that the mi-
crocirculation is shut off early in severe sepsis, allowing the effects of hypoperfusion
and widespread capillary dilation to ultimately occur [5].

Decreased capillary blood flow during shock is a result of the failure in the nor-
mal passage of cellular elements, including erythrocytes and neutrophils. This defect
occurs, in part, because of decreased perfusion pressure, decreased deformability of
red and white blood cells, constricted arterioles, circulating obstructive fragments
(including hemoglobin), and the plugging of microvessels with “sludge”. Other fac-
tors include the adherence of cells to capillary and venular epithelial membranes
creating increased resistance to flow, loss of fluid through abnormal transcapillary
exchange, differential vascular resistance changes between various beds (e. g., in-
testinal vs. muscle), and the relative absence of regulatory neurohumoral control
of small vessel segments of the circulation. During sepsis/septic shock, endothelial
cells are reported to modulate vascular tone, control local blood flow, influence the
rate of leakage of fluids and plasma proteins into tissues, modulate the accumula-
tion and extravasation of white cells into tissues, and influence white cell activation.
As a result of the predominance of many destructive factors, a subsequent round of
tissue damage may occur. Because of prolonged capillary vascular stasis, deficient
flow, and factors released from injured cells, the microcirculation becomes a site for
uncontrolled bacterial growth enhanced by sustained hypoxemia, acidosis and tox-
aemia. These events may combine to contribute to the loss of normal cell integrity
and death of the host.

20.5 Therapy

Despite active treatment, the death rate of septic shock patients is very high. Losses
of intravascular integrity [6], and increased capillary membrane permeability are
the known causes of septic shock that conceals hypovolemic shock by internal fluid
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loss. Aggressive fluid therapy is very important during septic shock therapy. Septic
patients with impending circulatory collapse often need five or more litres per day
of fluid to support their blood pressure although the fluid which is given is not held
in circulation and lost to the third space permanently [7]. Crystalloids or colloids
may be used to this end, although crystalloids are preferred. Physicians often favour
plasma therapies rather than replacing the volume only with isotonic salt solutions.
Critically ill patients with sepsis may have strong hypoalbuminemia but albumin
supplementation to profoundly hypoalbuminemic septic patients has been shown to
have no clinically significant effect in reducing microvascular permeability [8].

20.6 Activated Protein C

Recombinant activated protein C (rhAPC) is a new treatment for patients with severe
sepsis [20] and recently, placebo-controlled randomized clinical trials demonstrated
the efficacy and safety of rhAPC for severe sepsis. As compared to a placebo, a 4-
day infusion of recombinant APC leads to a reduction in the occurrence of death
by 19.4% and an absolute reduction in the risk of death by 6.1% (p < 0.005) [21].
Protein C is a glycoprotein which occurs in blood plasma.

Activated protein C is an important natural anticoagulant, formed from protein C
by the action of the thrombin-thrombomodulin (TM) complex on the endothelial
cell surface. It inhibits tumour necrosis factor-α production and attenuates different
deleterious events induced by LPS, causing the significant reduction of mortality
in patients with severe sepsis [22]. Activated protein C effects on inflammatory
responses, especially leukocyte endothelium responses, and ischemia/reperfusion
induced organ injuries during sepsis to severe sepsis and septic shock cases have
been studied thoroughly [22–27]. In one of the studies, the administration of APC
decreased pulmonary vascular injury and hypotension as well as coagulation ab-
normalities by inhibiting production of the tumor necrosis factor-α in rats given
endotoxin [25]. In this study, it was concluded that the observations strongly sug-
gested that APC plays an important role in the regulation of inflammation as well as
coagulation. The anti-inflammatory and anticoagulant properties of APC are useful
in treating patients with severe sepsis.

20.7 Red Blood Cell Behaviour During Sepsis

Red blood cells affect blood flow and circulation in the micro and macrovasculature
depending on their membrane, cytosolic components and their mechanical param-
eters. Reactive oxygen species are continuously generated in the biological system
during infection, and play an important role in a variety of processes which are
strongly toxic for the organism as they can attack and modify a wide variety of bi-
ological molecules [9]. If the quantities of reactive oxygen species are so high that
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the organism cannot metabolise or inactivate them, surrounding tissues are nega-
tively affected and damaged [10]. Red blood cells have a well defined biconcave
shape allowing them to pass through narrow capillaries where they undergo large,
reversible, nonlinear elastic deformation. They represent a relatively simple cellu-
lar model system, compared to other biological cells. Recent studies have indicated
that RBC which are in close contact with activated leukocytes can be damaged, at
least in part by oxidative mechanisms, resulting in structural and functional alter-
ations [11–13]. Most in-vivo studies conducted applying microorganisms like Es-
cherichia coli to experimental animals, showed deleterious effects of the infection
on RBC [14]. This decreased flexibility may be responsible, in part, for the micro-
circulatory abnormalities accompanying sepsis [15]. RBC deformability decrements
and aggregation increments were reported although RBC aggregation remains con-
troversial during sepsis, septic shock, and toxic shock [14, 16, 17].

20.8 New Perspective

In our in-vitro experiments, where LPS was added to whole blood, no confirmation
could be made concerning the increase of RBC aggregation; RBC deformability
remained unchanged and RBC lost their capability of forming rouleaux (aggrega-
tion) (Fig. 20.1). Blood flow is strongly influenced by erythrocyte flow properties;
alterations of the cellular or membrane characteristics of RBC can affect haemo-
dynamics. RBC aggregability is one of the properties which plays a major role in

Fig. 20.1 Micro photographs of RBC Aggregation before (A) and immediately after (B) adding
10 μL PBS (A) or 10 μL LPS stock solution (0.1 μgLPS/1 μLLPS stock solution) to 1000 μL
whole blood (B). The images were chosen from areas where the most RBC appeared. The slight
RBC volume changes after LPS are present, although not visible to the naked eye
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haemodynamics. Determinant factors of RBC aggregation include the number of
RBC, RBC shape (contact area), RBC deformability, surface charge, concentration
of macromolecules (plasma proteins), size of macromolecules, shear rate in blood
flow, and the viscosity of the media. The effect on RBC aggregation was observed
microscopically (Fig. 20.1) and with the Laser Optical Rotational Cell Analyzer
(Fig. 20.2). Surprisingly, the loss of RBC aggregation was determined immediately
after LPS was added at a concentration of 1 μg/mL to whole blood (Fig. 20.2).
However, RBC aggregation was re-established after LPS-containing plasma was
exchanged with LPS free plasma. Additionally, in plasma-containing LPS, RBC ap-

Fig. 20.2 Typical RBC aggregation time course (n = 1) over two hours at room temperature. At
time zero, 1 μgLPS/mL whole blood was added. As seen here, the anti-aggregative LPS effect
appeared immediately after LPS was added to the sample

Fig. 20.3 LPS-induced RBC diameter increment due to adding 1 μgLPS/ml whole blood after 2 h
of incubation at 37 ◦C (n = 50). The RBC diameter shown here is a projected diameter
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peared slightly swollen. The RBC diameter of LPS added blood was found to have
been significantly increased to p < 0.05 compared to the control by evaluating mi-
croscopic images and by the Micropipette Aspiration Technique results (Figs. 20.3,
20.4 and 20.5). The whole blood colloid osmotic pressure was significantly low-
ered ( p < 0.05) in-vitro. Therefore, possible water influx can cause the RBC vol-
ume increase (Fig. 20.6). Together with the observed immediate RBC effects in the

Fig. 20.4 The same micropipette (borosilicate glass) was always used. The negative pressure was
constant (26 cm H2O column). The distance between the arrows shows the tongue length of RBC

Fig. 20.5 RBC tongue length (μm) before (n = 30/donor; 5 donors) and immediately after (solid
line) adding 1 μgLPS/ml whole blood or after 2 h incubation at 37 ◦C with 1 μgLPS/ml whole
blood (n = 3, 15 RBC/donor), respectively (error bars +/− 1 SD)
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Fig. 20.6 Colloid osmotic pressure (COP) of whole blood at room temperature (average of
5 donors). Left columns: immediately after LPS was added to whole blood, the COP decreased
significantly by 6%. Middle columns: 30 minutes after 1 μgLPS/ml whole blood, a COP decrease
of 8% was observed. Right columns: LPS-containing plasma was removed and replaced by LPS-
free plasma. The observed volume changes recovered to normal (∗ p < 0.05, error bars +/−1 SD)

presence of LPS, a biophysical mechanism for the effects can be established. The
possible water influx into the RBCs further negatively influences the circulation in-
sufficiency.

The LPSs resisted structural characterization by their amphipathic nature. Their
strong tendency to form aggregates made it difficult to determine their molecu-
lar weight. The discovery that the lipid region of LPSs could be separated after
weak acid hydrolysis helped to establish its general structure comprising of two or
three regions: a lipid region, a core, and a third region in bacteria-yielding smooth
colonies [18]. In the early 1980s, the structures of both lipid A and the core were
established. The regions moving from the bacterial membrane toward the outside
are: a lipid (called lipid A) linked to Kdo of the core oligosaccharide, itself linked
to the second glycoside if any, consisting of a sequence of repetitive subunits named
O-chain or O-specific antigens. The endotoxins were later recognized as the matrix
of the external leaflet of the bacterial outer membrane that form the major compo-
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nent (45%) occupying 75% of the surface of the bacterium. E. coli is estimated to
have 106 molecules per cell [19]. The polysaccharide moiety is directed outwards
from the bacterium surface, extending up to 10 nm from the surface. Although not
secreted by the cells, small amounts of the LPS are released when cell division oc-
curs and larger amounts are released by bacteria killed by antibiotics, phagocytosis,
the complement complex, or through treatment with divalent cation chelators.

The water movement towards RBC is strongly controlled by the osmolarity of
the environment. As the rapid LPS anti-aggregant effect on slightly swollen RBCs
was observed in our experiments, colloid osmotic pressure (COP) of whole blood
at room temperature (average of 5 donors) was determined. Immediately after LPS
was added to whole blood, the COP decreased significantly by 6%. Colloid os-
motic pressure decrease 30 minutes after 1 μg/mL LPS in plasma was 8%. Follow-
ing the removal of LPS-containing plasma and replacement by LPS-free plasma,
the observed volume changes recovered to normal (p < 0.05). The RBC tongue
length measurements (30 RBC randomly chosen in any sample) undertaken with
micropipette aspiration technique confirmed the MCV changes determined by mi-
crophotographs.
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Death sits in the intestines
Hippocrates (460–370 BC)

Abstract Increasing evidence suggests that most acute and chronic cardiovascu-
lar diseases and tumors are associated with an inflammatory cascade. The inflam-
mation is accompanied by activation of cells in the circulation and fundamental
changes in the mechanics of the microcirculation, expression of pro-inflammatory
genes and downregulation of anti-inflammatory genes, attachment of leukocytes to
the endothelium, elevated permeability of the endothelium, thrombosis, mast cell
degranulation, apoptosis, macrophage infiltration and growth factor release. Even-
tually there is resolution of the inflammation with formation of new tissue. But in
disease, the inflammatory cascade does not come to a complete resolution, indicat-
ing that a basic mechanism persists which triggers the inflammation. The trigger
mechanism(s) that may stimulate the inflammatory cascade is currently unknown
and the target of our research.

We present here a basic series of studies that was designed to explore trigger
mechanisms for inflammation in shock and multi-organ failure, an important clinical
problem that is associated with high mortality. We traced the source of the inflam-
matory mediators to the powerful digestive enzymes in the intestine. Synthesized in
the pancreas as part of normal digestion, they have the ability to degrade almost all
biological tissues and molecules. In the lumen of the intestine, digestive enzymes
are fully activated and auto-digestion of the intestine is prevented by compartmen-
talization in the lumen of the intestine facilitated by the mucosal epithelial barrier.
Under conditions of intestinal ischemia or epithelial stimulation, however, the mu-
cosal barrier becomes permeable to pancreatic enzymes allowing their entry into
the wall of the intestine. The process leads to auto-digestion of matrix proteins and
tissue cells in the intestinal wall and production of a previously undescribed class of
inflammatory mediators. These inflammatory mediators are released into the central
circulation, lymphatics and the peritoneal cavity. The observations are in line with
the hypothesis that multi-organ failure in shock may be due an auto-digestion pro-
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cess by pancreatic digestive enzymes. Our analysis leads to new opportunities; for
example, inhibition of pancreatic enzymes in the lumen of the intestine, serves to
attenuate the inflammation in several forms of shock.

21.1 Introduction

In the past decades a large number of important diseases have been shown to be as-
sociated with the inflammatory cascade. Tell-tale signatures and markers of the in-
flammatory cascade were initially demonstrated in chronic inflammatory diseases,
e. g. rheumatoid arthritis and gastritis, but then also in experimental forms of is-
chemia of the heart, brain, kidneys, intestine and many other organs. It was shown
that atherosclerosis, diabetes, chronic diseases like retinopathy, venous disease or
dementia, and more recently also cancer and arterial hypertension have inflamma-
tory markers [1]. These initial suggestions from experimental studies and small scale
clinical studies were recently examined in larger clinical trials with selected mark-
ers for inflammation and in a variety of patient populations. Many of these trials
reveal such high levels of correlation with clinical indices of inflammation that the
measurement of selected inflammatory markers, such as c-Reactive Protein levels,
has now been incorporated into clinical practice as a triage measure. An increasing
number of diseases has been shown to be associated with inflammation; in fact at
this stage we like to ask the question, which human disease is not associated with
inflammation?

The inflammatory cascade serves over a life-time as a repair mechanism after
an injury designed to initially eliminate and then restore new tissue, even if it is
only a scar tissue without its original functional cell types. The many steps of
the inflammatory cascade can be executed in all tissue and they are designed to
lead to the resolution of inflammation at critical stages of life, e. g. after birth or
trauma.

But in many of the diseases cited above, the markers for inflammation persist
for prolonged periods of time without resolution. This evidence indicates that the
root cause of inflammation remains present. It is our objective to identify the trigger
mechanisms that maintain the inflammation in selected diseases. Their identification
opens the door to prevention and optimization of medical treatment, quality of life,
and longevity.

In the following we will discuss a specific case, physiological shock with multi-
organ failure. In shock some of the strongest inflammatory signals are encountered,
and there are many experimental models to investigate mechanisms. Multi-organ
failure is associated with extraordinary high levels of mortality and therefore in
term of its medical significance it is a problem second to none. It is a frontier for
bioengineering research with a need for engineering analysis.
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21.2 Inflammation in Shock and Multi-Organ Failure

Mortality in shock, regardless of the causative agent or action (e. g. hypovolemic,
sepsis, cardiogenic, neurogenic, radiation-induced shock) has long been a poorly
understood problem. Original theories, especially with regards to hemorrhagic
shock, postulated the existence of ‘toxic’ mediators that interfered with the home-
ostasis of the body in the shock state, e. g. in form of bacterial or endotoxin
sources. While this idea has come in and out of fashion throughout the last cen-
tury, it is now generally accepted that inflammatory mediators, or ‘activators’ of
the cardiovascular and inflammatory systems are important and possibly modifiable
components of the shock paradigm. After activation, fundamental biomechanical
properties of cells in the circulation are altered with profound impact on the micro-
circulation.

It was first noticed by Barroso-Aranda et al. [2,3] that otherwise matched animals
that had higher circulating levels of activated leukocytes in their circulation dur-
ing hemorrhagic shock had higher resultant mortality. Leukocyte activation could
be demonstrated by use of a test (by nitro-blue tetrazolium reduction) that allows
quantitative evaluation of the level of superoxide production by these cells. This test
can be directly applied to fresh, unseparated blood samples, to maximize direct in-
sight into the state of activation in vivo. Furthermore, those animals that displayed
higher baseline levels of activated leukocytes pre-shock also had increased mortal-
ity secondary to the shock state. These results sparked a search in our laboratory
for inflammatory factors in plasma that might initiate or otherwise contribute to the
early manifestations of shock. Although many inflammatory mediators are thought
to be involved in shock, particularly septic shock, antagonists to different putative
mediators have been tried repeatedly with limited clinical success [4–6, 8]. Among
these target inflammatory mediators were endotoxin, cytokines, complement and
several others. The difficulty with targeting cytokines and other inflammatory me-
diators is that they appear downstream from the precipitating event and thus act in
a parallel fashion; attempting to block one mediator may be thus largely an exercise
with contradictory consequences. In fact, cytokines may be part of the repair mech-
anisms that are inherent in the inflammatory cascade and therefore a reflection of
the attempt to repair tissue and come to a resolution of inflammation. Blockade of
cytokines may impair repair more than it blocks progression of the inflammation in
shock.

The main issue is that these early interventions were oblivious to the actual
source of the inflammation, an issue that is especially pressing in the case of shock
due to the severity of the inflammatory signals. A critical experiment to demonstrate
that removal of a suspected inflammatory mediator from a shock plasma sample in
vitro leads to actual reduction of the inflammatory activity in the same sample is
missing in the shock literature. We were in the past not certain which are the impor-
tant and active inflammatory mediators in shock plasma or lymph fluid.

Thus we were most interested in elucidating the upstream trigger events in the
pathogenesis of shock with the hope to develop an approach of interrupting the
inflammatory cascade at its genesis.
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21.3 The Pancreas as a Source of Cellular Activating Factors
and the Role of Serine Proteases

Since we had found evidence of significant levels of inflammatory mediators in the
plasma of animals very early (within 40 minutes) in the shock state, we hypothesized
that it was possible that these activating factors were preformed and might simply
be released, rather than synthesized de novo.

To test this concept and identify more closely the organ source of inflamma-
tory mediators, we collected homogenates from small intestine, spleen, heart, liver,
kidney, adrenals, and pancreas and assessed their ability to produce inflammatory
mediators in vitro. Visceral organs from the rat were harvested, homogenized and
incubated at 38 ◦C for two hours in buffer to maximize any enzyme activity present
and then added to naïve isolated human neutrophils. Cell activation by organ ho-
mogenates was tested by microscopic examination of neutrophil pseudopod pro-
duction and oxygen free radical formation (lucigenin chemiluminescence produc-
tion and nitroblue tetrazolium reduction). Of all the organ homogenates examined,
the pancreas has by far the greatest ability to produce inflammatory mediators
(Fig. 21.1). This ability of the pancreas to activate cardiovascular cells, including
neutrophils and endothelium in vitro was replicated in the pig, suggesting that the ef-
fects of pancreatic homogenates on cells are a species-independent phenomenon [9].
These homogenates affect cells in the entire cardiovascular system, including the
microcirculation, circulating neutrophils as well as endothelium, increasing neu-
trophil cell adhesion and oxygen free radical production in in vivo mesentery prepa-

Fig. 21.1 Incubation of human PMNs with tissue homogenates from different organs in the rat
for 10 min (and then fixed with gluteraldehyde) demonstrate high levels of cellular activation in
cells treated with pancreatic homogenates but not from other organs. These results were duplicated
using other methods of defining cell activation, including NBT formation and lucigenin chemi-
luminescence production. ∗∗ p < 0.01 compared to controls. There are no significant differences
between levels of cellular activation between other tissue homogenates and controls
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rations. Circulating factors from pancreatic homogenates produce inflammation and
are rapidly lethal when injected into naïve control animals, both whole molecular
weight and low-molecular weight (filtered at 3 kD) homogenate fractions [9].

These findings are in line with Lefer’s studies of the “myocardial depression
factor”, a low molecular weight factor that circulates in shock and depresses car-
diac contractility, and appears to be of a pancreatic origin as well [10]. Thus the
inflammatory factors that produce activation of circulating cells and endothelium
may also be depressants of the cardiac myocytes. In fact, our collective experience
at this stage indicates that the inflammatory mediators generated in shock depress
just about all cell functions tested to date.

The key difference between the tissue homogenates derived from pancreas and
other organs appears to be the preponderance of digestive (serine) proteases in the
pancreas that are able to degrade tissue. Serine proteases appear to be necessary
in order to produce inflammatory mediators in both the pancreas and in other tis-
sues. This can be shown by the result that pancreatic tissue initially treated with
a serine protease inhibitor (e. g. Phenylmethylsulphonyl fluoride, PMSF) and then
homogenized is unable to produce inflammatory mediators, but if the protease in-
hibitor is added after homogenization there is no decrement in inflammatory activ-
ity [11]. While serine proteases can be pro-inflammatory by themselves we encoun-
tered in the organ homogenates also inflammatory mediators of lower molecular
weight that may be responsible for the shock state. The presence of inflammatory
mediators other than serine proteases can also be demonstrated directly by putting
tissue homogenates through low molecular weight (<3 kDa) filters. Such fractions
continue to retain inflammatory activity in the filtered low molecular weight ho-
mogenate [2, 13].

Although the pancreas possesses enzymes necessary to produce inflammatory
mediators from tissues, the target tissue that produces the mediators need not nec-
essarily be pancreatic in origin. Indeed, incubation of other organ tissues, such as
intestine and liver, with low concentrations of pancreatic homogenates results in the
production of inflammatory mediators by these tissues [9, 14]. The production of
inflammatory mediators by these tissues when incubated with purified digestive en-
zymes (either trypsin or chymotrypsin) further reinforces the idea that it is the prote-
olytic degradation of tissue that results in the release of inflammatory mediators [9].

All in all, these in vitro studies served to identify a major source of inflammatory
mediators in shock and gave birth to the hypothesis of auto-digestion by one’s own
pancreatic digestive enzymes.

21.4 Blockade on Pancreatic Digestive Enzymes
in the Lumen of the Intestine

To test the idea that these in vitro factors might have some in vivo relevance, we
subjected animals to splanchnic arterial occlusion shock, a severe shock model that
targets the intestine in particular by occlusion of the celiac and superior mesenteric
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arteries [15]. Intravenous pretreatment with a serine protease inhibitor (6-amidino-
2-naphtyl p-guanidinobenzoate dimethanesulfate, Futhan) led to a mild decrease
in mortality, suggesting that there may be some leakage of pancreatic proteases
into the systemic circulation (which may have also been secondary to inhibition of
other activated inflammatory systems) but was otherwise ineffective in preventing
the deleterious sequelae of the shock [15].

Repeating these experiments, however, with circulating protease inhibitors in the
lumen of the intestine during shock completely abolished the high levels of inflam-
mation seen by control animals in splanchnic arterial occlusion shock [16]. In these
experiments, the animal’s proximal duodenum and terminal ileum were connected
to an in-line peristaltic perfusion pump that perfused the small bowel with pro-
tease inhibitor or control solution during the shock period. Gut lumen circulating
serine protease inhibitors were effective in abolishing the shock, while control an-
imals or those perfused with xanthine oxidase inhibitors (another putative inflam-
matory agent) displayed no such improvement (Fig. 21.2). In addition to decreased
mortality, these experiments showed decreased levels of inflammatory mediators,
decreased lung edema, and decreased cellular activation compared with controls.
These results were achieved with a variety of serine protease inhibitors [17–19].
These findings have been replicated in endotoxic as well as hemorrhagic shock
models, indicating that a gut-derived inflammatory process may be more universal
in nature [20, 21].

Doucet et al. [22] confirmed the importance of enteral protease in the pathophys-
iology of hemorrhagic shock when he infused Futhan into the lumen of the intes-
tine of pigs, whose digestive tracts are similar to our own. Animals with intestinal
blockade of digestive enzymes need less transfusion fluids to maintain blood pres-
sure, exhibit decreased inflammation in the lungs, and display decreased injury to
the liver and small intestine.

Fig. 21.2 Mean arterial blood pressure (MAP) during (Occlusion) and after reperfusion (Reperfu-
sion) of the splanchnic arteries. MAP is significantly greater in both Futhan (n = 5) and Aprotinin
(n = 5) groups compared to control shocked animals (n = 5). ∗ p < 0.05, ∗∗ p < 0.01 compared
to controls. There are no significant differences in MAP between Sham SAO shock animals (not
shown) and Futhan and Aprotinin-treated animals by 120 min and 180 min, respectively
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21.5 What Mechanisms Prevent Auto-digestion?

Under normal physiological conditions, the intestine as the main digestive organ is
the single recipient of pancreatic digestive enzymes via the pancreatic duct. These
enzymes are fully activated and present in high concentrations as part of the diges-
tive process, capable of breaking down into molecular building blocks all proteins,
lipids, carbohydrates and nucleic acids that make up the food supply. From this point
of view it is an organ like no other.

In fact, we have to ask the question, what mechanisms facilitate digestion of
intestine that is part of a meal, without digestion of one’s own intestine. The answer
to this question may involve two mechanisms, (a) the use of a barrier that serves to
compartmentalize the high concentrations of digestive enzymes and prevent escape
from the lumen of the intestine into the wall and into the subepithelial space, and
(b) perhaps the presence of digestive enzyme inhibitors in the tissue compartments
that surround the lumen of the intestine. To date, we have found limited evidence
for significant pancreatic enzyme blockade in the wall of the intestine, sufficient
to deal with the high concentrations of the pancreatic enzyme concentrations in
the lumen of the intestine. The preponderance of the evidence points towards the
mucosal epithelium as a barrier for entry of digestive enzymes into the wall of the
intestine, i. e. a central role of the epithelial brush border.

21.6 Triggers of Shock Increase Intestinal Wall Permeability

Shock states are associated with elevated permeability of the brush border [23],
a situation that permits entry of digestive enzymes into the space between and un-
derneath the mucosal epithelium and initiation of the auto-digestion process [24].
Entry of digestive enzymes into the interstitial space of intestinal microvilli results in
their destruction to the point of complete breakdown of the mucosal barrier, expos-
ing the intestinal submucosa and muscularis to the full concentrations of pancreatic
digestive enzymes.

In trauma, sepsis, burns, and other insults, the onset of tissue injury results in
decreased blood flow to the gut region. Ischemia causes a rapid increase in per-
meability of the intestinal mucosal layer [25–29]. Reperfusion injury such as after
vascular surgery will also result in increased intestinal permeability, although not
necessarily solely due to an ischemic mechanism [30]. Triggers of shock, through
a diversity of mechanisms, all result in decreased barrier properties of the intestine
allowing first small molecular weight and then even macromolecules in the lumen
to enter the circulation, the lymphatics and the peritoneum through the wall of the
intestine.

Entry of proteases from the lumen of the intestine or already bound to the intesti-
nal wall through the intestinal wall may render the gut susceptible to permeability
changes. Light microscopy of the intestinal lumen shows clear degradation of the
microvilli during shock; microvilli of protease inhibitor-treated animals show in-
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tact mucosa comparable to that of control subjects [16]. To verify that proteases
can enter the intestinal wall during ischemia, Rosario et al. showed using in-situ
zymography that protease activity is indeed increased in the intestinal wall after is-
chemia [24]. It is easy to generate conditions that allow entry of digestive enzymes
into the intestinal wall.

In addition to the destructive action of the digestive enzymes under shock con-
ditions, a second injury mechanism appears to be present as well that affects other
organs, even if they are innocent bystanders not involved in the initial insult that
leads to the breakdown of the brush border permeability. Powerful inflammatory
mediators may be formed during cleavage of the wall [9]. Indeed, increased levels
of inflammatory mediators have been measured in the lymph of shocked animals,
portal vein blood, and peritoneal fluid [16, 25, 31].

21.7 Intestine as Source of Inflammatory Mediators in Shock

It has long been hypothesized that the intestine could be a major source of me-
diators that, upon introduction to the central circulation following reperfusion of
the intestinal blood supply, might lead to multiple organ failure [32–37]. Evans
et al. [38] performed one of the most direct studies showing that the intestine is
involved in the pathogenesis of shock. After excising 90% of the small intestine,
they showed a four-fold increase in the survival of animals subjected to endotoxic
shock.

Some of the important early manifestations of shock are the hemorrhagic, necrotic
lesions that form at various points along the intestine. This necrosis has been
experimentally linked directly to ischemia of the intestine and other shock trig-
gers [32,33,37,39,40,42]. In a modification of the above study, Evans et al removed
the ileum and jejunum from the gastrointestinal tract by anastomosing the proxi-
mal jejunum and terminal ileum to re-establish intestinal continuity and joining the
ends of the excised jejunum and ileum to form a loop with blood supply carefully
preserved. A week after surgery, they induced endotoxic shock. They saw both an
increase in survival and a reduction in hemorrhagic necrosis [40]. This protection
may have been due to prevention of new digestive proteases from the pancreas en-
tering the loop and inactivation of existing digestive proteases over the course of the
experiment.

21.8 Characterization of Protease-Derived Shock Factors

A key issue is to determine the nature of the factors obtained from protease digestion
of intestinal wall homogenates and their mode of operation. An important aspect
came to light with the use of tissue digests derived from the small intestine. High-
resolution light microscopy of neutrophils exposed to such protease digests over
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a broader time interval than used when looking solely for pseudopod formation
reveals that the protrusions from the cell surface grow with time and resemble less
pseudopods and instead more membrane blebs (Fig. 21.3, [43]). Blebs are fluid
filled detachments of the plasma membrane from the underlying cytoskeleton and
may grow to a size that is larger than the original size of the cell. Both leaflets
of the phospholipid bilayer may separate from the cytoskeleton or one leaflet may
separate from the other. We observe both types of membrane separation and a full
range of bleb sizes. Fluorescent labeling of actin filaments serve to confirm that the
protrusions contain no filamentous actin and thus are membrane blebs [44]. Thus
there is a need to determine what other effects besides activation the inflammatory
factors may have on neutrophils.

Since blebs are indicative of cell damage, we measured cell death by means of
a life/death indicator (propidium iodide uptake) in neutrophils. The cells were ex-
posed to intestinal wall homogenate digested for three hours by each of the three

Fig. 21.3 Four representative examples of neutrophils after exposure to buffer (top row) or intesti-
nal homogenate digested with chymotrypsin for 10 (2nd row), 20 (3rd row), or 30 minutes (bottom
row). The cells were fixed in 1% glutaraldehyde and stained with crystal violet in 3% acetic acid.
Blebs, round fluid-filled protrusions of the cell membrane from the underlying cytoskeleton that
do not appear to readily stain with the crystal violet, are clearly visible (arrows) after as little as 10
minutes with the digested homogenate. Scale at upper left = 10 microns. From [43]
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main proteases secreted by the pancreas into the intestinal lumen: trypsin, chy-
motrypsin, and elastase. Though the rate of cell death and the time of onset of death
varied considerably between proteases and between animals, all but two of the di-
gested homogenates killed a majority of the neutrophils within 80 min, and even
those last two homogenates had begun the process of killing neutrophils. Some ho-
mogenates even began to kill cells in less than 10 minutes, indicating the presence
of a powerful cytotoxic factor. Given its rapid rate, the cell death under these condi-
tions is probably due to a form of necrosis as opposed to apoptosis.

To verify that cytotoxicity could be achieved with the proteases present in the
intestinal lumen, we homogenized the enteral content and digested the intestinal
homogenates with it. The digests generated with luminal fluid, with its full com-
plement of pancreatic protease activity, generated highly cytotoxic samples. The
cytotoxicity was greater than the cytotoxicity generated by the use of individual pro-
teases (e. g. trypsin, chymotrypsin, elastase) [43]. What was surprising was that the
luminal fluid on its own was sometimes cytotoxic, though rarely to the same extent
as the intestinal homogenate digested with luminal fluid, suggesting that the luminal
fluid may contain, besides the pancreatic digestive enzymes, cytotoxic substrate as
well.

To link these findings to a traditional in-vivo model of shock, we subjected rats
to intestinal ischemia by splanchnic artery occlusion for three hours before collect-
ing their small intestines. The homogenates of shock rats, but not of control rats,
were cytotoxic, supporting our hypothesis that during shock cytotoxic factors are
produced in the intestine [43].

21.9 Cytotoxic Factors Derived from the Intestine

The finding that cell death in addition to cell activation may result from exposure
to intestinal digests may have major implications for investigation of shock mech-
anisms. The evidence supports the hypothesis that the intestine serves as a major
source for shock’s global inflammation. Cytotoxic factors produced in the intestine
may be responsible for the majority of multi-organ dysfunction and cell death ob-
served in the rest of the circulation. The products of necrosis are themselves inflam-
matory [32, 45], and upon reperfusion the inflammatory mediators will be released
into the lymph, circulation, and peritoneum.

Inflammatory mediators generated in the intestine and released into its venules
are absorbed under normal circumstances by the liver, as shown by a dramatic re-
duction of inflammatory activity from the high levels in the portal venous blood
coming from the intestine and the hepatic vein. But this absorption of the liver un-
der shock conditions is limited in time, especially under the condition in which
major parts of the intestine are ischemic and a source of inflammatory mediators.
At a time, when the absorption in the liver becomes deficient, and inflammatory
mediators leak into the central circulation the onset of multi-organ failure can be
observed [16].
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Another common condition during shock is Disseminated Intravascular
Coagulation (DIC) [46]. This pathology is observed following the uncontrolled
activation of clotting factors and fibrinolytic enzymes throughout small blood ves-
sels. Fibrin is deposited, platelets and clotting factors are consumed, and fib-
rin degradation products inhibit fibrin polymerization, resulting in tissue necro-
sis and bleeding. Coagulation normally occurs on the surface of platelets after
scrambblases in the plasma membrane flip aminophospholipids (phosphotidyl ser-
ine and phosphotidyl ethanolamine) from the inner leaflet to the outer leaflet giv-
ing coagulation factors a location to assemble [47]. It has been proposed that
exposure to debris from necrotic tissue can cause DIC because of the exposed
aminophospholipids [48]. Therefore, products of necrosis in the intestine that be-
come flushed into the circulation upon reperfusion in shock represent a possible
cause of DIC.

21.10 Removal or Blockade of Intestinal Cytotoxic Mediators

If cytotoxic factors in ischemic intestines contribute to the pathogenesis of shock
then it is of interest to determine ways of interfering with their production or remov-
ing them from the circulation. We serendipitously uncovered a method for removal
of inflammatory factors in vitro. In an attempt to reduce debris in the intestinal ho-
mogenates we passed homogenates through glass fiber. If filtration was performed
before protease digestion, it had little effect on the homogenate’s cytotoxicity. If,
however, homogenates were filtered after digestion, cytotoxic activity in the intesti-
nal homogenates could be largely reduced [43]. Filtration by size exclusion filters

Fig. 21.4 Neutrophil cell death caused by exposure for 20, 30, or 40 min to intestinal wall ho-
mogenates digested by filtered luminal fluid for 3 hours at 37 ◦C. Filtered luminal fluid was in-
cubated with PMSF and/or ANGD or buffer to inhibit digestive enzyme activity in the luminal
proteases prior to incubation with intestinal wall (final concentrations of inhibitors were 1 mM for
PMSF and 2.31 μM [1.25 mg/ml] for ANGD). Bars are mean ± SD: N = 4 animals. ∗: significant
vs. controls. #: significant vs. PMSF (Tukey-Kramer HSD significance test). From [43]



520 21 Bioengineering of Inflammation and Cell Activation: Autodigestion in Shock

was less effective at reducing cytotoxicity even though the hydrophobic glass fiber
filters have larger pore sizes.

An in vivo protocol for the use of this technique to remove cytotoxic or inflam-
matory factors once formed remains to be determined. In the interim, we are in-
terested in developing a method to prevent these factors from forming in the first
place.

Our current approach is to block pancreatic proteases in the lumen of the in-
testine. This raises the question of what protease inhibitors are most appropri-
ate. PMSF, a serine enzyme inhibitor reduces protease activity in luminal fluid
by approximately half [43]. Ethylenediaminetetraacetic acid and E-64, inhibitors
of metalloproteases and cysteine proteases, respectively, have no effect on pancre-
atic protease activity. Instead, a combination of Futhan, which is not effective on
its own at completely inhibiting the proteases, and PMSF provide dramatic inhi-
bition of proteases in the luminal fluid of the intestine. This combination of in-
hibitors then successfully prevents cell death from intestinal homogenates incu-
bated with luminal fluid that contains the full spectrum of pancreatic enzymes
(Fig. 21.4, [43]). Although PMSF cannot be used in vivo due to its toxicity, this
observation suggests future development of an inhibitor-based intervention against
cell death.

21.11 Conclusions

We traced the source of the inflammatory mediators in several forms of shock to
the powerful digestive enzymes in the intestine. Synthesized in the pancreas, as part
of normal digestion, they have the ability to degrade almost all biological tissues
and molecules. In the lumen of the intestine, digestive enzymes are fully activated
and self-digestion of the intestine is prevented by compartmentalization in the lu-
men of the intestine facilitated by the mucosal epithelial barrier. Under conditions
of intestinal ischemia or epithelial stimulation, however, the mucosal barrier be-
comes permeable to pancreatic enzymes allowing their entry into the wall of the
intestine. The process leads to auto-digestion of matrix proteins and tissue cells in
the intestinal wall and production of a previously unidentified class of inflammatory
mediators. We show that most of these are tissue degradation products generated by
pancreatic digestive enzymes. These inflammatory mediators are released into the
central circulation, lymphatics and the peritoneal cavity. The observations are in line
with the hypothesis that multi-organ failure in shock may be due an auto-digestion
process by pancreatic digestive enzymes. Our analysis leads to new opportunities;
for example, inhibition of pancreatic enzymes in the lumen of the intestine, serves
to attenuate the inflammation in several forms of shock. The procedure may have
clinical utility.

The analysis we have presented so far covers just the very first step of any bio-
engineering analysis, i. e. identification of the players involved. A key event is the
transport of digestive enzymes in the lumen of the intestine and the barrier prop-



21.11 Conclusions 521

erties of the mucosal brush border. Our elementary and qualitative understanding
of digestive enzyme transport in the intestine needs to be replaced by quantitative
models that take into consideration enzymatic activity and the interaction of diges-
tive products with the cells in the intestine and in the circulation. This will be an
important contribution by bioengineering to one of the most challenging clinical
problems.
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Abstract Vertebroplasty is an interventional radiology procedure used to treat ver-
tebral compression fractures. It shows promising results but has two major draw-
backs: the excessive injection pressure and the risk for extraosseus cement leakage.
To examine each of these problems, vertebroplasty is divided into intra- and ex-
travertebral components. The excessive injection pressure is an extravertebral prob-
lem because 95% of the injection pressure is extravertebral. Extant solutions are
cement delivery devices and lowering the cement viscosity. Additionally, the can-
nula can be redesigned to lower the friction and injection pressure. The extraosseus
cement leakage is an intravertebral problem. Literature recommends delaying the
injection to increase the control over the infiltration of cement; this hypothesis is
tested using a synthetic model. The bone cement has complex rheological proper-
ties, which are modified by altering the cement preparation and composition; these
may also play a role in controlling cement leakage. Combining the findings, con-
flicting demands on the cement viscosity are clearly demonstrated; the extraverte-
bral component demands low-viscosity cement while the intravertebral component
demands high-viscosity cement. The challenge is therefore to develop biomateri-
als, techniques and/or devices that can control the conflicting demands on cement
viscosity.

22.1 Introduction

Osteoporosis is a skeletal disease that causes gradual loss of bone minerals in tra-
becular bone thereby decreasing bone density and strength and making it more sus-
ceptible to fractures. Since older adults compose the fastest growing population seg-
ment in industrialized nations, osteoporosis is expected to escalate. It is diagnosed
using dual energy X-ray absorptiometry (DEXA) to measure the bone mineral den-
sity relative to a general population (T-score) and to a representative subset of the
population (Z-score), by age and gender.

In the United States, osteoporosis instigates 1.5 million fractures annually, with
almost half – 700,000 – being vertebral compression fractures (VCF) [1]. Compli-
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cations include acute pain syndrome, reduced spinal strength, deformity, and loss
of independence. The current annual cost of osteoporosis-related fractures in the
United States is at least US$ 5–$ 10 billion, with the prediction of an escalation to
over US$ 60 billion within a few decades [1].

Traditional treatments include bed rest, pain medication and external bracing yet
offer no cure [2], demonstrating the need for an improved treatment method. Ideally,
this will increase quality of life by liberating patients from pain and allowing them
to independently conduct activities of daily living.

The interventional radiology procedure of percutaneous vertebroplasty offers the
potential of fulfilling this need. Promising clinical results have led to its increasing
role in the treatment of VCF; an estimated 100,000 patients have already benefited
from its therapeutic effects.

22.2 Vertebroplasty: Minimally Invasive
and Cost-Effective Solution

Vertebroplasty is a minimally invasive, cost-effective procedure (about C$ 300 per
vertebra [3]) whereby bone cement is injected through a cannula under real-time im-
age guidance. It is increasingly used to stabilize vertebrae weakened by osteoporosis
or cancer. The bone cement is injected transpedicularly into the vertebra and flows
through the trabecular bone structure and, upon hardening, offering mechanical re-
inforcement [4–7]. Its main benefit is the reduced pain experienced by the patient,
with up to 90% of patients experiencing pain relief in the first 24 hours [8–14].

Regrettably, two important complications exist: the excessive pressure required
to inject the cement into the vertebra; and the risk of extraosseus cement leakage.

Fig. 22.1 The conventional
and redesigned cannulae are
similar in overall design; both
have a variable output surface
and a luer lock for syringe
attachment. The conventional
cannula has a constant di-
ameter while the redesigned
cannula has two – the diame-
ter of the proximal section is
twice that of the distal section
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The pressure required for injection can reach upwards of 2 – 3 MPa, which is well
above normal human capabilities [15–17]. If such high pressures are reached dur-
ing injection, the procedure may have to be aborted and result in insufficient fill-
ing. Equally important, is that the clinician’s concentration is shifted to applying
enough force to inject the cement rather than focusing on monitoring the procedure.
There are two main research directions focused on lowering the required injection
pressure: the design of mechanisms to ease the physical pressure required by the
clinician; and lowering the cement’s viscosity by altering, for example, the liquid-
to-powder ratio (LPR).

Cement leakage is a considerable risk because it is uncontrollable and unpre-
dictable, occurring in up to 73% of vertebroplasty procedures [15, 18–24]. Most
cases are clinically irrelevant [25] but all have the potential to result in spinal cord
compression, embolism or death [3, 14, 26–29]. The improvement of visualization
techniques contributes a large portion of research pertaining to the detection of ce-
ment leakage. Two common techniques are: (1) a vertebrogram, created to detect po-
tential leakage paths by injecting contrast agent into the vertebra prior to the cement
injection; and (2) fluoroscopy, to highlight the cement flow during the procedure by
adding radiopacifier to the cement. The latter method is limited because it requires
altering the cement’s composition and because it is reactive – that is, the clinician
must respond to visual clues. Another research direction is the biomechanical pre-
vention of leakage by gaining a thorough understanding of the forces underlying
cement flow.

This article will focus on the intraoperative biomechanics of vertebroplasty with
the goal of identifying the ideal conditions for a safe cement injection. The prob-
lem will be viewed systematically by dividing the injection into two components:
intra- and extra-vertebral [30]. This comprises the theoretical separation of the in-
jection pressure into infiltration and delivery components, respectively [31,32]. The
findings will then be combined to arrive at an optimal solution.

The biomechanical perspective on leakage is meant to provide insight into com-
plimentary methods of reducing or preventing leakage. Biomechanics will ideally
lead to a method of guiding the flow within a vertebral body, thus reducing the risk
of leakage. Visualization will ultimately continue to play a substantial role in ensur-
ing safety, even with a guided flow of cement. When combined, these methods will
give rise to a safe, reliable vertebroplasty procedure.

22.3 Extravertebral Biomechanics: Excessive Delivery Pressure

The extravertebral biomechanics are concerned with external aspects of injection in-
cluding delivery pressure, which must overcome friction in the cannula, and cement
preparation.

The infiltration and delivery pressures were compared in intact and damaged ver-
tebrae, using a valve to open and close a fenestration and acquire both measurements
from one vertebra. In this investigation, Baroud et al. [30] demonstrated that approx-
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Fig. 22.2 The injection pressures and volumes for a sample injection during cadaveric setting
using the conventional cannula design. The injection pressures were measured clinically using the
portable device shown. Laboratory results show a decrease in injection pressure of 60% by using
the redesigned cannula

imately 95% of the injection pressure is extravertebral, and that only the remaining
5% of the injection pressure is intravertebral. From this, the extravertebral delivery
component is identified as the bottleneck of the excessive injection pressure.

There are two existing methods of overcoming the excessive delivery pressure.
The first is to increase the pressure applied through the use of a cement delivery
device; and the second is to lower the cement viscosity to ease the injection. There
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are currently at least seven devices available on the market to increase the pressure
applied to the cement (e. g. V-max mixing and delivery system, EZFlow cement
delivery system, Osteoject), many of which employ a screw-driven mechanism. The
drawbacks are that they increase the risk of phase separation, where the liquid and
powder separate under pressure, and the risk of cement leakage, resulting from the
limited tactile feedback with these devices.

Building on the identification of the extravertebral pressure as the bottleneck of
injection, Baroud et al. [33] redesigned an 8-gauge cannula that features two dis-
tinct sections as shown in Fig. 22.1. The geometry of the distal third enters the
pedicles and is therefore governed by the anatomical limits and remains unchanged.
The diameter of the proximal two-thirds, which passes through soft tissue, is ap-
proximately twice that of the distal section. A theoretical model predicted a 67%
reduction in delivery pressure using these geometrical configurations. Laboratory
studies showed that the redesigned cannula reduced the injection pressure by 60%,
while ex vivo testing demonstrated a 44% reduction in injection pressure. Some re-
sults from Baroud et al. [33] are shown in Fig. 22.2. The key benefits are that it eases
cement injection by reducing the delivery pressure, it can be easily integrated into
the existing procedure, and it is cost-effective.

There are also a number of methods of reducing cement viscosity. It is common
clinical practice to increase the liquid-to-powder ratio during mixing; but the in-
creased amount of monomer may cause toxicity, and it decreases the setting times
for calcium phosphate (CaP) and calcium sulfate (CaS) cements. Another method is
to cool at least one component of the cement to delay polymerization and keep the
viscosity low for an extended period of time. The drawbacks of these methods are
similar to those of the pressure devices, albeit for different reasons. Phase separa-
tion is due to the non-uniformity of the dough formed from cooled components and
cement leakage is simply due to the lower viscosity.

A further method of reducing the cement viscosity is by altering the mixing
method, that is, using oscillations to enhance the mixing. Oscillation not only signif-
icantly lowers cement viscosity, but also has the benefits of significantly increasing
the handling time, injectability and reproducibility of the cements. Unlike the other
methods, this neither impedes the process of cement polymerization nor increases
the risk of phase separation or toxicity. Rather, it improves the cohesiveness and uni-
formity of the cement, which appears to play a role in reducing the risk of leakage.
However, as in other methods, lower viscosity may increase the risk of leakage [31].
The exact interplay between cement cohesiveness, viscosity and risk of leakage re-
mains to be examined.

22.4 Intravertebral Biomechanics: Risk of Extravasation

The intravertebral biomechanics describe the flow of cement within the vertebra;
they depend on the properties of the cement and the trabecular structure. Conversely,
they are not concerned with resolving the limitation of excessive injection pressure;
proposed methods of reducing internal pressure – venting the shell [27] or creat-
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ing a cavity in the trabecular bone [34] – have been deemed fruitless, as internal
pressure comprises such a small portion of the overall injection pressure. In other
words, intravertebral biomechanics are primarily concerned with reducing the risk
of leakage.

Leakage is the most serious complication that is preventing vertebroplasty from
becoming a routine procedure [35]. It is attributed to irregularities in the vertebral
body, such as blood vessels and vertebral compression fractures [36]. These irregu-
larities provide a directional preference for the flow and create a non-uniform infil-
tration where the cement spreads into projections like the fingers of a glove [35,36].
The key to controlling leakage is to guide the filling; that is, to ensure uniform infil-
tration overcomes the directionality from the vertebra’s irregularities.

Kyphoplasty offers one option for guiding the flow; a balloon is inflated inside
the vertebra creating a cavity into which cement is injected. This comparatively
expensive procedure (US$ 3000 per vertebra) has not demonstrated significant im-
provements over vertebroplasty, although claims have been made that it reduces
injection pressure, increases leakage and restores vertebral height. Although this
presents one alternative, it is not the focus of this review.

A delayed injection is an oft-recommended option, which allows the cement to
polymerize further prior to injection making it easier to control; the more viscous
cement has a lower Reynolds’ number, indicating stable and laminar flow. The hy-
pothesis therefore follows that the high-viscosity cement overcomes the directional
forces in the vertebra, thus creating a uniform pattern of infiltration.

This hypothesis must be tested using a synthetic model because of the tremen-
dous variability among biological samples. Within this model the properties affect-
ing the intravertebral flow of cement can be determined and understood, which is
vital to guiding the flow and controlling leakage.

A synthetic leakage model considering only the infiltration component of the
injection was created with the underlying requirements that it be physically accu-
rate, kinematically uniform and biomechanically representative. Morphological and
flow properties similar to osteoporotic vertebral bone were captured in custom-made
cylindrical porous aluminum foams [ERG Aluminum and Aerospace, California].
Specifically, the open porosity of the foam was measured to be 91.1% ± 0.6 using
a micro-CT (Fig. 22.3) and the permeability was measured as 8.47±0.26×10−8 m2

using Darcy’s flow protocol; these fit well in the osteoporotic range of bone [37].

Fig. 22.3 Micro-CT images of the trabecular bone (a) and customized trabecular bone substi-
tute (b)
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Fig. 22.4 From left to right, the radiographs a, b and c depict the cement distribution patterns
for the cases of immediate extravasation, moderate extravasation and no leakage, respectively. The
black area represents the distribution of the cement from superior to inferior. From left to right,
the cement was injected 3.5, 8 and 12 minutes following cement mixing, respectively. The graph
on the right depicts the digitalization that was performed to yield numeric values for the amount
of leakage

The porous foam samples were placed in polycarbonate syringes [20 mL Medallion,
Merit Medical, Utah], which contained the flow and gave rise to a uniform cement
infiltration. A 3 mm-diameter longitudinal ‘blood vessel’ was created in the model
to establish a path of least resistance to direct cement flow during infiltration. Fi-
nally, the cylindrical samples were saturated with a hydrogel [Jell-0, Kraft Canada]
to replicate the complete filling of the trabecular bone cavities with blood and bone
marrow and to reproduce the intravertebral pressure.

Using the synthetic model, appropriate methods for guiding the flow of cement
within the vertebra can be determined. Preliminary testing was conducted using
a constant flow protocol. The results show three distinct leakage/infiltration patterns
(Fig. 22.4) identified with respect to elapsed time from cement mixing: (1) immedi-
ate extravasation, where the cement recognized the path of least resistance immedi-
ately and resulted in a large amount of cement leakage; (2) moderate extravasation,
where a gradual delay in the time of leakage was observed and a smaller amount
of cement leaked; and (3) no leakage, where leakage was completely suppressed
and the infiltration was considered safe. These three infiltration patterns confirm the
hypothesis that delaying the injection increases the uniformity of filling.

22.5 Injectable Biomaterials

Cement behaviour is very complex; rheological properties other than the viscos-
ity affect the leakage phenomenon. It is hypothesized that – in addition to a low
Reynolds number – the yield stress, the viscoelastic properties and/or the cohesive-
ness of the cement are key determinants of the leakage effect.

In a recent review of injectable bone cements, Lewis [38] outlined the 18 desir-
able properties of bone cements; the most important of which were: easy injectabil-
ity, high radiopacity, and a constant viscosity during polymerization, i. e. between
mixing and delivery.

Bohner and Baroud [39] define injectability as the ability of a paste to remain
homogeneous during its injection; under pressure, this phase separation is known as
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filter pressing. This is the most common problem with calcium phosphate (CaP) ce-
ments, there are, however, certain additives that can improve their injectability. For
example, polysaccharides are a workability-improvement agent, which increase in-
jectability, ultimate compressive strength and fracture toughness of the polymerized
cement.

Until recently, radiopacifier was manually added to acrylic cements because
there were no FDA-approved cements with the required 10–50 wt% radiopacifier.
Although the addition of radiopacifier alters the cement properties, Carrodeguas
et al. [40] found the clinical addition of “sufficient” mass of radiopacifier to acrylic
cements to be “adequate”.

Determining the values of the viscosity of polymerizing cement is crucial to un-
derstanding the fluid dynamics of the flow through the cannula and the trabecular
bone. The study of the cement’s rheological properties, such as the complex vis-
cosity, could lead to the optimization of the cement’s composition and the cannula
design, as well as determining the optimum time and viscosity of injection; all of
which lead to minimizing the risk of extravasation.

Revisiting the synthetic leakage model described above, it can be noted that
the complex viscosity measurements of the cement were taken for each injection
time, as a measure of the ongoing polymerization. The cement’s complex vis-
cosity over time progressed in a sigmoidal relationship. The first and last sec-
tions had steep slopes, demonstrating the drastic increase in viscosity relative
to time, and the middle section joined them linearly, with a gradual increase in
viscosity.

Gisep et al. [41] compared the behaviours of five cements; two calcium phosphate
(CaP) and three acrylic cements were injected through a cannula. The injection force
required for the CaP cements was fairly constant over time, allowing for controlled
injections. Adding hyaluronic acid to chronOS Inject may have altered its behaviour
to that of acrylic cement; that is, it had an approximately linear force increase instead
of the characteristic exponential force increase of CaP cements. Consequently, all
of the chronOS Inject was delivered before reaching an injection force of 200 N,
while only 36% of the other CaP cement was delivered before reaching this force.
The acrylic cements were more consistent: 54 – 88% of all cements were delivered
at injection forces below 200 N.

22.6 Discussion

Cement injection, or vertebroplasty, is a procedure that has far-reaching and wide-
ranging socio-economic implications. In this paper, a combination of clinical, ex-
perimental and theoretical research is used to analyze the biomechanics of cement
injection with the goal of integrating the various findings. From this, a broader un-
derstanding of the factors that affect cement injection should be attained.

Upon concatenation of the “delivery” and “infiltration” components, the com-
peting demands placed on bone cements are evident. Although acrylic and CaP ce-
ments present different challenges for cement injection, both of them require low
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viscosities to facilitate delivery through the cannula. Conversely, the bone cements
must be high-viscosity to uniformly infiltrate the bone and decrease the risk of leak-
age. Furthermore, the force analysis reveals that approximately 95% of the injection
pressure is required to overcome the friction in the cannula, and that only 5% of the
injection pressure is required to infiltrate the bone cavities.

In summary, the most interesting global findings are that “delivery” comprises
most of the injection pressure and demands cements of low viscosity, whereas “in-
filtration” comprises very little of the injection pressure but demands cements of
high viscosity. The challenge is therefore to develop biomaterials, techniques and/or
devices that can control the conflicting demands on cement viscosity. Since the low
viscosity and high-pressure requirements of delivery conflict with the requirements
of infiltration, solutions that do not alter viscosity are preferred.

A further examination of the findings presented suggests that a window of safe
infiltration can be established. The window begins when leakage is eliminated in the
synthetic model and ends when the cement viscosity undergoes a rapid increase to
achieve complete polymerization. This window describes the period of time during
which the cement is viscous enough to safely infiltrate the trabecular structure but
before it is completely polymerized.

These results are corroborated by independent in vivo observations. By control-
ling the time at which injection begins, and thereby the cement viscosity, the clinical
incidence of leakage can potentially be significantly reduced in a porous medium
with irregularities, such as vertebrae afflicted by osteoporosis or cancer. The dif-
ficulty is that although the working time of the cement is about 17 minutes, it is
not manually injectable with a standard syringe and cannula after about 7 minutes,
which is about the same time that ‘no leakage’ occurs. In this situation, the re-
designed cannula discussed above may play an important role in cement injection.

It is important to note that a window of safe infiltration based on cement viscos-
ity does not address the problem of clinically controlling cement viscosity. Viscosity
varies with mixing time, injection time, liquid-to-powder ratio and clinician prefer-
ence. Some clinicians visually screen the cement by inspecting small samples of
cement injected into air to determine whether the cement has reached an appropri-
ate consistency for a safe injection. Evidently, this method of screening viscosity
depends on the clinician’s experience and preference. In response to this problem,
some manufacturers have attempted to introduce a viscometer to the vertebroplasty
technique.

A future use of the synthetic model is as an aid for rapid in vitro screening of bone
cements, as suggested by Lewis [38]. To accomplish this, these synthetic models
will require a set of international standards describing the injection protocol. At this
time, bone cements could be easily tested and compared using various rheological
and mechanical properties.

These biomechanical research methods are not competing with visualization re-
search; they aim to compliment each other by attacking the problem from two dif-
ferent angles. When combined, the two methods will produce a safe and reliable
vertebroplasty procedure.
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Abstract In the last decades our view of biological systems has changed dramat-
ically. One reason is an increasing awareness of molecular crowding in virtually
all living cells. An example for a crowded system is photosynthesis. At the first
glance, for many years the riddle of photosynthesis and the involved flow of elec-
trons seemed to be solved since long ago. Nearly all involved proteins were known
as well as most mechanisms of electron transfer within them. Between the photo-
synthetic proteins electrons were assumed to be transported via free diffusion of
electron carriers. However, the diffusion of these carriers within the photosynthetic
membrane may be strongly influenced by molecular crowding, which might nearly
completely restrict it. Nevertheless, effects of molecular crowding are only sparsely
investigated in the available literature although they show again that “the whole is
more than the sum of its parts” (Aristotle). Even if all single components of a process
are known, this does not mean that their interplay is really understood. Apart from
diffusion many other important parameters determining the metabolism in a cell or
within a membrane, like e. g. reaction equilibria, aggregation, self organisation or
reaction rates, are also influenced by molecular crowding. Hence, molecular crowd-
ing is an important but underestimated phenomenon that is worth to be investigated
in more detail already because of its omnipresence.

23.1 In the Crowd

Cells and biological membranes are packed with large molecules, especially pro-
teins, nucleic acids and complex sugars. Macromolecules are present as soluble
species and/or structural arrays at total concentrations of up to several hundred
grams per litre in essentially all physiological compartments [73]. In photosyn-
thetic membranes (thylakoids), e. g., an area of more than 70% is covered by pro-
teins [44, 87] (Fig. 23.1, left). Although local composition varies widely between
different systems, it is evident that most macromolecular reactions and processes
in vivo take place in environments in which macromolecules occupy a considerable
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Fig. 23.1 Photosynthetic membranes (thylakoids) as crowded systems. Left: Integral proteins lo-
cated within the thylakoids, randomly distributed. Altogether more than 70% of the membrane are
covered by membrane spanning proteins. The light harvesting complexes (light grey) are abun-
dant but they are not directly participating in electron transport. Right: Only those proteins are
shown that are involved in photosynthetic electron transport. Dark grey: Photosystem II, black:
cytochrome bf complexes

fraction of the total volume or area. Yet most biochemical studies of macromolecular
properties in vitro are carried out in dilute solutions in which the total concentration
of macromolecules rarely surpasses 1 g/l [24, 70].

Typically the concentration of each defined molecular species in a cell is low (sub
micromolar range). However, the combined density of macromolecular components
can reach very high values. Such media are termed ‘crowded’ or ‘volume-occupied’
rather than ‘concentrated’, because no single species of macromolecule is necessar-
ily present at a high concentration.

The term ‘macromolecular crowding’ connotes the non-specific influence of
steric repulsions on specific reactions and processes that occur in highly volume-
occupied media [73]. The concept of ‘non-specific interaction’ is widely misunder-
stood. Many if not most researchers still regard such interactions as an artefact of
a particular experimental system that interferes with the acquisition of meaningful
data [61]. Strategies such as extrapolation of results to zero macromolecular concen-
tration are devised for the reduction or elimination of the influence of non-specific
interactions on a test reaction. Although such procedures may be appropriate in cer-
tain specific experimental situations, they do not necessarily provide results that are
more meaningful in a biological context. On the contrary, significant non-specific
interaction is an unavoidable consequence of crowding and may have a huge in-
fluence on the process considered. Thus, extreme caution should be exerted in the
extrapolation of experimental results (acquired in dilute solutions) to function in the
intact cell or membrane.

Examples for processes strongly influenced by molecular crowding are:

• reaction equilibria;
• aggregation of molecules;
• diffusion processes;
• reaction rates.
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The influence of high fractional volume occupancy on the rates and equilibria of
macromolecular reactions taking place in crowded solutions or membranes has been
recognised since the 1960s, but the biochemical and biophysical implications of
these effects have only begun to be appreciated by the wider community of bio-
physiological and biomedical researchers within the last 10 years or so. Since the
beginning of this century, several minireviews on the subject of macromolecular
crowding have appeared [18, 24, 33, 60, 63].

An example for a crowded membrane are the thylakoids where photosynthe-
sis takes place. Here, membrane spanning proteins occupy more than 70% of the
membrane area [44,87]. However, diffusion between these membrane spanning pro-
teins is necessary for photosynthetic electron transport. Furthermore, many reaction
mechanisms in photosynthesis are not understood up to date and investigations ac-
counting for molecular crowding are sparse [66, 87, 88]. Yet, photosynthesis takes
place in a crowded membrane and it is to be expected that molecular crowding may
severely influence photosynthetic electron flow (Fig. 23.1). Thus, albeit photosyn-
thesis is arguably the most important biochemical pathway known, an important
factor influencing and maybe controlling it seems to have been severely neglected
in photosynthetic research during the last years.

This chapter aims at illustrating effects of molecular crowding on photosynthetic
electron transport as an example of a reaction, taking place in a crowded membrane.
A way to deal with crowding in photosynthetic membranes is introduced.

In the next section (Sect. 23.2), an introduction into molecular crowding will
be given followed by Sect. 23.3 on the basic concepts of photosynthetic electron
transport. Eventually, Sect. 23.4 shows the results of an investigation of photosyn-
thetic electron transport dealing with effects of molecular crowding in photosyn-
thetic membranes.

23.2 Macromolecular Crowding

Molecular crowding is more accurately termed the excluded volume effect, because
the mutual impenetrability of all molecules is its most basic characteristic [24]. This
non-specific steric repulsion is always present, regardless of any other attractive or
repulsive interactions that might occur between the molecules. In fact, its ubiquity
may cause steric repulsion to be taken for granted and their consequences to be
overlooked.

23.2.1 Excluded Volume

The mutual impenetrability of solute molecules, due to the Pauli exclusion, is ar-
guably the most fundamental intermolecular interaction. Because of steric repul-
sion, no part of any two molecules can be in the same place at the same time. That



546 23 Molecular Crowding: A Way to Deal with Crowding in Photosynthetic Membranes

part of the total volume where the centre of mass of a test particle cannot be placed
at a particular instant is called the excluded volume. Alternatively, the part of the
total volume that may be occupied is the available volume (Fig. 23.2).

How much of the intracellular or intramembrane area is unavailable to other
macromolecules depends upon the numbers, sizes, and shapes of all the molecules
present in each compartment. If the test molecule is very small compared to the
background molecules the available volume is nearly identical to the total unoccu-
pied volume (Fig. 23.2, left). In contrast, if the size of the test particle is comparable
to that of the background molecules, the available volume is considerably smaller
(Fig. 23.2, right). For example, in a solution containing 30% by volume of identical
globular molecules, less the 1% of the remaining volume is available to an addi-
tional molecule of equal size [25]. However, much more of the volume is available
to smaller molecules.

In order to illustrate the concept of excluded volume it is possible to employ
a macroscopic analogy [33]. Let us consider a beaker filled to the brim with peas.
Assuming perfect spherical shapes the randomly close-packed peas occupy about
65% of the volume of the beaker [85], leaving about 35% of the volume in the
interstices between the peas. Even though the volume between the peas is ‘empty’, it
is impossible to add a single pea. The interstitial volume is excluded to the peas or in
other words the available volume (i. e. the total volume minus the excluded volume)
for peas has become zero. However, the interstitial volume although not available
for peas is available for particles that are sufficiently smaller than peas, such as e. g.
grains of sand. If we pour sand into the beaker, it will fill in the interstices between
the peas. Due to geometrical restraints, however, it will only fill about 65% of the
interstices, leaving smaller interstices between the grains. Thus, the grains of sand

Fig. 23.2 Example of excluded volume considering spherical particles. The regions that are avail-
able to the centre of a test particle (white area) are restricted to those that are further from any other
particle than the sum of the radii of the test particle and pre-existing solutes. Left: For a test particle
much smaller than the background molecules only a small part of the volume in the box is excluded
(black and grey area). Right: For a test particle of similar size to the background molecules nearly
the whole volume is excluded and a test molecule can hardly be added to the volume
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will fill 35
100 · 65

100 , i. e.about 23% of the total volume of the beaker, leaving more
than 10% of the beaker empty. Whereas this volume is available for even smaller
particles it is excluded for the larger peas and grains of sand.

23.2.2 Reaction Equilibria and Aggregation

In freshman chemistry we are taught that the reactivity of a solute is proportional to
its concentration, or number of molecules of solute per total volume. In fact, this is
only strictly true in the highly dilute limit. In a crowded system solutes are spatially
constrained by steric repulsion to the available volume, thus, the effective (local)
concentration (i. e. the number of molecules per available volume) is different from
the overall concentration. Here, the reactivity of a solute species is determined by
the local concentration.

23.2.2.1 Effects of Crowding on Reaction Equilibria

The influence of volume exclusion on the thermodynamics of chemical equilibria in
crowded media becomes evident upon examination of a few simple but fundamental
relationships [57, 58]. Let us consider a generalised reversible reaction in solution:

r1 R1 + r2 R2 +·· · � p1 P1 + p2 P2 + . . . , (23.1)

where ri is the stoichiometric coefficient of reactant species Ri and pi is the stoi-
chiometric coefficient of product species Pi . The equilibrium molar concentrations
of reactants are related by the following relationship (law of mass action):

K = c p1
P1

c p2
P2

. . .

cr1
R1

cr2
R2

. . .
, (23.2)

with the equilibrium constant K and ci the concentration of species i . Consider-
ing the available volume a particle can occupy in highly crowded media, however,
defines an effective concentration, which can be much higher than the overall con-
centration in a crowded medium. In a solution of macromolecules interacting exclu-
sively via steric repulsion there exists an extremely simple relationship between the
effective concentration ai and the overall concentration ci of each molecule [52],

vtot

va,i
= ai

ci
≡ γi , (23.3)

where γi is termed the activity coefficient of species i , vtot is the the total volume,
and va,i is the volume available to species i .

Thermodynamics teaches that equilibrium constants are generally expressed in
terms of equilibrium activities rather than overall concentrations. According to
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Eqs. (23.2) and (23.3), the equilibrium constant K may be rewritten in terms of
activities:

K = a p1
P1

a p2
P2

. . .

ar1
R1

ar2
R2

. . .
· γ

r1
R1

γ
r2
R2

. . .

γ
p1
P1

γ
p2
P2

. . .
. (23.4)

Thus, K actually denotes an apparent equilibrium constant, which is composition-
dependent under crowding conditions. K is related to the ideal equilibrium constant
K 0 in the highly diluted limit according to

K = K 0� (23.5)

with the non-ideality factor � = γ
r1
R1

γ
r2
R2

. . .

γ
p1
P1

γ
p2
P2

. . .
. (23.6)

In dilute media the non-ideality factor equals one, and thus the apparent equilib-
rium constant K is identical to the ideal, highly diluted equilibrium constant K 0.
In a crowded medium, however, the effects of crowding on reaction equilibria and
reaction rates are highly non-linear with respect to the sizes and concentrations of
the interacting molecules. In highly crowded media, the activity coefficient of each
macrosolute – dilute as much as concentrated – may deviate from unity by as much
as several orders of magnitude, with potentially major impact on reaction equilibria
and rates in these solutions [18, 24, 33, 61, 73].

23.2.2.2 Aggregation and Self Organisation

The effect of molecular crowding on available volume, and thus on the non-ideality
factor �, is sensitive to the relative sizes (compare Fig. 23.2) and shapes of all
molecules present. The extent to which a particular molecular species excludes vol-
ume to other particles generally increases with the ratio of surface to volume of
that species. The larger the excluded volume (and hence the smaller, the available
volume) the higher is the contribution of steric repulsion to reduced entropy and
increased free energy. Thus, clearly, one of the ways in which the system can reduce
its free energy is to maximise the available volume (see e. g. [24, 62, 63, 73]).

A fundamental chemical consequence of macromolecular crowding is therefore
the facilitation of processes that lead to a decrease in excluded volume, which may
be accomplished in two ways. The first is by favouring compact conformations over
extended conformations of flexible macromolecules. The second is by favouring
macromolecular associations.

Equilibrium constants of macromolecular associations can be increased by as
much as two or three orders of magnitude, depending on the relative sizes and shapes
of the reactants and products, and on the size of the background molecules. For exam-
ple, the equilibrium constant for the association of a spherical monomer of molecular
weight 40,000 into a homodimer was found to be 8–40-fold larger (depending on the
specific volume of the protein) if the protein is expressed in E. coli, compared to its
value in an uncrowded solution [96]. For a tetramer, the shift is in the range 103 – 105.
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Another example is the spontaneous alignment and bundling of self-assembled fila-
ments, a phenomenon that has particular significance for cytoskeletal organisation.
For such large and elongated macromolecules, orientational ordering can also change
the available volume, as illustrated by J. Herzfeld [36], who showed that, under cer-
tain circumstances, crowding provides a non-specific force towards various forms
of spatial ordering of highly anisotropic macrosolutes.

These striking effects arise from the increase in available volume for the solute
molecules obtained when macromolecules bind to one another. The configurational
entropy of each macromolecular species decreases, and its contribution to the total
free energy of the solution increases. However, the binding is favoured because the
increase of the available volume increases the entropy of the solute molecules and
thus, the free energy of the whole system decreases.

Further examples changing the available volume are the formation of oligomeric
structures as fibrin, collagen, and multienzyme complexes in metabolic pathways,
and the formation of nonfunctional aggregates such as bacterial inclusion bodies
or the amyloid deposits (plaques) in some neurodegenerative diseases. In extreme
cases, like in the matrix of mitochondria, macromolecules are said to exist and
function in a quasi-crystalline state. Not only the binding or aggregation of macro-
molecules to one another change the available volume. Other processes causing
a change in available volume include the folding of newly synthesised polypeptide
chains into compact functional proteins, folding of nucleic-acid chains into more
compact shapes or the unfolding of proteins induced by stress. This situation may
represent a prerequisite for the self-organisation characteristic of all living systems;
thermodynamically, the process is entropy-driven due to water exclusion, similar to
the hydrophobic effect and protein folding.

23.2.3 Reaction Rates

During recent decades it has gradually become recognised that crowding can con-
siderably alter the reactivity of individual macromolecules, both qualitatively and
quantitatively. The effects of crowding on reactivity of macromolecules is also im-
plicated as one of the ways in which cells sense and respond to changes in their over-
all volume, induced by osmotic alterations caused by transport and metabolism [16,
24, 48, 64]. However, the ramifications of crowding are only now becoming more
generally understood. One such ramification is that it is not clear what are the rate
laws governing reactions occurring in vivo.

The classical Michaelis–Menten formalism for enzyme reactions [56,80] is based
on mass-action laws. However, the law of mass action relies on strict assumptions
concerning, for instance, the characteristics of the reaction medium, which must be
dilute, perfectly-mixed, and homogeneous. Certainly, many of these assumptions
fail in the case of biological reactions in living cells or bio-membranes. In partic-
ular, the law of mass action might become invalid in the case of diffusion limited
reactions [8, 29].
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The rate of slow reactions is ordinarily limited by the rate with which reactants
pass over a free energy barrier identified as a transition state. For slow reactions,
this rate is sufficiently low that the transition state may be treated as if it were in
equilibrium with reactants and products. For fast reactions, however, the rate of
association is limited by the rate with which reactants encounter each other. This
rate is dominated by translational diffusion, which decreases monotonically with
increasing crowding due to the presence of an increasing number of obstacles for
diffusion [53, 97]. As a consequence an inhomogeneous distribution of reactants
and products may develop and the rate of any biochemical process that is diffusion
limited will be reduced by crowding.

In recent years, biochemists have been using various computational frameworks to
extract rate laws or empirical reaction equations from numerical simulations. Lattice-
gas automata simulations of simple reactions in a particular class of heterogeneous
media (low dimensional and fractal media) by Kopelman [45, 46] have shown that
assuming an unbounded (or very large) reaction space in the asymptotic limit t → ∞,
the rate coefficient k is not a constant but rather has the time-dependent form

k(t) ∝ t−(1−p) , (23.7)

where p is a non-dimensional index quantifying deviations from the classical law of
mass action. This nonconventional type of kinetics has been referred to as ‘fractal’
kinetics. For well stirred reactions occurring in a homogeneous three-dimensional
space, p = 1, and the law of mass action is valid.

Fractal kinetics arise from a spatial self organisation of the reactants induced by
the properties of diffusion. In the case of the reaction A + B → C , the self organ-
isation can even lead to spontaneous segregation of the reactants into A-only and
B-only regions, a phenomenon called the Zeldovich effect [8, 67, 86].

Altogether the effects of crowding on biochemical reaction rates are complex
and poorly understood. On one hand crowding reduces diffusion (see e. g. refer-
ences [11, 25, 87]) and, hence, the rate of encounter. On the other hand crowding
increases the thermodynamic activities of the reactants. The precise net result of
these opposing effects depends upon the precise nature of each reaction and each
crowded system.

23.2.4 Evidence for Consequences of Crowding in Living Systems

Experimental and theoretical work has demonstrated substantial (order-of-magni-
tude) effects of crowding on a broad range of biophysical, biochemical, and physi-
ological processes, including e. g. nucleic acid and protein conformation and stabil-
ity, protein-protein and protein-DNA association equilibria and kinetics (including
protein crystallisation, protein fibre formation and bundling), catalytic activity of
enzymes and cell volume regulation [24, 61, 97]. In Table 23.1 a few sample obser-
vations are summarised.
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Crowding is not confined to cellular interiors, but also occurs in the extracellular
matrix of tissues such as cartilage; even blood plasma contains ≈ 80 g/l of protein,
a concentration sufficient to cause significant crowding effects.

In the following, photosynthetic electron transport as an example for a process
taking place in a crowded membrane will be examined in more detail.

23.3 Photosynthesis in a Crowded Environment

Photosynthesis is one of the most important processes for life on earth; nearly all life
depends on it. It is a complex process, comprised of many coordinated biochemical
reactions occurring in higher plants, algae, some bacteria, and some protists. Pho-
tosynthesising organisms are collectively referred to as photoautotrophs. On one
hand photosynthesis fixates carbondioxide, a process that gained increasing atten-
tion during the last years in the context of the green-house effect. On the other hand
photosynthesis delivers oxygen, necessary for respiration. Photosynthesis uses the
energy of light to produce glucose. Simplified, the overall reaction of this process
can be written as

6CO2 + 6H2O + light energy → C6H12O6 + 6O2
carbon dioxide + water + light energy → glucose + oxygen

Photosynthesis occurs in two stages. In the first phase, also called the light reac-
tions, the energy of light is captured and used to produce high-energy molecules
like ATP and NADPH via photosynthetic electron transport. During the second
phase, the light-independent reactions (also called the Calvin Cycle), the high-
energy molecules are used to capture carbon dioxide (CO2) and produce the precur-
sors of glucose. Both stages, the Calvin Cycle located in the matrix of the chloro-
plasts (stroma), as well as the light reactions proceeding within the photosynthetic
membrane (thylakoids), are taking place in an environment where molecular crowd-
ing may play an important role.

The focus of the work presented here will be on the light reactions taking place
within the thylakoids. In this Section the basic concepts of photosynthetic electron
transport in a crowded membrane and resulting problems will be outlined. First,
the basic principles of photosynthesis will be introduced. This will be followed by
a paragraph placing special emphasis on diffusion processes in a crowded mem-
brane.

23.3.1 Basic Principles of Photosynthesis in Higher Plants

A long tradition of photosynthetic research has provided us with profound know-
ledge of the components involved in photosynthesis. However, in many studies,
photosynthetic electron transport has been investigated in artificial systems, using
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artificial electron donors and/or acceptors. Often, only single components were ex-
amined. Thus, single electron transfer steps are well known while the interplay of
the involved components is hardly understood. As shown in Fig. 23.1, the photosyn-
thetic membrane, or thylakoid, is stuffed with membrane spanning proteins – cer-
tainly a crowded system. In a crowded system, however, the complex organisation of
proteins and the interaction of the single components becomes especially important.

23.3.1.1 Components Involved in Photosynthetic Electron Transport

A first step of the conversion of light energy into chemical energy is the absorption
of a photon by light-harvesting complexes (LHC) and the subsequent energy transfer
to the reaction centre of a photosystem (PS). Two types of photosystems exist; PS I,
which is associated with LHC I, and PS II, for which the cross section of light
absorption is increased by LHC II. The excitation of a reaction centre drives a charge
separation followed by the transfer of an electron to acceptors with a higher (i. e.
less negative) redox potential, thus involving several electron transfer steps (see
Fig. 23.3).

After the charge separation in the reaction centre of PS II, the electron is trans-
ferred via several internal acceptors to the terminal acceptor of PS II, the plasto-
quinone (PQ) located at the QB binding site. QB is a two electron gate. After re-
ceiving a second electron the reduced PQ leaves the QB binding pocket as PQH2.
This way electrons from the huge membrane spanning PS II are taken up by the
small lipophilic, mobile PQH2 and are transported within the thylakoids to another
huge membrane spanning complex; cytochrome bf (cyt bf ). On the donor side of
PS II the oxidised reaction centre is eventually reduced by oxidising water via the
oxygen evolving complex.

cyt bf has two binding sites; Qo, where PQH2 is oxidised and Qr, where PQ is
reduced. After binding of the reduced PQ (PQH2) at the Qo binding site of cyt bf,
one electron from the PQH2 is transferred via cyt bf to another mobile carrier, plas-
tocyanin. Thus a semiquinol is left at the Qo pocket. The second electron is stored
within cyt bf, and the oxidised PQ leaves the Qo site [37]. The sequence is repeated
when another PQH2 binds at the Qo binding site. After the second cycle the cyt bf
contains two electrons, which are transferred to PQ at the Qr binding site. Eventu-
ally, the uptake of two protons from the chloroplast matrix, the stroma side, leads
to the formation of PQH2, which can leave the Qr binding site and enter the plasto-
quinol pool1.

Plastocyanin leaves cyt bf and diffuses within the watery lumen space to PS I.
Similar to PS II, PS I absorbs light or excitons from LHC, which is followed by
a charge separation at the reaction centre. The separated electron is then transferred
via the mobile electron carrier ferredoxin to the terminal acceptor NADP+, and PS I
is re-reduced via plastocyanin.

1 This sequence of reactions is called the Q-cycle [65].
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Fig. 23.3 Schematic diagram of intermolecular electron transport in higher plants. Abbreviations:
OEC: oxygen evolving complex, QB: electron quinone-acceptor of PS II, PQ: plastoquinone,
PQH2: plastoquinol (i. e. reduced plastoquinone), Qo and Qr: oxidising and reducing binding site
on cyt bf, respectively, PC: plastocyanin, Fd: ferredoxin, FNR: ferredoxin-NADP-reductase

The reactions at the PS I and PS II can be considered as fast in relation to the
plastoquinol oxidation at the cyt bf complex, which is considered to be the slowest
step in the electron transport chain [32].

In the course of electron transport from water to NADP+ protons are translo-
cated from the chloroplast stroma to the lumen space and a pH-gradient across the
thylakoid membrane is built up (Fig. 23.3). Energy set free by protons leaving the
lumenal space along the gradient is converted to chemical energy, ATP, via the ATP-
synthase according to the chemiosmotic theory of Mitchell [35, 65]. Between the
initial donor, H2O, and the final electron acceptor, NADP+, is a potential difference
of more than 1.2 V. This energy is provided by the absorption of light (similar to
a photo cell).

23.3.1.2 Thylakoid Architecture

The site of photosynthetic electron transport, the thylakoid membrane network
consists of a single membrane enclosing the lumen space. It is highly structured
(cf. Fig. 23.4) and unstacked regions (stroma thylakoids) can be distinguished from
stacked regions (granal thylakoids) [1, 2].

A typical grana stack is composed of two to about twenty grana discs depend-
ing on growth conditions (for more details see references [7, 82]). Grana consist
of a central core with non-exposed membranes forming the grana stack, a periph-
eral domain that consists of the margins, and two end membranes [1]. In contrast
to the non-exposed grana core membranes, the margins, the end membranes, and
the stroma lamellae are stroma-exposed. These regions are distinguished from each
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Fig. 23.4 Model of the thylakoid membrane. Top: Reprinted from Staehelin and van der Staay [82],
copyright (1996) with kind permission from Springer. Bottom: Schematic diagram illustrating
the different domains of the granal thylakoid membrane according to Wollenberger and co-
workers [94]. Only PS II types involved in linear electron transport are shown. LHC and ATP-
synthase not shown

other by their biochemical composition and thus their function (cf. Fig. 23.4 and
Table 23.2).

The grana core membranes are enriched in PS II centres [6] and contain the high-
est concentration of cyt bf complexes compared to the other thylakoid domains [1].
Both plastoquinone and plastocyanin occur in the grana core [66] whereas PS I can-
not be found [50] (Fig. 23.4).

Table 23.2 Distribution of photosynthetic components in the different regions of the thylakoids

Component Grana Stroma Reference

PS II 85% 15% [82]
PS I 68% 32% [3]
cyt bf 85% 15% [3]
plastoquinone 77% 22% [17]
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Albertson proposed that linear electron transport is carried out between the PS II
centres in the grana core and PS I centres in the margins. The organisation of PS II
and PS I in different domains could avoid wasteful ‘spill over’ between the two
photosystems [5]. As a consequence, long-range electron transport by the diffusible
electron carriers (plastoquinone and plastocyanin) over up to 250 nm (the radius of
a granum) is necessary [1].

23.3.2 The Problem of Fast Electron Transport in Thylakoids

Plastoquinol, which transfers electrons from PS II to cyt bf, has a high diffusion
coefficient. However, one has to take into account that the membrane in which
it is diffusing is crowded with proteins that may act as obstacles (see e. g. ref-
erences [42, 51, 77]). First evidence for this arose from estimations of the diffu-
sion coefficient for PQ in phosphatidylcholine lipid vesicles [11]. The diffusion
coefficient D is about a factor of ten lower if 20% of the membrane are oc-
cupied by proteins. More recent measurements in thylakoids using fluorescence
quenching of pyrene yielded a coefficient between 0.1 – 3 ×10−9 cm2/s which is
100 times slower than the coefficient in artificial lipid vesicles without proteins
(D = 3.5 ×10−7 cm2/s) [10]. According to Joliot, Lavergne and Béal [41] also PQ
diffusion within thylakoids is impeded. Evidence for this arises from measurements
of the apparent equilibrium constant between QA and PQ. Values of 1–5 [41] are
obtained, which is much lower than that expected by considering the midpoint po-
tential (≥70). This can be explained by a further compartmentation of the grana into
different quinone diffusion domains. Thus, the accumulation of Q−

A does not express
a global equilibrium, but rather indicates total reduction in micro-domains where the
PQ/QA ratio is small [41]. This effect is described in more detail in Sect. 23.2.2.1.

Following these findings Joliot, Lavergne, and co-workers developed the micro-
domain theory. According to this theory the crowding of the membrane by integral
proteins results in a network of barriers to diffusion [40,41,49]. This theory is based
on a percolation effect2. In this case the lateral diffusion coefficient (D) may be dis-
tance dependent D(r) [77]. The further a particle diffuses, the higher the probability
of encountering an obstacle and hence the more tortous the path. Furthermore, the
diffusion coefficient is dependent on the concentration of obstacles (c), thus leading
to D(r,c) (see Fig. 23.5).

Above a certain threshold for the concentration of obstacles (percolation thresh-
old cp) D(r,cp) approaches zero at some finite r . The physical or biological meaning

2 Historically, percolation theory goes back to Flory [27] and to Stockmayer [84] who used it to
describe how small branching molecules form larger and larger macromolecules if more and more
chemical bonds are formed between the original molecules. However, usually, the start of perco-
lation theory is associated with a 1957 publication of Broadbent and Hammersley that introduced
the name and dealt with it in a more mathematical way [15]. Today there is a large variety of
applications of percolation theory as for example animal migration, bush fires, evaluating the dis-
tribution of oil or gas inside porous rocks in oil reservoirs, diffusion processes etc. For an overview
on diffusion in membranes see Almeida and Vaz [4].



23.3 Photosynthesis in a Crowded Environment 557

Fig. 23.5 Random distribution of point obstacles on a square lattice, 200×200 nm. The occupied
area fraction is 0.6. Below: Distance dependence of the normalised diffusion coefficient Dn(r,c)
of a point tracer on a square lattice in the presence of immobile point obstacles. Curves are for dif-
ferent occupied area fractions. 1000 tracers were used, and 500 different initial distributions of the
obstacles. The slight deviation of the diffusion coefficient Dn(0) from one reflects statistical errors.
Another indication of the statistical error is the occasional discontinuity in the curves, representing
the transition between separate runs. For c = 0 for 100 data points Dn(0) = 1.0044 ± 0.0042. No
specific interaction between obstacles was assumed. Figure reprinted from reference [87], copy-
right (2003), with kind permission from Elsevier

of is that, if there are too many obstacles in the diffusion space, the diffusing particle
will get ‘caught’ between the obstacles so that it cannot leave a certain area, thus
leading to a diffusion coefficient of zero outside this area (D(routside,cp) = 0) but
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much higher within the area D(rinside,cp) ≥ 0. Thus, micro-domains are regions in
the thylakoids within which PQ can diffuse more or less freely but which it cannot
leave on a short time scale3. The micro-domains are bounded by membrane proteins
acting as obstacles to PQ diffusion. It follows that only PS II and cyt bf complexes
localized in the same micro-domain are connected on a fast time scale.

23.4 Crowding Effects in Photosynthetic Membranes

As discussed in the previous section, the area occupation in thylakoids due to mem-
brane spanning proteins is very high. We may ask whether the threshold conditions
that lead to the formation of diffusion domains are indeed met in thylakoids and
whether such restricted diffusion is of physiological importance. To shed light onto
these questions a random walk simulation approach was developed in [87], taking
into account crowding in thylakoids.

23.4.1 Restricted PQ Diffusion in Crowded Thylakoids

As can be seen in Fig. 23.5 for point obstacles each occupying exactly one site on
the lattice the percolation threshold is between 0.4 and 0.5 [87]. This value is be-
low the occupied area fraction as found in thylakoids. However, the exact value of
the percolation threshold depends strongly not only on the obstacle concentration
but also on the shape of the obstacles. Furthermore, for the estimation of the perco-
lation threshold to a value between 0.4 and 0.5 a homogeneous distribution of the
obstacles and no obstacle–obstacle interaction were assumed. This probably does
not hold for the proteins in the thylakoid membrane. The interplay of the perco-
lation threshold with several factors that may influence thylakoid architecture, like
e. g. obstacle shape and size, boundary lipids, protein–protein interaction or obstacle
mobility, is analysed in the following.

Shape and size of obstacles: First, it was checked whether the percolation thresh-
old is exceeded in thylakoids if the geometry of photosynthetic proteins is taken
into account. Figure 23.6 illustrates the model of the thylakoid membrane used
in the simulation. It depicts the shape of the photosynthetic proteins derived from
structural analysis of the integral photosynthetic proteins (PS II with tightly bound
LHC II [34], cyt bf [14], and LHC II [47]) and their random arrangement in the
membrane. Different protein densities were investigated and plastoquinone diffu-
sion in such an arrangement was examined [87].

The dependence of the normalised diffusion coefficient Dn(r,c) on the protein
concentration and the distance travelled is shown. In accordance with percolation
theory the diffusion coefficient in the absence of obstacles D(0) was constant and

3 It has to be taken into account that proteins are not completely immobile as assumed for the de-
termination of the percolation threshold. The membrane proteins are undergoing Brownian motion
and are thus moving albeit very slowly compared to the small PQ.
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Fig. 23.6 Random distribution of photosynthetic proteins on a square lattice, 200×200 nm. Dark
grey: Photosystem II dimers, black: cyt bf dimers, light grey: free light-harvesting trimers. The
stoichiometry of the complexes PS II:cyt bf :LHC II is 2.6:1:14.1. The occupied area fraction is
0.6. Below: Distance dependence of the normalised diffusion coefficient Dn(r,c) of a PQ in the
presence of immobile obstacles exhibiting the shape of photosynthetic proteins. Curves are for
different occupied area fractions. Conditions as in Fig. 23.5. Figure reprinted from reference [87],
copyright (2003), with kind permission from Elsevier

independent of the travelled distance. For diffusion in the presence of obstacles it
can be clearly seen that the diffusion coefficient became distance dependent and de-
creased with increasing distance travelled (r ). As expected from percolation theory
this effect became more significant for higher area occupation. Finally, the perco-
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lation threshold cp was reached at an occupied area fraction between 0.6 and 0.7,
which is significantly higher than for point obstacles.

Below the percolation threshold PQ may travel over a fairly large distance during
the time course of photosynthetic electron transport (turnover time
≈ 10 − 15 ms) [87]. Figure 23.7 shows how tracers (plastoquinol) spread out from
a randomly chosen site (e. g. a binding site on PS II) within a few ms. The occu-
pied area fraction was chosen to be 0.6, which is close to domain formation but still
below the percolation threshold. PQ diffusion under these conditions is very fast
compared to the time for photosynthetic electron transport. Therefore, even if PQ
diffusion is severely slowed, as long as it is not trapped in a diffusion domain, PQ
could migrate within a few milliseconds over a large area and visit a large number
of cytochrome bf complexes.

Beyond the percolation threshold, however, the tracers were trapped within dif-
fusion domains. Interestingly, for the protein shapes investigated (immobile, and
without specific protein–protein interactions) this is around the value found in thy-
lakoids (see above and [43, 87]). Under the given conditions, free PQ exchange can
probably not occur for distances over more than 20 nm for an occupied area frac-
tion of 0.7 (9.4 nm for a fraction of 0.75). The question now is whether the distance
within which PQ can diffuse quickly is sufficient for efficient electron transfer from
PS II to cyt bf.

The average distance (centre to centre) from one cyt bf complex to the clos-
est photosystem II was roughly 15 nm at protein densities of 60 – 75% (line in
Fig. 23.8), whereas diffusion properties changed drastically in this range of area
occupation (columns in Fig. 23.8) [87]. Thus, between an area occupation between
0.6 and 0.75 three different scenarios were found:

c = 0.6: free (maybe slowed) diffusion of PQ,
c = 0.7: PQ is trapped but in average for each cyt bf more than one PS II is in

close enough vicinity for electron transfer,
c = 0.75: cyt bf may become isolated from electrons delivered by PS II.

The presented results demonstrate the huge effect that a slightly increased area oc-
cupation has if the area covered with proteins is near the percolation threshold, thus
illustrating how important it would be to know the exact area occupation in thy-
lakoids. However, only crude estimates are available up to date.

The results shown so far demonstrate that the shape of obstacles may severely
influence the percolation threshold. For point obstacles the percolation threshold

�

Fig. 23.7 The distance plastoquinone may travel on a millisecond time scale if the occupied area
fraction is 0.6 (i. e. below the percolation threshold). The area is 300×300 nm. 1000 tracers were
placed at a randomly chosen QB-binding site at PS II (arrow) and their journey was recorded.
The grey scale represents the frequency of visits of a certain lattice site. Numbers indicate how
many times (on average) a tracer has occupied a lattice point drawn in the corresponding shade.
For example, the black spots show the sites that a tracer has occupied between 10 and 19 times.
Figure reprinted in modified form from reference [87], copyright (2003), with kind permission
from Elsevier
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Fig. 23.8 Line: Average distance (nm) from a cyt bf complex to the nearest PS II in dependence
of the area occupation. Data fitted with y = 11.6 · x−0.5. Columns show the distance of free plas-
toquinone diffusion. Figure reprinted from reference [87], copyright (2003), with kind permission
from Elsevier

was found to be around 0.5 whereas for the geometry of photosynthetic proteins
it is between 0.6 and 0.7. However, there are many more factors influencing the
percolation threshold, as illustrated in Table 23.3.

Boundary lipids: From spin label studies, it is known that lipid mobility in thy-
lakoids is reduced compared to a protein-free lipid membrane [93]. This suggests
that a large number of proteins and protein complexes are surrounded by more or
less tightly bound boundary lipids. Little is known about boundary lipids in thy-
lakoids. Depending on the degree of their immobilisation, these lipids could be more
or less ‘permeable’ to PQ.

Possible effects of boundary lipids on PQ diffusion were analysed. In our simu-
lation two extreme cases were considered. In the first case all boundary lipids were
assumed to be completely permeable to PQ diffusion, i. e. PQ could rapidly ex-
change with the boundary lipids. This led to the formation of lipid channels and
prevented the formation of diffusion domains. In the second case it was assumed
that the boundary lipids are tightly bound and cannot rapidly exchange with plasto-
quinone and thus impede PQ diffusion. Accordingly this kind of immobile boundary
lipids led to a much lower percolation threshold. For both cases only boundary lipids
of LHC II were considered since this is the most abundant protein in thylakoids (data

Table 23.3 Factors influencing the percolation threshold cp and thus domain formation

decreasing cp increasing cp

boundary lipids if tightly bound boundary lipids if loosely bound
(cannot exchange with PQ) (can exchange with PQ)
aggregation in elongated forms aggregation in compact forms
attractive protein–protein interaction mobility of obstacles
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not shown). The two extreme cases have opposite effects and most likely boundary
lipids in the real membrane are neither completely permeable nor completely imper-
meable. Rather, one might expect a mixture of both. Furthermore, different proteins
could be surrounded by different lipid boundaries. How boundary lipids influence
plastoquinone diffusion will certainly depend on the composition and position of the
lipids at the proteins. We know too little about boundary lipids in the thylakoids, but
we demonstrate here that they may be an important feature of thylakoid structure4.

Protein–protein interaction: As described in Sect. 23.2.2.2 molecular crowding
may enhance aggregation of proteins into compact complexes. Larger, more com-
pact obstacles, however, are less efficient in impeding diffusion. Thus, aggregation
into more compact forms may increase the percolation threshold while aggregation
into elongated forms may decrease the percolation threshold. For a more elaborate
treatment of protein-protein interaction and its influence on PQ diffusion see refer-
ence [88].

Obstacle mobility: The influence of obstacle mobility was also investigated
in [87]. Figure 23.9 shows the normalised diffusion coefficient for tracers diffusing
between mobile obstacles. It can be seen that the diffusion coefficient approaches
a constant (concentration dependent) value as r , the distance travelled, increases.
In this case, no percolation threshold exists and long-range diffusion can occur
at all concentrations, see Fig. 23.9. This is in accordance with previous simula-
tions [69, 76, 91].

How effective mobile obstacles are in hindering plastoquinone diffusion certainly
depends on the diffusion coefficients of the obstacles [91]. However, the mobility

Fig. 23.9 Similar to Fig. 23.5 but this figure shows the normalised diffusion coefficient of the
tracer in the presence of mobile point obstacles. The diffusion coefficient of the point obstacles
was assumed to be the same as that of the tracer. Area occupation as indicated. Figure reprinted
from reference [87], copyright (2003), with kind permission from Elsevier

4 For other treatments of lipids surrounding proteins see also the ‘dynamic boundary layer model’
mentioned in [4, 91] or [54].
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of LHC II, the most abundant protein in thylakoids, is probably restricted by lat-
eral interaction and transverse interaction across adjacent membranes in a grana
stack. Furthermore, a fraction of LHC II is known to form large supercomplexes
with PS II [12, 95]. No information exists about the mobility of such aggregates.
It is likely that they are highly immobile because of their size and multiple lateral
and cross-membrane interactions. Therefore, the diffusion coefficient of LHC II in
vivo may be not large enough to prevent domain formation on a time scale rel-
evant to photosynthetic electron transport. Clearly, the influence of protein mo-
bility on PQ diffusion is an important factor in understanding PQ percolation
in thylakoids. More information about protein mobility in thylakoids is thus re-
quired.

23.4.2 Occupation of Binding Sites

Another interesting effect of molecular crowding is that it may result in a certain
fraction of binding sites on PS II or cyt bf that are obstructed by other proteins.
Assuming a size and position of the binding sites as shown in Fig. 23.10 the per-
centages of obstructed binding sites are as shown in Table 23.4.

For all occupied area fractions, the percentage of obstructed QB binding sites on
PS II was very similar to that of Qr binding sites on cyt bf. In contrast to these
binding sites the fraction of obstructed Qo binding sites on cyt bf is relatively
low as it is less exposed (see Fig. 23.10). Obviously the differential obstruction
of different binding sites is depends strongly on their exact position at the pro-
tein. In this respect, protein shapes may play a major role and should be taken into
consideration.

Fig. 23.10 Proteins with binding sites, grey: PS II, black: cyt bf. The shapes shown here were
used to determine the percentage of occupied binding sites in Table 23.4. Figure reprinted from
reference [87], copyright (2003), with kind permission from Elsevier
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Table 23.4 Obstructed binding sites in a random protein arrangement as affected by the occupied
area fraction. The values represent the average of 500 different random arrangements in a 200×
200 nm2 matrix. The size and position of the binding sites are assumed to be as shown in Fig. 23.10.
It should be noted that only binding sites directly blocked by a protein are counted. Table reprinted
from reference [87], copyright (2003), with kind permission from Elsevier

Occupied area Percentage of
fraction obstructed bindingsites

QB Qo Qr

0.0 0.0 0.0 0.0
0.2 0.8 0.2 0.7
0.4 2.1 0.6 2.2
0.5 3.4 0.8 3.7
0.6 6.7 1.8 7.0
0.7 13.2 4.2 13.2

23.4.3 Reaction Mechanisms in Crowded Thylakoids

Most published models of electron transport assume a common plastoquinone pool
shared by all PS II. A shared plastoquinone pool implicitly assumes fast plasto-
quinone exchange throughout the membrane. However, it was shown above that
long range diffusion of plastoquinone in thylakoids may be severely restricted by
the integral proteins (for further reference see also references [11, 87]). Further-
more, it has been shown that such restricted diffusion may strongly influence kinetic
rates [24,25,78] and the time course of enzymatic reactions [8]. High concentrations
of background macromolecules that do not participate directly in a particular con-
sidered reaction, like e. g. LHC II in photosynthetic electron transport, have been
observed to induce order-of-magnitude or larger changes in the rates and equilibria
of numerous investigated reactions [61].

However, the contribution of crowding and diffusion limitation to reaction ki-
netics is not only determined by the degree of crowding and the apparent diffusion
coefficient of mobile educts, but also by the reaction mechanism (see also refer-
ences [24, 25, 33, 61, 78]).

Despite detailed knowledge of a great deal of rate constants of photosynthetic
electron transport in thylakoids is available, the mechanisms of how the electrons
are actually transferred are in many cases still unknown. Therefore, two extreme
cases for the binding mechanism for the presumably rate limiting electron trans-
fer from PQ to cyt bf at the Qo binding site were investigated [89], tight binding
and a collisional mechanism. The tight binding mechanism includes an irreversible
binding of PQ to the Qo site of cyt bf before its slow oxidation takes place. The col-
lisional mechanism implies immediate electron transfer after a successful encounter
(see also reference [66]). Both mechanisms lead to an exponential decay with the
same rate constant k when diffusion processes are not limiting. In thylakoids how-
ever, where diffusion may be highly restricted, the two mechanisms were expected
to lead to different behaviours. Therefore both mechanisms were simulated, and the
results compared.
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The experimental approach to the role of the diffusion of plastoquinol was to fol-
low the re-reduction of P700, the reaction centre chlorophyll of PS I, by electrons
induced by a light-flash at PS II. This is a convenient method of accurately mea-
suring whole-chain electron transport. The rate constant of the sigmoidal reduction
kinetics and the initial lag give information about the rate-determining oxidation of
plastoquinol [83] and reactions preceding this step [31], respectively.

The experimental data obtained were then compared with the results of the sim-
ulation. The measured data were matched by varying rate constants used in the
simulation. Parameters that may be varied in the simulation are the rate constants of
the following reactions:

Q A− + QB
k0→ Q A + QB− transfer of first electron,

Q A− + QB− k1→ Q A + QB2− transfer of second electron,

P QH2 + FeSox
k3→ P Q− + FeSred + 2H + oxidation of PQH2 at Qo ,

P Q + cyt b−
h

k4→ P Q− reduction of PQ at Qr ,

FeSred + P700+ k5↔ FeSox + P700 equilibrium,

and k2 is the dissociation of plastoquinol. The rates of electron transfer at the QB
binding site are reasonably well known. Therefore, the rate constants for the first (k0)
and the second electron transfer (k1) at PS II were chosen to be 6670 and 2500 s−1,
respectively. These values are within the range of those given by Diner and co-
workers [20].

The equilibrium constant k5 can in principle be calculated from the equilibrium
constants for the different involved reactions. However, equilibrium values for these
reactions as found in the literature, vary greatly. A collection of references to these
equilibrium constants can be found in Berry and Rumberg [9]. Nevertheless, the
redox state of P700 only declines to ca. 80% during the first 10 ms considered.
Therefore, electrons will be always transferred from the Rieske centre to P700 if
the equilibrium constant is larger than 150, which is in accordance with the values
found in the literature.

The remaining free parameters (k2, k3, k4) were varied to minimise the least sum
of errors squared when compared with the experimental data. k2 was allowed to
vary between 200 and 5000 s−1, k3 between 100 and 100,000 s−1, and k4 between
100 and 100,000 s−1. The stoichiometries used were the ones calculated in [87]:
PS II:cyt bf :LHC II = 2.56:1:14.12. Additionally two PS I (monomers) per PS II
(dimer) were assumed.
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23.4.3.1 Tight Binding Mechanism

For the tight binding mechanism an irreversible tight binding of PQ at the Qo site
of cyt bf was assumed followed by the slow oxidation of PQ.

A good fit to the measured data could be obtained (see Fig. 23.11). An occupied
area fraction of 0.70 was chosen, corresponding to the value estimated for grana
thylakoids in [43, 87]. For the conditions used in the simulation, this area fraction
is above the percolation threshold and hence diffusion domains bounded by the
integral photosynthetic proteins are formed [87].

The parameters resulting from the best fit agree well with the range of published
data measured on thylakoids (see Table 23.5). Three different random protein con-
figurations were investigated and parameters varied to match the measured data.

Fig. 23.11 Comparison of the simulation (solid line) with the observed P700 re-reduction (dashed
line) for a tight binding mechanism. An occupied area fraction of 0.70 (i. e. above the percolation
threshold) was assumed. Rate constants were k2 = 1206.1 s−1, k3 = 294.9 s−1, and k4 = 335.2 s−1

(nomenclature as described in methods). Figure reprinted from [89], copyright (2007), with kind
permission from Elsevier

Table 23.5 Rate constants for several electron transfer steps from literature and obtained from
simulations. Table reprinted in modified form from [89], copyright (2007), with kind permission
from Elsevier

rate constant literature reference tight binding collisional
in s−1 data ratio of occupied area ratio of occupied area

0.70 0.60 0.70 0.70
(permeable)

k2 495–2310 [66] 1206 1641 243 1352
1000 [38]

k3 305 [37] 295 100 100 48806
200–330 [19, 35]

k4 400 [37] 335 250 369 49562
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To investigate the influence of the protein density and hence the retardation of PQ
migration, the simulation was repeated for an occupied area fraction of 0.60, which
is below the percolation threshold. As with an area fraction of 0.70 good fits were
obtained (data not shown). However, the rate constants obtained were not in good
agreement with published data (see Table 23.5). To match the experimental data,
the reaction at the Qo site would need to be very slow (k3 = 100 s−1, the lowest
value allowed in the simulation). This is probably to compensate for the much faster
‘finding’ of the binding site due to the less restricted diffusion of PQ.

23.4.3.2 Collisional Mechanism

In the collisional mechanism it is assumed that electrons are transferred immediately
at each successful encounter. The reaction constant determines the probability of
an encounter to be successful. This mechanism reflects a more diffusion limited
scenario compared to the tight binding mechanism.

Good fits were only obtained if the rate constant for oxidation of PQH2 at the
Qo site (k2) was more than two orders of magnitude larger than measured values
in thylakoids (see Fig. 23.12 and Table 23.5). Accordingly, the simulation predicts
that for isolated complexes a collisional mechanism would require rate constants
that are about 100-fold higher than those measured on thylakoids, which seems
unlikely since rate constants for the reactions at the Qo site on cyt bf measured on
C. reinhardtii in vivo and in vitro are very similar [68]. Equal rates in vivo and in
vitro would fit better with the tight binding mechanism (reaction limited and not
diffusion limited).

Fig. 23.12 Comparison of the simulation (solid line) with the observed P700 re-reduction (dashed
line) for a collisional mechanism. An occupied area fraction of 0.70 (i. e. above the percolation
threshold) was assumed. Rate constants were k2 = 1352 s−1, k3 = 48,806 s−1, and k4 = 49,562 s−1

(nomenclature as described in methods). Figure reprinted from [89], copyright (2007), with kind
permission from Elsevier
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23.4.3.3 Discussion of Possible Reaction Mechanisms Realised in Thylakoids

In summary the experimental data were best matched when restriction of plasto-
quinone diffusion was pronounced (area fraction 0.70) and a tight binding mecha-
nism was assumed. In contrast, it seems that a collisional mechanism was not suit-
able to describe the measured data on P700 re-reduction kinetics. For both reaction
mechanisms lower area occupations or the assumption that proteins do not act as ob-
stacles to PQ diffusion (0.70 (permeable) in Table 23.5) do not agree with published
data on reaction constants. Altogether, the simulations clearly point out the impor-
tance of structural characteristics of thylakoids and molecular crowding in models
of electron transport.

An influence of diffusion processes on reaction rates is also reported for the ac-
tivation of transducin by rhodopsin [79]. Higher concentrations of reactants are ex-
pected, on one hand, to lead to a decreased rate of reaction by lowering the diffusion
coefficient of the reactants (here only PQH2 was considered to be mobile but this
does not alter the principal results). On the other hand, they also lead to an increased
reaction rate by the law of mass action. The law of mass action, however, may be
invalid in a membrane close to the percolation threshold where diffusion of PQ is
severely restricted as described in Sect. 23.2.3. Instead, the apparent rate ‘constant’
becomes fractal and decreases with time. The time dependence of the reaction con-
stant increases with increasing obstacle densities [8].

It should be noted that the tight binding mechanism and the collisional mecha-
nism are both simplifications. More generally, reactions should be described by the
rates of binding (kon), unbinding (koff) and the internal electron transfer rate (k3).
However, no firm figures exist for plant cyt bf complexes. Therefore the simplifica-
tions of a tight binding and a collisional mechanism were introduced, reflecting two
extreme cases.

Despite the simplifying assumptions on the reaction mechanism, the simulations
clearly point out that the spatial organisation of the proteins within the thylakoid
membrane may severely influence photosynthetic rate constants. Hence, more infor-
mation about the thylakoid organisation is required. Furthermore, our results suggest
that PQ oxidation at the Qo site of cyt bf taking place in a heavily crowded mem-
brane is expected to be reaction limited rather than diffusion limited. For a diffusion
limited reaction, great differences between apparent (fractal) rate constants and rate
constants found in dilute solutions in vitro would be predicted. Unfortunately, data
for rate constants of photosynthetic electron transport measured on isolated com-
plexes are sparse. More data on isolated complexes would be desirable but isolated
complexes may suffer the loss or modification of subunits and show severely artifi-
cial kinetics.
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23.5 Summary and Outlook

23.5.1 Summary

As illustrated in Sect. 23.2, molecular crowding is ubiquitous in living systems.
One example for a physiological process proceeding in a crowded environment is
photosynthesis. Although photosynthetic electron transport takes place in a highly
crowded membrane and crowding may effect many biochemical reactions, the im-
pact of crowding is hardly considered in investigations of photosynthetic electron
transport. For this reason the present work aims at elucidating possible physiologi-
cal consequences of crowding in thylakoids and at a deeper understanding of how
to interpret experimental results in terms of molecular crowding.

One prominent effect of molecular crowding is its influence on diffusion. The
diffusion coefficient D of a mobile particle becomes dependent on the concentra-
tions of crowders impeding diffusion and on the distance travelled. Accordingly,
any experimental determination of diffusion coefficients in a crowded environment
needs to take into account a possible distance dependency of the diffusion coeffi-
cient D(r). Differing experimental setups involve measurements of different trav-
elled distances and may lead to different estimates of D(r,c). In measurements by
fluorescence photobleaching recovery the distance considered is typically r ≈ 1 μm,
whereas in measurements by eximer formation or fluorescence quenching the anal-
ysed distance in much smaller and r ≈ 1 − 10 nm (see e. g. [22,77,93]), which may
consequently lead to larger estimates of D(r).

With increasing crowding, diffusion may become further obstructed. Finally, the
long range (large r ) diffusion coefficient may decline to zero when the area frac-
tion c of obstacles exceeds the percolation threshold cp. As illustrated in Sect. 23.4
(see in particular Table 23.3), factors that influence the organisation of proteins
within the membrane may also shift the percolation threshold and alter the char-
acteristic of diffusion, and hence, reactions in a crowded membrane. Many of these
factors, however, are not well known for photosynthetic proteins. Similarly, even the
exact area occupation in thylakoids is not known.

Recent estimates determined the area occupation to approximately 0.7. Inter-
estingly, for randomly distributed, non-interacting, immobile proteins this value is
very close to the percolation threshold, beyond which fast long range PQ migration
is disrupted (Fig. 23.6). However, the arrangement of proteins in the thylakoids is
not known in detail, and thus it is still unknown whether the percolation threshold is
met. According to the simulations presented here, PQ can travel over large distances
on a time scale relevant to photosynthesis if the area occupation in thylakoids is be-
low the percolation threshold. However, already a slight change of the percolation
threshold leads to a trapping of PQ in diffusion domains, which it cannot leave on
short time scales. Considering these very different scenarios, it becomes obvious
that more detailed knowledge of the thylakoid architecture is needed for a thorough
understanding of photosynthesis.
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Furthermore, crowding has opposing effect on the biochemical reaction rates.
On the one hand, under crowding conditions the thermodynamic activities of the
reactants increase. On the other hand, the increased tortuosity of the paths left for
molecular motion limits the rate of encounter of two defined species (diffusion con-
trol). On the evolutionary scale, every organism is constantly struggling through
molecular evolution to reach the right balance between both effects, and/or main-
tain it (e. g., control of cell volume).

Due to the opposing effects of molecular crowding on chemical reactions, one
additional factor determining the impact of molecular crowding on a reaction is
the reaction mechanism. For a diffusion limited process the impact of molecular
crowding is much more pronounced than for a reaction limited process. However,
the reaction mechanism of the rate limiting step of photosynthetic electron trans-
port is not known to date. For this reason, in the simulations two extreme cases for
a reaction mechanism were considered; a diffusion limited collisional mechanism
and a reaction limited tight binding mechanism. Matching experimental data with
the simulation suggests a reaction limited process rather than a diffusion limited
reaction. Neither of the two analysed mechanisms coincides with an area occupa-
tion clearly below the percolation threshold as determined for randomly distributed
proteins.

The finding that the area occupation in thylakoids is close to the percolation
threshold on the one hand raises questions like ‘Have thylakoids evolved to ex-
ploit effects of crowding for fine regulation of photosynthetic electron transport?’,
or ‘Is trapping of PQ in diffusion domains beneficial to avoid harmful over reduc-
tion of photosynthetic proteins?’. On the other hand one may ask whether some
assumptions commonly made, such as random distribution of proteins within the
membrane, might not be correct and additional information is needed. Thus, the
simulations point out which factors (see also Table 23.3) need to be investigated
experimentally in more detail to evaluate their influence on reactions in a crowded
membrane.

Restricted diffusion not only occurs in thylakoids. Diffusion coefficients for both,
large molecules (e. g. green fluorescent protein) and small molecules (e. g. car-
boxyfluorescein) have been measured in various cells, and are found to be reduced
from three- to tenfold compared to their values in water [23, 24, 26, 53]. However,
in mitochondria the mobility of some enzymes was found to be unexpectedly large,
suggesting that these organelles contain relatively uncrowded channels where some
proteins move more rapidly than expected for a uniformly congested medium [92].

Biological macromolecules have evolved to function in crowded environ-
ments [24], thus raising biologically important questions. Why did cells evolve
such a highly packed interior? Are there any advantages in being crowded? How
do macromolecules fold, associate and travel through the crowded intracellular
medium [13, 28, 73, 97]?
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23.5.2 Treatments of Molecular Crowding In Vivo, In Vitro
and In Silico

A crowded physico-chemical environment bears several fundamental implications
for the structure, function, and evolution of cellular systems, as well as their exper-
imental study.

In vivo the development of several experimental techniques during the last few
years enables certain aspects of the behaviour of selected macromolecules – typ-
ically labelled and/or overexpressed – to be monitored within living cells (among
many others see e. g. [39, 55]). It is hoped that these techniques can be used to in-
vestigate the influence of molecular crowding upon the selected species within their
native environments. However, one must be very cautious when interpreting the re-
sults of such experiments. In particular, it is necessary to design control experiments
that can reveal potential artefacts due to labelling and/or overexpression.

In vitro it should be possible, in principle, to measure the effects of crowding
on the interactions of extracted macromolecules by adding high concentration of
inert background molecules (crowders) to the solution. The ideal crowder should be
highly soluble and not be prone to self-association. Further, it should be globular
rather than extended to prevent solutions from becoming too viscous to handle. It
must not change pH, ionic strength, or redox potential, or other important control
factors. Furthermore, the crowder should be easily available in purified form, such
that the use of high concentrations does not lead to contamination artefacts. The
most important criterion, however, is that the crowder should not interact with the
system under consideration, except via steric repulsion. This last requirement is the
most difficult to meet, and in practice it is necessary to use a variety of crowding
agents to reduce the risk that the observed effect is caused by specific interactions
(reviewed in [96], see also [24]).

In silico simple statistical-thermodynamic models for predicting the influence
of excluded volume on macromolecular equilibria and reaction rates in crowded
solutions were applied. These are based on the representation of a macromolecular
solute as an equivalent hard convex particle of similar size and shape. Such models
have proved useful in accounting for a variety of experimental observations, in many
cases quantitatively [33].

However, the effects of macromolecular crowding may strongly depend on many
different factors like e. g. the concentration of background molecules, their shape,
interactions other than purely steric repulsion, or the reaction mechanism consid-
ered. Furthermore, effects of crowding may be opposing. Although crowding re-
duces diffusion, it increases thermodynamic activities. Since the net result of all ef-
fects due to crowding depends on the precise nature of each system, it is necessary
to examine the effects of crowding quantitatively in all studies of macromolecu-
lar interactions if these studies are to be regarded as physiologically relevant [59].
To this end, the impact of crowding on photosynthetic electron transport has been
simulated and analysed specifically, taking into account realistic concentrations and
shapes of photosynthetic proteins.
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Abstract The application of biomass as a renewable energy source is currently
a matter of lively discussions. Higher plants use photosynthesis as a non-exhaustible
source for production of organic compounds. Virtually all life on earth depends on
the energy provided by this process. Despite its importance, the photosynthetic pro-
cess is associated with several flaws that limit the productivity of plants under agri-
cultural growth conditions. The first part of this article describes these inefficiencies
and strategies that were developed by plants and algae during evolution to overcome
the problem. In the second part, an example of a successful bioengineering approach
towards higher plant productivity is presented. Prospects for the use of higher plants
in energy production are discussed.

24.1 Introduction

Almost all life on earth depends on sunlight and can be described in the words of an
engineer as hydrogen technology: photons are produced by nuclear fusion in the sun
and minute amounts of them reach the earth. H2O is cleaved by photosynthesis into
hydrogen and oxygen. Hydrogen is transferred to carrier molecules like NADP+,
NAD+ and FAD and is then able to reduce CO2 to carbohydrates or lipids and
thereby stored as a source for energy [1]. In order to do some mechanical- or intel-
lectual work energy is needed. To provide this energy, hydrogen is again mobilized
and reacts with oxygen to produce H2O and ATP a substance containing energy-rich
bonds. These can be used for a variety of processes the most obvious of which is
muscle movement. All the food we eat and all the fossil fuel we use is a product
of photosynthesis. This important process is performed by many different organ-
isms, ranging from bacteria to plants. Photosynthesis is composed of three stages:
a) the primary photochemical reaction, splitting H2O into H2 and 1/2 O2, b) the
electron transport and photophosphorylation, and c) the CO2 assimilation (Kaplan
and Reinhold 1999).
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In higher plants, three biochemical pathways are involved in CO2 reduction
and assimilation – the C3-pathway (Calvin-cycle), the C4-pathway (hatch-slack),
and the crassulacean acid metabolism (CAM) (Hatch 1987). The C3- and the C4-
pathway are more important than the CAM because the first two pathways fix more
than 90% of CO2 in higher plants.

The C3 CO2 fixation mechanism is presumably the oldest pathway and devel-
oped at a time where no oxygen was present in the atmosphere. One of the most
important and probably the most abundant enzyme in the world is the ribulose-1,5-
bisphosphate carboxylase/oxygenase (Rubisco) which is located in the chloroplasts
of plants. Rubisco catalyses the following reactions (Ogren 1984):

CO2 + ribulose-1,5-bisphosphate → 2 ×3-phosphoglycerate(3-PGA) (24.1)

as a carboxylation reaction and

O2 + ribulose-1,5-bisphosphate → 1 ×3-PGA+ 1 ×2-phosphoglycolate(2-PG)

(24.2)

as a second reaction, an oxygenase reaction.
In the Calvin cycle the two molecules 3-PGA of the carboxylation reaction

are converted back to the acceptor molecule ribulose-1,5-bisphosphate and after
six cycles one molecule of glucose has been formed in addition which is stored
as starch or cellulose. The products of the oxygenase reaction are 3-PGA and 2-
PG. 3-PGA can be converted back to ribulose-1,5-bisphosphate. Two molecules
of 2-PG are converted to 3-PGA in a complex process by loss of one CO2 in the
mitochondria. This reaction is called photorespiration (Sage 2001). The released
CO2 may be re-captured and transported into the chloroplasts or it is lost from the
plants.

The CO2 concentration in the atmosphere is approximately 0.036% which is
a bottleneck for plant growth. C3 plants possess a CO2 assimilation mechanism,
in which a large amount of already fixed CO2 can be lost by photorespiration.
C4 plants instead possess a CO2 assimilation mechanism which shows no loss of
CO2 by photorespiration. These plants grow much better than C3 species specifi-
cally in warm and semi-dry climates and produce more biomass per time (Sharkey
2001).

During the next decades the human population will grow from about 6 to 9
billion. They have to be nourished. Biomass will also be used as renewable en-
ergy to produce fuels and biogas for chemical syntheses. Important crop plants
show photorespiration. Therefore it would be of great benefit, to modify these
plants from a C3-type kind of CO2 fixation to plants with a C4-like mecha-
nism.

It might also be possible to integrate new biosynthetic pathways into C3 plants
which allow an efficient re-capture of CO2 in the chloroplasts.
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24.2.1 The C3 CO2 Fixation Pathway, the Calvin Cycle
and Photorespiration

More than 95% of the terrestrial plant species including mayor crops such as wheat
and rice assimilate CO2 exclusively by the C3-pathway and thus are named “C3
plants” (Leegood 1995). Figure 24.1 shows the CO2 fixation mechanism in C3
plants.

CO2 (0.036% in the atmosphere) reaches the area of fixation by passive diffusion:
Into plant leaves through open stomata, into plant cells through plasma membranes,
and into chloroplasts through the chloroplast membranes. Rubisco is present in high
concentration in the chloroplasts stroma. CO2 binds to the enzyme and is ligated
to ribulose-1,5-bisphosphate to form a non-stable C6 intermediate (β-keto-acid).
This branched sugar-acid is cleaved non-enzymatically into two molecules of 3-
PGA. Two PGAs are transformed by transaldo/transketolase reactions to produce
ribulose-1,5-bisphosphate in the so called Calvin cycle (Furbank and Taylor 1995).

If six CO2 molecules are cycled through the Calvin pathway, one molecule of
glucose is formed and stored as polysaccharides in starch grains. 3-PGA is also
used to synthesize the other organic molecules required in the cycle. As mentioned
before Rubisco, the key enzyme of photosynthesis catalyses both the carboxylation
and the oxygenation of ribulose 1,5-bisphosphate (Edwards and Coruzzi 1989). CO2
and O2 compete for the same active site of the enzyme.

CO2 assimilation occurs when ribulose-1,5-bisphosphate is carboxylated by Ru-
bisco’s carboxylase activity and the products, 2∗ PGA molecules are processed into
carbohydrates and also used to regenerate ribulose 1,5-bisphosphate in a reaction
sequence requiring ATP and NADPH+.

Photorespiration begins with the oxygenation of ribulose-1,5-bisphosphate by
the oxygenase activity of Rubisco to form one 3-PGA and one molecule of 2-PG
(Fig. 24.1).

3-PGA directly enters the Calvin cycle (Fig. 24.2) whereas 2-PG enters the pho-
torespiration pathway. 2-PG is toxic for the plant and has to be removed from the
biosynthetic pathway. In some algae this is achieved by export of the toxic molecule
but in higher plants two molecules of 2-PG are converted to one molecule of 3-PGA

Fig. 24.1 CO2 fixation in C3 plants. Ribulose-1,5-bisphosphate is carboxylated and an interme-
diate with 6 C-atoms is formed (2′-carboxy-3-keto-arabinitol-1,5-bisphosphate). This compound
spontaneously decades to two molecules of 3-phosphoglycerate
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Fig. 24.2 The Calvin cycle. The calvin cycle serves the integration of the fixed carbon into the
basal plant metabolism and the regeneration of the acceptor molecule. 3-phosphoglycerate is re-
duced to glyceraldehyde-3-phosphate. This process consumes reducing equivalents and ATP. The
reduced compound can be either used for the regeneration of ribulose-1,5-bisphosphate or as a pre-
cursor for the synthesis of carbohydrates such as glucose, sucrose, and starch

and one molecule of CO2 part of which is released to the atmosphere (loss of CO2
in C3 plants). The whole pathway is shown in Fig. 24.3.

The oxygenation of ribulose 1,5-bisphosphate is a wasteful process. For every
O2 reacting with the C5 sugar the following tribute has to be paid by the plant:

• One molecule NADPH + H+ to reduce 3-phosphoglycerate to glceraldehyde-3-
phosphate (G3P).

• One quarter of the carbon which passes through the photorespiration pathway is
lost to the atmosphere and has to be re-fixed (Edwards and Coruzzi 1989; Douce
and Neuburger 1999).

• For two oxygenase reactions one NH3-molecule is lost and has to be re-fixed at
costs of ATP.

But at least three quarters of the carbon is stored in the cell and the starter molecule
ribulose 1,5-bisphosphate can be synthesized. If oxygen levels are reduced from
21% to 2% or CO2 concentration increased from 0.036 to 0.1% C3 plants can in-
crease the net CO2 assimilation by up to 50% (Evans and Von Caemmerer 1996).

The principal factors influencing the rate of photorespiration are the ratio of CO2
to O2 and the temperature (Arp et al. 1998). The ratio of the rate of photorespiration
to photosynthesis in air (350 ppm CO2, 21% O2) at a temperature of 10 ◦C is ap-
proximately 0.1, rising to about 0.3 at 40 ◦C. Under water stress, when the stomata
close, low intercellular concentrations of CO2 can result in even higher ratios.

In summary, many problems on earth could be solved if the photosynthetic pro-
ductivity of C3 plants could be improved. More biomass could be produced on the
same space, used as fuel, food and renewable energy.
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Fig. 24.3 The photorespiratory pathway. Oxygenation of ribulose-1,5-bisphosphate leads to the
formation of phosphoglycolate, a toxic compound inhibiting photosynthesis. Phosphoglycolate
is recycled in the process of photorespiration. Each on molecule of CO2 and NH3 are lost dur-
ing the mitochondrial conversion of two molecules of glycine to one molecule of serine. This is
a net loss of afore fixed carbon and nitrogen that can limit plant growth. Rubisco, ribulose-1,5-
bisphosphate carboxylase/oxygenase; PGP, phosphoglycolate phosphatase; GOX, glycolate oxi-
dase; CAT, catalase; GGAT, glyoxylate/glutamate aminotransferase; GDC/SHMT, glycine decar-
boxylase/serine hydroxymethyl transferase complex; SGAT, serine/glyoxylate aminotransferase;
HPR, hydroxypyruvate reductase; GK, glycerate kinase; GS, glutamine synthetase; GOGAT, glu-
tamate/ oxoglutarate aminotransferase

24.2.2 The C4 Photosynthetic Pathway

On an evolutionary scale, the C4 type CO2 fixation is much younger than the C3
mechanism. It developed during the tertiary when the CO2 concentration decreased
from about 1500 to about 300/350 ppm (Sage 1999).

C4 plants have an advantage over C3 species because the CO2 fixation mecha-
nism promotes ecological success in warm (20 – 30 ◦C), low latitude habitats (Sage
2001, 2004). They have higher maximum efficiency in terms of radiation, water and
nitrogen use, and generally they have higher photosynthetic capacity. The enhance-
ment of photosynthetic performance results from the ability of C4 plants to increase
the CO2 concentration [CO2] in the vicinity of Rubisco up to saturation. As men-
tioned before CO2 and O2 compete for the same active centre of the enzyme, but at
high [CO2] in the vicinity of Rubisco CO2 bind almost exclusively to the active site.
C4 species posses all enzymes for photorespiration but flow of carbon through this
pathway – starting with 2-phosphoglycolate – usually is hardly detectable.

C4 plants possess two cell types, mesophyll- and bundle sheath cells, both con-
taining chloroplasts. These two cell types form two layers around the vascular tis-
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sue: The bundle sheath cells (BSC) forming the inner and the mesophyll cells (MC)
the outer layer. MC and BSC are connected to each other by many plasmodesmata
which allow an extensive exchange of small molecules. This arrangement of cells is
known as Kranz-anatomy and is schematically presented in Fig. 24.4.

The primary CO2 (as HCO−
3 ) fixation in the C4 pathway is catalysed by phos-

phoenolpyruvate carboxylase (PEPC) forming the C4 dicarboxylic acid oxaloac-
etate (OAA).

OAA can be subsequently converted to malate (NADP-ME type CO2 fixation as
shown in Fig. 24.4) or aspartate (in NAD-ME and PCK CO2 fixation types) (Ed-
wards and Walker 1983) and directly or indirectly decarboxylated in the vicinity of
Rubisco where CO2 is re-fixed by Rubisco. The primary fixation by PEPC and re-
fixation by Rubisco are separated spatially between the mesophyll and the bundle
sheath cells.

Compartmentalisation of the enzymes forming the C4 pathway is regulated
mainly at the transcriptional level (Sheen 1999). For incorporation of one CO2
molecule into carbohydrates C4 plants require more energy compared with C3
species (3.5 ATP in C4 plants and 2 ATP in C3 plants). What are then the benefits
for C4 when competing with C3 plants in a certain area and in a specific climate? In
moderate or warm climates and under a medium- or high light regime the amount of
ATP does not seem to be limited for plant growth. The bottle-neck for plant growth
under these conditions seems to be the [CO2] which is directly dependent to the wa-
ter supply. C3 grasses have an advantage over C4 grasses, if during growing seasons
daytime temperature is about 20 ◦C on an average and the [CO2] is about 320 ppm

Fig. 24.4 C4-type CO2 concentration mechanism. C4 plants developed means to reduce oxygen
fixation by enhancing the CO2 concentration in the vicinity of Rubisco. Primary carbon fixation
takes place in the mesophyll by an oxygen-insensitive enzyme. The resulting C4 acid diffuses
into the bundle sheath where it is decarboxylated and CO2 is released. Bundle sheath cells have
tight cell walls and little contact to the intercellular air space. CO2 can therefore efficiently be
concentrated in this cell type. The C3 acid resulting from the decarboxylation reaction diffuses
back into the mesophyll where the primary acceptor molecule is regenerated. CA, carbonic an-
hydrase; PEPC, phosphoenolpyruvate carboxylase; MDH, malate dehydrogenase; ME, malic en-
zyme; PPDK, pyruvate orthophosphate dikinase; PEP, phosphoenolpyruvate; OAA, oxaloacetate;
PYR, pyruvate



24.3 The Metabolism of Glycolate in Escherichia coli and in Some Green Algae 587

or at 30 ◦C and a [CO2] of 560 ppm. C4 grasses have an advantage if [CO2] is about
290 ppm at a temperature of 20 ◦C or 430 ppm at 30 ◦C (Leegood and Walker 1999).
The picture is different, if plants are under water stress during the growing season.
If water irrigation is suboptimal, C4 plants have an advantage over C3 species even
at 20 ◦C and 320 ppm [CO2]. These data are supported by the finding that C4 plants
developed about 15 million years ago when the CO2 concentration decreased from
between 1000 – 1500 ppm during the cretaceous time to between 490 to 200 ppm at
the end of the Miocene (Cerling 1999).

C4 dicotyledons are not as abundant as C4 monocotyledons. From approximately
10,000 grass species 50% possess C4 photosynthesis and C4 CO2 fixation. The
grasses developed at the end of the Cretaceous about 70 million years ago. Less
than 5% of the dicots use the C4 pathway. We can only speculate why only a few
dicotyledonous plants possess the C4 CO2 fixation mechanism. A few but very im-
portant crop plants like maize and sugar cane belong to the C4 species. In tropical-
or even in modest climates or under suboptimal irrigation these C4 species can pro-
duce high amounts of biomass. The world population but also the climate on earth
would benefit, if the CO2 fixation mechanism of important crop plants like wheat,
barley, rice, potato or beets could be modified from C3 to C4. More food and animal
feed could be harvested and more renewable energy could be produced.

24.3 The Metabolism of Glycolate in Escherichia coli
and in Some Green Algae

24.3.1 The Metabolism of Glycolate in E. coli

Glycolate is a compound which is produced in nature in very large quantities.
As we have mentioned earlier (Sect. 24.2.1) the oxygenase reaction of the Ru-
bisco produces one molecule 3-phosphoglycerate (3-PGA) and one molecule 2-
phosphoglycolate (2-PG). This organic acid possesses on alcoholic group which
still contains endogenous energy for the production of ATP. Many bacteria there-
fore have evolved biochemical pathways to metabolize 2-PG, to produce energy
rich bonds during catabolism or cell material during anabolism (the anaplerotic
pathway starting with 2-PG is a follows: 2-phosphoglycolate → glycolate → gly-
oxylate → glycine → serine → amino acids, pyruvate, sugars, lipids). For E. c.
the anabolic- and catabolic pathways have been described in detail (Hansen and
Hayashi 1962; Kornberg and Sadler 1961). The first enzyme involved in the gly-
colate pathway is the glycolate dehydrogenase (GDH) which produces glyoxylate
described in Eq. (24.3)

Glycolate+ NAD+ → Glyoxylate+ NADH+ H+ . (24.3)

In the photorespiration pathway oxidation of glycolate to glyoxylate is catalysed by
glycolate oxidase inside the glyoxysomes. The products of this reaction are glyoxy-
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late plus H2O2 (Eq. (24.4)).

Glycolate+ 2O2 → Glyoxylate+ 2H2O2 (24.4)

H2O2 is poisonous for a cell but is detoxified by the enzyme catalase (Eq. (24.5)).

H2O2 → H2O+ 1/2O2 . (24.5)

The oxidation of glycolate to glyoxylate does not occur in the chloroplast because
H2O2 is very toxic, but instead in the glyoxysomes.

Glycolate dehydrogenase (GDH) from E. coli is a heterotrimeric complex en-
coded by the three genes glcD, glcE, glcF, which are located in the glc operon (Lord
1972; Pellicer et al. 1996). From glyoxylate two biosynthetic pathways can branch
off: 1. Glyoxylate reacts with Acetyl-CoA, catalysed by malate-synthase to form
malate. This reaction is part of the glyoxylate-cycle, an important anaplerotic path-
way. 2. Two molecules glyoxylate (2×C2) are ligated, catalysed by glyoxylate car-
boligase (GCL). Tartronic semialdehyde (1 × C3) is formed and CO2 is released
during this reaction (Eq. (24.6)) (Chang et al. 1993).

glyoxylate(C2)+ glyoxylate(C2) → tartronic semialdehyde(C3)+ CO2 (24.6)

Tartronic semialdehyde (C3) is further reduced to glycerate by the enzyme tartronic
semialdehyde reductase (TSR) and can subsequently be phosphorylated to 3-phos-
phoglycerate (3-PGA) by the enzyme glycerate kinase (Gotto and Kornberg 1961;
Nelson and Tolbert 1970). 3-PGA is located in the centre of many biosynthetic
pathways and can be used for the production of ATP but also for anaplerotic re-
actions (e. g. formation of glucose). The three enzymes (glycolate dehydrogenase
(GDH), glyoxylate carboligase (GCL) and tartronic semialdehyde reductase (TSR))
constitute what is known as the glycerate pathway in E. coli (Gotto and Kornberg
1961).

24.3.2 The Metabolism of Glycolate in Green Algae

As mentioned before glycolate is oxidized to glyoxylate in higher plants in the gly-
oxysomes by oxygen. H2O2 is formed during this process and the toxic compound
is detoxified by the enzyme catalase. Some algae possess alternative routes of pho-
torespiratory glycolate metabolism. In many algae glycolate is oxidized to glyoxy-
late by the enzyme glycolate dehydrogenase on the inner mitochondrial membrane
(see Eq. (24.2)). In theory, two molecules of ATP can be formed from NADH and
H+ by phosphorylation of ADP in the respiratory chain. This is energetically less
wasteful than the mechanism in terrestrial plants involving glycolate oxidase. Some
green algae (chlorophyceae) and some cyanobacteria possess the same mechanism
for producing glycerate from glycolate as has been demonstrated in E. coli. This
mechanism is shown in the Eqs. (24.5), (24.6) and (24.7) (Eqs. (24.7)–(24.9)) (An-
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derson and Beardall 1991).

glycolate+ NAD+ → glyoxylate+ NADH+ H+ (24.7)

2 ×glyoxylate → tartronic semialdehyde+ CO2 . (24.8)

Tartronic semialdehyde is reduced to glycerate in a second reaction, catalysed by
tartronic semialdehyde reductase (Eq. (24.9)).

Tartronic semialdehyde+ NADH+ H+ → Glycerate+ NAD+ . (24.9)

In the photorespiration pathway found in higher plants CO2 and NH3 is released
in the mitochondria (see Fig. 24.3) during the formation of N5, N10-methylene-
tetrahydrofolate (Eq. (24.10)).

Glycine+ NAD+ + tetrahydrofolate →
N5,N10 − methylene-tetrahydrofolate+ CO2 + NH3

(24.10)

This is wasted ATP since we need energy to re-assimilate CO2 (CO2 is often a bot-
tleneck for plant growth) and for re-fixation of nitrogen. As mentioned earlier in this
chapter, glycolate is oxidized in the inner of the mitochondrial membrane. CO2 is
then released too in mitochondria. This situation is not optimal. If the whole gly-
colate acid pathway would be located in the chloroplasts, CO2 would be released
in the same compartment, where Rubisco is localized. CO2 could be re-fixed easier
and energy losses should be very low. Such a mechanism would even be better than
the one in green algae.

24.4 Increased Biomass Production
in Transgenic Arabidopsis Plants Containing
the E. coli Glycolate Pathway in the Chloroplasts

24.4.1 The Strategy to Improve CO2 Fixation
and Hence Photosynthesis

As mentioned earlier, most of our important crop plants possess the C3 CO2 fixa-
tion mechanism in which primary CO2 fixation is catalysed by the enzyme Rubisco.
The protein complex is localized inside the chloroplast and catalyzes both, the car-
boxylation and the oxygenation of ribulose-1,5-bisphosphate (Andrews and Lorimer
1987). The equilibrium between these two activities depends mainly on the CO2/O2
ratio in the leaves. We pointed out earlier, that the oxygenase reaction only has dis-
advantages for the plant. One molecule of CO2 is released in the mitochondria for
every two molecules of 2-phosphoglycolate (2-PG) produced, a net loss of fixed
carbon that reduces the production of carbohydrates and biomass. NH3 is also re-
leased in this reaction and needs to be re-fixed through energy-consuming reactions
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in the chloroplasts (Fig. 24.3). The negative impact of photorespiration on plant
growth and biomass yield has been demonstrated by experiments, where the CO2
concentration has been increased from about 0.036 to 0.1%. This dramatically in-
creases growth of several crops (Long et al. 2006). However, such a strategy cannot
be implemented in the field, where losses by photorespiration are exacerbated by
high temperature and suboptimal water supply. Under these conditions the stomata
close, no CO2 can enter the cells and the balance between CO2 and O2 increases
in favor of O2. In this situation photorespiration increases and the plants loose even
more CO2. We only can overcome this problem by modification of the photorespi-
ratory pathway or of the CO2-fixating enzyme, Rubisco. Many attempts have been
made to change the characteristics, the oxygenase activity of Rubisco. These exper-
iments were not successful. If it would be possible to mutate the important enzyme
so that it gains a lower Km value for CO2 and a higher half substrate saturation
point for O2, the problems with photorespiration would be solved. Mutation ex-
periments failed in which scientists tried to improve the carboxylation – and at the
same time decreased the oxygenation reaction. Up to now, the only possibility to
optimize the balance between CO2 fixation and oxygenation is to increase the CO2
concentration in the vicinity of the Rubisco. This could be done by the following
strategy:

• Integrating a carbonic anhydrase (CA) into the inner chloroplast membrane,
which pumps CO2 or HCO−

3 from the cytoplasm into the chloroplast.
• Expressing a CA in the chloroplasts, with an affinity to Rubisco. This CA pro-

duces CO2 in the vicinity of Rubisco and inhibits photorespiration.
• Directing the following bacterial enzymes to the chloroplasts: glycolate dehydro-

genase (GDH), glyoxylate carboligase (GCL) and tartronic semialdehyde reduc-
tase (TSR). In this case the photorespiration is placed in the chloroplast and CO2
is released and increased in the vicinity of Rubisco.

24.4.2 Establishment of the E. coli Glycolate Pathway
in Arabidopsis Chloroplasts

24.4.2.1 The General Strategy

The proposed biochemical pathway consists of three enzymatic functions, GDH
with three polypeptides (GlcD, GlcE, GlcF), GCL, and TSR activities, with one
polypeptide each. Cloning into a plasmid and integration of intact GDH seemed to
be the most problematic. Therefore it was decided that TSR and GCL genes should
be transferred first to the nuclear genome of A. thaliana wild type plants. To achieve
this, all the genes necessary for the establishment of the novel biochemical pathway
were cloned into different plant expression vectors and fused with the N-terminus
to a chloroplast targeting peptide (cTP). The expression of the foreign genes in
all vectors used is under the control of a derivative of the constitutive Cauliflower
Mosaic Virus (CaMV) 35S promoter.
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24.4.2.2 Generation of GCL, TSR
and GCL-TSR Transgenic A. thaliana Plants

The TSR and GCL genes were cloned separately and as a tandem into the plant
expression vector pTRA-K-rbcS1-cTP (Fig. 24.5). The expression of GCL in trans-
genic plants was measured on the protein level by western blot, using an antibody
specific for the His-tag, whereas the expression of TSR was analyzed using an anti-
TSR antibody which was isolated from chicken after injecting the isolated protein
from bacteria (data not shown).

A 6xHis-protein marker was used to determine the molecular weight of the pro-
teins. A single band was visible in some samples corresponding in size to the GCL
protein fused to the His-tag (65 kDa; data not shown). The TSR protein was detected
with a specific antibody prepared from the eggs of immunized hens. The analyzed
plants that showed expression for GCL also showed expression for TSR. Two trans-
genic plants were used to generate homozygous lines by selfing plants expressing
GCL and TSR.

Fig. 24.5 Vector constructs used in this study. The genes are as given in the text. All constructs
contain the 35S promoter and the chloroplast targeting sequence of the rbcs1 gene from potato. The
genes are flanked by scaffold attachment regions to stabilize gene expression. Each vector construct
contains a different resistance marker to allow multiple re-transformations of transgenic plants.
Stable transformation of Arabidopsis thaliana plants, ecotype Columbia (Col-0), with constructs
carrying both genes, together and separately, was carried out by Agrobacterium mediated floral dip
transformation, details of which are described in Chap. 24.4.2.5
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24.4.2.3 Generation of Transgenic A. thaliana Plants Expressing
the Genes glcD, glcE and glcF

The E. coli glycolate dehydrogenase enzyme is formed from three different polypep-
tides which are encoded by three different open reading frames named glcD, glcE
and glcF (Lord 1972; Pellicer et al 1996). To build up a bacterial glycolate dehy-
drogenase activity inside the chloroplasts of A. thaliana, the following strategy was
used:

• The coding sequence for GlcF subunit of the E. coli GDH operon was cloned
into the plant expression vector (pTRA-PT-rbcS1-cTP) that confers resistance to
phosphinothricin (BASTA). A. thaliana plants were transformed with this plas-
mid and gene expression was tested and homozygous lines were generated.

• The glcD and glcE genes were cloned in tandem into the plant expression vector
(pSuper-PAM-Sul-rbcS1-cTP) which confers resistance to sulfadiazine antibi-
otics.

• The homozygous lines expressing glcF were retransformed with the double con-
struct containing glcD and glcE (pSuper-PAM-Sul-rbcS1-cTP-GlcD, GlcE). This
final step resulted in the production of transgenic plants that express all E. coli
GDH genes (i. e. glcD, glcE and glcF genes) called DEF-plants.

16 DEF transgenic plants were analyzed at the RNA level by RT-PCR. In five of
the tested plants all three transgenes were expressed. However, only plant 5 and 7
showed comparable expression levels for all three transgenes. For the majority of
all plants, the glcF expression was clearly lower compared to the expression of glcD
and glcE. The lines DEF 5 and DEF 7 were chosen to be crossed to the offspring of
GT1-4-5 homozygous GT-transgenic plants in order to complete the installation of
the novel biochemical pathway in A. thaliana plants. The E. coli glycolate dehydro-
genase using an organic compound as an electron acceptor (NADP+/NADPH + H+)
preferentially oxidizes D(−) over L(+) lactate as an alternative substrate and is sen-
sitive to cyanide. In contrast, higher plant peroxisomal glycolate oxidase using oxy-
gen as electron acceptor, oxidizes preferentially L(+) lactate over D(−) lactate and is
insensitive to cyanide. In order to find out whether the GlcD, GlcE and GlcF protein
subunits are correctly assembled in the chloroplasts of DEF plants and form an ac-
tive enzyme, the following assays were made: Glycolate dehydrogenase (+/− KCN),
D-lactate dehydrogenase (+/− KCN). The enzyme was active (data not shown).

24.4.2.4 Construction of GT-DEF Plants

The generation of transgenic lines is illustrated in Fig. 24.6.

• A plasmid construct containing the genes GCL, TSR and NPTII, the gene for
kanamycin resistance, was transferred into the nuclear genome of A. thaliana
plants by Agrobacterium mediated floral dip transformation. Homozygous lines
were generated expressing GCL and TSR. The enzymatic activity of both en-
zymes was measured.
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Fig. 24.6 Establishment of transgenic lines containing all vector constructs. Transgenic lines over-
expressing the complete pathway were generated by a combination of genetic crossing and retrans-
formation as indicated in the figure. Lines in black circles were used for pathway establishment,
lines in green circles serve as controls

• An Arabidopsis line was made expressing the three genes for glcD, glcE and glcF
subunits of E. coli GDH. This line confers resistance to phosphinothricin and to
sulfadiazine. The enzymatic activity of the GDH was measured.

• Two off-springs of the DEF (GDH) lines DEF 5 and DEF 7 (in those lines the
genes glcD, glcE and glcF were expressed to almost the same level) were crossed
to the descendants of GT (GT1-4-5) in order to generate transgenic plants ex-
pressing all genes necessary to establish the novel photorespiration pathway in
the chloroplasts of A. thaliana

24.4.2.5 Plant Transformation

Genetic transformation is a prerequisite for a fast, efficient and stable modification
of plant cells and plants. During the last 30 years methods have been improved con-
tinuously (Vain 2007) though still today, for many applications there is a need for
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more efficiency of the transformation process, more precision with regard to the
integration sites of the foreign DNA and higher yield of recombinant proteins or
secondary metabolites. From a methodical point of view three kinds of transforma-
tion are applied: a) Transformation by Agrobacterium tumefaciens or viral vectors,
biological methods b) transformation by particle bombardment, microinjection or
electroporation, physical methods and c) transformation of protoplasts, a chemical
method (for reviews see: (Newell 2000; Birch 1997).

The cheapest and most employed method is the transformation with Agrobac-
terium tumefaciens. Originally it was confined to dicotyledons. During the last years
modifications of the original methods have overcome a variety of obstacles, so that
many important monocotyledons are successfully transformed since the mid-1990s.
Plant cells growing in liquid suspension cultures are easily transformed by A. tume-
faciens. Even algae (Kumar et al. 2004), fungi (de Groot et al. 1998) and mammalian
cells (Kunik et al. 2001) are now accessible to this technique.

The A. tumefaciens procedure used in our approach for A. thaliana transforma-
tion is briefly outlined:

The basic cloning steps like fusing plant regulatory functions to coding regions
and combining different gene constructs in one plasmid were performed in Es-
cherichia coli. The plasmids constructed were derivatives of pPAM (gi13508478)
with resistant genes for selection in E. coli (ampicillin), A. tumefaciens (GV3101)
(carbenicillin) and the plant cells (kanamycin, sulfadiazine or phosphinothricin).
Plasmids were then transferred to A. tumefaciens by electroporation. After three to
four days of growth on selection medium in Petri dishes, colonies were checked
for the presents of the correct plasmids by PCR. Positive lines are propagated in
medium or on fresh plates and suspended in a sucrose solution containing the wet-
ting agent (e. g. Silvet L-77). Floral buds of A. thaliana were wetted with the bacte-
rial suspension either by spraying, by dipping the inflorescence into the solution or
just by treating the floral buds with tiny droplets of the solution (Clough and Bent
1998; Logemann et al. 2006). Essential for successful transformation seemed to be
the developmental stage of the floral buds and the use of a wetting agent. A second
treatment of the floral buds may follow after some days. Ripe seeds were collected,
surface-sterilized with 70% and 96% ethanol and allowed to germinate on an agar
medium. Up to three percent of the seeds may develop into transgenic Arabidopsis
plants.

24.5 Analysis of the GT-DEF Transgenic Plants. DNA, RNA,
Proteins, Physiology, Growth and Production of Biomass

Crossing between GT-homozygous and DEF-plants resulted in the production of
GT-DEF transgenic plants expressing all the five polypeptides involved in this path-
way. All three enzymes (GDH, GCL and TSR) were active.

DNA from GT-DEF plants was isolated and analyzed by PCR-methods. A mul-
tiplex system was developed and optimized in order to test many transgenic plants
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in a short time with low effort. A mixture of plasmids carrying the GDH, TSR and
DEF genes was used as a positive control. Some plants showed positive signals for
all five genes (data not shown). Other plants showed only bands corresponding to
GCL, TSR and glcF. In total 26 plants were analyzed by this method. Three of them
contained all genes (GT-DEF) in their genome (GT-DEF 12, 14, 15).

Expression of the genes GCL, TSR, glcD, glcE, and glcF were tested by RT-PCR
(data not shown). All the three GT-DEF plants showed varying expression levels for
each single gene. The expression levels of glcF, GCL and TSR are lower compared
to glcD and glcE. The reason for this is not known. During the construction of
a new transgenic plant generation methods have to be developed the all genes are
expressed approximately with the same rate.

Protein extracts from isolated chloroplasts were isolated and the enzymatic ac-
tivities for GDH, GCL and TSR were measured. Cell lines showing expression of
the genes involved in the new pathway also showed positive enzymatic activities.

In order to check the efficiencies of the novel pathway in GT-DEF plants the ratio
of the amino acids glycine to serine was measured. The Gly/Ser ratios in C3 plants
in considered to as a marker for the rate of photorespiration. Wild type- and trans-
genic GT-DEF plants were grown under ambient (350 ppm) and low (100 ppm) CO2
concentrations. The amounts of glycine and serine from leaf samples were quan-
tified using gas chromatography and mass spectroscopy (GC/MS). When grown
under ambient conditions transgenic and wild type plants showed more or less sim-
ilar levels of Gly/Ser ratios. By growing the same plants in low CO2 concentra-
tion (100 ppm; i. e. enhanced photorespiration) for four hours the Gly/Ser ration
increased in WT plants from 0.5 to 4.4 and in GT-DEF plants from 0.6 to 2.0. These
results clearly demonstrate that photorespiration is decreased to about 50% in GT-
DEF compared to wild type plants.

Ammonia is released in the photorespiratory pathway during the conversion of
glycine to serine in the mitochondria. The released ammonia is re-fixed by the GS-
GOGAT (GS = Glutamine synthase; GOGAT = Glutamate: glyoxylate aminotrans-
ferase) (Tachibana et al. 1986; Lacuesta et al. 1989; Wild and Ziegler 1989). It
has been shown that the herbicide phosphinothricin irreversibly inhibits glutamine
synthase activity and as a result ammonia accumulates inside the plant leaf tissue.
A multi-well ammonium evolution bioassay was introduced by (Deblock et al. 1995)
which allows a quantitative assessment of the ammonia accumulated in the plant leaf
tissues. The assay works on the basis that leaf tissues incubated in medium supple-
mented with phosphinothricin are not able to assimilate ammonium. The ammonia
accumulating in the leaf tissue diffuses into the surrounding medium where a col-
orimetric reaction indicates the ammonium concentration. Under phosphinothricin
treatment higher ammonia accumulation means higher photorespiratory rates and
vice versa. Based on these facts it was decided to measure the amounts of ammonia
released from transgenic plant leaf tissues as another marker for the rate of photores-
piration. Plants transgenic for the new photorespiration pathway show less ammonia
release compared to the wild type plants (ng ammonia/mg leaf material: wild type:
220 ng; transgenic plants: 80 ng). These results also show that the photorespiration
rate is reduced in transgenic plants.
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Fig. 24.7 Electron use for CO2 fixation. Transgenic lines overexpressing the complete glycolate
catabolic pathway from E. coli (GT-DEF) require less energy compared tot the wild type (WT) for
CO2 fixation under conditions were the CO2 concentration is limiting photosynthesis

Determination of the electron requirements for CO2 assimilation (e/A) in plants.
In order to study the physiological consequences of the novel pathway we decided to
measure chlorophyll a fluorescence parameters. Chlorophyll fluorescence measure-
ments help to determine the electron requirements for CO2 assimilation (e/A). The
e/A is correlated with the carboxylation/oxygenation ratio of Rubisco. The e/A de-
creases when the rate of Rubisco oxygenation is decreased relative to carboxylation
and reaches minimum values in the absence of photorespiration. The e/A therefore
is a very helpful tool for measuring the rate of Rubisco carboxylation in plants.
At 200 ppm external [CO2] the e/A values are similar in all the plants tested (see
Fig. 24.7). The transgenic plants showed a decrease in the e/A values compared to
wild types when plants are grown at 150 and 100 ppm. GT-DEF plants always have
the lowest e/A values compared to other plants tested at 150 and 100 ppm CO2.
Taken together the results clearly demonstrate that over-expression of the novel
pathway genes in the chloroplasts of A. thaliana enhances plant photosynthesis.

24.5.1 Enhanced Biomass Production in DEF and GT-DEF Plants

Representative photographs of wild type, DEF and GT-DEF plants are shown in
Fig. 24.8. It is apparent from the photograph that the transgenic lines DEF and GT-
DEF both display a significant increase in size. This first view can be confirmed by
a more detailed analysis of parameters like rosette diameter, leaf area, total fresh,
and the increase of weight during a defined period. The average rosette diameters
of 8 weeks old DEF and GT-DEF plants was 11 cm, those of wild type plants of
the same age were 7 cm. Leaf area increased from 5.7 cm2 for wild type to 6.9 and
7.3 cm2 in DEF and GT-DEF respectively, determined on seven weeks old plants.
The most pronounced difference between wild type and the transgenic plants was
observed when looking at the increase of weight. After 6 weeks the dry weights of
shoots were nearly 40% higher in DEF plants and more than 70% higher in GT-
DEF plants than in wild type plants. The effect was even more dramatic for the root
system: 150% and 230% more weight in DEF and GT-DEF plants, respectively.
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Fig. 24.8 Phenotype of transgenic lines. Transgenic plants show enhanced growth of both leaf and
root tissues compared to the wild type (WT). This effect is already partially obtained by instal-
lation of glycolate dehydrogenase activity (DEF), but enhanced by establishment of the complete
glycolate catabolic pathway (GT-DEF)

It is clear from these experiments that some limits for growth have been overcome
in the transgenic DEF plants and to a larger extent in the GT-DEF plants. Yet, besides
the glycine/serine ratio only a few metabolite concentrations have been determined.
While the level of starch per leaf area was not changed, sucrose levels increased
from 330 μmolm−2 in wild type to 370 μmolm−2 in DEF plants and 400 μmolm−2

in GT-DEF plants. How exactly the metabolic fluxes inside the transgenic plants are
influenced and shifted to generate such striking growth enhancement remains to be
examined in the future.

At least it seems clear that CO2 fixation capacity is accessible to bioengineering.
As mentioned at the beginning of this article, the evolution of improved CO2 fixation
mechanisms is a relatively young invention of nature and occurred independently in
different plant families. Increasing the CO2 concentration at the site of Rubisco is
the common feature which is achieved in nature by various forms of primary CO2
fixation mechanisms. Enhancing the CO2 concentration at the site of Rubisco seems
to be one of the essential steps. This would suggest that steps towards these path-
ways must be relatively simple and should be accomplished by bioengineering, too.

24.6 Summary

As we have pointed out in the introduction the demand for food, feed and biomass
for energy conversion will increase dramatically in the next decades. Today, already
the prices for crops but also lumber increase because the energy industry is buying
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large amounts of biomass. We can face these economic developments in different
ways:

The most important possibility to limit the demand for biomass is to save energy.
Experts declare – and this finds public acceptance – that a lot of energy can be
saved. This will only be done, if the prizes are high enough. Too high prices for
energy could strangle the economy. Therefore we are on a small track.

The second possibility to damp the increase of prices for biomass is to produce
additional amounts of plant material. Several possibilities seem to exist to reach this
goal.

• Improvement of productivity on farmland by better fertilization. This can be done
in several parts of the world, but in most agricultural areas fertilization reaches
top levels (Europe, United States, Japan, parts of Asia, Australia).

• Improvement of the productivity of cultivated plants by classical breeding. Ex-
perts believe that for example the productivity of rice can neither be improved by
classical breeding nor by optimized agricultural methods.

• Production of biomass on devastated land which has been re-cultivated. Experts
believe that there are about 4 millionkm2 of devastated land which might be re-
cultivated, but the price for this is enormous.

• Another possibility to produce more biomass is to use gene technology to im-
prove the efficiency of photosynthesis and CO2-fixation. We believe that there
are many possibilities to modify metabolism in plants to produce more biomass
and to improve the quality of this biomass to store energy.
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Abstract Vast numbers of microorganisms on the Earth are sessile and therefore
cannot be detected and counted by most of traditional microbiological methods.
Nevertheless, the ecological, medical and biotechnological impacts of attached mi-
croorganisms are enormous. That is why the process of microbial adhesion deserves
rapt attention from professionals working on different fields.

Gaining control over all these versatile cell-surface interactions requires consid-
ering physicochemical, biochemical and ecological aspects that makes this issue
extremely intricate. This paper gives a general overview of physical, chemical and
molecular biological aspects of microbial adhesion in connection to their practi-
cal applicability. Comprehension of complex nature of adhesion processes allows
elaboration of efficient approaches in order to modulate relationships between mi-
croorganisms and surfaces.

25.1 The Lost World of Sessile Microorganisms

Like tissue cells growing in in-vitro culture, microorganisms prefer to grow on
available surfaces rather than in the surrounding aqueous phase, which was proved
by Zobell in 1943 (Zobell 1943). Virtually any surface – animal, mineral, or veg-
etable – is fair game for microbial colonization and biofilm formation, including
contact lenses, ship hulls, dairy and petroleum pipelines, rocks in streams and all
varieties of biomedical implants (Dunne Jr 2002; Neu 1996).

The inclination for microorganisms to become surface bound is so ubiquitous
in diverse ecosystems that it suggests a strong survival and/or selective advantage
for surface dwellers over their free-ranging counterparts (Bhinu 2005; Zobell and
Mathews 1936). Indeed, the propensity for microbes to colonize surfaces is advan-
tageous from ecological and biotechnological standpoints because it preferentially
targets specialized microorganisms to specific locations, encouraging symbiotic re-
lationships and therefore increasing productivity. From an evolutionary standpoint,
the selective advantage of microbial adhesion has been postulated to favor the lo-
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calization of surface-bound microbial populations in nutritionally favorable, non-
hostile environments and at the same time provide some level of protection from
external predation (Dunne Jr 2002; Marshall 1986).

Therefore, in natural and artificial aquatic ecosystems, surface-associated mi-
croorganisms vastly outnumber organisms in suspension and often organize into
complex sessile communities with features that differ dramatically from those of
planktonic cells (Zobell and Mathews 1936). The research of microbial adhesion
and its significance is a large field covering different aspects of nature and human
life, such as soil and plant ecology, the food industry, and importantly, the biomedi-
cal field.

It was discovered that the surface colonization by microorganisms consists of
two distinct stages, referred as reversible and irreversible attachment, correspond-
ingly. Several terms are usually used to describe microorganism-surface interac-
tions. Adhesion is a situation where microorganisms adhere firmly to a surface by
complete physicochemical interactions between them, including an initial phase of
reversible physical contact and a time-dependent phase of irreversible chemical and
cellular adherence. Immobilization is rather a biotechnological term, indicating that
the cells or molecules are confined, bound with solid component of multi-phase
system. Sorption is an archaic synonym for adhesion. Adherence is a general de-
scription of microbial adhesion (the initial process of attachment of microorganisms
directly to the surface) and is a less scientific term for microbial adhesion. Attach-
ment can be defined as the initial stage of microbial adhesion, referring more to
physical contact than complicated chemical and cellular interactions, and is usually
reversible.

The expression “irreversible attachment” is used when microbes can no longer
move perpendicularly away from the surface (Busscher et al. 1998). It is assumed
that most microbes become irreversibly attached only after a period of unstable, re-
versible adhesion, during which the cells can show motion such as the well-known
rotating motion of apically adherent cells of P. fluorescens (Korber et al. 1994). The
sessile microorganisms can form a biofilm – a dense colony of microorganisms af-
fixed to a surface within a protein and sugar-chain matrix (Fig. 25.1). The cells in
biofilms are able to divide and produce new swarming cells. Many specialized struc-
tures and complex signaling pathways designed specifically for surface recognition
and biofilm formation evolved in microbes is another clue supporting the impor-
tance of microbial adhesion (Ben-Jacob and Levine 2006; Favre-Bonte et al. 2003;
Rasmussen and Givskov 2006).

Most kinds of adhesive bacteria and fungi have been shown to produce adhesion
forces of nanonewtons or piconewtons (Tang et al. 2004). However, a bacterial glue
has been discovered recently that is stronger than any known adhesive – more than
three times as strong as for example super glue. This super-sticky, water-resistant
glue is produced by bacteria called Caulobacter crescentus. In aquatic environ-
ments, C. crescentus is one of the first colonizers of submerged surfaces. Using
a micromanipulation technique, the adhesion force of single C. crescentus cells at-
tached to borosilicate substrates have been measured by Jay Tang with co-workers
to be in the range from 0.1 to 2.26 μN (Bodenmiller et al. 2004; Tsang et al. 2006).
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Based on the calculation of stress distribution with the finite element analysis
method, the adhesion strength between the holdfast and the substrate was estimated
to be >68 N/mm2 in the central region of contact. A few micronewtons may not
sound like a great deal of force, but this means that a layer of C. crescentus holdfast
covering 1 cm2 could hold 680 kg weight which is equivalent to three or four cars
balanced on square inch. This strength of adhesion seems to be the strongest ever
measured for biological adhesives (Tsang et al. 2006). The combination of great
strength and biocompatibility could have applications in joint-replacement, bone
and cartilage repair, and eye surgery.

Microbial biofilms play notorious roles in the environment, infectious pathol-
ogy and industry, where biofilm formation is regarded usually as highly undesir-
able effect. Sessile microbial communities including pathogenic bacteria growing
inside the human body, e. g. in lungs or on implant surfaces (Donlan and Coster-
ton 2002; Dunne Jr 2002) or in drinking-water distribution systems can threaten
human health (Szewzyk et al. 2000). In industrial processes adhered microorgan-
isms cause malfunction of equipments, lower the efficiency of heat exchangers, and
lower the end-product quality or safety in food industry (Carpentier and Cerf 1993).
In some instances, however, the corrosive damage caused by bacterial biofilms pro-
vides a never-ending source of economic benefit, as most of us have appreciated
after a trip to the dentist.

One should also not forget the protective roles of skin and intestinal bacterial
biofilms. This implies that our outer surfaces are extremely populated and highly
developed ecological niches. The existing ecological equilibrium is quite sturdy but
can be destroyed by systematic misinterpretation of hygiene. For example, regular
treatment of skin with antibiotics, triclosan, ethanol, etc. results in natural selection

Fig. 25.1 Scanning electron micrograph of a Staphylococcus biofilm on the inner surface of
a needleless connector. A distinguishing characteristic of biofilms is the presence of extracellular
polymeric substances, primarily polysaccharides, surrounding and encasing the cells. Here, these
polysaccharides have been visualized by scanning electron microscopy
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of respectively resistant microorganisms and therefore has potentially hazardous
consequences.

According to our measurements, the surface concentration of microorganisms on
the skin of twice washed hands still averages 105 cellspercm2, with species diversity
exceeding 50 bacterial and fungal species. Interestingly, the composition of individ-
ual’s microflora is to great extent defined by his/her genetic peculiarities and this is
one of the reasons why close relatives have similar body smell. The organisms be-
longing to “normal” dermal and intestinal microflora generally do no allow any for-
eign invaders (often potentially pathogenic, to settle and colonize skin and mucosa).
A mature microbial biofilm with its complex architecture typically provides niches
with distinct physicochemical conditions, differing e. g. in oxygen availability, in
concentration of diffusible substrates and metabolic side products, in pH and in the
cell density. Consequently, cells in different regions of a biofilm can exhibit different
patterns of gene expression (Costerton 1999). Mixed-species biofilms (like those on
our teeth) can contain niches with distinct groups of bacteria having metabolic coop-
eration (Kuchma and O’Toole 2000). Watnick and Kolter summarized that a mixed
species biofilm is a dynamic community harboring bacteria that stay and leave with
purpose, compete and cooperate, share their genetic material, and fill distinct niches
within the biofilm. They stated, “The natural biofilm is a complex, highly differenti-
ated, multicultural community much like our own city” (Watnick and Kolter 2000).

One interesting phenomenon concerning biofilms is that bacteria in a mature
biofilm are far more resistant to antimicrobials (biocides and antibiotics) and to
unfriendly physicochemical conditions (pH, temperature, salt concentration) than
freely swimming cells. Different mechanisms have been proposed to account for
this increased resistance that is most likely multifactorial (Bodenmiller et al. 2004;
Marshall 1986; Neu 1996). Extracellular microbial polysaccharides (EPS) may form
permeability barriers or make complexes with the antimicrobials thus interfering
with the antimicrobial action. As a result of that, reactive oxidants and free radicals
may be deactivated in the outer layers of EPS faster than they diffuse. Furthermore,
microbial cells of the biofilm phenotype may have reduced susceptibility because
of altered cellular permeability, metabolism or growth rate that is still poorly under-
stood (Bodenmiller et al. 2004; Costerton 1999; Watnick and Kolter 2000; Zobell
1943; Dunne Jr 2002).

25.2 Biotechnological Potential of Adhered Microorganisms
and Its Limitations

All aforementioned suggests the attractiveness of adhered cells applications for
biotechnological applications. In spite of the fact that the first bioreactors using im-
mobilized microbial cells for vinegar production appeared in Pasteur’s times (Nabe
et al. 1979), the most intent scientific interest and popularity this approach became
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in 80s. The rise of the attention to immobilized bio-catalysators in particularly this
period of time had been provoked by a group of factors related to a new stage in
biotechnology development. These factors, on our opinion, were: 1) elaboration
of industrial large-scale manufacture of biotechnology products (amino acids, vit-
amins, antibiotics etc.); 2) conversion of microbial technology towards continuous
cultivation, allowing achievement of higher production rates: 3) rigid environmental
constraints and 4) development of quality management in microbial biotechnology.

Thus, the evolution of biotechnological science demanded further development
and optimization of manufacturing processes, focusing on new technological ap-
proaches and new bioreactors’ designs. As a matter of fact, immobilization of mi-
crobial cells was a sequel of enzyme immobilization approach and all existing meth-
ods of cell immobilization originate from engineering enzymology (Ohmiya et al.
1977).

The group of adsorption immobilization methods is based on creation of bonds
between a solid surface (referred as a carrier or a substratum) and a biocatalisator
(enzymes, immunoglobulins, microbial cells, etc.). These approach features tech-
nical and methodological simplicity, low costs and absence of diffusion limitations
(Junter and Jouenne 2004). In this case the immobilization process comes to sim-
ple contact of cell suspension and the carrier. The desired properties of the car-
rier include large surface, mechanical stability and non-toxicity. There are plenty of
materials fulfilling these requirements and granting additional flexibility to biore-
actor design and processing parameters. For example, nitrocellulose membranes,
zeolytes, ultra-thin basalt fibers, acetate cellulose threads, hollow polystyrol and
acrylontryl tubes, porous polycarbonate disks, clays, talcum, silica gel, polyurethane
foam etc. have been successfully used as carrier materials for microbial immobiliza-
tion (Branyik et al. 2000; Cabuk et al. 2006; Rangsayatorn et al. 2004).

Immobilized cells possess a number of useful properties that are of great practi-
cal importance. Most of these advantages are connected with reduction of losses of
biomass in the liquid outflow of a bioreactor. This allows achieving higher concen-
trations of active cells in the working zone of the bioreactor that leads, in turn, to
higher production efficacy (Marshall 1986; Rangsayatorn et al. 2004; Watnick and
Kolter 2000). It is worthy to mention also that the final product in such a bioreactor
is not contaminated with microbial cells and therefore requires less filtering and pu-
rification efforts (Branyik et al. 2000, 2004; Ohmiya et al. 1977). Thus, the use of
immobilized cells opens new opportunities in bioreactors’ design and construction,
not applicable otherwise.

The influence of cells adhesion on their growth kinetics (lag-phase shortening,
higher biomass production) has been repeatedly proved (Donlan and Costerton
2002; Habash et al. 1997; Sheth et al. 1985). Apparently, the cell attachment dramat-
ically influences the viability and resistance of microorganisms to unfriendly and
extreme environments. Higher specific physiological activity and stress-resistivity
of immobilized cells compared to suspended ones was reported by many research
groups (Bhinu 2005; Branyik et al. 2000; Cabuk et al. 2006; Dunne Jr 2002; Habash
et al. 1997; Sheth et al. 1985; Zobell 1943). It has been demonstrated that nitroge-
nase activity of Bacillus polymyxa cells significantly increases after immobilization
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onto CaCO3 or ceramics, whereas polyacrylamide gel inhibits nitrogenase activity
completely (Seyhan and Kirwan 1979). Acetobacter cells produce acetic acid even
three times faster being immobilized onto titanium-containing gel (Davidenko 1990;
Kennedy and Cabral 1990).

Adsorbents also show significant influence on oxygen consumption by immobi-
lized microbial cells. Partial inhibition of Azotobacter sp., E. coli and Pseudomonas
fluorescens respiration was noted when ion-exchange resins were used as a solid
phase. The exact roles of surface chemical composition and carrier’s spatial prop-
erties in bacterial growth stimulation are still not well understood. It has been sug-
gested (Bhinu 2005; Ohmiya et al. 1977; Watnick and Kolter 2000; Zobell 1943)
that one of the mechanisms stimulating cellular metabolism is the modification of
cellular surface structures during adsorption immobilization. This modification in-
fluences the permeability of cell envelopes, which leads, in turn, to decrease of the
sensitivity threshold of signaling systems responsible for enzyme activity regula-
tion.

Thus, first appeared as just a methodological approach, adsorption cell immobi-
lization has been transformed into a valuable instrument which allows to control and
manipulate metabolic activity of the cells. Its practical application and development
created a group of principally new microbial technologies (Ben-Jacob and Levine
2006; Branyik et al. 2000, 2004; Li et al. 2005). The advantages and benefits de-
scribed above significantly reduce labor and time consumption for industrial-scale
bioreactors and therefore have made the adsorption immobilization one of the fa-
vorite topics for practical biotechnologists. Operating aspects of such large-scale
setups in waste water management and drink water purification, were extensively
described and repeatedly discussed in a number of publications (Busscher and Van
Der Mei 2006; Cabuk et al. 2006; Marshall 1986; Szewzyk et al. 2000).

One distinct problem impeding many biotechnological applications of adhered
cells is the inability of many microorganisms to establish strong irreversible con-
tacts with respective surface. As a matter of fact, very important biotechnological
microorganisms like brewery yeasts are lacking most of known adhesion factors.
This fact limits and hinders dramatically their biotechnological potential because
in this case the adsorption immobilization cannot guarantee durable and lasting re-
tention of microbial cells on the surface. Under these conditions, the system “cells-
surface” is in dynamic equilibrium that means that in each moment of time some
cells attach to the surface and the same amount of cells detach from it.

Together with the lack of adhesiveness, the main reason for poor attachment of
yeasts is that the local interactions keeping the cells attached to the surface are ef-
fectively counteracted by a number of opposed forces (tearing cells off with the
liquid flow and stirring, electrostatic repulsion, Brownian motions and cells’ own
active motions). Another known problem is limited carrier surface capacity in re-
spect of cells. As a matter of fact, the cells often don’t occupy all spatially and steri-
cally available places on the surface but rather attach themselves to some preferable
locations which are referred as “centers of adsorption” (Bodenmiller et al. 2004;
Marshall 1986). These sites, having high surface energy, are limited in number and
therefore cannot provide high surface density of immobilized cells.
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All these undesirable conditions indicate the seriousness of the cell detachment
problem for biotechnological applications. To be able to develop possible strategies
overcoming the aforementioned drawbacks, profound understanding of physical,
chemical and biological determinants of cellular adhesion is of great importance.
The following two parts will be devoted to short overview of physicochemical and
biological aspects of microbial adhesion, respectively.

25.3 Physicochemical Aspects of Microbial Adhesion

There may be an obvious explanation for microbial adhesion, because nutrients in
an aqueous environment tend to concentrate near a solid surface. However, the par-
ticular physicochemical forces contributing to microbial adhesion are complex.

From physicochemical point of view, a microbial cell can be imagined as
a charged (typically negative) particle of 0.5 – 10 μm size, possessing defined sur-
face energy, hydrophobicity, etc. Such abstraction and simplification are quite expe-
dient in many instances, allowing describing adsorption and attachment processes
by means of known physical and mathematical models. In many cases, such rough
calculations are very helpful and efficient in prediction and description of the sys-
tem’s behavior by evaluation of strength and character of the interactions between
involved surfaces (Bodenmiller et al. 2004; Kennedy and Cabral 1990; Marshall
1986). The following characteristics and parameters are mainly applicable in frames
of physicochemical approach to describe adhesion: adsorbent capacity r , equilib-
rium constant K as well as specific surface energy E , characterizing surface wett-
ability.

In general, the speed of adsorption Wa is proportional to adsorbent surface S; the
relative free surface (1 −�) and cells concentration in liquid phase C:

Wa = ka · S ·C(1 −�) , (25.1)

where k is velocity constant. Noteworthy, the speed of desorption Wd does not de-
pend on cells concentration in liquid phase:

Wd = kd · S ·� . (25.2)

These idealized Eqs. (25.1) and (25.2) describe adsorption in frames of classical
Longmuir model which is applicable only to a few real processes because it deals
with absolutely uniform surface and monolayer adsorption. Taking into account the
real surface heterogeneity, this model adequately describes adsorption behavior for
extremely small part of the surface only. More realistic approximation requires dif-
ferentiation with following integration the equation for all small areas having differ-
ent specific adsorption heat indexes, which is cumbersome.

Adhesion can be described as a balance between attractive Van der Waals forces,
electrostatic forces (often repulsive as most microorganisms and immersed sur-
faces are negatively charged), short range Lewis acid-base interactions, hydropho-
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bic interactions and Brownian motion, etc. These physical interactions might be
roughly classified as long-range interactions and short-range interactions respec-
tively (Gottenbos et al. 2002). Microbial cells are transported to the surface by the
so-called long-range interactions and upon closer contact, short-range interactions
become more important. The long-range interactions (non-specific, distances ap-
prox. 150 nm) between cells and material surfaces are defined as a function of the
distance and free energy. Short-range interactions become effective when the cell
and the surface come into close contact (approx. 3 nm), maintained by chemical
bonds (such as hydrogen bonding), ionic and dipole interactions, and hydrophobic
interactions. This initial attachment of microorganisms to material surfaces is the
primary stage of adhesion, making the following molecular and cellular phases pos-
sible.

The interaction between the cell and the surface is dictated by physicochemi-
cal variables, which are explained by several different theories (Korber et al. 1997;
Marshall 1986). According to Derjaguin, Landau, Verwey and Overbeek (DLVO)
theory, unspecific cellular adhesion is caused by combination of dispersion (van der
Waals) attraction forces and electrostatic repulsion forces (Busscher et al. 1998; Ko-
rber et al. 1997; Marshall 1986; Poortinga et al. 2001). Magnitudes of these forces
are affected by the distance of the bacterium from the surface (long-range and short-
range forces) and by ionic strength. Thermodynamically, spontaneous cell adsorp-
tion onto a surface results in decrease of Gibbs free energy but there is a significant
energy barrier because of electrostatic repulsion. The theory predicts that there are
two regions where attraction may occur (primary and secondary minimum, corre-
spondingly <1 nm and 5 – 10 nm from the substratum). Generally is assumed that
microbes adhere reversibly to the “secondary minimum” and irreversibly to the “pri-
mary minimum” with the aid of cell surface appendages that can pierce the repulsive
energy barrier. Microorganisms forced to adhere in the primary minimum by appli-
cation of a high positive electrode potential are hardly to desorb, indicating strong
irreversible adhesion.

Development of a net charge at the particle surface affects the distribution of
ions in the surrounding interfacial region, resulting in an increased concentration of
counter ions (ions of opposite charge to that of the particle) close to the surface.
The surface charge attracts ions of opposite charge in the medium and results in the
formation of an electric double layer. This layer surrounding the particle exists as
two parts; an inner region (Stern layer) where the ions are strongly bound and an
outer (diffuse) region where they are less firmly associated. Within this diffuse layer
is a notional boundary known as the slipping plane, within which the particle acts as
a single entity. The surface charge is usually characterized by the isoelectric point,
the electro-kinetic potential (or zeta potential), or electrophoretic mobility.

The zeta potential is the overall charge a particle acquires in a specific medium.
If the particles have low zeta potential values then there is no force to prevent the
particles coming together and there is dispersion instability. In general, increase in
electrolyte concentration (i. e. ionic strength) decreases electrostatic surface poten-
tial because of counter-ions sedimentation and hence, thinning of double electric
layer. Hence, one of the important predictions of DLVO theory is promotion of
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cell adsorption by increase of salt concentration in liquid medium (Marshall 1986;
Poortinga et al. 2001). Indeed, at appropriate electrolyte concentration, attraction
forces between cells and surface become dominating and result in cellular adhesion.
In case of particularly high salt concentration the cells can reach the primary free
energy minimum, which causes irreversible binding.

The alternative “wetting” or the “surface free energy/hydrophobicity” theory is
also based on surface thermodynamics. This theory relies on determining critical
surface tension of the microorganisms and substratum, and is not taking electro-
static interactions into account (Carpentier and Cerf 1993). If the total free energy
of the system is reduced by cell contact with a surface, then adsorption will occur.
Hydrophobic interactions between cells and surfaces do not themselves result in
irreversible adsorption. They just create favorable thermodynamic conditions pro-
moting adhesion. The cells’ bounding to surfaces becomes irreversible as a result
of covalent, ion and van-der-Waals short-range interactions in the sites of nearest
surface contacts (Busscher et al. 1998).

In theory, both physical and chemical adsorption events are stimulated also by
decrease of temperature of the system. This follows from le Chatelier principle of
dynamic equilibrium, since cellular adsorption is an exothermic (heat-producing)
process. Nevertheless, the temperature dependence of cell adsorption has more com-
plicated shape because of many mechanisms involved. Temperature effects of ad-
sorption seem to be connected mainly with surface chemical reactions, when heat
effects can reach 400 kJ/mole and more.

25.4 Biological Aspects of Microbial Adhesion

The physicochemical models mentioned above have turned to be very fruitful in
many practical applications. Their relevancy has been repeatedly demonstrated in
estimation of cell adsorption under variable hydrophobicity, pH and ionic strength
values. However, pure physical models of cellular adhesion are often not ade-
quate and accurate enough since they don’t take into account the complex self-
regulating behavior of a living cell. It is caused by uncertainty of many parameters
crucially important for adsorption, for example, variations in surface exposure of
adhesion-related molecules (adhesins, surfactants, receptors, lectins). Importantly,
microbes are not constant inanimate particles, but living organisms that can adapt
to the requirements set by their changing environment and alter their surface com-
position. Bacterial cell surfaces are generally hydrophobic, but the cells can pos-
sess hydrophilic appendages. The net charge of most bacteria is negative, but e. g.
Stenotrophomonas maltophilia has positive surface charge at physiological pH. Ad-
ditionally, the cells can also have polarity in their charge (Dunne Jr 2002).

Microbial binding especially to living surfaces is mainly accomplished by bio-
chemical interactions based on specific affinity such as enzyme-substrate, lectin-
carbohydrate, and antigen-antibody pair forming. The strength and specificity of
these interactions are mainly affected by the protein structure, charge and confor-
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mational state of corresponding binding sites. The typical examples of such inter-
actions are adhesion of symbiotic nitrogen-fixing bacteria to roots, and binding of
pathogenic microorganisms to hosts surfaces (Busscher and Van Der Mei 2006; Soto
and Hultgren 1999). In case of such highly biologically specialized interactions,
variations in physical and chemical parameters (temperature, pH, ion strength) as
well as changes in culture media composition play relatively unimportant role in
adsorption process, having rather ancillary effect.

Molecular biological and biochemical aspects of cell adhesion focus predomi-
nantly on identification, isolation and structural analysis of attachment-responsible
biological molecules and their genetic determinants. Physiological direction of cel-
lular adsorption concerns mainly the influence of cultivation parameters (temper-
ature, nutrition compounds, oxygen concentration, presence of antibiotics and vit-
amins) on bacterial adherence-related phenotype, adhesion molecules metabolism
and surface structural organization (Habash et al. 1997; Junter and Jouenne 2004).

Once in initial contact with a surface, microbes develop different types of attach-
ment behaviors. Motile attachment behavior of P. fluorescens allows the flagellated
cells to move along surfaces in a semi-attached condition within the hydrodynamic
boundary layer, independent of the flow direction (Korber et al. 1994). Reversible
adhesion of E. coli cells with residence times of over 2 minutes on a surface has
been described as “near-surface swimming” (Vigeant and Ford 1997). The term “ir-
reversible attachment” is used when microbes can no longer move perpendicularly
away from the surface (Busscher et al. 1998).

It is assumed that most microbes become irreversibly attached only after a pe-
riod of unstable, reversible adhesion, during which the cells can show motion such
as the rotating motion of apically adherent cells of P. fluorescens (Korber et al.
1994). Vibrio cholerae and E. coli first utilize the flagella to spread across the sur-
face, and then anchor onto the surface with pili and possibly outer membrane pro-
teins (Davey and O’Toole 2000; Davey et al. 2003; Kuchma and O’Toole 2000).
Microbes can also attach irreversibly, while retaining active motility by mech-
anisms known as gliding, swarming, twitching, swimming, darting and sliding.
Uropathogenic E. coli cells were shown to attach irreversibly and yet actively mi-
grate along solid surfaces. P. aeruginosa requires type IV pili for twitching motion
on a surface and for the subsequent build-up of stagnant microcolonies (O’Toole
et al. 2000).

Very intriguing results reported by a multidisciplinary teams from bioengineer-
ing and microbiology suggest that fluid forces in the human body, as occur with
salivating, swallowing, sneezing, urinating, and weeping, may in some cases even
strengthen bacterial adhesion instead of detaching and flushing away the infectious
agents (Thomas et al. 2002; Christersson et al. 1988; Brooks and Trust 1983). The
researchers described a mechanism by which a certain bacterial adhesion protein,
FimH, responds to high shear conditions by buckling down the bacteria onto the
invaded surface. The protein reacts to low shear conditions by releasing the bind
to allow bacterial spread across the surface. FimH is the second adhesion protein,
after fibronectin, for which these scientists have described a structural mechanism
whereby mechanical forces regulate protein function.
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The recent progress in development of more sensitive and specific molecu-
lar biological methods (two-dimensional SDS PAGE, DNA- and protein microar-
rays, polymerase chain reaction) has significantly stimulated interest to physio-
logical and biochemical aspects of cellular adsorption. Whiteley et al. (Whiteley
et al. 2001) demonstrated by DNA microarray technology that in mature biofilms
of P. aeruginosa genes e. g. for synthesis of flagella and the sigma factor RpoS
were repressed, whereas genes encoding proteins for e. g. temperate bacteriophage,
urea metabolism, membrane transport, translation and gene regulation were up-
expressed. Another study on Pseudomonas attachment indicated expression of 15
unique proteins, supposedly required in the initial stages of biofilm development.
The planktonic cells had high levels of 11 proteins that were absent in 2- and 18-h-
old biofilms. Only 10% of the proteins were present in all growth phases and at the
same level (no up- or down-regulation). Cells from the 18-h-old biofilm contained
7 unique proteins, whose identity suggested for e. g. fermentative metabolism in the
biofilm (Oosthuizen et al. 2002).

Similarly, by 2D electrophoresis, P. aeruginosa has been shown to display
at least three phenotypes with different protein profiles: a planktonic, a mature
biofilm, and a dispersing biofilm phenotype (Stoodley et al. 2002). Davies et al.
(1998) published the first study that showed a role for quorum sensing in the
formation of biofilms, and launched a period of active research of cell-to-cell
signaling in biofilms. This researcher group showed also that lasI-mutant cells
of P. aeruginosa that were unable to synthesize 3OC12-HSL (3-oxo-dodecanoyl-
homoserine lactone) were able to attach and initiate the biofilm formation simi-
lar to the wild type cells, but the mature biofilms were continuous sheets lacking
the differentiated architecture with microcolonies and water channels (Davies et al.
1998).

As mentioned above, microbial adhesion to a material surface can be described
as a two-phase process including an initial, instantaneous, and reversible physical
phase (phase one) and a time-large pendent and irreversible molecular and cellular
phase (phase two), which was first proposed by Marshall and colleagues (Marshall
1986) and has been accepted by the majority of researchers. The exact mechanism
of two-stage nature of microbial attachment is still under discussion. Many authors
believe that the second stage is undoubtedly mediated by new-synthesized adhesion
molecules, creating strong chemical bounds between contacting surfaces. This point
of view has found support in several studies that revealed cooperativeness in cellu-
lar attachment, as well as increased expression of specific gene groups prior to the
second stage (Costerton 1999; Davey and O’Toole 2000; Korber et al. 1997; Ras-
mussen and Givskov 2006). Adhesin can be defined as a substance (a surface macro-
molecule, commonly lectins or lectin-like proteins or carbohydrates) produced by
microorganisms and is thought to be a specific material for specific adhesion. Bac-
teria may have multiple adhesins for different surfaces (different receptors). Gener-
ally, any structures responsible for adhesive activities can be called adhesins. The
molecules responsible for attachment are of different chemical nature and include
glycoproteins, lectins, teichoic acids etc. (Bhinu 2005; Korber et al. 1997; Soto and
Hultgren 1999).
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Biologically defined expression level of adhesins can dramatically vary even in-
side of the same microbial population (Flint et al. 2001; Peng et al. 2002). This
results in significant population heterogeneity in respect of cell surface hydropho-
bicity, charge, adhesiveness etc. It is known also that environmental changes induce
reorganization and restructuring of cell surface components. Understanding of the
mechanisms determining biological response is a key element for maximally ad-
equate description, reliable prediction and control of cellular adsorption.

Other researchers are the opinion that biosynthesis of adhesins, though important,
doesn’t play critical role in irreversible binding to the surface. These authors explain
the presence of the second phase as a result of multiple sites of polymer binding to
the surface, so the adsorption is irreversible because of kinetic, not biological rea-
sons. This hypothesis also has strong arguments, for example the fact that dead cells
and even large synthetic polymers demonstrate similar two-stage adsorption kinet-
ics (Davey and O’Toole 2000; Marshall 1986; Poortinga et al. 2001). Moreover, in
many cases the irreversible stage begins almost immediately (several minutes) af-
ter the first stage and therefore the cell simply does nor enough time to synthesize
any considerable amount of adhesion molecules (Marshall 1986; Poortinga et al.
2001). The most probable scenario is that early stages of microbial adsorption are
guided and driven by non-biological mechanisms, whereas later formation of bacte-
rial biofilm is definitely biologically controlled and regulated.

25.5 Surface Conditioning
as a Tool Facilitating Microbial Adhesion

All abovementioned considerations give important clues in developing appropriate
strategies for forced adhesion of intrinsically suspended cells. Stimulation of unspe-
cific cells’ adsorption is of great interest as a complex of measures concerning on
the one hand strain-specific biological differences and on the other hand physico-
chemical parameters of adsorption system (pH, presence of bi- and trivalent metal
ions, temperature, shear stress).

Direct bonding of microbial cells to many inorganic surfaces is difficult due to
relative inertness of the surface in its ground state. However, better attachment can
be achieved after surface activation/modification. The term “modification” relates to
all the processes that lead to change in chemical composition of the surface. Modifi-
cation via functional group immobilization provides unique opportunity to engineer
the interfacial properties of solid substrates while retaining their basic geometry
and mechanical strength. There are extensive reports on immobilization of modifiers
like chelate-forming organic reagents, polymers, metal salts, natural compounds and
some microorganisms on solid matrices like ion-exchange resins, cellulose, fibers,
activated carbon, sand, clay, zeolytes, polymers, metal oxides and highly dispersed
silica (Herrera-Alonso et al. 2006; Qhobosheane et al. 2001).

Immobilization of molecules on organic/inorganic support has been studied with
much attention given to establishment of new covalent bond on the desired sur-
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face (Li and Takahashi 2004). Such investigations of immobilization of groups or
compounds depend on substitution reaction between the modifiers and the sur-
face of the carrier material. Many attempts have been made to stabilize cellu-
lar attachment by means of multifunctional reagents (glutaraldehyde, cyanuric
choride (2,4,6-trichloro-1,3,5-triazine chlorotriazine trichlorocyanidine) and oth-
ers) but they failed for the most part because of high toxicity of the compounds
used.

An activated surface should have along with low toxicity, good sorption capac-
ity, chemical stability under experimental condition and, optionally, high selectivity
(Preinerstorfer et al. 2006). With this aim in view, we have developed and put to
the test two different approaches aimed to increase the efficiency of adsorption im-
mobilization based of surface modification/conditioning. The first strategy is based
on modifying the surface by transition metals’ ions; the second uses positively
charged water-soluble polymers to eliminate electrostatic repulsion effects and to
create more centers of adsorption (Fig. 25.2).

Prior to controlled surface modification experiments, several types of common
adsorption materials were checked in order to select chemically inert and mechani-
cally stable carriers having developed surface and satisfactory sorption activity. The
parameters have being checked during this phase included adsorption rate, desorp-
tion rate, cell viability and material availability for later large-scale applications.
Biotechnologically valuable yeast strains Torulopsis kefyr var. kumis (capable to
lactose fermentation), Rhodotorula glutinis (important carotene producer) and Sac-
charomyces cerevisiae (used in beer production) were selected as test microorgan-
isms. The yeasts’ adsorption rate curves obtained for the most promising materials
are shown in Fig. 25.3.

Fig. 25.2 Two main surface engineering approaches have been suggested to control and manipu-
late the microbial adsorption process. a Engraftment of transition metal ions; b preconditioning of
surface by charged polymers
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Fig. 25.3 a The Torulopsis kefyr var. kumis adsorption rates on different surfaces. Standard error
of mean did not exceed 5% and is not shown. b Yeast cells attached to the surface

As follows from the data obtained, several chemically different materials showed
similar adsorption/desorption kinetics, which is mainly connected with their large
surface (large number of pores and surface peculiarities, providing surface-active
sites). This group of five carrier materials was taken into the further modification
stages.

25.5.1 Adsorption Facilitation by Transition Metal Ions

IUPAC defines of a transition metal as an element whose atom has an incomplete d
sub-shell, or which can give rise to cations with an incomplete d sub-shell. The
group of transition metals includes approximately 40 elements such as Fe, Mn, Co,
Ni, Cu, Mo, Cr, Cd. The interesting property of transition metals is that their valence
electrons, or the electrons they use to combine with other elements, are present in
more than one shell. This is the reason why they often exhibit several common
oxidation states, reaching sometimes very high oxidation states like 7+ and even
8+. Transition metals in high oxidation states are usually bonded covalently to more
electronegative elements like oxygen, sulfur, carbon or fluorine, forming polyatomic
groups such as chromates, carbonyls or permanganates (Fig. 25.4). This ability to
form very complex compounds, especially with organic molecules, defines their role
as catalysts, chromogens and electron-transferring molecules in many biological
and chemical processes, making them especially interesting objects for bioorganic
chemistry and biochemistry.

Surface chemical bonding of transition metals ions offers a unique advantage
since the grafted ion detachment is prevented due to strong covalent bonding of
the ion to the substrate. This approach, based on engraftment of multivalent metal
ions into the substratum, involves aimed chemical modification of the surface and
therefore puts special requirements on substratum stability and chemical compo-
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Fig. 25.4 The transition metals can form various carbonyl structures because of large number of
valence electrons

sition. Among the initially selected materials (Fig. 25.5) only silica gel and glass
beads have shown appropriate characteristics after ion engraftment procedure, com-
bining good metal ions engraftment rates with constant mechanical properties. In
spite of good adsorption properties, many other potentially valuable adsorbents like
polyurethane foam and calcium alginate were unfortunately partially destroyed by
transition metal salts due to metal-induced chemical reactions in polymer matrix.
Thus, mainly silica gel and glass beads were later used in further experiments on
microbial cells immobilization using surface conditioning by means of transition
metals.

Among the different adsorbents for microbial cells, silica gel especially modified
with various compounds has received great attention. Silica is a polymer of silicic

Fig. 25.5 Increase in T. kefyr adsorption after surface activation by transition metals. Missing
bars indicate immediate material destruction followed transition-metal engraftment. The error bars
show SEM
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acid, consisting of inter-linked SiO4 in tetrahedral fashion, which has the stoichiom-
etry SiO2. Silica gel is a porous, granular form of silica, synthetically manufactured
from sodium silicate or silicon tetrachloride or substituted chlorosilane/orthosilicate
solution. The active silica surface with large specific surface area is of great impor-
tance in adsorption and ion exchange. These properties are well studied, even though
shape of silica surface is basically unknown. At the surface, the structure terminates
in either siloxane group (≡Si–O–Si≡) with the oxygen atom on the surface, or one
of the several forms of silanol groups (≡Si–OH). The silanol groups could be iso-
lated (free silanol groups), where the surface silicon atom has three bonds into the
bulk structure and the fourth to OH group and the vicinal or bridged silanols, where
two isolated silanol groups attached to two different silicon atoms are bridged by
H-bond. A third type of silanols called geminal silanols consists of two hydroxyl
groups attached to one silicon atom (Preinerstorfer et al. 2006; Qhobosheane et al.
2001).

Silica surface can be modified either by physical treatment (thermal or hydrother-
mal) that leads to change in ratio of silanol and siloxane concentration of the silica
surface or by chemical treatment that leads to change in chemical characteristics
of silica surface. By the modification the adsorption properties are significantly af-
fected. Chemisorption of specific functional groups or ions on silica surface pro-
vides immobility, mechanical stability and water insolubility, thereby increasing the
efficiency, sensitivity and selectivity of the analytical and biotechnological applica-
tions (Preinerstorfer et al. 2006; Qhobosheane et al. 2001).

As shown in the Fig. 25.6, metal-grafted silica has given a set of properties to the
surface, which differs considerably from the original one. Attachment of the metal
ion to silica surface via sequences of reaction among with much better adsorption
properties, dramatically changed pH- and ionic strength responses of the attached

Fig. 25.6 Surface modification by transition metal salts caused dramatic changes in pH-
dependence and ionic strength-dependence of microbial adsorption/desorption. SEM did not ex-
ceed 5% and is not shown
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cells. This implies that the nature of cell-surface contact has changed completely,
now involving metal-organic chemical bounds rather than charged groups interac-
tions. Analysis of adsorption/desorption kinetics curves supports this hypothesis,
strongly suggesting the appearance of new, much stronger type of chemical bonds
after surface modification.

One important question to address is known toxicity of transition (heavy) metals
caused by almost irreversible inhibition of many vitally important cellular enzymes.
Our experiments on ethanol production, cell morphology, viability and proliferation
rates showed no toxic effects on the yeasts immobilized with help of transition met-
als. To exhibit toxicity, heavy metals must enter the cell and directly contact with
cellular enzymes. The surface bound cations obviously lack this property, realizing
their high binding potential solely superficially.

In our laboratory, the surface modification using transition metals salts was suc-
cessfully applied for immobilization of yeast cells under conditions of flow-through
bioreactor. For the laboratory-scale bioreactor, very encouraging economic param-
eters (maintenance costs, economic coefficient, etc.) were obtained for the case of
metal-aided adhesion.

25.5.2 Surface Preconditioning
with Water-soluble Charged Polymers

An important natural phenomenon in the initial adhesion of microorganisms to non-
living surfaces, e. g. to stainless steel, worthy of consideration is surface condition-
ing (Carpentier and Cerf 1993; Korber et al. 1994). It means that when a pristine
surface is immersed, interactions between the surface and the liquid phase begin
immediately. The surface will be modified by the adsorption of inorganic salts, pro-
teins, glycoproteins, and humic compounds etc., depending on the environment.
The conditioning film is formed rapidly, as significant organic deposits have been
detected after only 15 min. Film thicknesses ranging from 10 to 80 nm have been
measured (Carpentier and Cerf 1993; Korber et al. 1994). In practice, most micro-
bial cells moving from the bulk aqueous phase towards a surface have their primary
contact with such a preconditioned surface.

Most particles acquire an electric charge in aqueous suspension due to the ioniza-
tion of their surface groups. Long-range electrostatic forces influence significantly
the initial phase of bacterial adhesion onto solid surfaces. Eventually, the surface
charge properties of any novel “colonization-resistant” surface will be gradually al-
tered by adsorption of salts, proteins, glycoproteins and other molecules from the
environment. Once a surface has been conditioned, its properties such as hydropho-
bicity are often permanently altered, so that the affinity of an organism for a native
and a conditioned surface can be quite different (Dunne Jr 2002). Bacterial charged
exopolysaccharides are the main component of the biofilm glycocalyx, which has
also been coined the slime layer. It is known that many biotechnologically important



618 25 Controlling Microbial Adhesion: A Surface Engineering Approach

yeast strains lacking such positively charged extracellular glycopolysaccharides and
therefore adhere reversibly and to less extent.

The immense ability of C. crescentus to stick so firmly to surfaces mentioned
above is the result of special excreted polysaccharides. These molecules are com-
posed of long chains of N-actetylglucosamine (GlcNac), which are essential for the
bacterial holdfast’s remarkable stickiness (Li et al. 2005). Although the exact chemi-
cal makeup of the adhesive gel is not yet known, GlcNac polymers have been shown
to be critical components of C. crescentus holdfast. On the other hand, Fletcher
et al. found that adsorbed gelatine or pepsin impaired the attachment of marine
pseudomonades to polystyrene Petri dishes. The basic proteins such as histone and
poly-L-lysin facilitated S. mutans adherence to a hydroxyapatite disk and the acidic
proteins such as phosvitin, b-lactoglobulin, or poly-L-glutamate inhibited adhesion
of S. epidermidis adhesion to Teflon (Fletcher 1976).

Being spontaneous, surface preconditioning is highly unpredictable in terms
of controlling microbial adhesion, so artificial manipulation with macromolecules
seems to be inviting to gain more control over adsorption system. Charged poly-
mers are of particular interest as charged groups on the surface of cells may be im-
portant physical factor for microbial adhesion. Polyethyleneimine (PEI) and other
synthetic positively charged water-soluble polymers present a cheap alternative to
natural macromolecules, successfully interfering with charge repulsion and even
totally changing double electric layer (Fig. 25.7). Binding of PEI with negatively
charged surfaces of yeasts and carriers is almost irreversible (measured constant of
dissociation Kd ≈ 10−8 M) because of multiplicity of charge contact points.

Providing yeasts with such molecular “implants” might significantly enhance mi-
crobial adhesion, creating new thermodynamic conditions favorable for develop-
ment of irreversible binding. The capability of this approach has been demonstrated
on adsorption rate experiments, where modified surface bound much more yeast
cells than the control one (Fig. 25.8). Correspondingly, the stability as well as the
operational performance of the immobilized cells was much higher when PEI-aided
surface conditioning had been used. These features are reflected in the Fig. 25.8 as

Fig. 25.7 Synthetic water-soluble polymer polyethyleneimine (PEI) is highly positively charged
at wide pH range and therefore can cause inversion of double electric layer of colloid particles.
Right: structural formula of PEI; left: recharging of Torulopsis kefyr surface by increased PEI
concentration
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Fig. 25.8 Effects of polyethyleneimine on adsorption of T. kefyr var. kumis onto polyurethane
foam. A: Kinetics of yeasts adsorption in dependence of whether cells or carrier was treated by
PEI first. As a control, phosphate buffered saline (PBS) was used. B: Influence of PEI-induced pre-
conditioning on detachment and dilution rate of immobilized cells from the bioreactor. C: Increase
in ethanol production caused by PEI treatment as compared to the control group

reduced detachment of the cells from the substratum as well as the increased overall
fermentation activity of the immobilized microbial biomass. This set of properties
makes industrial and semi-industrial applications of such engineered surfaces very
tempting especially for waste treatment and water purification brunches.

Intriguingly, during these experiments, we have noted a significant difference
between the group where PEI was first mixed with yeast cells and the group where
PEI was added to carrier beads. Adsorption of PEI on the cellular surface, followed
by cell immobilization onto carrier resulted in appreciable increase in cell adhe-
sion, adsorption strength and total biotechnological productivity. At the same time,
if PEI was adsorbed onto the carrier surface first, the stimulating effect, though still
visible, decreased. The reason for the observed asymmetry seems to be the differ-
ence in chemical surface groups of cells and carrier (polyurethane) respectively.
Additionally, cellular component has much higher specific surface, providing more
opportunities for polymer binding.

Being biologically neutral, PEI does not influence metabolic processes in yeasts
and consequently its effects on adsorption system are rather related to effective sur-
face charge neutralization together with creation of additional adhesion-active sites.
Indeed, the analysis of adsorption kinetics implies that the surface precondition-
ing by PEI leads to apparent increase of adsorption-active surface, simultaneously
shifting the thermodynamic equilibrium towards irreversible cell adhesion.

Resuming, microbial adhesion is a very complicated process that is affected by
many factors, including some characteristics of the bacteria itself, the target mate-
rial surface, and the environmental factors, such as the presence of macromolecules,
ions or bactericidal substances. A better understanding of the unique behaviour of
certain microorganisms, the surface characteristics of the carrier material, and the
relevant environment conditions would make it possible for one to control the adhe-
sion process by adjusting these factors. The efficacy of surface engineering approach
in manipulating microbial adhesion was demonstrated for two different issues. The
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controllable stimulation or inhibition of adhesion can be achieved either by physical
adsorbing or by chemical grafting of functional groups onto a suitable matrix. The
feasibility and applicability of these methods has been proved in ethanol production
using laboratory-scale bioreactors.
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Air Purification Technology by Means
of Cluster Ions Generated by Plasma Discharge
at Atmospheric Pressure
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Abstract The increased density of our living environment coupled with pollution
of the atmosphere has led to a growing need for the removal of harmful molecules
in the air (1). As a result research into applying a plasma discharge into the atmo-
sphere and creating ozone and radicals of strong chemical reactivity to purify the
air environment has gathered momentum. The removal of airborne particles, such
as bacteria, allow for an improvement in indoor air quality so that our environment
is healthy and pleasant. Within the medical field, illnesses caused by viruses such
as influenza and SARS (2), hospital infections caused by airborne bacteria, fungi
and allergic bronchial tube asthma (3), Japanese cedar hay fever caused by inhaling
cedar pollen (4) are becoming large social concerns.

In this research article, we discuss how we have applied our novel plasma
discharge technology to produce positive and negative “cluster” ions. This ion-
generating device operates at a normal atmospheric pressure. Subsequent inves-
tigations have permitted characterization of the resultant cluster ions. We have
performed a series of experiments to prove the air purification effects of clus-
ter ions, paying close attention to airborne harmful microbes and cedar pollen
allergens.

26.1 Ion Generating Device

An electrode is formed on the surface of the flat ceramic dielectric body. This
ceramic body is attached to high voltage and applied electrodes. The high AC
voltage is applied permitting a plasma discharge state on the surface. If molec-
ular energy from the air is applied by plasma discharge, ionization and dissocia-
tion of the airborne molecules occurs. These events all occur at atmospheric pres-
sure (5).

The ion generating device has been designed to allow the discharged electron
energy to become a monochrome beam. When the optimal 5 eV voltage is applied
each molecule in the atmosphere there is distribution from the electrode.
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Fig. 26.1 Photo of an ion-
generating device

Fig. 26.2 Section diagram of an ion-generating electrode

The concentration of ozone has been confirmed to be less that 0.005 ppm in the
vicinity of the device. This value has been deemed safe by a number of health
bodies over the world including the Association of Home Appliance Manufactur-
ers, AHAM. We always measure this since there have been numerous reports of the
differences in concentration of Ozone from ion-generating devices.

This device is displayed in Fig. 26.1 and shows the actual component used in
many SHARP products. In Fig. 26.2, the ion-generating device is shown in cross
section and highlights some of the points stated above.

26.2 Characteristics of Positive and Negative Ions

The ion density is measured using an air ion counter (Dan Science 83-1011B) (7)
by means of the double concentric circle tube method (6).

For identification of the type of ion we measured the mass spectrum of the posi-
tive and negative ions (Fig. 26.3a and b) using a flight time decomposition analysis
apparatus. For the positive ions oxonium ions H3O+ were generated and around
them, cluster ions of H3O+(H2O)m with a structure of water molecules aligned
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Fig. 26.3 a Positive ion mass spectrum. b Negative ion mass spectrum

(m is constant), for the negative ions, oxygen molecule ions O2 were generated and
around them were cluster ions of O−

2 (H2O)n with a structure of water molecules
aligned around them (n is constant). Other types of ion generation were not found
during our studies.

26.3 Effect of Removing Airborne Bacteria

Bacillus coli cultures were sprayed as a mist into a room with a volume of 30 m.
Measurements was made to calculate the density of bacillus coli using an air sam-
pler. The results are shown in Fig. 26.4 and display the changes with the passage of
time of the amount of bacillus coli in the air. The effect of removing 90% of bacillus
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Fig. 26.4 Effect of removing
bacillus coli in air by positive
and negative cluster ions;
Y axis = Rate of Bacteria
removal; X axis = Time

coli in the air required one hour when discharging cluster ions at a mean ion density
of 3000/cm3.

Figure 26.5 shows a photo of a Petri dish of the bacillus coli collected cultivated
during 24 hours in LB agar medium. Without generating cluster ions, the growth of
bacillus coli colonies was confirmed. When positive and negative ions were applied,
the generation of colonies were not observed. This showed that the growth of bacil-
lus coli is prevented resulting from their deactivated by positive and negative cluster
ions.

Figure 26.6 shows changes with the passage of time in the density of the bacillus
coli due to positive and negative ions. In the case of negative ions only (mean den-
sity 6000/cm3), the ratio of remaining bacteria after one hour was 85% (removal
rate 15%), and the effect of removing bacteria was extremely small and even after
more time passed, no more were removed. In contrast, in the case of positive and
negative ions with added positive ions (mean density 3000/cm3), the ratio of re-

Fig. 26.5 Photo of bacillus coli incubation in a Petri dish a with ions and b without ions
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Fig. 26.6 Characteristic of
suspended E. coli bacteria
removal with the positively
and negatively charged ions,
and the negatively charged
ions

maining bacteria after one hour was 16% (removal rate 84%), and a large removal
effect was obtained. From this we can see that a removal effect of bacteria can be
achieved by positive and negative cluster ions.

MRSA (Methicillin-resistant Staphylococcus aureus) that is a common hospi-
tal acquired infection was sprayed into a box with a volume 1 m3. The density of
MRSA in the air measured using an air sampler. Positive and negative cluster ions
were discharged into the air (mean density 10,000 cm3) and it was found that after
30 minutes, 90% of the original MRSA concentration in the air had been removed
and after 60 minutes no MRSA could be found in the air. Figure 26.7 shows the
changes with time of the density of floating MRSA in the air.

Fig. 26.7 Effect of removing
MRSA (methicillin-resistance
staphylococcus aureus) in
air by positive and negative
cluster ions
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26.4 Effect of Removing Floating Fungi (Mould)

Cladosporium spores were sprayed into a box of 1 m3 and the density of floating
fungi in the air measured. Figure 26.8 shows the changes with time in the density of
the floating fungi in the air.

By discharging positive and negative cluster ions into the air (mean density
10,000/cm3), it was confirmed that 90% of the fungi were removed after 45 minutes
and after 60 minutes more than 99%. Figure 26.9 shows the state of propagation of
fungi when positive and negative ions and negative ions only were used. When left
for 10 days, propagation of the fungi could be seen when there were only negative
ions, but when there were positive and negative ions, the fungi were not found to
propagate.

From this we observed that positive and negative cluster ions have the profound
effect of restricting propagation of fungi.

Fig. 26.8 Effect of removing
fungi count (cladosporium) in
air by positive and negative
cluster ions

Fig. 26.9 Photographs of the mold growth with the operation of positively and negatively charged
cluster ions (a), and negatively charged cluster ions (b)
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26.5 Effect of Deactivating Floating Viruses

The apparatus used to test viruses required a slightly different set up and Fig. 26.10
shows a schematic example of this. The ion-generating device is installed in an
acrylic tube of length 200 mm and an external diameter (only if the ion density is
2000/cm3) of 170 mm. At one end of the tube an atomizer is attached to spray the
virus, while the other side required an impinger to collect the virus. In our extensive
experiments, the influenza virus A(H1N1) A/PR8/34 was used. The atomizer con-
tained 10 mL of virus solution and was attached to one end of the cylindrical test
apparatus.

The impinger contained 10 mL of phosphate buffer solution (PBS). From an
air compressor air supply, air at a of speed 4 m/s was passed into the cylin-
der (if the ion density if 2000/cm3 only the air speed is 0.4 m/s), the virus was
sprayed and passed over the ion generating device within the cylinder. The vol-
ume of spray was 3.0 mL and the spray speed set at 0.1 mL/min. Taking the case
of when the ion generating device is not being operated as the control, we com-
pared the amount of virus when the ion generating device was operated. Tests
were carried out with the ion density of positive and negative ions of 200,000 cm3,
100,000 cm3, 50,000 cm3 and 5000 cm3 and 2000 cm3. The air that passed through
the tube was collected by the impinger for 30 minutes intervals at a sampling speed
of 10 L/min.

The ion density was measured at a distance of 10 cm from the jet part of the
cylinder test apparatus. The atmosphere was kept at a temperature of 18 ± 1 ◦C and
relative humidity 43 ± 2%.

Figure 26.11 shows the ratio of the number of formations of plaque of influenza
depending on the ion density. The measurements used the plaque method which uses
Madin-Darby canine kidney (MDCK) cells. Taking the number of plaques when the
ion-generating device is not in action during the control as 100%, when the ion
density of 200,000 cm3, 100,000 cm3, 50,000 cm3 and 5000 cm3 and 2000 cm3 is

Fig. 26.10 Schematic diagram of the test apparatus



632 26 Air Purification Technology by Means of Cluster Ions

Fig. 26.11 Influenza virus
plaque forming rate by the
plaque method using MDCK
cells

acted on by the influenza virus, a reduction of the number of plaques of 99.5%,
97%, 96%, 95% and 90% was found.

When this was the case the ozone density was less than 0.005 ppm. Also, the
when the ion density was less than 100/cm3 and the ozone density 0.005 ppm, a re-
duction of the number of plaques was not found.

Figure 26.12 shows a photo of the MDCK cells that have been vaccinated with
the influenza virus acted on by ions and not acted on by ions. When the influenza
virus acted on by ions was vaccinated, the virus has been deactivated by the ions so
the transmission to the cells could not be seen and the cells maintain their normal
shape.

Figure 26.13 shows a photo of the red cell aggregation reaction of the influenza
virus acted on by ions and not acted upon. It shows the properties that gather in the
centre when red blood cells are placed in a receptacle that has a hollow in the centre
(top photo). The red cells are aggregated by the protein on the surface of the virus
when the influenza virus that has not been acted on by ions is vaccinated into the

Fig. 26.12 Efficacy evaluation against influenza virus test of viral infection in madin-darby canine
kidney (MDCK) cells
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Fig. 26.13 Observation the mode of red blood corpuscle vaccinated with influenza virus

red blood cells, and the red blood cells no longer collect in the centre (bottom right
photo). Even if the influenza virus that has been acted on by ions is vaccinated into
the red cells, aggregation of the red blood cells due to the virus does not occur and
the same properties as normal blood cells were shown (photo bottom left). When
the ions are made to act on the influenza virus, it was found that the function of the
protein that causes the aggregation reaction (hemagglutinin) and the red cells on the
virus surface is reduced.

26.6 Virus Deactivation Model Using Cluster Ions

The effect of deactivating the influenza virus in the air with positive and negative
cluster ions generated has been confirmed. Figure 26.14 shows the influenza de-
activation model in the air due to positive and negative cluster ions. Further work
has been carried out to define this method, however the results we not available for
this manuscript. It is thought that the cluster ions collide with viruses in the air and
surround the virus.

Positive cluster ions H3O+ (H2O)m (m is constant) and negative cluster ions
O−

2 (H2O)n (n is constant) react on the surface of the virus and active species of
very high reactivity are generated. Our future work will determine which surface
molecules are indeed effected by these cluster ions. However we postulate that
these cluster ions alter the protein of the virus surface. In the influenza virus,
the protein hemagglutinin that protruded from the surface is altered by cluster
ions (8). Hemagglutinin performs a key role in the assay permitting red blood
cell (RBC) aggregation. As the hemagglutinin is altered by the ions, it is thought
that the influenza virus is deactivated and little or no RBC aggregation was ob-
served.
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Fig. 26.14 Model for inactivation of infection capacity from viruses

26.7 Allergen Deactivation Effect

Crude antigens (protein density 200 ng/mL) extracted from Japanese Cedar pollen
were sprayed in a mist using a nebulizer into the cylindrical receptacle of 0.9 L
capacity. By operating an ion generating device placed in the receptacle, positive
and negative cluster ions were generated in the receptacle space. The cedar pollen
crude antigens exposed in cluster ions were collected for about 90 seconds. Follow-
ing this 5 sets of analyses were performed: an allergen evaluation reaction, ELISA
method, ELISA inhibition method, intradermal reaction and a conjunctival reaction
tests.

26.7.1 Allergen Evaluation Reaction

The main antigens found in the cedar pollen are Cry j1, Cry j2. The presence of these
proteins in the air determines the extent of reactivity with, for example, humans. The
results of the evaluation by the ELISA method (Fig. 26.15) show the reactivity of
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Fig. 26.15 The charged ions reduced the antigenicities of Cry j1 and Cry j2 with cedar pollen
allergen

Cry j1, Cry j2. The assay concerns the reactivity of their respective monoclonal
antibodies and as shown, their reactivity is reduced by the cluster ions.

26.7.2 ELISA Method

In both Cry j1 and Cryj2, the reactivity with the monoclonal antibodies reduced
significantly. In particular the reduction of the reactivity of Cry j1 and its mono-
clonal antibodies was notable. The ELISA method evaluated whether the reaction
between the cedar pollen crude antigens and the Immunoglobulin E (IgE) blood
serum of the cedar pollen allergy sufferers changes due to the cluster ions. The re-
sults of evaluating the blood serum from 42 different sufferers showed that in 33
patients, due to the cluster ions, regarding the crude antigens, the reactivity with the
blood serum IgE of patients reduced significantly. In 2 patients the reactivity with
IgE reduced more than 80%, in 3 patients 70 – 80%, in 5 patients 60 – 70%, in 8
patients 50 – 60%, in 6 patients 40 – 50% and in the final 4 patients it reduced by
30 – 40%.
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26.7.3 ELISA Inhibition Method

To evaluate quantitatively the allergy reaction deactivation rate of the cedar pollen
crude antigens and the cedar pollen allergy sufferers’ blood serum IgE by cluster
ions, the ELISA inhibition method was carried out. The results of this assay can be
seen in Fig. 26.16. When the antigenecity at inhibition rate 50% was evaluated, in
cluster ion processing crude antigens 13.5 ng is required while in the case of crude
antigens without processing 2.83 ng were required. The cluster ion processing anti-
gens showed the same inhibition rate in an amount of about 4.8 so it was confirmed
that the reactivity between the cedar pollen crude antigens and the patients’ blood
serum IgE was reduced by about 79% by the cluster ions.

26.7.4 Intradermal Reaction and Conjunctival Reaction Tests

We evaluated intradermally and by a conjunctival reaction test whether the allergen-
ity of the cedar pollen crude antigens changes in vivo due to the effect of cluster
ions.

For the intradermal reaction 0.02 mL of a diluted mixture of cedar pollen crude
antigens and 0.9% solution of NaCl with a protein density of 0.5 μg/mL was in-
jected into the skin of the forearm flexor side of the cedar allergy sufferer using
a tuberculin hypodermic needle. The diameter and radius of the wheals and red
spots that arose after about 15 minutes were measured and from these mean radii
the reactivity was evaluated. We made red spots of less than 10 mm –, red spots of
10 – 20 mm ±, red spots of 20 – 30 mm and wheals of less than 10 mm +, red spots
of 30 – 40 mm, wheals of 10 – 14 mm ++, red spots of more than 40 mm, wheals of
more than 15 mm and things giving pseudopodia to the wheals +++. The results of

Fig. 26.16 Inhibition of IgE-binding to untreated Japanese cedar pollen allergen with various con-
centrations of ion-treated or untreated Japanese cedar pollen allergens
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carrying out intradermal reaction exams on 6 cedar allergy sufferers showed that
in all patients the intradermal reactivity due to cedar pollen crude antigens reduced
from +++ to + due to cluster ions.

With respect to the conjunctival reaction, 5 μL of a mixture of cedar pollen crude
antigens was diluted in 0.9% NaCl at a protein concentration of 0.5 μg/mL was
dropped into the eyes of 6 cedar pollen sufferers using a pipette. In addition, the
same test was performed with; however 5 μL of a mixture of cedar pollen crude
antigens had been treated with cluster ions before mixing into solution with PBS.

Following incubation for 15 minutes, the extent of any conjunctival reaction was
observed. This qualitative test covers a number of different areas which include:
meniscus skin wall, the congestion of the eyelid skin and spherical conjunctiva,
itchiness and tears. When no congestion was observed, we assessed it as 1, when
there was slight congestion and itchiness ±, when congestion was seen on either the
lower or upper conjunctiva of the eyeball +, when congestion was seen on both the
upper and lower eyeball conjunctiva ++, and when congestion was found on all the
eyeball conjunctiva +++ and when edema of the eyelid was seen ++++.

Tests for the conjunctiva reaction were carried out on 6 cedar pollen sufferers and
the results showed that in 5 patients the conjunctival reactivity due to cedar pollen
antigens was reduced from ++ to – due to cluster ions and we understood that the
potency of the conjunctiva reaction was lost.

26.8 Conclusion

We have developed an ion generating device for generating positive ions H3O+
and negative ions O−

2 . Also we have demonstrated the effect of removing pollen
allergens and airborne harmful microbes (fungi, bacteria and viruses) as well as
pollen allergens.

The air purification technology developed that uses positive and negative cluster
ions shows many excellent characteristics for purification of the environment and it
is expected that it will develop into a wide range of applications in industry types
other than household products.



References

1. Tetsuji Oda et al. (2000) The future of Technologies on Environmental Measures by Discharge.
Japan Society of Applied Physics 69:263–289

2. Bunshichi Shimizu (1996) Understanding the Virus, Koudansha, pp 129–187
3. Yoichi Minamishima, Yasuo Mizukuchi, Hiroaki Nakayama (1987) Current Microbiology,

Nanzando
4. Yozo Saito et al. (1994) The Science of Hay fever
5. Journal of The Japan Research Group of Electrical Discharges (1998) Discharge Handbook,

Oum, pp 400–417
6. Shinichiro Kitagawa, Zenichiro Kawasaki, Kazuhiko Miura, Koichiro Domoto (1996) Study

of Atmosphere Electricity, Published by Tokai University, pp 45–61
7. Tadashi Akiyama (1997) Clean Technology 8:54–58
8. Artmann et al. (2005) Bactericidal effects of plasma-generated cluster ions. Med Biol Eng

Comput 43(6):800–807

639



Chapter 27
Astrobiology

Gerda Horneck

German Aerospace Center, Institute of Aerospace Medicine, 51170 Koeln,
Germany,
gerda.horneck@dlr.de

Abstract Astrobiology addresses questions that have intrigued humans for a long
time: “How did life originate?”, “Are we alone in the Universe?”, and “What is the
future of life on Earth and in the Universe?” It is a multidisciplinary approach to
understand the processes that lead to life’s appearance, evolution and distribution as
a planetary phenomenon, embedded in the evolution of the Universe. The ultimate
goal is to reach a more universal definition of life. Knowledge of the history of life
on Earth and of strategies of life to adapt to extreme environments is used as base for
assessing the occurrence of potential habitats beyond the Earth, e. g. within our Solar
System on Mars or Jupiter’s moon Europa. Planetary protection guidelines have
been developed to avoid unintentional introduction of terrestrial life forms to those
planets or moons of interest, which may jeopardize future search for life studies.
Measures include bioload monitoring and/or reduction, depending on target body
and type of mission. Finally, radioastronomy has just started to detect extrasolar
planetary systems. More sensitive space telescopes are being developed with the
aim to detect and characterize Earth-like planets including possible biosignatures
on them.

27.1 Introduction

Astrobiology is a relatively new research area that attempts to reveal the origin, evo-
lution and distribution of life on Earth and throughout the Universe in the context of
cosmic evolution. In this attempt, we understand life as a system which is capable
of demonstrating evolution by means of natural selection. The final goal of astro-
biology is building the foundations for the construction and testing of meaningful
axioms to support a theory of life.

To reach this goal, a multidisciplinary approach is required involving disciplines
as astronomy, planetary research, geology, paleontology, chemistry, biology and
others. Astrobiology extends the boundaries of biological investigations beyond the
Earth, to other planets, comets, meteorites, and space at large. Focal points are the
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different steps of the evolutionary pathways through cosmic history that may be
related to the origin, evolution and distribution of life. An excellent overview over
this emerging field of astrobiology has been provided by Brack (1998), Horneck and
Baumstark-Khan (2002), Gargaud et al. (2005), and Horneck and Rettberg (2007).
In the interstellar medium, as well as in comets and meteorites, complex organics in
huge reservoirs are detected that eventually may provide the chemical ingredients
for life. More and more data on the existence of planetary systems in our Galaxy are
being acquired which support the assumption that habitable zones are frequent and
are not restricted to our own Solar System. From the extraordinary capabilities of
life to adapt to environmental extremes, the boundary conditions for the habitability
of other bodies within our Solar System and beyond can be assessed. Hence, astro-
biology has the potential to give new impulses to biology much as the development
of astronomy has broadened our understanding of the physical world and the spec-
tral analysis of the stars has proven the universality of the concepts of chemistry
(Lederberg 1960).

27.2 Origin and History of Life on Earth

On Earth, most of the early geological record has been erased by later events so
that we remain ignorant of the true historical facts concerning the origin of life on
this planet. However, already the oldest sedimentary rocks show signatures of fossil
microorganisms (Westall et al. 2001), indicating that the history of life on Earth
goes back over at least 3.5 billion years. Therefore, events leading to the origin of
life must have predated this time. Figure 27.1 gives an overview of the evolutionary
events from the beginnings towards our present biosphere.

With regard to the chemical prerequisites for the origin of life, the availability of
the so-called “biogenic” elements carbon, hydrogen, oxygen, nitrogen, sulfur and
phosphorus (CHONSP) as well as relevant “biogenic” organic compounds are con-

Fig. 27.1 Iconic presentation of the origin and history of life on Earth (Credit: NASA, artist’s
design)
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sidered to be indispensable, as well as the presence of liquid H2O. The biogenic
elements, which make up the bulk of terrestrial biomass, are among the most abun-
dant elements in the Universe. Whether the organic starting material relevant to the
origin of life came from in-situ production on our planet or from delivery by ex-
traterrestrial sources is still an open question.

In laboratory experiments, simulating the conditions of the primitive Earth, it was
possible to form amino acids, the building blocks of the proteins, from methane, am-
monia and water (Miller 1953). However, these pioneering experiments succeeded
only when a reducing gas mixture containing significant amounts of hydrogen was
used. Although the true composition of the early terrestrial atmosphere remains un-
known, geochemists now favor a non-reducing primitive atmosphere, dominated by
CO2; these conditions would allow only limited in-situ production of the essential
precursors of life.

With regard to potential delivery of organic material to the early Earth, comets
are of special interest, because they contain a large amount of organic molecules and
are considered the most pristine celestial bodies bearing witness to the existence of
a dynamic organic chemistry from the earliest stages of our Solar System. Hence,
comets have been suggested to be the major source of the hydrosphere, the atmo-
sphere, and probably also of the organic compounds of the early Earth (Thomas
et al. 2006).

Support for a scenario of an extraterrestrial import of organics can be found in
the meteorites collected on the Earth’s surface, micrometeorites found embedded
deep within ice and cosmic dust sampled at stratospheric and Earth-orbit level. Par-
ticularly carbonaceous chondrites contain up to 5% by weight of organic matter.
Carbonaceous micrometeorites show a high percentage (30%) of unmelted chon-
drites from 0.1 to 1 mm in diameter. This observation indicates that many particles
cross the terrestrial atmosphere without drastic modification by thermal treatment.
It has been estimated that during the early terrestrial bombardment, about 1017 tons
of carbon have been brought to the early Earth by micrometeorites. This number
is 5 orders of magnitude larger than that of the present surface biomass’s carbon
(Maurette 2006).

There are currently two alternative assumptions about the environmental con-
ditions when life started on Earth. The detection of hydrothermal vents in the late
seventies of the last century surrounded by a rich ecosystem well adapted to this sub-
marine hot environment has supported the hypothesis of a hot origin of life (Pace
1991), which has however been critically commented by Gribaldo and Forterre
(2005). The ocean floor at a submarine alkaline hot spring has been suggested to
provide all prerequisites for the emergence of life on the early Earth about 4 bil-
lion years ago. Deep-sea hydrothermal systems are producing sites of hydrocar-
bons, even today. As energy source for the reduction of CO2, the oxidative for-
mation of pyrite from FeS and H2S has been postulated. Pyrite provides an active
surface binding for the organic molecules formed and has been proposed as the
site of a chemolithoautothrophic origin of life (Wächtershäuser 1998). Support to
a hot origin of life comes also from the universal phylogenetic tree of life, based
on molecular biology analysis where microorganisms that are adapted to extremely
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high temperatures (hyperthermophiles) cluster around the “root” of this tree (Stetter
2002).

Alternatively, a cold scenario has been proposed for the origin of life. Accord-
ing to Trinks et al. (2005) a sea ice reactor would consist of a dynamic three phase
system of ice crystals, brine channels and gas bubbles with dynamic temperature
gradients and energy transport. In laboratory experiments simulating the dynamic
variability of real sea ice, the abiotic synthesis of long chain biomolecules (polynu-
cleotides) was achieved. Hence sea ice occurring abundantly at the polar ice caps
could provide optimal conditions for the early replication of nucleic acids and the
RNA world, a suggested precursor of the first cellular system.

There exist two means to trace back the history of life on Earth, the fossil record
and the molecular record. Paleobiology searches for the history of life to its very
early stages. The search for fossils spans over a time-period of 3.8 billion years, up
to the first evidence of sedimentary rocks. However, as one goes back in time more
than 2.5 billion years to the Archean, only few sedimentary rocks have survived
without alteration. Therefore, it is sometimes difficult, to establish the authenticity
of Archean microfossils. The oldest bona fide evidence for life on the early Earth
comes from the 3.3 to 3.5 billion years old sediments found in South Africa and
Australia (Westall et al. 2001). In these formations well preserved micron-sized
fossils of microorganisms and biofilms were discovered which once flourished in
hydrothermal shallow ponds.

Because all common biological pathways of autotrophic carbon fixation discrim-
inate against the heavy isotope of carbon 13C, the measurement of the 13C/12C
fractionation has been used as a means to differentiate between biogenic (organic)
carbon and sedimentary carbonate in the deposits. Figure 27.2 shows that this de-
pletion of 13C is quite conservatively transcribed from the extant biomass through

Fig. 27.2 Isotopic fractionation of carbon in contemporary organisms and fossils, given as δ13C
values, indicating either an increase (+) or a decrease (−) in the 13C/12C ratio of the respective
substance compared to a carbonate standard (from Schidlowki 2002)
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recent marine sediments over billions of years into the Archean period, and with
a slight modification even back to the 3.8 billion years old Isua formation (Schid-
lowski 2002).

From the currently available paleobiological and geochemical data, there is evi-
dence that life has emerged very early on the juvenile Earth – with a degree of cer-
tainty earlier than 3.5 billion years ago and probably earlier than 3.8 billion years
ago. Autotrophic carbon fixation has been extant since at least 3.8 billion years and
therefore must have evolved in much older times than are covered by terrestrial rock
record.

Complementary to the fossil record, and in the endeavor to trace the history of
life back from extant forms to the universal ancestor, molecular phylogeny makes
use of the fact that at the level of the genotype changes constantly occur which
are fixed randomly in time. By comparing the genotypic information stored in the
sequence of e. g., nucleic acids, a universal phylogenetic tree has been constructed

Fig. 27.3 Phylogenetic tree of life, based on the sequence analysis of ribonucleic acid (16S rRNA)
of a variety of organisms. Bold lines represent hyperthermophiles (from Stetter 2002)
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that groups all known organisms in three domains: Bacteria, Archaea and Eukarya
(Woese et al. 1990) (Fig. 27.3).

This molecular record allows also for inferences on the metabolic characteristics
of the common ancestor. In Fig. 27.3, hyperthermophilic microorganisms of both,
Archaea and Bacteria, are among members forming the deepest branching. These
observations support the assumption of a chemolithoautotrophic hyperthermophilic
nature of the common ancestor (Stetter 2002).

Recently, the evolution of life through time has been correlated with the rise in
atmospheric oxygen generated by oxygenic photosynthesis (Catling et al. 2005).
This hypothesis is based on the fact that aerobic metabolism, i. e. respiration, pro-
vide about an order of magnitude more energy for a given intake of food, e. g. 1 mol
of glucose, than anaerobic metabolism, i. e. fermentation. Consequently, the acces-
sibility of oxygen to the organisms, either by diffusion or by blood circulation, de-
termines their growth and complexity.

The terrestrial atmosphere started with virtually no oxygen and remained anoxic
until about 2.4 billion years ago. For this period, fossils give evidence of micron-
sized, single cellular organisms, only. Two stepwise increases in atmospheric oxy-
gen occurred, one around 2.4 to 2.3 billion years ago and the next 1.0 to 0.5 bil-
lion years ago. Both oxygen increases appear to have been followed by substantial
changes in the climate, e. g., built up of an ozone shield, and biota: First larger fos-
sils, visible to the naked eye, are dated for 1.89 billion years ago, animal fossils date
back to 600 million years ago.

27.3 Impact Scenario and Interplanetary Transport of Life

The fossil record reveals that microbial autotrophic ecosystems existed on the
early Earth already by 3.5 billion years or even 3.8 billion years ago. Before
this date, during the Hadean period (before 3.8 billion years ago) the Earth was
struck several times by gigantic impacts sufficient to vaporize the entire terres-
trial ocean, as has been extrapolated from lunar crater records (Oberbeck and
Fogleman 1990). As a result of a runaway greenhouse effect, surface tempera-
tures up to 2000 K have been suggested which would have certainly sterilized the
Earth. This impact catastrophe scenario implies that, if life did already exist in the
Hadean, it may have been extinguished several times, until the end of the heavy
bombardment.

Impactors of sizes larger than 1 km lead to the ejection of a considerable amount
of soil and rocks that are thrown up at high velocities, some fraction reaching es-
cape velocity. Meteorites of lunar and some of Martian origin detected within in
the last decades are witnesses of these processes. The question arises, whether such
rock or soil ejecta could also be the vehicle for life to leave its planet of origin, or,
in other words, whether spreading of life in the Solar System via natural transfer
of viable microbes is a feasible process. Simulation experiments have shown that
some rock populating microorganisms would survive all different steps of such an
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interplanetary transfer of life, including the escape from the planet, the long journey
in space and the entry process on another planet (Mileikowsky et al. 2000; Stöffler
et al. 2007).

27.4 Strategies of Life to Adapt to Extreme Environments

Microorganisms have invented several strategies to cope with and adapt to environ-
ments of a wide range of physical and chemical parameters. Examples are micro-
bial ecosystems in deep crystalline rock aquifers several hundreds of meters below
the surface, in the interior of ice-cores from drillings in the Antarctic ice down to
a depth of several km and in cores from drillings in permafrost regions in Siberia
at similar depths. It was found that the interior of rocks in cold and hot deserts pro-
vides ecological niches for endolithic microbial communities just as crystalline salts
from evaporite deposits. Microorganisms have been isolated from extremely cold
environments, such as the Antarctic soils as well as from hot environments at tem-
peratures in the range of 80 ◦C to 113 ◦C which are usually associated with active
volcanism as hot springs, solfataric fields, shallow submarine hydrothermal vents,
abyssal hot vent systems (“black smokers”) as well as oil-bearing deep geother-
mally heated soils. Microbial communities are also found buried in groundwater
sediments, in marine sediments several 100 m below the sea floor, as well as in
the atmosphere where viable microorganisms were collected from altitudes up to
77 km. These examples demonstrate that nearly all sites on Earth are inhabited by
microbial communities, where an energy source is available and which are com-
patible with the chemistry of carbon–carbon bonds (reviewed by Stan-Lotter 2007).
Table 27.1 gives the environmental range allowing growth of at least one microbial
representative.

Metabolic diversity is one of the approaches microorganisms use for adapting
to extreme environments. Whereas photosynthesis is the most common autotrophic

Table 27.1 Environmental range allowing growth or survival of microorganisms

Parameter Growth Survival

Temperature (◦C) −20–+113 −262–+150
Pressure (Pa) 105–108 10−7–≥108

Ionizing radiation (Gy) ≈50 ≤5000
UV radiation (nm) terrestrial (≥290) ≈terrestrial (≥290)
Water stress (aw) ≥0.7 0–1.0
Salinity ≤30% salt crystals
pH 1–11 0–12.5
Nutrients high metabolic versatility, not required, better without

high starvation tolerance
Gas composition different requirements (oxic or anoxic) better without oxygen
Time (a) ≤0.51 ≤(25–40) × 106

1 generation time



648 27 Astrobiology

pathway (and the only one used by eukaryotes), prokaryotes have invented a variety
of autotrophic pathways, which either use an energy source different from sunlight
(e. g., H2, Fe2+, Mn2+, reduced or oxidized sulfur or nitrogen compounds) or use an
electron donor different from water (e. g., H2, Fe2+, or H2S and S◦). This metabolic
versatility enables prokaryotic microorganisms to colonize even deep subsurface
sites which can not been reached by sunlight.

Special challenges to microorganisms are environments with fluctuations among
extreme conditions, as they are experienced in deserts or on alpine rock surfaces
(e. g., rapid changes in temperature and water activity). Other oscillations may con-
cern salinity, pH, redox potential or radiation stress. Microbial mats are especially
adapted to cope with these changing environments. They dwell on or inside rocks,
in air or under water where energy sources, nutrients or water are only occasionally
available. These mats, which are sometimes covered by protective layers of slime,
sugars and pigments, are composed of so-called poikilotrophic microbial communi-
ties, a mixture of microorganisms capable of outlasting long periods of unfavorable
conditions at a reduced metabolic rate.

Several prokaryotes as well as a few eukaryotes possess strategies of surviving
unfavorable conditions in a kind of dormant state and are capable of regaining full
metabolic activity if conditions change to less hostile ones again. Hence, the limits
for microbial survival extend much further than those for growth (Table 27.1). Tem-
porary transition of microbial cells to the dormant, so-called anabiotic state, which
involves biochemical, physiological and ultrastructural changes, is a widespread
mechanism developed by organisms to promote survival of interim hostile condi-
tions.

Under certain conditions, bacterial cells produce a dormant spore. In these
spores, the DNA is extremely well protected against environmental stressors, such

Fig. 27.4 Electonmicrograph of a spore of Bacillus subtilis with the inner core containing the
DNA surrounded by protective layers, the long axis of the spore is 1.2 μm, the core area 0.25 μm2

(courtesy of S. Pankratz)
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as desiccation, oxidizing agents, UV and ionizing radiation, low and high pH as well
as temperature extremes (reviewed in Nicholson et al. 2000). The high resistance of
bacterial spores is mainly due to a dehydrated core enclosed in a thick protective
envelop, the cortex and the spore coat layers (Fig. 27.4), and the saturation of their
DNA with small, acid-soluble proteins whose binding greatly alters the chemical
and enzymatic reactivity of the DNA. Bacterial spores have survived for extended
periods in space (so far maximum duration tested was 6 years) which is governed by
a high vacuum, temperature extremes and an intense radiation of solar and galactic
origin. Isolates from Dominican amber suggest that Bacillus spores remain viable
for several millions of years.

27.5 Signatures of Life

Within the on-going and planned ventures to explore the planets, moons and other
bodies of our Solar System by orbiters and robotic landing missions, the search
for signatures of life beyond the Earth is one of the major drivers. The techniques
planned for the search for life on other planets are mostly inferred from terrestrial
applications.

On Earth, the most commonly used direct methods to detect and analyze micro-
bial communities in extreme environments include the following approaches:

• direct observations of structural characteristics in the micro- and macroscale;
• culture techniques for isolating microorganisms in pure culture and then analyz-

ing these cultures for their biochemical properties;
• activity measurements in microcosms which focus on the net effects of microbial

processes in the community;
• chemical marker techniques to record characteristic biochemical primary sub-

stances or chemical secondary products (Table 27.2).

Based on the fact that during its more than 3.5 billion years old history life on
Earth has substantially modified the terrestrial lithosphere, hydrosphere and atmo-
sphere, indirect proofs of life are also widely used (Table 27.2). Examples are the
fossil deposits of petroleum and coal, the sediments of shell limestone, the coral
reefs, and the deposits of banded iron formation, biomineralization and bioweath-
ering, which all bear witness of biological activity in the geological past. Stroma-
tolites and related biosedimentary built-ups are examples of microbial biominerali-
zation, which are widespread in the geological record (Horneck 2000; Clancy et al.
2005).

Composition and dynamic cycles of the terrestrial hydrosphere and atmosphere
are decisively influenced by the terrestrial biosphere. Examples are the water cycle,
the CO2 cycle and the nitrogen cycle. The albedo of our planet is also modified by
the surface vegetation. Concerning the water cycle, evapotranspiration, especially
of the tropic rain forest, is an important biogenic effect contributing to the release
of water. The atmospheric O2 is largely a product of photosynthetic activity which
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Table 27.2 Methods to detect and analyze microbial communities in extreme environments

Method Approach Information

Direct observation of
structural indications of life

Optical microscopy
Phase-contrast microscopy

Dividing cells

Epifluorescence microscopy Differentiation between
cellular structures and similar
structures of abiotic origin

Confocal laser scanning
microscopy

Three-dimensional
visualization of microbial
communities

Scanning electron microscopy Subcellular structures
Detection of
microbial activity

Cultivation Biochemical and
phylogenetic analysis
of isolates

DNA probes and biomarker chips Not yet culturable
microorganisms

In situ biochemical analysis Metabolically active
communities

Microelectrodes for in situ
measurements of natural
gradients of gas, pH, minerals etc.

Metabolic activity, e. g.
photosynthesis, respiration

Combination of epifluorescence
microscopy and television image
analysis

Metabolic activity

Detection of chemical
signatures and
biomarkers

Determination of total biomass,
biomolecule contents

Major contribution species;
physiological stage, e. g.
active, dormant, extinct

Determination of isotopic ratios Biogenic origin
Determination of optical
handedness

Biogenic origin

Fourier transform Raman
spectroscopy

Distribution of organic and
inorganic components

Indirect fingerprints
of life

Macroscopical deposits Biomineralization,
bioweathering, indication
of extinct life

Mineral analyis Biogenic minerals
Detection of dynamic cycles
of hydrosphere or atmosphere

Indication of extant life

started already in the early history of life with cyanobacteria as the main primary
producers. Photodissociation of O2 in the upper layers of our atmosphere has led
to the built up of the UV-protective ozone layer in the stratosphere. Concerning the
CO2 cycle, the marine phytoplankton constitutes a large CO2 sink, which is essential
for maintaining the steady state.

There exist several biogenic minerals, which have distinctive crystallographies,
morphologies and isotopic ratios that make them distinguishable from their abiot-
ically produced counterparts of the same chemical composition. Especially those
minerals that result from genetically controlled mineralization processes and that
are formed within a preformed organic framework have non-interchangeable char-
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acteristics, such as orientation of the crystallographic axes and the microarchitec-
ture. Examples are the skeletons of the unicellular marine Acantharia that are com-
posed of strontium sulfate, the shells of amorphous silicate of diatoms, and the
biogenic magnetite formed by bacteria (Schwartz et al. 1992). It is important to
note, that minerals produced under biologically controlled processes are not nec-
essarily in equilibrium with the extracellular environment. In contrast, those min-
erals that are formed extracellularly by biologically induced mineralization pro-
cesses can be less easily distinguished from their abiotically formed counterparts.
They are formed in an open environment and are in equilibrium with this environ-
ment.

In the selection of candidate targets for the search for life in the Solar System,
the overarching argument is the putative habitability of the planet or moon under
consideration.

27.6 Criteria for Habitability

The criteria for habitability come from the notification of at least three basic pre-
requisites for a planet or moon to be habitable (see also Schulze-Makuch and Irwin
2004 for a critical interpretation):

• a carbon based chemistry,
• an energy source, and
• water in liquid phase.

Carbon based molecules are the universal building blocks of life as we know it.
The ability of carbon to form complex, stable molecules with itself and with other
elements, e. g., hydrogen, oxygen, or nitrogen, is unique and is attributed to at least
three factors:

• stability of carbon molecules due to the high carbon-carbon bond energy,
• capability to form double and triple bonds in addition to covalent bonds; and
• high activation energy for substitutions and bond cleavage reactions, which sup-

port the stability of the molecules to water and oxygen.

Although a wealth of complex organic molecules has been detected at many extra-
terrestrial places, such as the interstellar medium, comets, meteorites and planetary
atmospheres (Ehrenfreund and Menten 2002), they have not been found at the sur-
face of Mars, so far (Tokano 2005). The most plausible explanation for the absence
of organics on the surface of Mars is an active surface photochemistry from the
energetic solar UV radiation, where peroxides are produced by UV-irradiation of
hematite in the presence of traces of water.

Life requires a flow of energy to organize its material, perform the work, and
maintain a low state of entropy. The energy sources, used by life on Earth, are narrow
bands of visible light for photoautotroph organisms, redox reactions for chemoau-
totroph organisms or organic molecules for heterotrophic forms of life. Subsurface
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organisms use the oxidation of inorganic electron donors, such as hydrogen, sulfur,
sulfide, ammonia, nitrite, or iron. However, there seems to be no limitation on which
redox reactions are used, even relatively rare elements, such as arsenic, selenium,
copper, lead, and uranium serve the purpose.

Water has been called “the spring of life” (Brack 2002). In the liquid phase water
exhibits several peculiarities that make it indispensable for life. Water serves as

• diffusion milieu,
• selective solvent,
• heat dissipater,
• stabilizer of the biopolymer structure, and
• reaction partner in essential biological processes, e. g., in photosynthesis.

Based on the observation that liquid water is the most essential prerequisite for
life, the common definition of a “habitable planet” has been one that can sustain
substantial liquid water on its surface. Assuming a tolerable temperature range be-
tween about 0 ◦C and 100 ◦C at the surface of a planet, our Solar System would
provide a habitable zone in an orbit between 0.7 and 2.0 AU, or in more conser-
vative estimate the width of the habitable zone is restricted to the range of 0.95 to
1.37 AU (Fig. 27.5). Venus, Earth and Mars are situated in this habitable zone or
in close neighborhood. However, in view of the adaptability of microorganisms to
extreme environments and the detection of rich submarine and subsurface microbial
ecosystems on Earth, liquid water does not necessarily need to exist at the surface
to sustain a biosphere. Therefore, the definition of a “habitable planet” may require
revision.

Fig. 27.5 Habitable zone (HZ) as a function of the distance from the star and its mass (from Franck
et al. 2002)
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27.7 Planets and Moons in Our Solar System
That are of Interest to Astrobiology

Based on the availability of liquid water, our neighbour planet Mars as well as
Jupiter’s moon Europa have been considered as prime candidates for habitability.

Mars (Table 27.3) with a mean distance to the Sun of 1.52 AU is located at the
outer border of the habitable zone around the Sun which is estimated under the
premise of the presence of liquid water on the planet’s surface at some time during
its 4.5 billion years lasting history. With the exception of the Earth, Mars is by far
the most intensively studied of the planets of our Solar System. In 1972, for the first
time a spacecraft, Mariner 9, passed over the younger parts of Mars revealing a wide
variety of geological processes, indicated by volcanoes, canyons, and channels that
resemble dry river beds (Tokano 2005). These extensive fluvial features confirmed
during several follow-on missions to Mars were difficult to reconcile with any origin
other than liquid water. They attest to a stable flow of water on Mars at some time
in the past, and sporadically even in more recent times.

Understanding the history of water on Mars appears to be one of the clues to
the puzzle on the probability of life on Mars. The estimates of the total amount
of water that may have existed at the surface of Mars range over two orders of

Table 27.3 Properties of the terrestrial planets and the Moon (Credit: NASA planetary fact sheet,
http://nssdc.gsfc.nasa.gov/planetary/factsheet/index.html)

Property Planet
Mercury Venus Earth Moon Mars

Mass (1024 kg) 0.330 4.87 5.97 0.073 0.642
Diameter (km) 4879 12,104 12,756 3475 6794
Density (kg/m3) 5427 5243 5515 3340 3933
Gravity (m/s2) 3.7 8.9 9.8 1.6 3.7
Escape velocity (km/s) 4.3 10.4 11.2 2.4 5.0
Rotation period (h) 1407.6 −5832.51 23.9 655.7 24.6
Length of day (h) 4222.6 2802.0 24.0 708.7 24.7
Distance from Sun (106 km) 57.9 108.2 149.6 0.3842 227.9
Perihelion (106 km) 46.0 107.5 147.1 0.3632 206.6
Aphelion (106 km) 69.8 108.9 152.1 0.4062 249.2
Orbital period (days) 88.0 224.7 365.2 27.3 687.0
Orbital velocity (km/s) 47.9 35.0 29.8 1.0 24.1
Orbital inclination (degrees) 7.0 3.4 0.0 5.1 1.9
Orbital eccentricity 0.205 0.007 0.017 0.055 0.094
Axial tilt (degrees) 0.01 177.4 23.5 6.7 25.2
Mean temperature (celsius) 167 464 15 −20 −65
Surface pressure (105 Pa) 0 92 1 0 0.01
Number of moons 0 0 1 0 2
Global magnetic field Yes No Yes No No (?)
1 Negative numbers indicate retrograde (backwards relative to the Earth) rotation
2 Values represent mean apogee and perigee for the lunar orbit. The orbit changes over the course
of the year, so the distance from the Moon to Earth roughly ranges from 357,000 km to 407,000 km
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magnitude. A low amount of water ranging from 3.6 to 133 m is suggested from the
composition of the contemporary atmosphere, e. g. the D/H ratio. On the other hand,
the geological flow features, provide evidence of abundant water at the surface of
Mars, at least at some time in the past, assuming a global inventory of water of at
least 440 m. From the global neutron mapping of the Mars Odyssey mission, the
present distribution of water in the shallow subsurface was divided in 4 types of
regions (reviewed in Tokano 2005):

• regions with dry soil with a water content of about 2 wt%,
• northern permafrost regions with a high content of water ice (up to 53 wt% of

water),
• southern permafrost regions with high content of water ice (>60 wt% of water)

covered by a dry layer of regolith,
• regions with water-rich soil at moderate latitudes (about 10 wt% of water) cov-

ered by a dry layer of soil.

These latter water-rich regions are well separated from the Martian atmosphere by
the rather thick layer of desiccated regolith. Therefore, it was supposed that they
were formed long time ago, when the climate allowed liquid water at the surface.

The history of water on Mars suggests a dramatic change in the climate about
3.8 billion years ago. Based on a model by McKay and Davis (1991) 4 different
epochs can be distinguished for the history of water on Mars, starting with a wet
water-rich planet before 3.8 billion years ago, and becoming gradually more and
more dry. In the following, for each of these epochs the probability for indigenous
life is discussed taking into consideration the requirements for the emergence of
life and current knowledge of terrestrial ecosystems as model systems for a putative
Martian biota.

In the first epoch, reaching up to the end of the heavy bombardment about 3.8
billion years ago with a relatively warm surface and liquid water in flat oceans and
rivers, the main prerequisites for the origin of life, as we currently assume, did exist.
Therefore, by analogy to the early Archean biosphere on Earth, an early Martian
biosphere could be postulated with habitats and microenvironments similar to those
on the early Earth. The major uncertainty seems to be whether liquid water was
available long and abundantly enough for life to arise.

Finally, atmospheric CO2 was irreversibly lost due to carbonate formation, and
the pressure and temperature then declined. However, ice-covered lakes could have
persisted over a period of 700±300 million years which provided liquid water habi-
tats on early Mars, analogous to ice-covered lakes in Antarctica or cryoconite holes
on glaciers. These terrestrial analogues contain plankton organisms as well as an
abundant benthic community forming microbial mats. Such ice-covered lakes might
have served as niches for putative life on Mars to retreat by providing both ther-
mal stability against a cooling external environment and enhanced concentrations
of CO2 and N2 against a thinning atmosphere.

With gradually decreasing pressure and temperature the ice-covered lakes would
eventually have dried out due to lack of melt water supply thereby initiating the
next epoch where liquid water would be restricted to porous rocks and to the sub-
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surface. In order to cope with these dramatic environmental changes, adaptive steps
of a putative Martian biota could have been to withdraw into protected niches,
e. g. inside rocks or in the subsurface. Such endolithic habitats exist on Earth in
areas of extreme aridity and frigidity, e. g. dry valleys of Antarctica (Friedmann
and Ocampo-Friedmann 1985). The cryptoendolithic microbial communities form
lichen-dominated ecosystems with cold-adapted nearly exclusively eukaryotic algae
and less commonly cyanobacteria as primary producers and fungi as consumers.
Other potential biotic oases, to which the putative life on Mars might have with-
drawn, are the polar ice caps and permafrost regions, or subsurface hydrothermal
areas in connection with volcanic activities.

The present atmosphere is too cold to support liquid water on the surface for long
and too thin to support ice – any ice that does form will quickly sublimate into water
vapour. The life-threatening surface conditions of Mars were clearly shown by the
2 Viking landing missions, which searched for indications of microbial activity on
Mars. Based on the assumption that Martian life, if it exists, will be carbonaceous,
that its chemical composition is similar to that of terrestrial life, and that it most
likely metabolizes simple organic compounds, a life detection instrument package
was installed to detect metabolic activity of potential microbial soil communities
(Fig. 27.6). All three Viking biology experiments gave positive results indicative

Fig. 27.6 Sketch of the three experiments of the Viking landers that searched for metabolic sig-
natures of putative Martian microorganisms in surface samples of Martian regolith (from Viking 1,
Early Results, NASA SP-408, 1976)
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of active chemical processes when samples of Martian soil were subjected to incu-
bation under the conditions that were imposed to them. However, no organic car-
bon was found in the Martian soil by the gas chromatography mass spectrometry
(GCMS) experiment. So far, the mechanisms underlying the results of the Viking
biology experiments are not known. A number of hypotheses have been forwarded
in order to explain the enigma of an active chemistry in the absence of organics. The
most plausible one is based on photochemical surface processes where the energetic
solar UV-irradiation forms peroxides in the regolith when impinging on the hematite
in the presence of traces of H2O.

Considering the open questions with regard to the habitability of Mars, the in situ
search for signatures indicative for putative extant or extinct life on Mars can only
be one of the final steps in the quest for extraterrestrial life. Much information can
be obtained from remotely sensed global measurements, such as the seasonal atmo-
spheric and surface water distribution, the mineralogical inventory and distribution,
geomorphologic features obtained with high spatial resolution, thermal mapping of
potential volcanic regions to determine possible geothermally active sites, and trace
gases like H2, H2S, CH4, SOx , and NOx . The on-board measurements on current
and planned missions to Mars, such as Mars Global Surveyor, Mars Express, Mars
Odyssey and Mars Reconnaissance Orbiter efficiently serve these needs. The recent
detection of traces of methane in the Martian atmosphere, hints of the presence of
deep underground water-ice, and indications of relatively young volcanic activities
in the north polar regions are prominent results of the current Mars Express mission
of the European Space Agency. The search for possible biological oases will be con-
nected with the detection of areas where liquid water still exists under the current
conditions on that planet.

With the Mars Exploration Rover mission NASA intends to unravel the story of
water on the red planet. Especially in the Meridiani Planum, the landing site of the
rover Opportunity, they detected distinct layering in some rocks which showed that
water once flowed there on the surface of Mars, leaving ripple-like curves in the
outcrop rocks. Bead-like objects, the so-called “blueberries”, turned out to be rich
in hematite, a mineral that requires water to form. The detection of sodium chloride
which only forms when water has been present is another indication of liquid surface
water in the past of Mars.

ESA’s exploration program foresees as the next step the ExoMars mission that
uses a rover with high autonomy and equipped with the analytical capacity to select
suitable drilling site or exposed vertical stratigraphy to find signs of extinct or extant
life (Fig. 27.7). To do this requires the development of an efficient Mars drilling
system and the correspondent sample analysis suite to be used in the underground
exploration of selected sites. In addition, the habitability of these regions will be
explored by in-situ measurements of the climate, radiation environment and surface
and subsurface chemistry in dry and wet state. It is important to understand the
mechanisms of the strong oxidative processes present on the surface of Mars which
have been identified by the Viking experiments.

Jupiter’s moon Europa, is another focus for astrobiology (Table 27.4). More than
95% of the spectroscopically detectable material on its surface is H2O (Greenberg
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Fig. 27.7 Artist representation of the ExoMars rover of ESA to be launched in 2013 (Credit: ESA)

Table 27.4 Characteristics of Jupiter’s moon Europa

Parameter Quantity and dimension

Radius 1560±10 km
Density 3018±35 kg/m3

Gravity acceleration at the surface 1.31 m/s2

Period of rotation 3.55 days
Distance to Jupiter 0.6709×109 m
Mass of Jupiter 1.905×1027 kg
Eccentricity 0.96%
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2005). It has been established with high probability that this moon of Jupiter har-
bors an ocean of liquid water, beneath a thick ice crust. In addition to liquid water,
carbon and energy sources are requested to support life as we know on Earth. If
carbon might have be delivered by impacts of various bodies (although crust resur-
facing does not show so many impact craters), the question of energy sources is
still open. The existence of liquid water beneath the ice crust might be the result
of a deep hydrothermal activity, radioactive decay and/or tidal heating. In this case,
conditions allowing prokaryotic-like life as we know on Earth would have been
gathered.

27.8 Planetary Protection

The introduction and possible proliferation of terrestrial life forms on other planets
by means of orbiters, entry probes or landers could entirely destroy the opportunity
to examine the planets in pristine condition. From this concern by the scientific
community, the concept of Planetary Protection has evolved. Its intent is twofold:

• to protect the planet being explored and to prevent jeopardizing search for life
studies, including precursors and remnants, and

• to protect the Earth from the potential hazards posed by extraterrestrial matter
carried on a spacecraft returning from another celestial body (Rummel 1989).

Planetary Protection issues are bound by an international treaty (UN Doc. A/6621,
Dec. 17, 1966) and agreement (UN Gen. Ass. Resol. A/34/68, Dec. 5, 1979). Since
1959, the Committee of Space Research (COSPAR) has developed Planetary Pro-
tection guidelines that originally were based on relevant information about the prob-
ability of survival and release of organisms either contained in or on exposed sur-
faces of spacecraft, about the surface and atmosphere characteristics of the planet
under consideration, and about the probable distribution and growth of types of
organisms involved. This concept of probability of contamination of a planet of bio-
logical interest was replaced by a concept of contamination control to be elaborated
specifically for certain space-mission/target-planet combinations, such as orbiters,
landers, or sample return missions (Rummel 1989, recently reviewed by Horneck
et al. 2007).

Considering the scientific interest and mission goals of the different targets in our
Solar System, COSPAR Planetary Protection guidelines group the missions in five
categories (Table 27.5).

Category I missions include any mission (orbiters, fly-by, or landers) to a target
body, which is not of direct interest for understanding the process of chemical evo-
lution or origin of life, or other questions of astrobiology. The target bodies include
the planets Mercury and Venus, the Moon, as well as undifferentiated, metamor-
phosed asteroids and the Sun. In this category, no protection of the planets or bodies
is warranted and therefore no Planetary Protection requirements are imposed on the
spacecraft and mission.
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Category II refers to all types of missions (orbiters, fly-by, or landers) to those
target bodies where there is significant interest relative to the process of chemical
evolution, but where there is only a remote chance that contamination carried by
a spacecraft could jeopardize future exploration. Target planets and other bodies
include the giant planets Jupiter, Saturn, Uranus, and Neptune, the remote dwarf
planet Pluto with its moon Charon, the comets, carboneous chondrite asteroids –
these asteroids contain a substantial amount of organic material – and the objects of
the Kuiper Belt. In this category, the Planetary Protection recommendations require
relatively simple documentation, such as on probability of impact or landing on the
celestial body and measures of microbiological contamination record.

Category III comprises fly-by or orbiter missions to a target planet or body,
which – according to the current understanding – is of interest with regard to chem-
ical evolution and/or origin of life, or for which scientific opinion considers that
a potential contamination with terrestrial microorganisms could jeopardize future
biological experiments, for instance, those that search for signatures of indigenous
life. Our neighbor planet Mars and the Jovian moon Europa are classified in this
category. In this category, besides a detailed documentation, (more extensive than
in category II) it is required to assemble and test the space craft in a clean room, but
also to monitor the bioburden (number of terrestrial microorganisms present) and
reduce it if necessary.

Category IV missions are those missions of utmost astrobiological interest. They
include mostly entry probe or lander missions to a target planet of interest with re-
gard to chemical evolution and/or origin of life or for which scientific opinion pro-
vides a significant chance that contamination by terrestrial microorganisms could
jeopardize future biological experiments. As in category III, the celestial targets are
Mars and Jupiter’s moon Europa, but in this case, missions to the surface or subsur-
face are considered. For category IV missions, more detailed Planetary Protection
documentation is required than for category III missions. The Planetary Protection
requirements include bioassays to enumerate the bioload, a probability of contami-
nation analysis, an inventory of the bulk constituent organics and an increased num-
ber of implementation procedures. The implementation procedures required include
trajectory biasing, clean room assembly, bioburden reduction and monitoring, and
possibly partial sterilization of the directly contacting hardware and a bioshield for
that hardware. The current bioburden requirements for Mars landers are less than
300 bacterial spores/m2 and a total surface spore bioburden of less than 3 ×105

spores. This level can mostly be reached without special sterilization using clean
room techniques. The standardized, validated, spore assay used by Planetary Pro-
tection practitioners is the culture method after heat-shock at 80 ◦C for 15 min be-
fore plating and incubation. Spore-forming microbes are of particular concern in
the context of Planetary Protection, because in many species their endospores can
be highly resistant to a variety of environmental extremes, including certain steril-
ization procedures and the harsh environment of outer space or planetary surfaces.

So far, most work on bioload control of spacecraft is restricted to cultivable mi-
croorganisms. However, it is well known, that many microorganisms found in en-
vironmental samples as not readily cultivable in the laboratory. Using new tech-
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nologies, such as fluorescent DNA staining of bacterial cells or epifluorescence mi-
croscopy, for instance, has shown that the number of microorganisms in aquatic
environments is 100 to 1000 times greater than that determined by cultivation tech-
niques. These so-called non-cultivable microorganisms are assumed to represent the
majority of terrestrial microorganisms. New techniques of genomics and metage-
nomics are required to assess their occurrence on spacecraft or landing modules.

If the landing site on the planet or moon is located in a region where liquid water
is likely to exist, then sterilization procedures are required to reduce the total spore
load by 4 orders of magnitude, i. e. to 30 spores or less. Currently, the following
methods of bioburden reduction and sterilization of the spacecraft are used: bio-
cleaning by wiping with alcohol or sporicidals or by use of UV radiation; steriliza-
tion by gamma rays, dry heat or H2O2 gas plasma sterilization. In view of the current
and planned landing activities on Mars, with robotic and finally human visits, the
Planetary Protection guidelines are currently under review within ESA and NASA.
The import of internal and external microorganisms inevitably accompanying any
human mission to Mars, or brought purposely to Mars as part of a bioregenerative
life support system needs careful consideration with regard to Planetary Protection
issues.

Category V includes all missions within our Solar System which return to the
Earth. Missions that bring back to the Earth samples from Mars or Europa are clas-
sified as “restricted for Earth return”. The highest degree of concern is expressed
by the absolute prohibition of impact upon return, the need that any returned hard-
ware, which directly contacted the target body is sterile (contact chain breaking if
sterilization is not possible) and the need for containment of any non-sterilized sam-
ple collected and returned to Earth. In general, this concern is reflected in a range
of requirements that encompass those of Category IV plus a continuing monitoring
of project activities. Special research is required before the mission, in order to de-
velop suitable and efficient remote sterilization procedures and reliable containment
techniques.

27.9 Search for Life Beyond the Solar System

Estimates of the occurrence and frequency of habitable zones outside our Solar Sys-
tem were first mainly based on astronomical concepts of the structure and dynamics
of our Galaxy, on planetary atmosphere models and on biological interpretations of
the requirements for the emergence and evolution of life. For solar type stars, a hab-
itable belt, ranging from about 0.95 to about 1.5 AU has been suggested (Fig. 27.5).
In addition to single main-sequence stars, variable stars, giant stars and binary sys-
tems have been examined for supporting a habitable zone. Within our Galaxy, the
orbit of our Sun was suggested as especially favorable for supporting life forms
mainly due to the availability of heavier elements.

An important step in the search for habitable zones outside of our Solar System
was achieved in 1995 with the discovery of the first extrasolar planet orbiting a star
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similar to our Sun, 51 Pegasi (Udry and Mayor 2002). Its presence was inferred
from the induced modulation of the observed stellar radial velocity. In the follow-
ing years, this field has rapidly evolved and more than 200 extrasolar planets have
been detected so far, using different approaches. All planets so far detected are mas-
sive, most are Jupiter-class planets, considered unlikely to harbour life as we know
it. Many have short orbital periods. If planets like Earth exist, with smaller masses
and longer orbital periods, their discovery will require more sensitive instruments
and years of precise, sustained observations. The ESA project Darwin is intended to
look for spectral signatures of atmosphere constituents, such as CH4 and O3 in order
to identify Earth-like planets capable of sustaining life (Foing 2002). Another am-
bitious mission searching for Earth-like planets is NASA’s Terrestrial Planet Finder
(TPF) as a suite of two complementary observatories, a visible-light coronagraph
and a mid-infrared formation-flying interferometer. They will detect and character-
ize Earth-like planets around as many as 150 stars up to 45 light-years away.

For estimations of the expected number of habitable planets in our Galaxy, a for-
mula, known as the Drake equation has been developed which takes into consid-
eration (1) the rate of star formation, (2) the fraction of stars which have plane-
tary systems, (3) the average number of planets per planetary system which fall
in a habitable zone, and (4) the fraction of habitable planets on which life arises
(Drake 1974). Because interstellar distances are so vast, radio-communication has
been deemed the only way of detecting life beyond our Solar System. This requires
that additional terms be included in the Drake formula, namely (5) the fraction of
planets with life on which intelligence arises, (6) the fraction of intelligent species
that evolve a technological state that enables interplanetary communication, and
(7) the lifetime of such technological civilisation. Estimates made on the number
of habitable planets in our galaxy range between 2 ×106 and 1 ×1011 (reviewed in
Ulmschneider 2006). However, so far, radio-astronomical search for extraterrestrial
intelligence has not given any positive indications.

27.10 Outlook

It is owing to astrobiology, that the question on the origins and distribution of life
in the Universe is now tackled in a multidisciplinary scientific approach. Major re-
search activities pertain to

• comparing the overall pattern of chemical evolution of potential precursors of
life, in the interstellar medium, and on the planets and small bodies of our Solar
System;

• tracing the history of life on Earth back to its roots;
• deciphering the environments of the planets in our Solar System and of their

satellites, throughout their history, with regard to their habitability;
• testing the impact of space environment and simulated planetary environments

on survivability and adaptability of resistant life forms;
• searching for other planetary systems in our Galaxy and for their habitability.
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It is important to note the multidisciplinary character of astrobiological research
which involves scientists from a wide variety of disciplines, such as astronomy, plan-
etary research, organic chemistry, paleontology and the various subdisciplines of
biology including microbial ecology and molecular biology. Pieces of information
provided by each discipline have contributed to the conception of the phenomenon
of life within the process of cosmic evolution. New techniques that have been de-
veloped within the various disciplines are now accessible. Besides space technology
and various remote sensing techniques, they include among others radioastronomi-
cal molecular spectroscopy, isotope fractionation analysis, nucleic acid and protein
sequencing technology, immunofluorescence approach for the detection of hitherto
uncultured microorganisms, and sensitive assays in organic chemistry and radia-
tion biochemistry. Their application has already led to several conceptional break-
throughs, especially in the field of early biological evolution and in the detection of
extrasolar planetary systems.

As mentioned above, the final goal of astrobiology is building the foundations for
the construction and testing of meaningful axioms to support a theory of life. The
discovery of a second genesis of life, either directly from planetary missions within
our Solar System, e. g., to our neighbour planet Mars or Jupiter’s moon Europa, or
indirectly by radioastromony, would provide clues necessary to reach a universal
definition of life.
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and Rho small GTPase see stress fibers

and rho activity
cell 335
Hill model 330

contrast agents 95
COP 498, 505, 506
core 499, 505
cosine distance 27
COSPAR 658
crassulacean acid metabolism 582
CRE 18
Cre recombinase 141, 142, 152–154
creep 260, 261, 271

creep compliance 267
creep retardation 267
creep test 266, 271
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cross-correlation 103, 110–113, 122, 125,
127

crosslink 167
Cryozootech 140
crystalloid 501
current configuration 272, 273, 275
cyanobacteria 588
cyclin-dependent kinase (CDK) 478
cytochrome oxidase 98
cytochrome bf 553–556, 560, 564–569
cytokines 161, 163, 185, 189
cytoplasm viscosity 319
cytoskeletal

actin see actin
intermediate filaments see intermediate

filament dynamics
microtubules see microtubules

cytoskeleton 476, 479, 480, 485
actin 477, 479, 480
microtubule 477
stress fibers 477

cytosol see cytoplasm
cyt bf see cytochrome bf

D

data mining 23–25
dedifferentiation 136
deep-sea eel cell 48, 49
deformation 255–257, 267, 271, 276, 277,

281–286, 291, 295, 302, 307, 309, 311
deformation gradient 273, 276, 306
deformation history 272–274, 276, 277,

282
quasi-static 103, 106, 107, 110, 127
relative deformation gradient 273
static 105, 108

deformation gradient tensor 327, 328
deformation tensor 273

left Cauchy–Green deformation tensor
273

right Cauchy–Green deformation tensor
273, 274

dendritic cells (DC) 23, 29–32
depletion

aggregation 396
effect 396
electro-osmotic flow 398
flocculation 397
layer 396, 397

thickness 402, 406
model 397

determinism 276
development 135, 143, 145

embryonic 136, 151
fetal 136, 138
terratomas 139

differentiation 137–140, 143, 148, 151, 152
diffusion 543, 544, 550 ff, 556–563,

565–569, 569 ff
domains 556, 560, 562, 567, 570, 571
limited 549, 550, 565, 568, 569, 571

digestive enzymes 509
displacement estimation 110, 113
disseminated intravascular coagulation 519
DLVO theory 608
DMAC(dimethyl-acrylamide) solution 179
DNA microarrays 484

one-color microarrays 25
tiling array 24
two-color microarrays 25, 26

Drake equation 662
drug development 231
drug discovery 5, 18
drugability 4
dual energy X-ray absorptiometry (DEXA)

527
dynamic

dynamic stiffening 268
dynamic stiffness 268
dynamic viscosity 268

E

E. coli 497, 499, 502, 506
echidna 434, 435
ECM 354
ecosystems 647

microbial 647
eight-chain-network model 302
ektacytometry 460, 461
elasticity

elastic-visco-elastic solid 271
elastin 174, 294, 301
elastography 103, 105–107, 109, 111, 114,

115, 117, 121, 123, 124, 127
reconstructive ultrasound 107, 114
transient 107
ultrasound 103, 105–107, 114, 115,

121–124, 127
electric impedance spectroscopy (EIS) 237
electrical potential 37, 39, 42, 45–47, 53, 54
electrical stimulation device 147
electron acceptor 553, 554, 592
electron requirements 596
electrophysiological

capabilities 146
parameters 145
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properties 145
studies 143

electrophysiological recording 245
electrostatic interaction 304
ellipticity 425, 426, 436, 437
embryoid bodies (EBs) 138, 143
embryonic development 151, 152
embryonic stem cell (ES)

human stem (hES) cells 135
murine (mES) cells 135, 137

endocytosis 162
endosomal escape 162
endothelial

dysfunction 453, 455
function 454, 455, 458

endothelial cell (EC)
cell cycle 478
DNA synthesis 478, 485, 486
dysfunction 470, 471, 485, 486
fluid shear stress on 317
mechanical stress on 317
migration 478, 479
morphology 317, 472, 476, 483, 485
permeability 470, 471, 479, 480, 485, 486
proliferation 478, 486

endothelium 453, 454, 458, 460, 461
endotoxin 497–501
energy

deformation energy 298, 300, 301
free energy 287, 305–307, 548, 549
internal energy 286, 289, 300, 302
renewable 581, 587

energy elastic term 291, 295
engineered skin 97
enhanced green fluorescent protein (eGFP)

138, 154
green fluorescent protein (GFP) 154
green fluorescent proteine (GFP) 141, 149

entropic term 288
entropy 548, 549
entropy elastic 291, 295
epidermal growth factor (EGF) 186
epidermal growth factor receptor (EGFR)

tyrosine kinase 40, 43
epithel 500
equibiaxial loading 291
equilibria 545, 547, 548, 550, 551, 565, 572
equilibrium constant 547, 548, 556, 566
ERK 40, 44, 45
erythrocyte 500, 502, see also RBC
ESA 656, 657, 662
Escherichia coli 497, 499, 502, 506, 587, 592
Euclidean distance 26
Europa 656, 660

Jupiter’s moon 656
extracellular matrix (ECM) 44, 163, 216,

470, 479
extracellular recording 234, 237
extracellular-signal regulated kinase (ERK)

478
extrasolar planet 661
extravasation 533
extreme environments 647, 650

F

FAD 581
fever (pyrexia) 419, 434, 440
fibrin 163
fibrinolysis 498
fibroblasts 96, 136–138, 140–142, 151, 153
fibronectin 183, 184, 186, 187, 360
field potential 234
filtration method 460
fingerprints patterns 276
finite element 116, 118–120
flow

complex 469, 470, 472, 473, 477–480
fully developed 474–480
laminar 469, 470, 473–486
Poiseuille 475
reattachment 472–481
reciprocating 480
recirculation 469, 472–477, 481, 483–485
separation 472–475, 480, 481, 483–485
stagnant 474–477
step flow 470, 473–482, 484
turbulence 474
uniform 469, 471, 472, 475

flow injection analysis 457
flow measurements 95
flow of energy 651
flow of matter 256
flow-mediated dilation (FMD) 454, 455
flow-overload 379
fluid therapy 501
fluorescence 12

confocal fluorescence microscopy 69, 70
epi-fluorescence microscopy 69, 70
fluorescence lifetime imaging microscopy

(FLIM) 65, 74, 77, 78
fluorescence proteins (FPs) 65–71
fluorescence recovery after photobleaching

(FRAP) 65, 74, 76, 77
fluorescence resonance energy transfer

(FRET) 65, 68, 74–78
green fluorescence protein (GFP) 66–68,

71–75, 79
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total internal reflection fluorescence
microscopy (TIRF) 70

fluoroscopy 529
focal adehesions, stress upon 324
folding 549
force 253–255, 261, 274, 277, 288–290

body force 275, 276, 286, 287
cohesive force 295
contracting force 304
dimensionless force 306, 307
entropic force 305
expanding force 304
external force 286
muscle force 301
tensile force 288, 289
tension force 309
tensional force 300
thermodynamic force 304
traction force 309

force measurements at cell matrix interface
324, 325

force-stretch relation 297
1536-well format 17
four-chain-network model 302
13C/12C fractionation 644
FRET 13
functional imaging 94

G

Gal4 System 15
γ -dispersion 238
gas chromatography 595
gas-phase chemiluminescence 457
gel 303, 304

polyelectrolytic gel 304
gene expression

chemokine receptor 4 (CXCR4) 483
connective tissue growth factor (CTGF)

483
E-selectin 482
early growth response factor-1 (Egr-1)

481
endothelial nitric oxide (eNOS) 483–486
guanylate cyclase 1 α3 (GUCY1A3) 483
intercellular adhesion molecule-1 (ICAM-1)

481, 482, 486
interleukin-8 (IL-8) 483
krüppel-like factor 2 (KLF2) 483, 484
matrix metalloproteinase (MMP) 483
monocyte chemotactic protein-1 (MCP-1)

470, 481, 486
platelet-derived growth factor (PDGF)

481

sterol regulatory element binding protein
(SREBP) 482, 485

thrombospondin (THBS) 483
toll-like receptor (TLR) 482
tumor necrosis factor receptor superfamily

(TNFRSF) 483
vascular adhesion molecule-1 (VCAM-1)

482, 486
gene expression and stretch 339
Gene Ontology (GO)

over-representation analysis 25, 32, 33
gene therapy 160
GFP 96
glutamate/oxoglutarate aminotransferase

585
glutamine synthase 595
glutamine synthetase 585
glutaraldehyde 165, 167
glycerate kinase 585, 588
glycine 587, 595
glycine decarboxylase/serine hydroxymethyl

transferase complex 585
glycolate 587, 590
glycolate dehydrogenase 588, 592
glycolate oxidase 585, 588
glycoside 505
glyoxylate 587, 588
glyoxylate carboligase 588, 590
glyoxylate/glutamate aminotransferase 585
glyoxysomes 587, 588
GPCR 14, 18
gram negative 497–499
grana 554–556, 567
green algae 588
green fluorescent protein (GFP) 7, 12

H

habitability 651
habitable planet 652
habitable zone 652, 661

haemodynamic 500
hatch-slack-pathway 582
heart 135, 143, 145, 147, 150–152, 154

blood vessels 136, 148
engineered heart tissue 148, 151
slice 136, 145–147

heat shock 37, 39, 40, 55
heavy water (D2O) 429
HEK293 154
HeLa cell 41, 45–47, 54
hemodynamic force 471

cyclic stretch 471
hydrostatic pressure 471



Index 687

shear stress
gradient 475–481, 485, 486
high 469–471, 475–480, 482–484, 486
laminar 478, 479, 481, 482, 485, 486
low 469, 470, 472, 476, 478, 480, 483,

484
non-uniform 469, 471, 473
oscillatory 469, 470, 472, 473, 480, 484,

486, 487
hemoglobin (Hb) 303, 309, 456–461, 464

aggregation 428, 431, 436, 439, 440
amino acid sequence 440, 441
concentration 420, 423, 425, 433
denaturation 425, 432, 434, 440
gel 415, 417, 426
hydration shell 429
radius 431
temperature transition 418, 420, 423, 427,

429, 433, 438
thermal unfolding 428, 439
viscosity 423

hepatocyte growth factor (HGF) 184
hereditary integral 327
hierarchical clustering

agglomerative 24, 28, 31
divisive 28

high performance liquid chromatography
(HPLC) 456, 457

high throughput real time screening 232
high throughput screening 3, 19

HTS 16
uHTS 14, 16, 19

hill force-velocity relationship 330
His6-TAT-NLS-Cre (HTNC) 153, 154
histocompatibility 139
history of life 642, 644, 649

fossil record 644
molecular record 644

homeostasis 318, 334, 344, 371
mechanical 372
strain 385

homeothermal animals 418, 419
Hooke’s law 107, 116, 117, 255, 262, 263,

299
hsp70 41, 45, 54, 55, 57
human leukocyte antigen (HLA) 160
hyaline cartilage 303, 309
hyaluronic acid 163, 171, 173, 182, 184, 186
hydrodynamic radius (Rh) 431, 434, 436
hydrogen 581
hydrophilic 259, 299
hydrophilicity 168
hydrophobic 258, 259, 299
hydrophobicity 168

hydrostatic pressure 37, 40, 47–49
hydrothermal vents 643
hydroxypyruvate reductase 585
hyper-viscoelastic relation 327
hypoalbuminemia 501
hypotension 497, 498, 501
hypovolemic shock 500
hysteresis 261

I

imaging depth 93
immobilization 605, 606
impact catastrophe scenario 646
impedance recording 238
impedance spectroscopy 238, 241, 245
implantation 160, 162, 165, 183
in vitro 195

cell integration 147
culture 136, 148
tissue 139, 147, 148, 151, 152, 155
transplantation 143, 145

in vivo
tissue 150, 151
transplantation 143
tumorigenic potential 138
vascularisation 151

incompressible 277
inflammation 498, 499, 501, 509
inflammatory cascade 509
integrability condition 285, 288
integrin 40, 44
interleukin 499, 500
interleukin-1α (IL-1α) 40, 57
interleukin-1β (IL-1β) 40, 57
interleukin-12 57
interleukin-6 (IL-6) 40, 42, 44, 56, 57
interleukin-8 (IL-8) 40, 42, 56, 57
intermediate filaments dynamics 319
internal ribosome entry site (IRES) 138
interplanetary transfer of life 647
intervertebral disk 305, 309, 310
intestinal homogenates 519
intestinal ischemia 509
intestine 513
intima/media thickness ratio 472
inverse problem 103, 114–119, 127
ionomers 304
irreversible processes 257, 286
ischemia 242, 501
isochoric 273

isochoric processes 305
isothermal process 287, 305
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J

JNK 40, 44, 45
JNK activation by stretch 339–344

K

κ B 499
k-means 24
Kdo 505
Kendall’s τ rank correlation 27
keratinocytes 170
Kranz-anatomy 586
Kyoto Encyclopedia of Genes and Genomes

(KEGG) 32

L

lactate 592
lamellipodia 479
laminin 171, 173
laser doppler perfusion imaging 462, 463
laser-based manipulation 242
law of mass action 547, 549, 550, 569
leukaemia inhibitory factor (LIF) 137
leukocyte 501, 502
leukocytosis 497
light harvesting complex (LHC) 544, 553,

559, 565
light reaction 552
light scattering 438
linkage methods 28, 31
lipid A 499, 505
lipids 587
lipopolysaccharide 497–506
lipoprotein 471, 479, 480, 485

low density 471
liquid-to-powder ratio 529, 531
local action 276
loss

loss modulus 268–270
loss tangent 268

loxP sites 141, 142, 152–154
LPS 497–506
luciferase

Firefly 9, 10
Gaussia 8, 9
Metridia 8, 9, 18
Renilla 8, 9
Vargula 10

luciferin 10
lymphocytic choriomeningitis virus (LCMV)

139

M

magnetic cell sorting (MACS) 138
magnetic twisting cytometry (MTC) 323
maize 587
malate dehydrogenase 586
malic enzyme 586
Manhattan distance 26
Mars 653, 660

ExoMars mission 656
Exploration Rover 656
habitability of 656
history of water 653
Viking biology experiments 655

mass spectroscopy 595
material 267–271

Kelvin–Voigt material 271
material dependent 255
material points 272
Poynting–Thomson material 262, 265,

269–271
matrix metalloproteinase (MMP) 45
meander model 301
mechanical load 354, 364

biaxial load 362, 364
uniaxial load 356, 362

mechanical properties
actin 319, 325
microtubules 325
nucleus 318, 319
plasma membrane 319

mechanically regulated cellular processes
355

mechanics 253–255, 257, 301, 309
biomechanics 253, 254, 276, 286, 298,

299, 311
continuum mechanics 253–255, 263, 271,

272
rational mechanics 257

mechanobiology 65, 66
mechanotransduction 317, 318, 322, 331,

332, 339, 343, 384, 385
mesenchymal stem cell (MSC) 184
mesenchymal stromal cells (MSC) 205
mesodermal 136, 151
mesophyll 586
meteorites 643
metrics, mechanical and biochemical 332
Michaelis–Menten 549
micro systems technology (MST) 231, 233
micro-cavity 240
micro-domain 556, 558
micro-fluidic systems 240
microbial communities 648, 650
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poikilotrophic 648
microcirculation 451, 460–464, 500
microelectrode array-based impedance

spectroscopy (MAIS) 239
microelectrode arrays 234
microelectrode cavity array (MCA) 241
microfabrication 216
microfabrication techniques 233
micron-resolution particle image velocimetry

(μPIV) 475
micropipette aspiration 415, 417, 420–422,

425, 460, 461, 498, 504, 506
microsporon septicum 499
microtubule(s)

compression 325
dynamics 325
mechanical properties of 325
persistence length of 325

migration 162
miniaturization 4, 16, 18
minimum energy hypothesis 372, 373
minimum essential medium (MEM) 173
Minkowski metrics 26
Miocene 587
mitogen-activated protein kinases (MAPKs)

and stretch 339
mixture theory 326–329, 333, 345
MKN45 cell 41, 47, 54
modulus

modulus of elasticity 262
modulus of viscosity 262

molecules
carbon based 651

monocyte chemotactic protein-1 (MCP-1)
40, 43, 56, 57

monolayer 363
Mooney–Rivlin law 291
motion 255, 256, 272, 273, 277, 282, 311

body motion 300
oscillating motion 267

motions 262, 300, 302
mouse 3T3-L1 cell 48, 49, 55
MRT 85
mucosal barrier 509
multi-organ failure 510
multielectrode arrays (MEAs) 145
multiplexing 18
multipotent 193, 201, 202, 213, 214
murine

cells 144
embryoid (embryonic bodies) 144, 151
embryos 137
heart 138, 146
model system 143

Murray’s law 373
myocardial infarction 242
myosin 301

heavy chain (α-MHC and β-MHC) 138,
143

light chain 143

N

N5, N10-methylene-tetrahydrofolate 589
NAD+ 581, 587, 589
NADP+ 553, 554, 581, 592
NADPH 552, 554, 583, 592
nanofibers 225
nanotechnology (NT) 216, 233
NASA 656, 662
nerve growth factor (NGF) 39, 41, 50–53
network 253, 294

Gauß network 294
Kilian network 253, 294
weak network 261

NFAT 15
NH2
to COOH covalent bonding 166
nitric oxide

nitrate 452, 453, 456, 458
nitrite 456–459
nitrosated/nitrosylated species 456, 458

nitric oxide (NO) 481, 483, 485, 486
nitric oxide synthase (NOS) 40, 43

endothelial (eNOS) 452, 454, 455,
457–459

red blood cell NOS (RBC NOS) 459–464
nitrogen 585, 589
nitroglycerine 452–454, 463
NO 40
non-biodegradable materials 162
non-mammalian substances 163
non-viral vectors 161, 162
nuclear factor (NF)κ B 40, 43
nuclear factor-κ B (NF-κ B) 481, 484, 485
nuclear magnetic resonance (NMR) 415,

429, 430

O

O-chain 505
Obelia longissima 6
objectivity 277
obstacles 550, 556–559, 563, 569, 570
oncogenesis 160, 173
optical coherence tomography 85

Doppler 95
optical frequency-domain imaging 89
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polarization sensitive 94
spectral-domain 88
spectroscopic 94
swept-source 89
time-domain 88

organ replacement 194, 202
origin of life 642, 644
orthogonal polarized spectral imaging (OPS)

463
osmolarity 506
osteogenesis 176
osteoporosis 527, 535
oxaloacetate 586
oxygen 646
oxygenase 8
oxygenation 584, 596
ozone oxidation 178

P

p38 40
palpation 103–105, 123
pancreatic digestive enzymes 513
parallel-plate flow chamber 473, 481
PC12 cell 41, 42, 53, 54
PCT 500
Pearson correlation 26, 27, 31
percolation 556, 560, 564

threshold 556, 558, 560, 562, 567,
569–571

phantom 103, 106, 107, 113, 115, 116, 119,
121

phase separation 531
phase transition 253, 298, 304, 308, 309,

422, 423, 431, 433
phenotype 136, 149
phosphinothricin 592, 595
phosphoenolpyruvate 586
phosphoenolpyruvate carboxylase 586
3-phosphoglycerate 582, 584
phosphoglycolate 582, 585
2-phosphoglycolate 585, 587
phosphoglycolate phosphatase 585
photolithography 217
photoprotein 7
photorespiration 590, 593
photosynthesis 543, 552, 570, 581, 585, 650
photosynthetic capacity 585
photosynthetic electron transport 543, 545,

552, 554, 560, 564, 565, 569–572
photosystem (PS) 553–556, 559, 560, 562 ff
phylogenetic tree 645
physiological shock 510
planetary protection 658

plant transformation 593
plasticity 194, 198, 199, 213
plastocyanin 553–556
plastoquinol (PQH2) 553, 554, 556, 560, 566
plastoquinone (PQ) 553, 554, 556, 558–560,

562, 565–567, 569–571
platelet 470–472, 486
platypus 434, 435, 438, 439
pluripotency 137, 143, 155
pluripotent 196, 197, 201, 202, 210–213
poikilothermal animals 418, 419
Poiseuille’s law 471
poloxamer 408
Poly Vinyl Alcohol (PVA) 115, 116, 121,

122
(PVA-c) 115, 122
cryogel 115

poly(dimethylsiloxane) 217
poly(ethylene glycol) 407
poly(l-lactic acid) (PLLA) matrix 96
polyconvex energy function 286
polyethyleneimine (PEI) 618, 619
polymer 257–259, 262, 301, 304–306

biopolymer 253, 258, 259, 277, 291, 293,
294, 297, 303

technical polymer 294, 296, 297
polymer penetration 401, 403
polymerization 178, 181
polyurethane (PU) 176, 178
polyvinyl chloride (PVC) 303
porous collagen-hyaluronic acid (HA-Col)

membrane 182
porous collagen-laminin membrane 171
PQ see plastoquinone (PQ)
preeclampsia 237
pressure 529–531

delivery pressure 529
extravertebral pressure 531
infiltration pressure 529
injection pressure 529–531

pressure-overload 380
principal invariants 279
principle component analysis (PCA) 24,

29–32
principle of determinism 276
pro-inflammatory cytokines 499
procalcitonin (PCT) 500
procurement 160
proliferation 136, 138, 147, 151, 161, 162,

170, 173, 178, 184, 188
35S promoter 590, 591
prostate 104, 123, 124

cancer 104, 122, 127
prostatectomy 123
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tumor 123
protease inhibitor 513
protein activation

conformational changes in 337
correlating the magnitude of stretch with

340
protein C 501
protein kinase C (PKC) 38–42, 49, 52–54,

57
proteins 259
PS see photosystem (PS)
puromycin acetyl transferase (PAC) 138,

139, 141
pyruvate 586, 587
pyruvate orthophosphate dikinase 586

Q

QT interval 236

R

radiopacifier 534
radiopacity 533
random walk simulation 558
Ras 40, 44
rate 544, 545, 550, 565–569, 571

constant 551, 565–569
law 549, 550
limiting 565, 571

RBC 497, 498, 502, 504, 506
RBC aggregability 503
RBC aggregation 497, 502
RBC deformability 497, 502, 503
RBC shape 503
RBC tongue length 498, 504, 506

re-capture of CO2 582
reaction

constant 568, 569
equilibria 543, 544, 547, 551
limited 568, 569, 571
rate 543, 544, 548, 550, 568, 569, 571, 572

reaction mechanism 565, 571, 572
collisional 565, 568, 569, 571
diffusion limited 571
tight binding 565, 567–569, 571

reactive oxygen species (ROS) 481
real-time monitoring 231, 233
recombinant 149, 153
red blood cells (RBC) 305, 309, 497, 498,

502, 504, 506
passage through micropipettes 420, 421
shape 416
transition from blockage to passage 418

volume 415, 426–428
Reference configuration 272
reference configuration 273
regeneration 136, 151
regenerative medicine 159
relaxation

relaxation curve 265
relaxation function 265, 266, 270, 296,

302
relaxation kernel 265, 284
relaxation test 264
relaxation time 262, 264, 269

relaxation time 415, 420, 430, 434
remodeling

of cells 318, 322
of tissue 318, 322

reporter gene 5
flash-light 6, 19
glow-light 6, 8

retardation time 262, 264, 267
retrovirus 161
Reynolds number 475–477
RGD 204
rheology 256–258, 263
rho family small GTPase 479
Rho GTPase see stress fibers and rho activity
ribulose-1,5-bisphosphate 582, 589
ribulose-1,5-bisphosphate carboxy-

lase/oxygenase 582, 585
right Cauchy–Green tensor 327, 328
Robot-System 19
rouleaux (of RBC) 497

S

scaffold 148–150, 193, 202, 203, 207, 211,
213

search for life 651
self assembly 549, 551
self organisation 543, 549, 550
self organizing maps (SOMs) 32
sepsis 497–502
septic shock 497–502
serine/glyoxylate aminotransferase 585
severe sepsis 498–501
shear stress 37, 40, 66, 71–76, 78
shock factor 516
signatures of life 649
silica gel 605, 615, 616
silk fibroin 163
Silvet L-77 594
single nucleotide polymorphisms (SNPs) 24
SIRS 497, 498
skin 276, 291, 297–299, 302, 303
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smooth muscle cell (SMC) 470, 471, 485,
486

sorption 602
space 279

Euclidean space 272
Euclidean vector space 279, 282
Hilbert space 280–282

Spearman rank correlation 27
spheroids 240, 242
spore 648
stenosis 483, 484

post-stenotic 480, 483, 484
steric repulsion 544, 545, 547, 572
steric stabilization 396
stiffness 301

dynamic stiffness 268
equilibrium stiffness 265

stomata 583, 584, 590
storage modulus 268
strain 375–378
strain energy

fiber 320, 321, 327, 328, 342
for isotropic linear elastic Hooke’s law

330
function 327

strain history 263, 264, 281, 302
strain imaging 103, 106, 107, 109, 113, 122,

124, 127
strain rate 330
strain retardation 260, 271
strain, fiber 338, 341–343
stress 255, 260, 263, 265, 268, 276, 281, 293,

371, 375–378
Cauchy 327–331
Cauchy stress 275
fluid shear 317
mechanical normal 317
on actin filaments 329, 330
on focal adhesions 324
on intermediate filaments 330
Piola–Kirchhoff stress 275, 297
residual stress 276, 293
stress history 266
stress relaxation 260, 261
stress state 274, 276, 282, 296
stress tensor 275
stress-strain curves 299
stress-strain relation 259, 260

stress fiber(s)
and Rho activity 321
and stretch 319–322
and substrate stiffness 334
assembly 334
mechanics 337

model 320, 321
organization 320, 321, 337
pre-stretch 334
stability of 321
strain energy of 320
tension 325

stress tensor 277, 278, 281
stretch 71, 73, 76

and mechanotransduction 331, 332,
338–344

and stress fiber orientation 319–322
and traction forces 335–337

stretch retardation 267
stroma 552–556
succinylated collagen 168
sugar cane 587
sugars 587
sulfadiazine 592, 593
super-coiled triple helical peptide chains 163
surface conditioning 615, 617, 618
surface oxidization 176, 178
surface topography 215
survival function 329, 334
systemic inflammatory reaction response

(SIRS) 497
systemic inflammatory response syndrome

(SIRS) 498

T

tachycardia 497
tachypnea 497
tartronic semialdehyde 588, 589
tartronic semialdehyde reductase 588, 589
technical polymers 259, 302
telopeptides 165
tendons 300–302
tensegrity

and prestress 326
mathematical models based on 325

tensor 273, 274, 277–280, 282, 283, 285, 286
rotation tensor 273

tetrahydrofolate 589
theorem

Cayley–Hamilton theorem 279
polar decomposition theorem 273

therapeutic cells 160–162
thermodynamics 255, 257, 286, 287, 305,

309–311
phenomenological thermodynamics 286
thermodynamics of irreversible processes

257
thermoregulation 418, 419
thrombin-thrombomodulin (TM) 501



Index 693

thrombosis 498
thylakoid 543–545, 552–558, 560, 562–571
3D tissue construct 363
tissue engineered implants 161
tissue engineering 193–196, 201, 202, 206,

207
tissue repair 147, 152
TM 501
Toll-like receptor (TLR) 40, 45
toxicity 531
traction forces 222
traction microscopy 324–326, 335, 336
transcription

brachyury (T) 151
Isl1 (islet 1) 151
natriuretic factor (ANF) 143
NKX2.5 143

transcription factor 499
transcriptome 135
transformation 591, 592
transforming growth factor (TGF-β1) 23,

29–34
transition metals 613, 614, 617
transition temperature 304
translocase 418
Transmissible Spongiform Encephalopathy

(TSE) 163
transplantation 159, 160
tumor necrosis factor (TNF) 501
two-photon microscopy 86

U

ultrasound 85, 104–106, 108, 121
unfolding 549
uniform shear hypothesis 374
UV irradiation 167, 168, 170

V

vascular tissue 585
vascularisation 194, 202, 203
vasodilation/vasorelaxation 452–454, 459

VE-cadherin 480, 483, 485
vertebral compression fractures 527
vertebrogram 529
vertebroplasty 528

percutaneous vertebroplasty 528
video microscopy 463, 464
vinculin 338, 339
viral vectors 161
visco-hyperelastic relation 327
viscoelasticity 260, 271, 284

viscoelastic liquid 261
viscoelastic solid 267

viscometer 535
viscosity 531–535
volume

available 546–549
excluded 545–548, 551, 572
occupied 544

W

wall shear stress 372, 374, 378, 379, 382
water

liquid 652
water stress 587
white blood cell (WBC) 470, 472, 486,

500–502
foam cell 471
lymphocyte 472
macrophage 472
monocyte 470, 471

Wormlike-Chain-Model (WCM) 301
wound dressing 170

X

X-ray 85
xenogeneic 163, 165, 188

Z

zeta potential 608
ZKM model 373
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