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Supervisor’s Foreword

Perturbation theory is one of the cornerstones of theoretical and mathematical
physics, in particular for quantum field theory through its famed expansion in terms
of Feynman diagrams. It expands the solution of a non-linear fixed point equation,
the Dyson—Schwinger equation in the case of quantum fields, in terms of a Taylor
series in a small coupling parameter. Even low orders reveal fascinating connec-
tions to algebraic and arithmetic geometry, which have been at the forefront of
recent research through the clarification of the nature of periods seen in the com-
putation of each single Feynman diagram in terms of the mathematical theory of
motives.

To gain insights though into the all-orders behaviour of quantum field theory
amplitudes, an understanding of the summation of such diagrams at high orders is
needed. For a start, one has to simply understand the asymptotics of graph counting.
The fact that such perturbative expansions are generically divergent series—the
magnitude of the coefficients is of rapid growth—necessitates to compute with
formal power series. Whilst this study of counting Feynman graphs is a
time-honoured problem, many questions have been left unanswered, in particular
with regard to the counting of the skeleton diagrams which are the driving integral
kernels in the Dyson—Schwinger equations.

This thesis studies recently developed novel structures in perturbation theory
combining graph-theoretic, combinatorial and Hopf algebraic formalisms. It derives
computational methods which allow to calculate asymptotic properties of pertur-
bative expansions in a generic manner.

Michael Borinsky has developed a new mathematical tool for the handling of
asymptotic series: he defines a map from the coefficients of a divergent series to the
coefficients appearing in their large-order behaviour. This map has distinguished
mathematical properties: it is in fact a derivation, with Leibniz and chain rules. It
also gives a well-defined ring structure on such formal series. This result, in its
generality, will find applications far beyond problems in quantum field theory
allowing to study series at high order, where before results were only accessible at
very low orders and by much more primitive and labour-intensive methods.
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As examples, Borinsky calculates the large-order asymptotics of the generating
function of connected chord diagrams and simple permutations. He uses the Hopf
algebraic structure in perturbative quantum field theory in the context of general
graphs, and here the main result for physical applications is the correspondence
between bridgeless graphs and the Legendre transformation. The outcome is a
complete combinatorial dictionary for zero-dimensional quantum field theory,
which is the basic underlying theory for the enumeration problem in quantum field
theory. It is exhibited in the study of the most prominent quantum field theories,
including the full Standard Model of particle physics. The resulting computations
would be inaccessible by conventional textbook perturbative methods.

To summarize, Borinsky provides us with a complete analysis of the asymptotics
of graph counting for renormalizable quantum fields and at the same time gives a
very detailed and pedagogical introduction to new techniques of asymptotic anal-
ysis applicable in many other areas of science.

Berlin, Germany Dirk Kreimer
October 2018



Abstract

This thesis provides an extension of the work of Dirk Kreimer and Alain Connes on
the Hopf algebra structure of Feynman graphs and renormalization to general
graphs. Additionally, an algebraic structure of the asymptotics of formal power
series with factorial growth, which is compatible with the Hopf algebraic structure,
is introduced.

The Hopf algebraic structure permits the explicit enumeration of graphs with
constraints for the allowed subgraphs. In the case of Feynman diagrams, a lattice
structure, which will be introduced, exposes additional unique properties for
physical quantum field theories. The differential ring of factorially divergent power
series allows the extraction of asymptotic results of implicitly defined power series
with vanishing radius of convergence. Together, both structures provide an alge-
braic formulation of large graphs with constraints on the allowed subgraphs. These
structures are motivated by and used to analyse renormalized zero-dimensional
quantum field theory at high orders in perturbation theory.

As a pure application of the Hopf algebra structure, an Hopf algebraic inter-
pretation of the Legendre transformation in quantum field theory is given. The
differential ring of factorially divergent power series will be used to solve two
asymptotic counting problems from combinatorics: the asymptotic number of
connected chord diagrams and the number of simple permutations. For both
asymptotic solutions, all order asymptotic expansions are provided as generating
functions in closed form. Both structures are combined and applied to
zero-dimensional quantum field theory. Various quantities are explicitly given in
the zero-dimensional version of @3, ¢*, QED, quenched QED and Yukawa theory
with their all order asymptotic expansions.

vii
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Chapter 1 ®)
Introduction Check for

This thesis is about graphs and two algebraic structures which can be associated
with them. The first algebraic structure appears while enumerating large graphs.
It captures the asymptotic behaviour of power series associated to graph counting
problems. Second is the Hopf algebraic structure which gives an algebraic description
of subgraph structures of graphs. The Hopf algebraic structure permits the explicit
enumeration of graphs with constraints for the allowed subgraphs. Together both
structures give an algebraic formulation of large graphs with forbidden subgraphs.
The detailed analysis of both these structures is motivated by perturbative quantum
field theory.

1.1 Motivation from Quantum Field Theory

Perturbation theory, augmented with the powerful combinatorial method of Feynman
diagrams, remains the status quo for performing quantum field theory (QFT) and
therefore particle physics calculations. Each term in the perturbative expansion is
a sum of integrals. These integrals can be depicted as Feynman diagrams and they
require renormalization to give meaningful results.

Although the initial hurdles to use perturbation theory in quantum field theory
were overcome with the invention of renormalization in the 1940s, the technique
is still plagued with conceptual and practical problems which hinder progress in
our understanding of matter at the fundamental level. One of these problems is the
inaccessibility of information about the perturbation expansion at higher order. This
inaccessibility limits the accuracy of theoretical predictions and sets the solution
of intrinsically large coupling problems beyond the reach of existing theoretical
tools. Because of the high demand for extremely accurate theoretical calculations
from present day experiments, these problems are not merely unsolved academic

© Springer Nature Switzerland AG 2018 1
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2 1 Introduction

exercises. They form a severe bottleneck for the general endeavor of understanding
nature at the fundamental level.

The purpose of this thesis is to tackle these problems by studying perturbation
theory with renormalization in quantum field theory at large loop orders. This will
be approached by exploiting the combinatorial structure of its diagrammatic inter-
pretation.

1.1.1 Divergent Perturbation Expansions

Dyson’s famous argument states that the perturbation expansions in quantum field
theory are divergent [1]. This means that perturbative expansions of observables in
those theories usually have a vanishing radius of convergence. For an observable f
expanded in the parameter A,

) =" ful" = fo+ fih+ ol + - (1.1.1)

n=0

the sum in this expression will not converge for any value of & other than 0.

This divergence can be associated with the large growth of the coefficients f, for
n — oo. In quantum field theory, this large growth of the coefficients is believed
to be governed by the proliferation of Feynman diagrams, which contribute to the
coefficients f,, with increasing loop number.

The analysis of this large order behavior led to many important results reaching
far beyond the scope of quantum field theory [2—4]. Moreover, the divergence of the
perturbation expansion in QFT is linked to non-perturbative effects [5-9].

The extraction of large order results from realistic quantum field theories becomes
very involved when renormalization comes into play. For instance, the relationship
between renormalons, which are avatars of renormalization at large order, and instan-
tons [10, 11], classical field configurations, which are in close correspondence with
the large order behavior of the theory [12], remains elusive [13].

1.1.2 The Limits of Explicit Integration

The most obvious way to study perturbation theory at higher order is to explicitly
calculate the values of the contributing integrals. Although this program is impeded
by the sheer difficulty of evaluating individual Feynman integrals, there has recently
been significant progress in this direction. A systematic integration approach, which
exploits the rich mathematical structure of Feynman integrals, has led to a break-
through in the achievable accuracy of quantum field theory calculations. In [14], the
@*-theory B-function has been calculated analytically up to sixth order in perturba-
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tion theory. Additionally, the seven order calculation was recently completed [15].
These new techniques make heavy use of deep mathematical insights regarding the
structure of Feynman integrals.

Considering the high amounts of intellectual energy that was and is being invested
in performing these calculations at higher and higher loop orders, it seems worth-
while to look for asymptotic alternatives for these techniques. Instead of resulting in
a harder problem for each further loop order, such asymptotic methods for calculat-
ing observables should give an approximate result in the large loop order limit with
successively more sophisticated corrections for lower loop orders. Such a calculation
has been performed for instance in [16, 17] for ¢*-theory based on a delicate combi-
nation of instanton and renormalization considerations. More elaborate results in the
CPY~'-model [18, 19] give further hints regarding the feasibility of this approach.

In this context, this thesis is an attempt to map the algebraic and combinatorial
ground for such techniques. This attempt is rooted in the well-explored perturbative
regime of Feynman diagrams.

1.2 Overview and Contributions

1.2.1 Algebraic Formulation

In Chap. 2 we will start with basic definitions of graphs in an algebraic setting. The
framework for perturbation theory based on the works of Kreimer and Yeats [20, 21]
will be introduced in the style of the symbolic method from combinatorics introduced
by Flajolet and Sedgewick [22] or its largely similar sibling, the theory of species
[23] by Bergeron, Labelle and Leroux. We will define expressions such as

1 1 1 1 2
I+200+ ;0 +500 +552(0)°+
where we treat graphs as generators of an algebra. This algebra forms the basis of
the Connes-Kreimer Hopf algebraic formulation for renormalization [24].

Observables in quantum field theory can be expressed as algebra homomorphisms
in this context. This approach, pioneered by Connes and Kreimer [24], gives us an
algebraic formulation of perturbation theory. The perturbative expansions then arise
as images of vectors of graphs such as the one above under certain homomorphisms.
These specific algebra homomorphisms are called Feynman rules.



4 1 Introduction

1.2.2 Zero-Dimensional Quantum Field Theory and the
Configuration Model

To actually obtain quantitative results to test our methods, we will use the config-
uration model of graph enumeration by Bender and Canfield [25] and its physical
counterpart, zero-dimensional quantum field theory [26-31], which were both ini-
tially studied in the 1970s. Both are classic constructions which provide generating
functions of multigraphs with prescribed degree distributions. These constructions
will be introduced in Chap. 3.

Zero-dimensional quantum field theory serves as atoy-model for realistic quantum
field theory calculations. Especially, the behavior of zero-dimensional quantum field
theory at large order is of interest, as calculations in these regimes for realistic
quantum field theories are extremely delicate if not impossible. The utility of zero-
dimensional quantum field theory as a reasonable toy-model comes mainly from the
interpretation of observables as combinatorial generating functions of the number
of Feynman diagrams.

Our focus will be on the renormalization of zero-dimensional quantum field the-
ory and the asymptotics of the renormalization constants, which will provide the
asymptotic number of skeleton Feynman diagrams.

By asymptotics, we mean the behaviour of the coefficients of the perturbation
expansion as in Eq. (1.1.1) for large n. In zero-dimensional quantum field theory, we
will find that the asymptotics of observables are of the form

R Cnip-_Dntp-2
(1.2.1)

fo=a" P+ p) (co + T @ )

for large n with some o € R.(, B € R and ¢; € R. On the combinatorial side, these
quantities correspond to asymptotic expansions of multigraphs in the large excess
limit.

The coefficients ¢; in these asymptotic expansions will turn out to be the pertur-
bative expansion coefficients of an observable in another zero-dimensional quantum
field theory. This observation is due to Basar, Dunne, Unsal [32], who used techniques
from Berry, Howls and Dingle [33, 34] to prove this.

We will use an interpretation of the zero-dimensional quantum field theory as
a local expansion of a generalized hyperelliptic curve to give an alternative proof
for this asymptotic behaviour. This will enable us to rigorously extract complete
asymptotic expansions by purely algebraic means.
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1.2.3 Factorially Divergent Power Series

Sequences with an asymptotic behaviour as in Eq.(1.2.1) appear not only in graph
counting, but also in many enumeration problems, which deal with coefficients of
factorial growth. For instance, generating functions of some subclasses of permuta-
tions show this behaviour [25, 35].

Furthermore, there are countless examples where perturbative expansions of phys-
ical quantities admit asymptotic expansions of this kind [2, 4, 19].

We will study these expansions and their algebraic structure in detail in Chap. 4.
This analysis is independent of an interpretation as perturbation expansion in quan-
tum field theory or some other theory, but based on the formal power series interpre-
tation of the expansions. We will establish that the requirement to have an asymptotic
expansion such as in Eq. (1.2.1) exposes a well-defined subclass of power series.

The restriction to this specific class of power series is inspired by the work of
Edward Bender [36]. Bender’s results are extended into a complete algebraic frame-
work. This is achieved by making heavy use of generating functions in the spirit of the
analytic combinatorics or symbolic method approach. The key step in this direction
is to interpret the coefficients of the asymptotic expansion as another power series.

These structures bear many resemblances to the theory of resurgence, which was
established by Ecalle [37]. Resurgence assigns a special role to power series which
diverge factorially, as they offer themselves to be Borel transformed. Ecalle’s theory
can be used to assign a unique function to a factorially divergent series. This function
could be interpreted as the series’ generating function. Moreover, resurgence provides
a promising approach to cope with divergent perturbative expansions in physics. Its
application to these problems is an active field of research [5, 19, 38].

The formalism can be seen as a toy model of resurgence’ calcul différentiel
étranger [37, Vol. 1] also called alien calculus [39, 11.6]. This toy model is unable to
fully reconstruct functions from asymptotic expansions, but does not rely on analytic
properties of Borel transformed functions and therefore lends itself to combinatorial
applications. A detailed and illuminating account of resurgence theory is given in
Sauzin’s review [39, Part II].

We will show that power series with well-behaved asymptotic expansions, as
in Eq.(1.2.1), form a subring of R[[x]], which will be denoted as R[[x]]‘g. This
subring is also closed under composition and inversion of power series. A linear map,
A% : R[[x]]% — R[[x]], can be defined which maps a power series to the asymptotic
expansion of its coefficients. A natural way to define such a map is to associate the
power series Y .- ¢,x" to the series ) .-, f,x" both related as in Eq. (1.2.1). This
map turns out to be a derivation. It fulfills a product rule and a chain rule. These
statements will be derived from elementary properties of the I" function.

This new tool, the ring of factorially divergent power series, can be applied to cal-
culate the asymptotic expansions of implicitly defined power series. This procedure
is similar to the calculation of the derivative of an implicitly defined function using
the implicit function theorem.
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As examples, we will discuss the asymptotic number of connected chord dia-
grams and of simple permutations, which both stem from basic combinatorial con-
structions. For both examples, only the first coefficients of the asymptotic expansions
were known. We will deduce closed forms for the respective complete asymptotic
expansions.

1.2.4 Coalgebraic Structures

The coalgebraic structure on graphs captures insertion and contraction operations on
graphs in a natural way. In Chap. 5 we will define a coproduct in the Connes-Kreimer
fashion [24, 40] that maps a graph to a formal sum of its subgraph components. The
resulting Hopf algebra structure is based on the works of Kreimer, Yeats and van
Suijlekom [20, 21, 41].

The coproduct operation will enable us to introduces a group structure on the set
of all algebra homomorphisms from the graph algebra to some other algebra.

Subsequently, we will define a class of Hopf ideals, which correspond to sets of
graphs which are closed under insertion and contraction of subgraphs. Some of these
ideals may be used to construct algebra homomorphisms that act as projection oper-
ators on the graph algebra. They annihilate graphs which contain certain forbidden
subgraphs. The group structure of algebra homomorphisms will play a central role
in this construction.

In this way, we obtain generating functions for classes of graphs without certain
subgraphs. This construction is compatible with the differential ring of factorially
divergent power series. Therefore, the asymptotics of the number of graphs with
certain subgraphs excluded is accessible using this method.

The Connes-Kreimer Hopf algebra appears as a quotient Hopf algebra with respect
to one of those ideals. In quantum field theory, the respective annihilating algebra
homomorphism corresponds to the renormalized Feynman rules of the theory. This
algebra homomorphism gives us the generating functions of graphs with given edge-
connectivity.

At the end of Chap. 5, we will apply all these considerations to give a Hopf alge-
braic interpretation of the Legendre transformation on graph generating functions.
This transformation plays a central role in quantum field theory and is used to obtain
the generating function of bridgeless or I-particle-irreducible' (1PI) graphs from the
generating function of connected graphs. This extends a recent study of the Legendre
transformation on trees by Jackson, Kempf and Morales [42].

!Connected and bridgeless.



1.2 Overview and Contributions 7

1.2.5 The Lattice Structure of Subdivergences

Another object of interest from the perspective of quantum field theory are the coun-
terterms. The counterterms in zero-dimensional quantum field theory have a more
subtle combinatorial interpretation than the images of the renormalized Feynman
rules. They ‘almost’ count the number of primitive diagrams in the underlying theory.
In the process of clarifying this statement, we will encounter the lattice structure of
Feynman diagrams in Chap. 6, where we will also introduce the details of Kreimer’s
Hopf algebra of Feynman diagrams. The evaluation of the counterterms can be iden-
tified with the evaluation of the Moebius function of the underlying subgraph poset.

The idea to search for more properties of the subdivergence posets is inspired by
the work of Berghoff [43], who studied the posets of subdivergences in the context of
Epstein-Glaser renormalization and proved that the subdivergences of diagrams with
only logarithmic subdivergences form distributive lattices. Distributive lattices have
already been used in [44, Part III] to describe subdivergences of Feynman diagrams.

We will carry the Hopf algebra structure on Feynman diagrams over to posets and
lattices in the style of the incidence Hopf algebra on posets [45].

In distinguished renormalizable quantum field theories a join and a meet can be
defined generally on the posets of subdivergences of Feynman diagrams, promot-
ing the posets to algebraic lattices. These distinguished renormalizable QFTs will
be called join-meet-renormalizable. It will be shown that a broad class of QFTs
including the standard model falls into this category. ¢°-theory in 3-dimensions will
be examined as an example of a QFT, which is renormalizable, but not join-meet-
renormalizable.

The lattice structure also provides insights into the coradical filtration
which describes the hierarchy in which diagrams become important in the large-
order regime. Dyson-Schwinger equations [46] exploit this hierarchy to give non-
perturbative results [47, 48]. The presentation of this structure also aims to extend
the effectiveness of these methods.

This analysis will demonstrate that in QFT's with only three-or-less-valent vertices,
which are thereby join-meet-renormalizable, these lattices are semimodular. This
implies that the Hopf algebra is bigraded by the loop number of the Feynman diagram
and its coradical degree. In the language of BPHZ this means that every complete
forest of a Feynman diagram has the same length. Generally, this structure cannot
be found in join-meet-renormalizable theories with also four-valent vertices as QCD
or ¢*-theory. An explicit counterexample of a non-graded and non-semimodular
lattice, which appears in ¢* and Yang-Mills theories, is given. The semimodularity
of the subdivergence lattices can be resurrected in these cases by dividing out the
Hopf ideal generated by fadpole diagrams. This quotient can always be formed in
kinematic renormalization schemes.
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1.2.6 Applications to Zero-Dimensional Quantum Field
Theory

In the final Chap.7, we will use all the aforementioned formal structures to obtain
various asymptotics in zero-dimensional quantum field theory. Explicit asymptotic
results of the number of disconnected, connected, 1PI and skeleton diagrams will
be provided for ¢*, ¢*, QED, quenched QED and Yukawa theory. All given results
have been verified using numerical calculations.

For many of the given examples either none or only a few coefficients of the
asymptotic expansions have been known. Explicit constructions of the generating
functions of the asymptotic expansions will be provided in every given case.

1.3 Outlook

1.3.1 Asymptotic Evaluation and Bounds for Feynman
Integrals

Although the presented methods do not take the precise structure of the individual
Feynman integrals into account, there are several ways to use the information from
zero-dimensional quantum field theory to obtain estimates for the coefficients of the
perturbation expansion [3, 49].

An especially promising approach to give bounds and estimates for Feynman
integrals is the Hepp-bound used by Kompaniets and Panzer to estimate the S-
function of ¢*-theory up to loop order thirteen [14]. This Hepp-bound, entirely
combinatorial in nature, can be integrated naturally in a Hopf algebraic framework.

Ultimately, such an analysis leads to the idea of interpreting a large graph as
a probabilistic object. This approach has gained much attention in the context of
complex networks [50] under the name of graphons, but remains to be exploited in
the realm of quantum field theory. An approach to quantum field theory based on a
probabilistic interpretation of Feynman diagrams could lead to a new perspective on
instanton and large coupling problems.

1.3.2 Series Resummation

The techniques presented in Chap.4 result in various asymptotic expansions for
combinatorial quantities. These asymptotic expansions lend themselves to be used
in combination with resummation techniques. Hyperasymptotic [51] methods can be
exploited to obtain numerical results of extremely high accuracy. An augmentation
of these methods with further insights from resurgence [37] should be especially
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beneficial, as higher order asymptotics? can be easily obtained for all given examples.
This would lead to a trans-series approach from which numerical results can be
obtained via Borel-Padé resummation.

1.3.3 Lattice Structure in QF T

The lattice structure of Feynman diagrams suggests to consider groups of diagrams,
which correspond to the same lattice in the lattice Hopf algebra. This gives us a
reorganization of diagrams into groups which ‘renormalize in the same way’. The
central property is the degree of the lattice, which corresponds to the coradical degree
of the respective diagrams. With methods from [52] this could be used to express the
log-expansion of Green functions systematically. Primitive diagrams of coradical
degree one contribute to the first power in the log-expansion, while diagrams of
coradical degree two contribute to the second and diagrams with a coradical degree
equal to the loop number contribute to the leading-log coefficient [48].

1.3.4 Random Graphs

Another future line of research to pursue, which uses the results presented in this
thesis, is to explore the Hopf algebra structure of random graphs [53]. The set
of simple graphs, graphs without selfloops or multiple edges, can be obtained by
dividing out the insertion/contraction closed set of graphs which is generated by
a selfloop and a double edge. Analogously, we can construct insertion/contraction
closed sets which give the generating functions of graphs with prescribed girth, the
length of a shortest cycle. In these cases, asymptotics can be obtained for the large
excess limit. The advantage of the algebraic method is that all-order asymptotic
expansions can be obtained. Such asymptotic expansions of random graphs have
recently been studied by de Panafieu [54]. It is very plausible that the presented
methods can be extended to obtain further results in this domain.

Random graphs with prescribed degree distributions form a recent and promising
line of research under the heading of complex networks. Many social, economical and
biological processes can be modeled as such networks [55] and the methods presented
in this thesis can be used to study them. The complete asymptotic expansions, which
can be obtained, could simplify the analysis of networks of finite size significantly.

Furthermore, the presented formalism is also capable of handling certain colorings
of graphs, as is illustrated in Chap. 7 with the examples of QED and Yukawa theory.
Another example where the asymptotics of colored graphs is of interest is the Ising
model on a random graph. The Ising model has been studied on random graphs [56],

2The asymptotic expansion of the coefficients of a first order asymptotic expansion is a second
order asymptotic expansion and so on.
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but it would be interesting to analyze the role of the combinatorial Hopf algebra
structure in this context and how it relates to the phase transition properties of this
complex system.
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Chapter 2 )
Graphs cne

2.1 Definition

The most central notion of this thesis is the graph. For reasons that will become clear
later, we will not resort to the traditional definition of a graph as a set of vertices and
a set of edges. Our definition includes so called multigraphs, graphs where multiple
edges are allowed, in a natural way. We will consider sets of half-edges and vertices
to be the building blocks of a graph. Based on those sets, a graph consists of a map
that associates half-edges with vertices and an involution on the set of half-edges
that maps a half-edge to its other half. Naturally, two half-edges make up an edge
this way.

We will also allow some half-edges to not have an half-edge-partner, these half-
edges will be called legs of the graph. In the realm of graph cohomology, such a
construction is also called a hairy graph [1].

In the scope of quantum field theory, this approach based an half-edges is well
known. See for instance [2, Sec.2.3] or [3, Sec.2.1].

Definition 2.1.1 (Graph with edges as an involution) A graphisatuple (H, V, v, ¢)
consisting of

e A set of half-edges H.

e A set of vertices V.

e Amap v : H — V that assigns half-edges to vertices.

e Aninvolution on H, ¢ : H — H such that ¢ o ¢ = id, that pairs some half-edges.

Note that we do not require the involution ¢ to be fixed-point free.
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€1
U1 U2
€2
(a) Traditional representation of a graph (b) Representation of a graph with half-
with the half-edges omitted. edges included.
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(c) Bipartite graph representation of the graph.

Fig. 2.1 Equivalent diagrammatic representations of a graph

Definition 2.1.2 (Graph with explicit edges) A graphis a tuple (H, V, v, E) con-
sisting of

e A set of half-edges H.

e A set of vertices V.

e Amap v : H — V that assigns half-edges to vertices.

e A set of disjoint subsets of half-edges of cardinality 2, E C 2 such that for all
ej,eoeE,eiNey;=@and |e|] =2foralle € E.

Proposition 2.1.1 Definitions 2.1.1 and 2.1.2 are equivalent.

Proof We have to show that giving an involution ¢ or a set of edges E is equivalent.
The orbits of the involution: : H — H give a partition of H into sets of cardinality
1 and 2. We will identify the sets of cardinality 2 with the edges E.
From a set of edges E, we can construct an involution ¢ by mapping each half-edge
to its partner, if it has one, and to itself, if it has none. |

Both definitions have their advantages. As Definition 2.1.1 is more compact, it
is slightly more useful in proofs. For the (mental) diagrammatic representation of
graphs Definition 2.1.2 is typically more helpful. We will switch freely between both
representations.

If the reference to the graph G given by a tuple (H, V, v, ) or equivalently
(H,V,v, E) is ambiguous, the sets H, V, E and the maps ¢, v will be referenced
with the symbol for the graph in the subscript: Hg, Vg, Eg, LG, V6.

Definition 2.1.3 (Legs) The half-edges that are not contained in any edge are called

legs, as already mentioned. We will denote the set of legs of a graph as H(l;egs =

Hg \ UeeEG €.
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Definition 2.1.4 (Corollas) The preimages v '(v) of the vertices v € V; of a graph
G are corollas - asubset of half-edges joined together to form a vertex. The cardinality
of this set dg )= lvg ()| is the degree of the vertex v. Furthermore, we will denote

the number of vertices with degree d in G as kg) =|{veVs: dé") =d}|.

Definition 2.1.5 (Connected components) In a straightforward way, we can set up
an equivalence relation on the vertex set Vi of a graph G. Two vertices v,, v, € Vi
are in the same connected component if we can find a path between them. A path
is a sequence of half-edges hy, ..., h,, and vertices vy, ..., v,_1, such that the odd
pairs of half-edges form edges ¢ (har+1) = hax+2 and the even pairs belong to the
same corolla hyy, hyry1 € 1/5' (). If hy € 1/51 (vy) and h», € z/(_;l (vp) then the path
starts in v, and ends in v,. The set of equivalence classes based on this relation
Cg = Vi/ ~ is the set of connected components of G.
A graph is connected if it has exactly one connected component.

Definition 2.1.6 (Isomorphism) An isomorphism j, between two graphs G| and
G, j : G — Gy, isapairofbijections j = (jg, jv) of the respective half-edge and
vertex sets which are compatible with the ¢ and v maps. Formally, jy : Hs, — Hg,
and jy : VGl — VG2 such that VG, = Jjv o Vg, OjI;I and LG, = JH © LG, OjI;I.

Definition 2.1.7 (Automorphisms) An isomorphism from a graph to itself is called
an automorphism.

Figure 2.1 illustrates different representations of a graph with two vertices which
are joined by two edges and which both have one leg. The most compact representa-
tion is the traditional one in Fig. 2.1a. Note that legs, half-edges which are not part of
an edge, are depicted as edges that are not connected to another vertex. We will use
this representation throughout this thesis, but the reader should keep the individual
character of the half-edges in mind. Graphs can have trivial automorphisms which
come from double edges or self-loops. The graph in Fig.2.1 is an example of such a
graph.

In Fig. 2.1b the automorphism of the graph that switches the half-edges %, and /3
as well as h4 and &5 and thereby the edges e¢; and e; becomes more apparent, then
in the traditional representation.

The representation in Fig.2.1c is useful for computational applications, as this
representation is a simple' bipartite’ graph. For instance, the program nauty [4]
only supports simple graphs.

1A simple graph is a graph without selfloops or multiple edges between the same pair of vertices.

2A bipartite graph is a graph, whose vertex set is the union of two disjoints sets of mutually
disconnected vertices.
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2.2 Labelled Graphs

We will consider graphs to be labelled combinatorial objects in the context of analytic
combinatorics [5]. The labelled atoms of the graph are the half-edges and the vertices.
That means, we will consider the sets of half-edges and vertices to be intervals of
integers.

Definition 2.2.1 (Labelled graph) A graph G = (H, V,v, ) is labelled if the
sets H and V are intervals starting from 1: H ={1,...,|H|} =[|H|] and V =
{L....IVI} =1IVIL

An important consequence of considering labelled graphs is that there is only a
finite number of labelled graphs with fixed numbers of half-edges and vertices. We
will define the set of labelled graphs accordingly.

Definition 2.2.2 (The set of labelled graphs) Let 6:3%’,( be the set of labelled graphs
with m half-edges and k vertices. Explicitly, &2 is the set of all tuples ([m], [k], v, )
with some map v : [m] — [k] and some involution ¢ : [m] — [m], where [n] is the
elementary interval {1, ...,n} C N.

We will denote the set of all labelled graphs as &'% = Unmx=0 Qiﬁl?k.

2.2.1 Basic Generating Functions

It is straightforward to find generating functions for the elements in ®'*, because
every element is entirely determined by the numbers of half-edges, of vertices and
of the two mappings v and ¢. As long as we can count the number of maps v and ¢,
we can count the respective labelled graphs.

Proposition 2.2.1 The following enumeration identity holds

_x|HG|)\‘VG‘ 222 )\k

= et 5m 2 221
2 \Ho|'[Vol! 2 e k! 2.2.1)

Ge®lab k=0

Proof The number of labelled graphs on a set of half-edges H = [m] and a set of
vertices V = [k] is equal to the number of maps v : H — V times the number of in-
volutions ¢ : H — H.There are k" maps v : [m] — [k]. The number of fixed-point-
free involutions on a set of 2xn elements is given by (2n — 1)!!, the double factorial.
Therefore, the total number of involutions® ¢ : [m] — [m] is Z}éé (;’; ) 2n — D,
where each summand is the number of involutions with m — 2n fixed points.

From this, we can obtain the generating function of the elements in b where

the numbers of half-edges and vertices are marked, with a short calculation:

3These numbers are called the telephone numbers [5, Example I1.13].
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xlHl\Vol T K Z”>0( ") 2n — D!

= THalVgl! mik!

_ myk KM@ ntan k2 = Dl
B Z Z A K'Cn)!l(m = 2n)! Z Z k!'2n)!im!

n,k>0m>2n n,k>0m=>0

K 2n — D! k> a2 )\k
kx 2n yk kx 2nyk kx+
= A A = 2 bl
E e kl(zn)' n§k>oe X k12np) k§>0 e X

n,k>0

m, k>0

where we used 2n — D! = (2”)' and Zn>0 = O

In the examples which we will discuss in the following chapters, we also want to
retain some information about the degrees of the vertices in the graph. The following
generalization of Proposition 2.2.1 provides a convenient way to do so.

Instead of the total number of vertices and half-edges, we will mark the number
of vertices with degree d, the number of legs and the number of edges:

Proposition 2.2.2 The following enumeration identity holds

|HE®|

|Eq| A
a (v)
E i | |'|1_‘[/U€|:/G e E m![x"y™ e ey ZM’\U. (2.2.2)
Hg|!|Vg]!
GE@I"[’

m=>0

Proof The number of involutions on m elements with m — 2n fixed points is given
by Lum = (3)(2n — !, which we used in the proof of Proposition 2.2.1. The
exponential generating function of these involutions, which marks the total number
of half-edges involved with y, the number of fixed-points with ¢, and the number of
pairs with a, is

m, m—2n .n

oo _ m Y o on Yl
2 1,,,,17%" tat= ) <2n>(2"_1)!!ﬁw "at =3 (m — 2n)127n)

n,m=0 n,m=>0 n>0m=>2n
m+2n m a 2
=2 TPl _ prteer,
m‘2"n‘
n,m=>0

The number of maps v : [m] — [k] with prescribed sizes of the preimages |u,1 )| =
d" suchthat )" ., d™ = m is given by the multinomial coefficient (,,, " ). The
expression,

k
m
My 1 (Nos Aty .. o= Z (d(l) d<’<)> l_[ Adr,
ol

do..., d® >0
AV e d® =y

dwm, ...,

generates the number of maps v with marked sizes of the preimages |v_; (v)| = d¥.
Naturally, this reduces to the expression for the numbers of maps v from the proof
of Proposition 2.2.1 if A\; = 1 for all d € Ny, because
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m m
My (1,1, .. = Z (d(l)’”.,d(k)> = K",

dD e d® =y

by the multinomial theorem.
Multiplying with an auxiliary parameter x and summing over all possible numbers
of vertices k gives the exponential generating function,

k

Xm xm m
Z mMm,k(/\O» Alyoon) = Z m Z (d(l),...,d(k)> H/\d(i)
i

mk>0 """ mk=0""" g k)= =1
A 4o d® =gy

k
1 LI 1 Agxd o
= Z k! Z a2 l_[ d‘(li())! - Z k! (Z il)'c) = eXazo N qr

k>0"" g, 4k >0 i=1 k>0 d>0

Therefore, we can write the generating function of graphs in ®'% as a sum over the
numbers of edges n, of vertices k and of half-edges m,

He™| |k
Z ©e Cl‘ G‘HUEVG )‘d(") _ Soznfman
|Hol'Vo! k!

n,m,k>0

In,mMm,k(AOa >\l’ .- ')7
Geglhb

which results in the statement after substitution of the respective generating
functions. ]

Especially when depicting graphs diagrammatically, it is practical to consider
isomorphism classes of graphs: It would be very cumbersome to always include the
labels of vertices and half-edges into a drawing of a graph. Moreover, the properties
of graphs, which we are interested in, are all invariant under an arbitrary permutation
of the vertex and half-edge labels. Therefore, it is natural to consider isomorphism
classes of graphs.

2.3 Graph Isomorphisms and Unlabelled Graphs

Two graphs can obviously only be isomorphic if they have the same number of half-
edges and vertices. By Definition 2.2.1, all elements in the subsets &2 C &% of
graphs with m half-edges and k vertices have the half-edge set [m] and the vertex
set [k]. An isomorphism between two graphs G|, G, € 6}2% is a pair of bijections
ju i [m] — [m], jy : [k] — [k] - a pair of permutations of the labels - that fulfill the
condition in Definition 2.1.6. To isolate the isomorphism classes in Qﬁlyﬁl_’k, we will
use elementary group theory. '

Let P, := Sy, x Si be the product group of all pairs of permutations (jg, jv)
which can be used to relabel the graphs in Qﬁlyﬁl‘%’k. The group P, x acts on the sets
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(’5}1"1‘t"k by permuting the half-edge and vertex labels. We define an group action %
accordingly:

* : Py o X Qilf;l?k — Qilf;l?k,

(v, (mL KL v.0) +—  (Iml KL jyovojg'. jmorojgb.

Note, that a pair jg, jy does not alter the sets H and V. It only changes the maps v
and ¢ by conjugation.

Let Orbp, ,(G) :={p * G : p € P, i} be the orbit of the element G € &, . It
is the set of all graphs in 6},"}% that can be obtained from G by a permutation of the
half-edge and vertex labels. Such a set can be interpreted as an unlabelled graph.

Definition 2.3.1 We define the set of unlabelled graphs, &, as the set of all orbits*

& i i={Orbp, , (G) : G € B} 6:= | & 23.1)

m,k
m, k>0

lab

. into subsets of mutually isomorphic graphs.

which is a partition of &

In an established abuse of notation we will write I' € & not for the orbit of
specific graph under relabelling, but for a representative graph from the respective
orbit. We can always find such a unique representative for each orbit in 613% by
computing a canonical labelling of the graph. Finding such a canonical labelling
is a computationally demanding task. However, there is a powerful and established
program, called nauty, by McKay [4] which solves this task sufficiently fast for most
practical purposes. The explicit calculations presented in this work, which involve
graph enumeration, have been cross-checked using this tool.

Due to the orbit-stabilizer theorem, we get the following identity:

Proposition 2.3.1 For every G € &'

m, k>

Orbp, (G)] 1
mlk! " |Aut G|’

where Aut G is the set of all automorphisms of the graph G.

Proof The stabilizer of G under the action by P, x is defined as Stabp, . (G) 1= {p €
P, : p*x G = G}. Itis the set of all elements in P, ; that map the graph to itself.
The elements of Stabp, , (G) are the automorphisms of G, Stabp, ,(G) = Aut G.
From the orbit-stabilizer theorem (see for instance [6, Thm. 2.16]),

mlk! = |P, x| = |Orbp,,(G)||Stabp, ,(G)| = |Orbp, , (G)| | Aut G|, (2.3.2)

the statement follows. ([

“Equivalently, &, x is the quotient of (51;1“’,( under the group action *, &,, y = 6}2%{ /P k.
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Corollary 2.3.1 We may write the identity from Proposition 2.2.2 as

|H|

|Er|
Pe a l—lveVr Adw 2oy A,
E = E mI[x™y"e? T TPy pluazo M 233
~ |Aut T| by (2.3.3)

m=>0

Proof

|Hlegs‘ lHlegs‘
G E G E
Pe alEal nveVG )‘d(v) Pe alEal HueVG )‘d(v)

2 |HGI'IVG! =2 X > mik!

Gewslab mk>0Te®,, GEOrbpmk(r)

‘Hlegs‘
. r E
Pe alfrl nvevl- /\d(v)

=2 X [Aut T

mk>0Te®,,

O

Note that the definitions of auto- and isomorphisms of graphs, which are based on
bijections of the underlying half-edge and vertex sets, circumvent the need for ‘com-
pensation factors’, as introduced in [7], when dealing with multigraph generating
functions.

Comparing Eqgs. (2.2.2) and (2.3.3), we note that the way of writing such iden-
tities in terms of & has the advantage that we do not need to keep track of the
explicit numbers of half-edges and vertices of the graphs in the denominators of our
expressions.

We are going to write identities such as the one above in terms of unlabelled graphs
in &, although strictly speaking, we will still have exponential generating functions
of labelled graphs. To translate between the unlabelled and labelled classes of graphs,
we will use Proposition 2.3.1.

‘We can set up an algebraic structure both on labelled graphs and unlabelled graphs.
On labelled graphs, a natural multiplication would be the labelled combinatorial
product [5, p. 96]. On unlabelled graphs, we will resort to the disjoint union as
product. In contrast to the combinatorial product this has the disadvantage that we
need to introduce ﬁ factors in many formulas. The advantage is that the coalge-
braic structure of graphs, which will be the subject of Chap. 5, becomes much more
apparent in this case.

2.4 Graph Algebra

Instead of the labelled combinatorial product, we are going to rely on disjoint union
as a product on graphs:

Definition 2.4.1 (Disjoint union) For two graphs G and G the disjoint union G U
Gz is the graph (HGI L HGz’ VG; L VGZ’ NG, Ung,, tg, U LGz)'
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The disjoint union of two sets A LI B can be explicitly constructed by multiply-
ing the respective sets with a unique symbol: A LI B := (O x A) U (& x B). For
maps, f: A — C and g : B — D, the disjoint union fUg: AUB — CUD is
the unique map whose restriction on Q x A is equal to f and whose restriction on
<& x Bisequaltog.

This basic notion enables us to impose our first algebraic structure on graphs:

Definition 2.4.2 (Graph algebra) We define G as the Q-algebra generated by all
elements of & with the following multiplication, defined on its generators:

n o g -~ q @4
| I — Ty uly, (242)

where T'; LT, denotes the unlabelled graph associated to the disjoint union® of
the representatives I'; and I';. This multiplication is obviously commutative and
associative. The empty graph 1, Hy = V = §, is the neutral element of G.
For formal reasons it is convenient to also endow G with a unit, a linear map
u:Q — G, g — ¢l that multiplies a rational number with the neutral element of G.
G is therefore a unital commutative algebra.

If we are dealing with more than one algebra at the same time, we will denote the
multiplication, the neutral element and the unit of the algebra with a reference to the
respective algebra in the subscript. In the case of G they will be referenced as mg,
Ig and ug.

Many properties of the graphs are compatible with this multiplication. Such prop-
erties give a grading of the algebra.

Definition 2.4.3 (Graded algebra) A grading is a decomposition of G into linear
subspaces

¢=PG (243)

iel
with an (multi-)index set / = Njj where n > 1, such that
m(Gi @ Gj) - Givj foralli, je I. 2.4.4)

A grading with a multidimensional index set is sometimes called a multigrading.
Such a decomposition can be constructed by fixing some graph property, for instance
the number of vertices of graphs, and fixing Gy to be the subspace of G which is

3 Arguably, it would be clearer to use a map 7 that maps an arbitrary graph to its unique isomorphic
representative in &. The product would then read, m(I'y @ I';) = 7(I"; U T2). We will omit this
map 7 to agree with the notation commonly used in the literature.



22 2 Graphs

generated by all graphs with k vertices. As the disjoint union of a graph with k; and
a graph with k, vertices will obviously have k; + k, vertices, this gives a grading
of G.

The algebra G is, for instance, graded by

. The number of vertices | Vr]|.

. The number of half-edges | Hr|.
The number of edges |Er|.

The number of legs |Hll-egs |

The number of connected components |Cr|.

. The number of vertices with given degree d, k% := |{v e Vr: |1/1?1(v)| = d}\.

. The first Betti number of the graph in the simplicial homology Ar := |Ep| —
[Vr| + |Crl.

as can easily be checked using Definition 2.1.1.
If there is some grading with (multi-)index set I, G = @ie ; Gi such that the spaces
G; are finite dimensional, we can interpret G as a combinatorial class [5, p. 16].

NoO U R W

2.4.1 A Note on Convergence

We will make use of formal limits in algebras such as G. The grading of the algebra
is a technical necessity for these considerations to make sense. Every statement
involving an infinite number of generators in G is required to be translatable into a
statement over a finite number of generators in a suitable decomposition of G that
will typically be a grading. A sufficiently general grading is the bigrading by the
number of half-edges m and the number of vertices k such that G = P, ;cn, Gn.k-
We will endow each G, ; with the discrete topology and G with the product topology
over all G,, ;. Statements, such as the one in the following section, that involve an
infinite number of generators are required to be convergent in this topology. The
convergence is usually obvious.

2.4.2 The Exponential Formula

The most important element of the algebra G will be the sum of all graphs weighted
by the cardinality of their automorphism group. We will denote this vector in G by X.

r
X = . 2.4.5
Z | Aut T'| ( )
re®¢

Another important element is the respective sum of all connected graphs, that
means all graphs with one connected component:
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r

X0 = S — 2.4.6
2 | Aut T| (2.4.6)

e
|Crl=1

Note that the empty graph has no connected component. Therefore, it does not
contribute to this sum.

Both infinite sums X and X¢ are clearly convergent in the product topology over
the discrete topology of the subspaces G, ;. For instance,

r

%=Z Z m,

m,k>0 re®
|Hr|=m,|Vr|=k

where each inner sum is a finite element of G,,, 4.
The following theorem is known as the ‘exponential formula’ [8, p. 8]:

Theorem 2.4.1 The following algebraic identity holds in G:
X =" X = log(X%). (2.4.7)

Proof For the sum over all graphs with n connected components, we have

r 1 . Vi
2 [Aut T|  n! 2 H|Aut7,-|’
re® Ve €S I=1

|Crl=n Ci=

because every graph with n components can be written as a disjoint union of n graphs
with one connected component and the factorial ni, accounts for overcounting sym-

X"

metries between these components. Summing over n > 0 and using e* =), o

results in the statement.

As a technical detail note that we can always reduce the statement of this theorem
to a statement over a finite number of graphs with a bounded number of half-edges
and vertices. For instance, for graphs with m half-edges and k vertices,

n
D DIED DEEED DEESED D § .
Aut | n! Aut ~;
& | l n>0 my,..., m,>1  ki,..., k,>1 N yeens YEB i=1 | ryl|
|Hr|=m,|Vr|=k myt..Amy=m ky+...+k, =k |C, =1

y
|H,, |=mi. Vs, |=ki

where the sum over n terminates after k terms, as each connected component must
at least have one vertex.

Of course, the expression in Theorem 2.4.1 is much more convenient, but we
need to keep convergence issues in mind when we think about identities involving
an infinite set of graphs.
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2.4.3 Algebra Homomorphisms

Eventually, we will be interested in linear mappings from G to some other algebra,
for instance a power series algebra. Such maps, which also preserve the algebra
structure, will be of special importance. They are called algebra homomorphisms.

Definition 2.4.4 (Algebra homomorphism) A linear map ¢ : G — A from the al-
gebra G to another commutative algebra A4 is an algebra homomorphism if ¢ is
compatible with the multiplication of G and A, ¢ o mg = m 4 o (¢ ® ¢) or equiva-
lently for all a, b € G: ¢p(a)p(b) = ¢(ab). This implies that ¢p(llg) = 1l 4.

Example 2.4.1 The linear map defined on the generators of G

legs
¢ : g - Q[[SDC’ av )‘07 )\13 .. ]]7 F = SD‘CHF |a|Er\ 1_[ )\d(v) (248)

veVr

is an algebra homomorphism from G to the ring Q[[ ., a, A, A1, - . .]] of multivariate
power series in ., a and the \,.

To verify this, observe that the algebra G is graded by the number of legs | Hy.
the t&l)mber of edges | Er| and for each d € Ny by the number of vertices with degree
d, k.

Therefore, ¢(I'1I2) = ¢(I'1 L T2) = ¢(I') ().

We can apply this map to the vector X. As a consequence of Corollary 2.3.1, we
immediately find that

. ¢ (I')
o) _(b(Z | Aut r|> Z | Aut T|

— 2 m![xm m]e ,+99L\ Zd>0>‘dd .

m=>0

legs|

Applying Theorem 2.4.1 together with the fact that ¢ is an algebra homomorphism
results in

P(X) = p(log(X)) = log (Z mi[x"y"]e" T HPY e2zo A’fd> :

m=>0

In the next chapter, we will apply these considerations to various algebra homo-
morphisms that will boil down to special cases of maps such as ¢. Explicitly, we will
use these maps to analyze zero-dimensional quantum field theories. Calculations in
these quantum field theories are essentially enumeration problems of graphs.
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Chapter 3 ®)
Graphical Enumeration oo

In this chapter, we will motivate our analysis of graph generating functions in detail
using zero-dimensional quantum field theory. The content of this chapter is partially
based on the author’s article! [1].

3.1 Formal Integrals

Enumerating diagrams using zero-dimensional QFT is an well-established procedure
with a long history [2-6] and wide-ranging applications in mathematics [7, 8].

The starting point for zero-dimensional QFT is the path integral, which becomes
an ordinary integral in the zero-dimensional case. For instance, in a scalar theory the
partition function is given by

dx 1(-2ve)

meh , (3.1.1)
R V2T

where V e x*R[[x]], the potential, is some power series with the first three coef-
ficients in x vanishing and a is a strictly positive parameter. The whole exponent
Sx) = —% + V(x) is the action.

The integral (3.1.1) is ill-defined for general V (x). If we substitute, for example,
Vix) = %, it is not integrable over R. Furthermore, the power series expansion
makes only limited sense as the actual function Z (%) will have a singularity at 7 = 0-
even in cases where the expression is integrable. One way to continue is to modify

the integration contour, such that the integrand vanishes fast enough at the border

Z(h) =

IPart of this chapter is reprinted from Annals of Physics, 385, Michael Borinsky, Renormalized
asymptotic enumeration of Feynman diagrams, 95-135, Copyright 2017, with permission from
Elsevier.

© Springer Nature Switzerland AG 2018 27
M. Borinsky, Graphs in Perturbation Theory, Springer Theses,
https://doi.org/10.1007/978-3-030-03541-9_3
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of the integration domain. The disadvantage of this method is that the integration
contour must be chosen on a case by case basis.

Here, we are mainly concerned with the coefficients of the expansion in A of
the integral (3.1.1). We wish to give meaning to such an expressions in a way that
highlights its power series nature. Moreover, we would like to free ourselves from
restrictions in choices of V(x) as far as possible. We therefore treat the integral
(3.1.1) as a formal expression, which is not required to yield a proper function in 7,
but a formal power series in this parameter.

The procedure to obtain a power series expansion from this formal integral is well-
known and widely used [9]: The potential V (x) is treated as a perturbation around
the Gaussian kernel and the remaining integrand is expanded. The ‘integration’ will
be solely performed by applying the identity

dx
R v/ 27h

This procedure mimics the calculation of amplitudes in higher dimensions, as the
above identity is the zero-dimensional version of Wick’s theorem [9]. This way,
it directly incorporates the interpretation of the coefficients of the power series as
Feynman diagrams. Unfortunately, these formal integrals seem not to have been
studied in detail as isolated mathematical entities. For know, we will give a translation
of the formal integral to a well-defined formal power series. This will serve as a
definition of a formal integral.

We expand the exponent of V(x) and exchange integration and summation and
thereby define the zero-dimensional path integral as the following expression:

e~ x? = Jaah) 2n — D! n>0.

Definition 3.1.1 Let F : x?>R[[x]] — R[[A]] be the operator that maps S(x) €
x?R[[x]], a power series with vanishing constant and linear terms as well as a strictly
negative quadratic term, S(x) = —g + V(x), to F[S(x)] € R[[A]] a power series
in A, such that

FIS@)](h) = JEZ @h)" (2n — DHN[x2 eV @, (3.1.2)

n=0

This gives a well-defined power series in 7, because [x*"]erV® isa polynomial in
h~! of degree smaller than n as V (x) € x*R[[x]].

An advantage of applying this definition rather then using the integral itself is that
Definition3.1.1 gives an unambiguous procedure to obtain the expansion for a given
potential, whereas the integration depends heavily on the choice of the integration
contour.

The most important property of F and the connection to the previous chapter is
that F[S(x)](h) enumerates multigraphs.
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3.1.1 Diagrammatic Interpretation

The identity from Proposition2.2.2, can immediately be specialized to the identity,
|Eg| by
a v 2 y
—HUEVG w0 E mi[x™y"™]e" T eXiz0 Mo (3.1.3)
W HelVal!
Ge®™ m=>0
|HG® =0

by restricting to graphs without legs. Applying Proposition2.3.1 and evaluating the
coefficient extraction in y gives,

a' l_[ eV, )\d(v) o
§ ——wen e § :am(2m — D[P JeXaz0 Mo (3.1.4)
i |AutT| =
|H-®|=0

and scaling a — ah as well as \y — %“ for all d € Ny gives,

3wk el 4 |1;[vaFF|A"“” > '(hay™ (2m — D2 et Cao M
u
re® m=>0
[HE|=0

(3.1.5)

On the right hand side we recovered the expression in Eq. (3.1.2) except for the v/a
factor. On the left hand side, we can identify an algebra homomorphism from G to

R{[7]]:

bs : G N R[[A]] (3.1.6)
r > RE Vel B TT Ao, 3.17)

U€Vr

which is defined for all generators I' € &, where a and \; are encoded in the action
Skx) = —% +> a3 )\d);—(:. The variables associated to the 0-, 1- and 2-valent ver-
tices are set to zero, A\g = A\; = A, = 0, therefore all graphs with a 0-, 1- or 2-valent
vertex are mapped to O under ¢s. Moreover, ¢s shall map all graphs which have
legs to zero: ¢s(I') = 0 for all T’ € & with HS® £ (.

We will refer to algebra homomorphisms such as ¢s that emerge from an inter-
pretation of graphs as terms in a perturbation expansion as Feynman rules.

Identifying this expression with the one in Definition 3.1.1 gives the diagrammatic
interpretation of F expressions:

Proposition 3.1.1 IfS(x) = —% + oL ; 2ixd witha > 0, then
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F (llEr‘ v Ad(u)
[S()]1(h) = «/5¢5(:£) =.a E plErl=Ivel 21 loeVr 7dT Ilver
e | Aut I'|
| Hy* =0

This identity can also be used as definition of F. It is well-known that the terms in
the expansion of the integral (3.1.1) and therefore also the terms of F[S(x)](%) can
be interpreted as a sum over Feynman diagrams weighted by their symmetry factor
[4]. To calculate the nth coefficient of (3.1.1) or (3.1.2) with S(x) = —% + V(x)
and V(x) = 307, 2 x? naively

1. draw all graphs with excess n and with minimal vertex degree 3. The excess of
a diagram I" is given by |Er| — | V|, the number of edges minus the number of
vertices. For connected graphs the excess is equal to the number of loops minus
1. We say a graph has n loops if it has n independent cycles. The number of
loops is also the first Betti number of the graph.

2. For each individual graph I calculate the product [ |, v, Aaw , Where each vertex
contributes with a factor Ay with d® the degree of the vertex. Subsequently,
multiply by a!Fr!.

3. Calculate the cardinality of the automorphism group of the graph. Divide the
result of the previous calculation by this cardinality.

4. Sum all monomials and multiply the obtained polynomial by a normalization
factor of /a.

We may write the power series expansion of F[S(x)](k) in a diagrammatic way as
follows:

1 1 1
FIS@IM) = Vaos(1+ 500 + 5 & +5 00

1 1 1 1
+ 00, 9, 9O +—§<>
12800 2886 96 GO 48

1 1 1 1
+ 1 000 +E® +§O>@+g®

t oD e T ED g0 F§O0 + &0 +5 (0
+1—;8£ +%@ +%ooo +1—12@o +%8{>+%8o+~-)
=\/5(1+(<%+%> A§a3+éA4a2>h
+(1318552)\‘3‘a6+§A§A4a5+%)\ia4+%8)\3)\5a4+%)@ﬁ) h2+---).

(3.1.8)

Note that we already excluded graphs with 0-, 1- and 2-valent vertices from the dia-
grammatic expar}sion as they are mapped to 0 by ¢s. The expression F[S(x)](h) =
ZzO:o R'P,(A\zaz, \qaz,...) is a sequence of polynomials P, of degree 2n.
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Of course, drawing all diagrams for a specific model® and applying the zero-di-
mensional Feynman rules ¢s is not a very convenient way to calculate the power
series F[S(x)](Rh) order by order. A more efficient way is to derive differential equa-
tions from the formal integral expression and solve these recursively [4, 6]. In some
cases these differential equations can be solved exactly [6] or sufficiently simple
closed forms for the respective coefficients can be found. For example, this is pos-
sible for the zero-dimensional version of ¢3-theory, which results in the generating
function of cubic multigraphs:

Example 3.1.1 (The partition function of ©*-theory) In ©3-theory the potential takes
the form V(x) = that means S(x) = — % + ’;—: From Definition 3.1.1 it follows
that,

EL

’ ’ 2 e, (6n— D!
zm=r [‘%* }“”-Zﬁ”(zn 1)”[162"]6’%:2_(;?1”%,

where we were able to expand the expression, because for all n € Ny

3 1
on I = —
[x™]e (32 h2 (2n)!

[ 6n+k] ﬁ _O Vk € {17 2, 374’5}

>

The diagrammatic expansion starts with

| 1
Z*’(h)—q53<]l+8(}0+ﬁ@

1 1 1
L L 09 @+_6 T
1280-0 ' 288 ' 96 0O ' 48

+%6000+—CZO+ oo+ 4®+---)

11 385
=1 — 4 — A+ =K +...
+<8+12> +1152 +

which is the same as the expansion in (3.1.8) with a = A3 = 1 and all other \; = 0.

Example 3.1.2 (Generating function of all multigraphs with given excess) The gen-
erating function of all graphs without one or two-valent vertices is given by the parti-
tl 2

tion function of the ‘theory” with the potential V (x) = Y 7, T=e—1—x—7%.
Therefore,

Zall(h) — f[_xz —x—1 + ex] (h) — Zhn(zn _ 1)”[.}(‘2”]6%(6/‘_1_){_%),

n=0

2A ‘model’ in this context is a choice for S.
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Here, as in many cases where V (x) is not merely a monomial, the extraction of
coefficients is more difficult. Still, the power series expansion in / can be computed
conveniently with the methods which will be established in the next section. The
diagrammatic expansion is equivalent to the one given in Eq.(3.1.8) witha = 1 and
the \y = 1 foralld > 3:

all 41 2

Z (h)_1+3h+36h
whereas this example has no direct interpretation in QFT, except maybe for the
case of gravity, where vertices with arbitrary valency appear, it shows that formal
integrals are quite powerful at enumerating general graphs. Hence the techniques
of zero-dimensional QFT and formal integrals can be applied to a much broader
class of topics, which evolve around graph enumeration. Especially promising is the

application to the theory of complex networks [10].

Example 3.1.3 (Zero-dimensional sine-Gordon model) For a more exotic zero-dim-
.2 -2

ensional QFT take S(x) = —w orV(x) = %2 — %(”) = 4% — 16% + 64% +

--. This can be seen as the potential of a zero-dimensional version of the sine-Gordon

model [11].

]—‘[—Sln (x)} (h = Zh"(zn ~pypenger (7).

The diagrammatic expansion starts with

; jNe’s
Zsme-Gordon — 1 _ _ —
(h) ¢S(+ O + 135 oo + 3 @+ 000 + 7 9o+ )

42 42 42 16\,
=1+4+-h —+———n
+8 +<128+48+16 48) +

1.9,
=1+ -h+=h
+ohtght +

which is equal to the expansion in (3.1.8) with A\yy = (—1)922¢=2 and \yy_; = O for
alld > 2.

Example 3.1.4 (Stirling’s QFT) The following example is widely used in physics.
As a matrix model it is known as Penner’s model [12]. It agrees with Stirling’s
asymptotic expansion of the I"-function [7, A. D]:

From Euler’s integral for the I"-function we can deduce with the change of vari-
ablest — Ne~,
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I'(N) _ 1 /ood”N—le—t _ eV / dxe—Ne+Nx
i N 21 N
VE @) f ()" :
/ \ /27r
This is the correction term of Stirling’s formula expressed as a zero-dimensional QFT.

Note, that the integral is actually convergent in this case, whereas the expansion in
% is not. Therefore, S(x) = 1 + x — ¢* and

. 1 1
ZStlrhng <N) = f[l 4+x— Ex] (ﬁ) .

We can use the well-known Stirling expansion in terms of the Bernoulli numbers B
to state the power series more explicitly [13]:

FI1 4+ x — ] 1 = oI e
N

N(l+x—e")

Interestingly, Proposition 3.1.1 provides us with a combinatorial interpretation of the
Stirling expansion. We can directly use the expansion from Eq. (3.1.8) by setting all
Ag = —1 for d > 3 to calculate the first terms:

. 1 1 1 1
Stirling = (]l _ - — )
A <—N> =¢s +8<}o+12@+800+

=1+ <1(—1)2 +lens l(—1)1) -
B 8 12 8 N

385 B S e T L) !
= - D D)+ — (=14 — (=D ) —
(1152( D g O A g DT g+ gD ) e

1111

=l+==4+-——=+...
+12N+288N2+

which results in the well-known asymptotic expansion of the I" function [13],

T'(N) 2NNy Ly L
NV N \ e 12N 288N? '

Moreover, taking the logarithm of F[1 + x — e*] (%), applying Theorem 2.4.1 and
using the fact that the nth Bernoulli number vanishes if  is odd and greater than 1,
gives us the combinatorial identities for alternating sums over graphs,
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Ba, (1) (1)
_— = _ 0= —
(20— 1) g |AutT| 1% |AutT|

ICrl=1 |Cr|=1
hr=2n hr=2n+1

foralln > 1 and where the sum is over all connected graphs I' with a fixed first Betti
number, denoted by hr = |Er| — |Vr| + |Cr|.

3.2 Representation as an Affine Hyperelliptic Curve

Calculating the coefficients of the power series given in Definition3.1.1 using the
expression in Eq. (3.1.2) directly is inconvenient, because an intermediate bivariate
. 1 V(x) . . -1
quantity en needs to be expanded in x and in A"
A form that is computationally more accessible can be achieved by a formal
change of variables. Recall that we set S(x) = —g + V(x). Expanding the expo-
nential in Eq. (3.1.2) gives

o n—k _n 2n V(x)k
FISWIh) = va Y > W a"@n — Di[x 1—

n=0 k=0 k

where the coefficients of the inner sum vanish if n < k, because V (x) € x>R[[x]].
This equation can be seen as the zero-dimensional analog of Dyson’s series [9].
Shifting the summation over n and substituting V (x) = 5 + S(x) results in,

[ le] k
=) ) 2 tain Gt = DR (1 + i_zs(x)>

|
n=0 k=0 k!

1.
Because 27 % = ("+1,i 2), it follows that

= n+lan n = l’l—i—k—l 2a ¢
=§a +2h(2n—1)!![x2]2< L 2) <1+x—28(x)) ,

k=0

. [ee) a+k—1\ .k 1 :
and using > %, (7,7 )x*t = g5 gives,

o) 2n+1
_ n _ 2n d
= ngh (2n — D[x ]<—\/T(x)> )
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By the Lagrange inversion formula [y"]g(y) = %[x”_l] (ffx)) [14, A.6], where

f(g(y)) = v, this is equivalent to
Proposition 3.2.1 [fS(x) = —% + V(x), then

FIS(x)(h) = Z B 2n + DY x(y), (3.2.1)
n=0

where x(y) is the unique power series solution of y = /—28(x(y)), where the
positive branch of the square root is taken.

Note, that this can be seen as a formal change of variables for the formal integral
from Eq. (3.1.1). The advantage of using the Lagrange inversion formula is that it
makes clear that the formal change of variables in Proposition 3.2.1 does not depend
on the analyticity or injectiveness properties of S(x).

Care must be taken to ensure that x(y) is interpreted as a formal power series in
R[[y]], whereas S(x) is in R[[x]]. We hope that the slight abuse of notation, where
we interpret x as a power series or as a variable is transparent for the reader.

If S(x) is a polynomial, the equation y = /—2S5(x(y)) can be interpreted as the
definition of an affine hyperelliptic curve,

2
y? = —S(x) (322)

with at least one singular point or ordinary double point at the origin, because S(x) =
- % + -+ -. If S(x) is not a polynomial, but an entire function, Eq. (3.2.2) describes
a generalized affine hyperelliptic curve.

This interpretation shows a surprising similarity to the theory of topological recur-
sion [15]. The affine complex curve is called the spectral curve in this realm, as it
is associated to the eigenvalue distribution of a random matrix model. In the theory
of topological recursion the branch-cut singularities of the expansion of the curve
play a vital role. They will also be important for the extraction of asymptotics from
formal integrals presented in the next section.

Example 3.2.1 (*-theory as the expansion of a complex curve) For ¢*-theory the
complex curve takes the form

y2 x2 )C3

2 2 3

This is the elliptic curve depicted in Fig. 3.1a. Itis clearly visible that solving for x will
result in a multivalued function. With x(y), we mean the power series expansion at
the origin associated to the locally increasing branch. This branch is depicted as solid
line. Moreover, we see that this expansion will have a finite radius of convergence,

which is dictated by the location of the branch-cut singularity which is attained at
2

Y=\—f3'
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—9 / -2
—4 / —4
-4 -2 0 2 4 -4 =2 0 2 4
X X
(a) Plot of the elliptic curve g = (b) Plot of the generalized hyperel-
2 cin2
% — ’;}—? which can be associated to liptic curve y? = w with
the perturbative expansion of zero- dominant singularities at (z,y) =
dimensional ¢3-theory. The dom- (:I:%7 :tl).

inant singularity can be found at
(z,y) = (27 %)

Fig. 3.1 Examples of curves associated to formal integrals

Example 3.2.2 (Sine-Gordon model as expansion of a complex curve) Consider
)

again the action S(x) = —%(x) discussed in Example 3.1.3. The complex curve

takes the form,

y? . sin®(x)

2 2

This curve is depicted in Fig. 3.1b. We may solve for x(y) = arcsin(y), which is the
local solution around y = 0, which is positive for y — 0. This local solution is
drawn as black line in Fig. 3.1b. Obviously, x(y) has singularities at y = £1. From
Proposition 3.2.1 it follows that,

) o
F [_ sz(”} (h) = X:; B (2n + DUy aresin(y)

ad 1
=) B'@n—- DNy ——.
; Vi=y?

1

The last equality follows because arcsin’(y) = ﬁ We will use this result later
-y

in Sect.7.6.1 to express the partition function of zero-dimensional QED using

]—'[—%]
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The representation of the coefficients of F[S(x)](h) as expansion of a generalized
hyperelliptic curve can be used to calculate them efficiently. The expansion of x (y)
must fulfill the differential equation

0x y

dy  S'(x(y)

Using the initial condition x(0) = 0 and g—; > 0, while expanding this as a power
series results in the correct branch.

Example 3.2.3 For the coefficients of Z¥'(h), where S(x) = —x?> — x — 1 + ¢, we
obtain the differential equation for x(y):

Ox y
dy 142x —e*
The coefficients of x(y) can be calculated by basic iterative methods. These coeffi-

cients can be translated into coefficients of F[—x? — x — 1 + ¢*](h) using Proposi-
tion 3.2.1.

3.3 Asymptotics from Singularity Analysis

One approach to calculate asymptotics of expressions such as the integral (3.1.1) is
to perform the coefficient extraction with a Cauchy integral and to approximate the
result using the method of steepest decent or saddle point method:

2
% _E+V(X)) _

hn
]/ \/27r ¢
% dx %(7%+V(x)) _
e =
|h|=e hn R /2

2
% ;—+V(x))—(n—%) log K

dh

|A|=€

See for instance [4], where this technique was applied to (3-theory. This method
was also applied to higher dimensional path integrals to obtain the asymptotics for
realistic QFTs [16]. The saddle points are solutions to the classical equations of
motion and are called instantons in the realm of QFT.

The approach requires us to manipulate the integrand and to pick the right contour
for the integration. A disadvantage is that this procedure will result in a complicated
asymptotic expansion.

There exists a powerful method called hyperasymptotics [17] to obtain large
order asymptotics of integrals such as (3.1.1). This procedure is very general, as
it also provides exponentially suppressed contributions as a systematic expansion.
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The expansion of a specific exponential order results in an expressions involving
Dingle’s terminants [18]. Unfortunately, these expressions can be quite complicated
[17].

We will take a slightly different approach which is inspired from Bagar, Dunne
and Unsal [19], as we aim to obtain a complete asymptotic expansion in r: We will
compute the large n asymptotics of the coefficients a, of F[S(x)I(h) = >_,_qan "
using singularity analysis of the function x (y). Singularity analysis was proven to be
a powerful tool for asymptotics extraction even for implicitly defined power series
such as x(y) [14]. As x(y) can be interpreted as a variant of the Borel transformation
of F[S(x)](h), this approach is in the spirit of resurgence [20], where singularities
of the Borel transformation are associated to the factorial divergence of expansions.

We will briefly repeat the necessary steps to compute the asymptotics of the
implicitly defined power series x(y). For a detailed account on singularity analysis,
we refer to [14, Ch. VI].

By Darboux’s method, the asymptotics of the power series x(y) are determined
by the behavior of the function x(y) near its dominant singularities. The dominant
singularities of a function are the singularities which lie on the boundary of the disc
of convergence of its expansion near the origin.

Finding the actual location of the dominant singularity can be quite complicated.
In our case we generally would need to calculate the monodromy of the complex curve
; = —S&(x). However, in many examples the location of the dominant singularities
is more or less obvious.

We will assume that the locations of the dominant singularities of x(y) are
known and that these singularities are of simple square root type. Let (7;, p;) be
the coordinates of such a singularity. That means that x(y) is non-analytic for
y — p; and thatlim,_, , x(y) = 7;. The requirement that the singularity is of square
root type is equivalent to the requirement that the curve % = —&(x) is regular at
(x, y) = (73, pi)-

Example 3.3.1 Consider the graph of the elliptic curve depicted in Fig.3.1a from
3-theory. It is clear that x (y) has a singularity at a fixed value of y = % indicated
by the dotted line. This is in fact the unique dominant singularity in this example.
The exponential growth of the coefficients of x(y) = Y -, c,y" is governed by the

radius of convergence, ¢, ~ r~" = (%) n. More precise asymptotics of the coef-
ficients are determined by the singular expansion around the dominant singularity.
In Fig. 3.1a, the point (xg, yo) = (2, %) is the dominant singularity of x(y) as well
as a critical point or saddle point of the function y(x) as expected by the implicit
function theorem. This saddle point coincides with a saddle point of S(x). Although

x(y) has a singularity at this point, the curve stays regular.

Having found the dominant singularity, it is surprisingly easy to obtain a complete
asymptotic expansion for the large order behavior of the coefficients of F[S(x)](R).

Theorem 3.3.1 If S(x) € x’R[[x]], such that the local solution x(y) around the
origin of% = —&(x) has only square-root type dominant singularities at the regular
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points (1;, p;) withi € I, then the Poincaré asymptotic expansion of the coefficients
of FIS(x)](h) is given by

(W FIS(x)1(h) = ZZw AT OT (- k)+(9<ZA ”F(n—R))

k=0 iel iel
3.3.1)
forall R > 0, where A; = —S(7;), the O-notation refers to the n — oo limit and
1
Wip = %[hn]}—[s(x + 7)) — SR, (3.3.2)

The exact shape of the asymptotic expansion can be seen as a ‘resurged’ version of
the original expansion. This was initially observed in [19], where it was proven using
techniques from Berry, Howls and Dingle [17, 18]. Here, we will give an alternative
explicit proof. It combines the Lagrange inversion formula with a Lemma by Paris
concerning hypergeometric functions.

Proof Starting with Proposition 3.2.1

o0

FISIR) = Y 1 @n + DU x(y), (333)

n=0

we wish to compute the singular expansion of x(y) at the removable singularity
(x,y) = (7, p;) defined as the solution of %2 = —&(x) with positive linear coeffi-
cient, to obtain the asymptotics of F[S(x)](h).

Solving for y and shifting the defining equation of the hyperelliptic curve to the
point of the singularity gives,

y=+/-28x)
pi —y =/=28(1) — /-28(x)

=Y 1 S(x)

pi \Sm)

where p; = /—2S5(7;). The right hand side of this equation is expected to be of
the form ~ %(Ti — x)? for x — 7;, as we assume the singularity to be of square

root type. Locally expanding around the singularity by setting u; = /1 — pL and

v; = T; — X gives

S(1 —v)
S(my)
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where the branch of the square root which agrees with the locally positive expansion
around the origin must be taken. We would like to solve this equation for v; to obtain
the Puiseux expansion at the singular point:

o0

k

vi(u;) = Z d; xu;
k=1

The coefficients d; ; can be expressed using the Lagrange inversion formula,

k
di = [u¥]v;(u;) = %[vf*l] (ul(};)) . (3.3.4)

The asymptotics of [y"]x(y) are given by the singular expansions around dominant
singularities,

[Y"1x(y) n:oo ZZdl ‘ ( )2 .

iel k=0

Expanding using the generalized binomial theorem and noting that only odd sum-
mands in k contribute asymptotically gives,

k+ 1
)~ D =Dy ( : 2)di,2k+l.

iel k=0

After substitution into Eq. (3.3.3) this results in,

R-1
[P"]F[SI(h) = —(2n + D! J! < ) i 2kt
Z kX: 2n + 1

iel

2 n+%
+O(Z<?> I‘(n—R)),

iel

~ C—; and the double

l
where the asymptotic behavior of the binomial (2 K 1) o
n—00 (2n+1)

. 3 D(n+3 .
factorial 2n + )!! = on+3 i) were used to derive the form of the remainder

term. Substituting Eq. (3.3.4) regults in

R—1 _ 1
("1 FIS](h) = Z (2n ni (k 2) Zpi—2n—1[vlzk]¢i(vi)2k+l

2n
=0 iel

+0 (Z(—S(Ti))"l"(n - R)) (3.3.5)

iel
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where ¢; (v;) := %
1- S‘(m‘

It is easily checked by the reflection and duplication formulas for the I"-function
that

@2n — D! (k - %) DR TR+ DT =5+ DT —5+3) (3.3.6)

2 n ) Q2r)3 I'(n+1) T

The following identity by Paris [21, Lemma 1],
Fm+a)(n+b B2 (1—a)™(1—b)™
—— =) (-)'"—————T@+a+b—1-m)
n! m!
m=0
+O0OT(mn+a+b—1—R)) VR >0,

can be used to expand the product of I' functions. The expression a” = rl(f'(+)“) denotes
the rising factorial. Applying this to Eq.(3.3.6) gives,

Q2n— ! (k - %) B
2 2n )

koyn—k R—
% Z( 1)m2—2mM]"(}1—k m)+O(F(”_R))

(zﬁ)z = m!
—1
( 1)m+k2—3m Zk—f(z(m +k) _ 1)”

M»

2"
2

m

»o

2 _1
x(m+ 2>r(n—k—m)+(')(r(n—R)).
m
This can be substituted into Eq. (3.3.5):
R— 2 —k—1
FNFISIh) = Y =— ko =Im=2k=3 0 4 k) — D!
("1 FIS1(h) ;2’;)() 2(2(m + k) — 1)

2m+k — 3 _ 2124 2%+1
x( . )r(n k=m)) p; i (i)

iel
+0 (Z(—S(Ti))nr(n - R))
iel
R—1
2" ma—2m—1
=Y (=) 1 2m — DI (n — m)
2
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9 sz_zn | 22 <m +k— )[v?(m—k)]¢i(vi)2(mk)+1
iel
+0 (Z(—S(T»)"Nn - R)) :

iel
The inner sum evaluates to,

m

ZZ (m +k— >[ 2(m— k)]¢ (v )2("1 K)+1
— 12" b (1. )2m+1 - m+k— %)2]{ ( o >2k
[v;"1¢: (v;) ; ( k @i (v;)

2m+1
L (1).)2m+1 (1)
— [viZm] ¢)t (Ul) - — [UiZm] ¢,(U,) -
2\ v
(1-4(z)) -4 (54)
2m—+1
— 2m+%[vi2m] (——U,)
1— S(Ti—vi)
S(7i)
] ) —v; 2m+1
— (_ )"t 3 2m
= (5@ ] (\/S(Tz S(ﬂ)) '
Therefore,
1 R—1
(P FISI) = 5~ > (=" @m = DIT (n — m)
m=0
~ ) Vi 2m+1
X LS ]<¢2S(n+v,»>—zs<m>
+0 (Z(—S(w))"rm - R>)
iel
1 R—1
- Z(Zm — DT (n —m)
27 —
- R v; 2m—+1
X S ()

+0 (Z(—S(w))"mn - R)) :

iel
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which proves the theorem after using the Lagrange inversion formula and Proposition
3.2.1. O

As was illustrated in Example 3.3.1, a square-root type singularity of x(y) coin-
cides with a saddle point of S(x). This way Theorem 3.3.1 works in a very similar
way to the saddle point method.

To actually find the location of the dominant singularity in non-trivial cases pow-
erful techniques of singularity analysis of implicitly defined functions can be applied.
For instance, if S(x) is a polynomial, a systematic treatment given in [14, Chap. VII]
can be used. With minor modifications this can also be applied to an entire function
S(x) for the non-degenerate case [22].

Note that the quadratic coefficient of S(x + 7;) — S(7;) in the argument for F
in Eq.(3.3.2) is not necessarily negative. The regularity of the complex curve only
guarantees that it is non-zero. We need to generalize Definition 3.1.1 to also allow
positive quadratic coefficients. With this generalization the choice of the branch for
the square-root in Eq.(3.1.2) becomes ambiguous and we have to determine the
correct branch by analytic continuation. Here, we will only need a special case of
Theorem 3.3.1, which remedies this ambiguity:

Corollary 3.3.1 If S(x) = —"72 + - .- is the power series expansion of an entire
real function, which has simple critical points only on the real line, then there are
not more than two dominant singularities associated with local minima of S(x) at
x = 7;. The minima must have the same ordinate S(7;) = —A to qualify both as
dominant singularities. The coefficients of the asymptotic expansion are given by

1
Win = g[h"]f[s(n) =S+ 1m)I(=h), (3.3.7)

where the argument of F has a strictly negative quadratic coefficient.

Proof If S(x) is a real entire function, whose derivative vanishes only on isolated
points of the real line, we can analytically continue x(y) to a star-shaped domain
excluding at most two rays on the real line. On the real line x (y) can have singularities.
By definition x = 0 is a local maximum of S(x). It follows from Rolle’s theorem that
the next critical point encountered on the real line must be a local minimum. These
minima are the only candidates for dominant singularities of x(y). Using Theorem
3.3.1, we obtain ﬁ[h"]]—' [S(x + 7;) — S(7:)](h) as expansions around the minima.
The power series S(x + 7;) — S(7;) starts with a positive quadratic term, resulting
in a prefactor of /—1. Taking the square root in the upper half plane results in the
correct expansion. Flipping the sign in the argument and in the expansion parameter

absorbs the imaginary unit in Eq. (3.3.2). (]

Example 3.3.2 Let S(x) = —5 + % as in Examples 3.1.1, 3.2.1 and 3.3.1. The
location of the dominant singularity at x = 7 = 2 can be obtained by solving &’ (1) =
0 (see Fig.3.1a). There is only one non-trivial solution. Therefore, this is the only
dominant singularity of x(y). We have A = —S(2) = % It follows that,
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" xz X3
"\ F [—7 + ﬂ (h) =
R—1 2 —(n—k) 2\ "
Wy (—) I'h—k)+0O <—) I'nm—R) VR € Ny,
= 3 3
where

L, L, XX x
we = = [MIFIS@) = S+ DN=h) = —IH1F | =5 = 57 | (=),

Because generally F[S(x)](R) = F[S(—x)](h), the large n asymptotics of the power
series

xr X3 5 385 85085
——+ == =14 —h4 R+ ——"
7[ 2+3!]() ;Z %"t 52" T s0m

n 37182145 _, n 5391411025
7962624 191102976

are given by the same sequence with negative expansion parameter:

1 2 —nr() 5 2 —n-HF( 1)+ 385 2 —n+2r( 2)
ol 2 \\3 W7o \3 " 1152 \3 "

85085 (2 ‘”+3F( 3)+37182145 2 _Mr( 54
82044 \ 3 " 7962624 \ 3 "

This is an occurrence of the quite general self-replicating or resurgent phenomenon
of the asymptotics of power series [20].

Restricting the dominant singularities in Corollary 3.3.1 to be regular points of
the complex curve is necessary. Otherwise, it cannot be guaranteed that a critical
point actually coincides with a dominant singularity of x(y). We will illustrate this
in

Example 3.3.3 Let S(x) = —W. This action has saddle points at 7, = 2mik
for all k € Z. Because S(7;) = 0 using Corollary 3.3.1 naively would imply that,

[A"]F [—#] ~ (%)n, which is clearly nonsensical. On the other hand, we can

§olve ; = w for x(y) = log ﬁ Using Proposition 3.2.1 immediately results
in
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_,—x\2 x
f[—(l e ) } Zh"(zn-l- 1)"[y211+1]10g1 1

2 n=0 y
= Zh”(Zn - 1)”[y2"]— =Y m'@en—11,
n=0 n=0

which naturally has a sound asymptotic description. The dominant singularity of
x(y) is obviously at y = 1. An association of the asymptotics with saddle points of

% is not possible in this case, due to the irregularity of the complex curve at
the saddle points.

This example will be of relevance in Chap. 7, as it gives an important generating
function in zero-dimensional quenched QED and Yukawa theory.

To obtain the asymptotics of less trivial counting functions of graphs or equiva-
lently of more involved observables in zero-dimensional QFT, we will have to analyze

composite power series which involve JF-expressions in non—trivial ways.

The obvious examples are power series such as log (.7-' [ 5+ 3,] (h)) which
enumerates the number of connected graphs by excess. Although we know the asymp-
totics of the coefficients of F [—"77 + 2—:] (R) up to arbitrary high order, we do not

have any information about the asymptotics in the connected case so far.
Ultimately, we want to renormalize quantities which essentially boils down to
substituting the A variable for some function f(%). Therefore, we are also interested

in the asymptotics of the coefficients of power series such as F [ ] (f ().

The subject of the next chapter is the systematic analysis of these composition
operations on power series.
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Chapter 4 ®
The Ring of Factorially Divergent Power e
Series

The content of this chapter, which is based on the author’s article [1], is solely
concerned with sequences f,, which admit an asymptotic expansion for large n of
the form,

_ . n+p CI =
fo=a F(n+5)<co+a(n+g_1)+a2(n+ﬁ—1)(n+5—2)+ )

(4.0.1)

for some o € R.¢, € R and ¢, € R as they appeared in the statement of The-
orem3.3.1. The theory of these sequences is independent of the theory of zero-
dimensional QFT and graphical enumeration, but necessary to analyze the asymp-
totics for these problems.

We will use the following notation which is mostly standard in the context of
asymptotics and combinatorics:

A (formal) power series f € R[[x]] will be denoted in the usual ‘functional’ nota-
tion f(x) =Y 2, fux". The coefficients of a power series f will be expressed by
the same symbol with the index attached as a subscript f,, or with the coefficient
extraction operator [x"] f(x) = f,. Ordinary (formal) derivatives are expressed as
fl(x) =302 ynfux""!. The ring of power series, restricted to expansions of func-
tions which are analytic at the origin, or equivalently power series with non-vanishing
radius of convergence, will be denoted as R{x}. The O-notation will be used: O(a,)

denotes the set of all sequences b, such that lim sup,,_, . |% | < coand o(a,) denotes

all sequences b, such that lim,,_, » % = 0. Equations of the form a, = b, + O(c,)

are to be interpreted as statements a,, — b, € O(c,) as usual. See [2] for an introduc-
tion to this notation. Tuples of non-negative integers will be denoted by bold letters
t=1(t,...,1) € Né. The notation |t| will be used as a short form for Z/L:1 ;. We
will consider the binomial coefficient (Z) to be defined for alla € R and n € Ny such
that (%) := [x"](1 4 x)*.

The only non-standard notation that will be used to improve the readability of
lengthy expressions is the abbreviation I'g (n) := a™tPr (n + 3).
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48 4 The Ring of Factorially Divergent Power Series

4.1 Prerequisites

We will start by defining the subset of power series whose coefficients have well-
behaved asymptotic expansions:

Definition 4.1.1 For given o € R and 3 € R let ]R[[x]]g be the subset of R[[x]],

such that f € R[[x]]g if and only if there exists a sequence of real numbers (c,{ keNy s
which fulfills

R—1
f,,:Zc,{rg (n—k)+O(I'§(n—R)) VR e Ny, 4.1.1)
k=0

where ['§ (n) = o™ (n + B).

Corollary 4.1.1 R[[x]]3 is a linear subspace of R[[x]].

Corollary 4.1.2 The sequence (c,{ JkeN, is unique for each fixed f € R[[x]]}.

. ; . . - f
The coefficients can be calculated iteratively using the explicit formula cy =

- K:l S pa —k
Mfor all K € Nj.

lim -k

n—00o
Both these properties follow immediately from Definition4.1.1.

Remark 4.1.1 The expression in Eq.(4.1.1) represents an asymptotic expansion or
Poincaré expansion with the asymptotic scale o' *°T'(n + 3) [3, Ch. 1.5].

Remark 4.1.2 The subspace R[[x]]g includes all (real) power series whose coeffi-
cients only grow exponentially: R{x} C R[[x]]5. These with all other series with
coefficients, which are in o(I'j (n — R)) for all R € Ny, have an asymptotic expan-

sion of the form in Eq. (4.1.1) with all c,{ =0.

Remark 4.1.3 Definition4.1.1 implies that if f € R[[x]]g, then

fneO(TGm)=0("Twn+p).

Accordingly, the power series in R[[x]]g are a subset of Gevrey-1 sequences [4,
Ch XI-2]. Being Gevrey-1 is not sufficient for a power series to be in R[[x]]3.
For instance, a sequence which behaves for large n as f, = n!(1 + JL; + O(}l))
is Gevrey-1, but not in R[[x]]g for any pair («, 3).

Remark 4.1.4 In resurgence theory further restrictions on the allowed power series
are imposed, which ensure that the Borel transformations of the sequences have
proper analytic continuations or are ‘endless continuable’ [5, I1.6]. These restrictions
are analogous to the requirement that, apart from f,,, also the sequence c,{ has to have
a well-behaved asymptotic expansion. The coefficients of this asymptotic expansion
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are also required to have a well-behaved asymptotic expansion and so on. These
kinds of restrictions will not be necessary for the presented algebraic considerations,
which are aimed at combinatorial applications.

The central theme of this chapter is to interpret the coefficients c,{ of the asymptotic
expansion as another power series. In fact, Definition4.1.1 immediately suggests to
define the following map:

Definition 4.1.2 Let A‘} : R[[x]]5 — R[[x]] be the map that associates a power
series A‘; f € R[[x]] to every poWer series f € R[[x]]g' such that

(A5NH) =) elxb, (4.1.2)
k=0

with the coefficients c,{ from Definition4.1.1.
Corollary 4.1.3 Aj is linear:

Remark 4.1.5 In Proposition4.3.1 it will be proven that A7 is a derivation. We will
adopt the usual notation for derivations and consider Af to act on everything to its
right.

Remark 4.1.6 In the realm of resurgence such an operator is called alien derivative
or alien operator [5, 11.6].

Remark 4.1.7 A is clearly not injective. For instance, R{x} C ker Afj.

Example 4.1.1 The power series f € R[[x]] associated to the sequence f, = n!
clearly fulfills the requirements of Definition4.1.1 with « = 1 and 8 = 1. Therefore,
f € R[[x]1} and (Al f)(x) = 1.

The asymptotic expansion in Eq. (4.1.1) is normalized such that shifts in k, c,{ —
c,{_m, can be absorbed by shifts in 3, 8 — 3 + m. More specifically,

Proposition 4.1.1 Forallm € Ny
f € RI[x115 if and only if f € R[[x113,,, and A3, f € x"R[[x]].

If either holds, then x™ <Agf) x) = <Ag+m f) (x).

Proof Because I'fj (n) = QMM —m 4+ B+ m) =T%, (n —m), the fol-

B+m
lowing two relations between f, and c{ are equivalent,
R-1
fi=Y M=k +0 (5 (n—R) VR e N, (4.1.3)
k=0
R-1

h=Y T =k + 0O (TG, (n—R)) VYR z=m.  (414)
k=m
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Equation (4.1.3) follows from f € R[[x ]C‘ by Definition4.1.1.Inthatcase, Eq. (4.1.4)

implies that f & R[[x]]%,,, and that (A3+m f) @)=Y o xk=xm (A” f)
(x) € x™R[[x]] by Definition4.1.2.

If feR[][ x]]3+m and Aﬂ+mf € x™R[[x]], then we can write the asymptotic
expansion of f in the form of Eq. (4.1.4). Equation (4.1.3) implies f € R[[x]]3. U

By analogous reasoning, we can absorb shifts in n, f, — fu1m, in Eq.(4.1.1) by
shifts in 3, 8 — (3 + m.

Proposition 4.1.2 Forallm € Ny

£ € RIS N x"RI[x]] if and only if fx(x) & RI[x15, -

If either holds, then (A f) (x) = ( Gm xm )(x)

Proof Because'§ (n +m) = a0 (n 4+ m + B) =T, (n), the following two

fB+m
relations between f, and c,{ are equivalent,

f, = Zc,{r;; (n—k)+ O (T (n = R)) VR e N, (4.1.5)

Fotm = Z [T%,, n—k)+O (S, n—R) VReN,.  (416)

Equation (4.1.5) follows from f € R][ [x]]3 Because f € x"R[[x]], we have L&) —

xnx

Y02 o farmx™ € R[[x]]. Equation (4.1.6) then implies that Z(jf) € R[[x]13,,, and by
Definition4.1.2, (Ag f) (x) = (Ag+m f;,ff)) x).

If L2 ¢ R[[x]19,,, C RI[x]], then f € x"R[[x]] and Eq.(4.1.6) holds for the
coefficients of f, which implies f € R[[x]]g by Eq. (4.1.5) and Definition4.1.1. [J

From Proposition4.1.1, it follows that R[[x]]5 C R[[x ]]ﬁ+ for all m € Ny. It
will be convenient to only work in the spaces ]R[[x]]g with § > 0 and to use Proposi-
tion4.1.1 to verify that the subspaces R[[x]]4 Gem inherit all relevant properties from
R[[x]]§. The advantage is that, with 3 > 0, it is easier to express uniform bounds on
the remainder terms in Eq. (4.1.1). The following definition will provide a convenient
notation for these bounds.

Definition 4.1.3 For o, 5 € R.gand R € Ny, let pg’R : R[[x]]g — R, be the map

D Sl RS
Pi.r(f) = max, sup IS —K)

, 4.1.7)
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with the coefficients c,{ as in Definition4.1.1.

It follows directly from Definition4.1.1 that the quantity pj 5(f) is finite. Equa-

tion (4.1.7) can be translated into bounds for the coefficients f,, and the c{:

Corollary 4.1.4 Ifa, 3 € Rogand R € Ny, thenforall f € ]R[[x]]g andn, K € Ny
with K < Raswellasn > K,

K-1

o= e =) < pSR(NHTG(—K)  and |ck| < p§p(f). (4.1.8)
k=0

Remark 4.1.8 Tt can be verified using linearity and the triangle inequality that the
maps pg’ g form a family of norms on all spaces R[[x]]g where 3 > 0. Moreover, these
norms will turn out to be submultiplicative up to equivalence (see Proposition4.3.2).
However, we will not make direct use of any topological properties of the spaces

R[[x]15-

4.2 Elementary Properties of Sums Over I' Functions

The following lemma forms the foundation for most conclusions in this chapter. It
provides an estimate for sums of I" functions. Moreover, it ensures that the subspace
R[[x]]3 of formal power series corresponds to a subset of a large class of sequences
studied by Bender [6]. From another perspective the lemma can be seen as an entry
point to resurgence, which bypasses the necessity for analytic continuations and
Borel transformations.

As with all statements in this chapter that involve estimates, we will require 5 > 0.

Lemma 4.2.1 Ifa, 8 € R., then

Z TG m)T§(n—m) < 2+ TG 0) I (n) vn € Ny. 4.2.1)

m=0

Proof Recall that I'§ (n) = a"PT(n 4+ ) and that T : Ry — R is a log-convex
function. If 3 € R.¢, then the functions I'(m + ) and I'(n — m + [3) are also
log-convex functions in m on the interval [0, n], as log-convexity is preserved
under shifts and reflections. Furthermore, log-convexity is closed under multipli-
cation. This implies that I'f (m) ' (n —m) = " (m + /T (n —m + ) is
a log-convex function in m on the interval [1,n — 1] C [0, n]. A convex func-
tion always attains its maximum on the boundary of its domain. Accordingly,
I'g (m) F‘j (n—m)<Tz(MITzMm—-1) for all m € [1,n — 1]. This way, the sum
Y o I'5 (m) 'y (n —m) can be estimated after stripping off the two boundary
terms:
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D TGS —m) <205 O)T§ () + (- DI —1) Vn>1.

4.2.2)

It follows from nl"(n) = I'(n + 1) that Fg @)) F? (n—1)=— H_ﬁl"” ) F“ (n) for
all n > 1. Because n — 1 4+ 3 > n — 1, substituting this into Eq.(4.2.2) 1mp11es
the inequality in Eq.(4.2.1) for all n > 1. The remaining case n = 0 is trivially
fulfilled. (]

Corollary 4.2.1 Ifa, 8 € R.gand R € Nyare kept fixed, then there exists a constant
C € R such that

Z TG (m)T§(n—m) < CT§(n—R) Vn > 2R. (4.2.3)

Proof Recall that I' (m + R) = F“ SR (m). We can shift the summation variable to
rewrite the left hand side of Eq.(4.2.3) as

n—2R n—2R
Z PG+ R —m—R) =Y T§pmT§ g0 —2R—m)
m=0

SQC+B+RIG R OTF g —2R),

where we applied Lemma4.2.1 with the substitutions 5 — 8+ Randn — n — 2R.
Because I'f,  (n —2R) = I';j (n — R) the statement follows. O

Corollary 4.2.2 Ifa, 3 € R.o, C € Rand P € R[m] is some polynomial in m, then

> C" PTG (n—m) € O (n — R)) VR € No. (4.2.4)

m=R

Proof There is a constant C’ € R such that |C™ P (m)| is bounded by C’Fg (m) for
all m € Ny. Therefore, Corollary4.2.1 ensures that

n—R n—R
Y C"PmI§(n—m) <C' Y T§m)T§(n—m)eOTs(n—R).
m=R m=R

The remainder Y, .., C"P(m)I'§ (n —m) = Zz;(l) C""P(n —m)T'j (m) is
obviously in O(Fg (n — R)). ‘ (Il
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4.3 A Derivation for Asymptotics

Proposition 4.3.1 For all o € R.( and 3 € R, the subspace R[[x] ’; is a subring

of R[[x]].
Moreover, if f, g € R[[x]]g, then

o The product f - g = f(x)g(x) belongs to R[[x]]5.
° ‘[j is a derivation, that means it respects the product rule

(AG(f - 9)@x) = f(x)(AGg) (x) + g(x) (AZ ) (x). (4.3.1)

Corollary 4.3.1 Ifg',...,¢" € R[[x]];}, then Hlel Jdx) e R[[x]]% and

L L L
(A‘g (Hgloc)))(x):z [T @ | (AgH@). (43.2)
=1

=1 \ m=1

m#l
Proof Proof by induction in L using the product rule. (]
Corollary 4.3.2 If g¢',....¢" € R[[x]]g and t=(t,...,1) € Nt then

[T (g' )" € RILx11G and

L L L

( %(l_[@’(x))”))<x>=2n<g’<x»"—' [T e | Asghe). @3.3)
=1 =1 m=1
£l

Corollary 4.3.3 Ifg', ..., g" € R[[x] 3 and p € Ry, ..., yL]is polynomial in L
variables, then p(g'(x), ..., g% (x)) € R[[x] g and

L
0
A5(p(g", ... g M) =) a—é’l(gl, DA ). (4.3.4)
=1

Although the last three statements are only basic general properties of commutative
derivation rings, they suggest that Ag fulfills a simple chain rule. In fact, Corol-
lary 4.3.3 can still be generalized from polynomials to analytic functions (as we will
do in Theorem4.4.1), but, as already mentioned, this intuition turns out to be false
in general.

We will prove Proposition4.3.1 alongside with another statement which will be
useful to establish the chain rule:

Proposition 4.3.2 Ifa, 8 € R.gand R € Ny are kept fixed, then there exists a con-
stant C € R such that
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P53 (F - 9) < Cp3 x (PSR (9) V£, g € RIx]]3. 4.3.5)

Corollary 434 If o, f € R.o, Re Ny and g', ..., g" € R[[x] are kept fixed,
then there exists a constant C € R such that ‘

L
%k (H(gl (x))”) <M vt € N5 with |t] > 1. (4.3.6)

Proof Tterating Eq. (4.3.5) gives a constant C € R such that

L
P35k (H(g’(x))’f) <! ]_[ =) vt € N5 with [t| > 1.

=1

The right hand side is clearly bounded by C ' for all |t| > 1 with an appropriate
C’ € R which depends on the ¢'. O

We will prove Proposition4.3.1 under the assumption that 5 > 0. The following
lemma shows that, as a consequence of Proposition4.1.1, we can do so without loss
of generality.

Lemma 4.3.1 If Proposition4.3.1 holds for 8 € R., then it holds for all 3 € R.

Proof For 3 € R, choose m € Ny such that 6+m > 0. If f,g € R[[x]15, then
f g € R[[x]13,,, by Proposition4.1.1. By the requirement f - g € R[[x]],,, and
(A5, (f - g))(x) FOO(AG,,,9 () + g0 (A5, /) (x). Using (A5, /x) =

xm(Agf)(x) from Proposition4.1.1 gives (Ag,, (f - 9))(x) = x" (f(x)(.Aﬂg)(x)

+g(x)(Af§f)(x)). Because f - g € R[[x]]5,,, and Amm(f - g) € x"R[[x]], it fol-
lows that f-g € R[[x]]5 and AF(f -g) = f(x)(AF9)(x) + g(x)(AZf)(x) by
Proposition4.1.1. ]

To prove Propositions4.3.1 and 4.3.2, we will use some estimates for the coef-
ficients of the product of two power series. To establish these estimates, we will
require that 3 > 0.

Lemma 4.3.2 Ifa, 8 € R.gand R € Ny are kept fixed, then there exists a constant
C € Rsuchthatforall f, g € IR[[)C]]?"3 andn, K € Ngwith K < Raswellasn > K,

n K—-1 K—1
D FomOn =Y FoomOn = Y, Fnn-m| < Cpf g ()P (TG (n = K).
m=0 m=0 m=0
4.3.7)

Proof Corollary4.1.4 with K = 0 states that | f,| < pf;,R(f)Fg (n) for all f €
R[[x]]:,} and n € Ny. We can use this to estimate the expression
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h, =

n K—1 K—1
Z Jon-mGm — Z JonmGm — Z JmGn-m
m=0 m=0

m=0

in different ranges for n,

K—1
2K >n>K = hn = Z fnfmgm
m=n—K+1
K—1
< Pix(NP5RO D T§mn—m)Tj(m)
m=n—K+1
n—K
n>2K = h, = Z JoemGm
m=K
n—K
< p5R(HPGR(9) DTG —m)TG (m).
m=K

It is trivial to find a constant C such that Z,IZ;LKH rg(n—mrgm)<C

I'f(n—K) forall K < R and 2K > n > K, because R is fixed and only finitely
many inequalities need to be fulfilled. Corollary4.2.1 guarantees that we can also
find a constant C for the second case. (]

Lemma 4.3.3 Ifa, 0 € R.gand R € Ny are kept fixed, then there exists a constant
C € Rsuchthatforall f, g € R[[x]]g andn, K € Ngowith K < Raswellasn > K,

K—1 K—1

D Fomtm = Y AT (1= )| < Cof g (NP ROTG (1= K),  (43.8)
m=0 k=0

where "’ := (19 (x) (AG ) (x).

Proof Corollary4.1.4 with the substitutions n - n —m and K — K — m implies
that

K—m—1

foom— Y ¢TS5 m—m—k)| < p§ (/TG (n — K),
k=0

for all f € R[[x]]g and n, K,m € Ny with m < K < R as well as n > K where
ckf = [xk](A%f)(x). It also follows from Corollary 4.1.4 that |g,,| < pg’R(g)Fg (m)
for all g € R[[x] ‘j and m € Ny. Because d,{’g = Z;:O c,{_mgm,
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Z;’r(,;é fnfmgm - Zli(:_()l d;{'grg (l’l - k) ’Zm =0 fn m9m — Zlf 01 Zm ()C]{ mgmr (n - k)
= \2’“ (frm = TACh el T 0 = 10) g

= Zm 0

<o RS R@OTG (1= K) Y AZgTG (m)  Vn =K.

foem = b C/{Fa(”_m k)‘|9m|

Setting Cg = ZR ! l"“ (m) results in the statement. (Il

Lemma 4.3.4 Ifa, 5 € R.gand R € Ny are kept fixed, then there exists a constant
C € Rsuchthatforall f, g € R[[x]]g andn, K € Ngowith K < Raswellasn > K,

n K—1
D Famgn = Y ¢l TG (=)

m=0 k=0

< ol (NPT —K),  (439)

where ¢ := [ (£ (A3 () + 9(0) (AF N @)).

Proof Note that ¢/ Y = d/"Y +d?’ with d/ from Lemma4.3.3 and d?"/ respec-
tively with the roles of f and g switched. We can use the triangle inequality to
deduce that

an G — Zc{grﬁ (n—k)| =<

K—1 K—1
- E ﬁl—m 9m — E fmgn—m
m=0 m=0

m=0
K—-1 K—1
=Y al'rgm-n|+ =Y alrgm—h)|.
k=0 k=0

Using Lemmas4.3.2 and 4.3.3 on the respective terms on the right hand side of this
inequality results in the statement. O

Proof of Proposition 4.3.1 By Lemma4.3.1, itis sufficient to prove Proposition4.3.1
for 3 > 0. Therefore, we can apply Lemma4.3.4 for f, g € R[[x]]3. Equation (4.3.9)
with K = R directly implies that

n R—1
X"1F)g0) =D fomgn = Y ¢l TG —k)+ O (T5(n—R)) VR e N,
m=0 k=0

with ¢ ¥ = [x*] ( £ A3 () + g(x) (AS f)(x)). By Definition4.1.1, it follows
that f - g € R[[x]]g and from Definition4.1.2 follows Eq. (4.3.1). O

Proof of Proposition 432 If  f, g € R[[x]]5, then f-geR[x]]j by
Proposition4.3.1. Because 3 > 0, we have by Definition4.1.3

(o4 2:11:0 So—mGm — k 0 Cf 91’*& n —k)
Ps,R(f'g) II}(ax sup

<R =K 5 (- K) v f, g € RI[x113,
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which is bounded by Cpf ¢ (f)pj r(g) with some fixed C € R as follows directly
from Lemma4.3.4. (Il

4.4 Composition

4.4.1 Composition by Analytic Functions

Theorem 4.4.1 Ifa € Ry, B €R, f € R{yy, ..., y.}isafunctionin L variables,
which is analytic at the origin, and g', . .., g~ € R[[x]153 N xR[[x]], then

e The composition f (gl(x), e, g"(x)) isin R[[x]]g.
e Aj fulfills a multivariate chain rule for the composition with analytic functions,

L
0
(A5f (9" g") =) a—§ (¢' - g") (A%gH ). (4.4.1)
=1

In [6] Edward Bender established this theorem for the case L = 1 in a less ‘gener-
atingfunctionology’ based notation. If, for example, g € ]R[[x]]g and f € R{x, y},
then his Theorem 1 allows us to calculate the asymptotic expansion of the coefficients
of the power series f(g(x), x). In fact, Bender analyzed more general power series
including series with coefficients which grow even more rapidly than factorially.

The following proof of Theorem4.4.1 is a straightforward generalization of Ben-
der’s Lemma?2 and Theorem 1 in [6] to the multivariate case f € R{yy,..., y.}.

Again, we will start by verifying that we may assume 3 > 0 during the proof of
Theorem 4.4.1.

Lemma 4.4.1 If Theorem4.4.1 holds for 5 € R., then it also holds for all 3 € R.

Proof For 3 € R,chooseanm € Nysuchthat 3 +m > 0.1fg', ..., g* € R[[x]]§ N
xR[[x]],thenbyPropositi0n4.l.l,gl, ..., g% e R[[x] f§+m N xR{[x]], (Ag+mgl)(x)
= x" (Aggl)(x) and by the requirement 2 (x) := f(g'(x), ..., g% (x)) € R[[x] %+m
as well as

L of L gy
« 1 L « 1 m . 1 L a l
(A%, M) = l;‘ PrACRER Y(AG 0@ = x l; FrACRRRE )(AGG) ().
Due to Proposition4.1.1, h € R[[x]]§ and (A%h)(x) = S g—;j(g', L)
(Agg’)(x). 0

As before, we will use our freedom to assume that 3 > 0 to establish an estimate
on the coefficients of products of power series in xR[[x]]g.
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Lemmad44.2 If a,3e€R.gand g',...,g" € ]R[[x]]g N xR[[x]] are kept fixed,
then there exists a constant C € R such that

[x" ]H '(x))"

<C'T§(m—1tl+1) VteN§,neNywithn>|t| > 1.

(4.4.2)

Proof By Proposition4.1.2, it follows from ¢' € R[[x]]g N xR[[x]] that "I)(C—x) €
1
R[[x]]gJrl and therefore by Corollary4.3.2 that ]—IIL:1 (“l(—)‘)>1 € R[[x]]g+1 for all

X

t € N5. We can apply Corollary4.1.4 with R = K = 0 to obtain for all n > |t|,

L@\
<10 (H( . ) ) 9, (= t)).
=1

The statement follows from  Corollary4.3.4  and Fg' (=1t =
5 (n— [t + D). |

L
[xn]l_[(gl(x)) ‘ ‘[ n— |t|]1_[( ()C)>
=1

Proof of Theorem 4.4.1 The composition f(g'(x), ..., g"(x)) can be expressed as
the sum ZteNS Soon l_[ZL:I (gl (x))t' , which can be split in preparation for the extrac-
tion of the coefficients and their asymptotics:

L L
F@' g @) = Y S [1(00) + Y fun [T(d0)" VR €N,
=1

teNk teNk =1
[tI<R |t\>R

The first sum is just the composition by a polynomial. Corollary 4.3.3 asserts that this
sum is in R[[x]]3. It has the asymptotic expansion given in Eq. (4.3.4) which agrees,
as a series in x, with the right hand side of Eq. (4.4.1) up to order R — 1, because the
partial derivative reduces the order of a polynomial by one and g(’) =0.

It is left to prove that the coefficients of the power series given by the remaining
sum over [t| > R are in (’)(Fg (n — R)). Because of Lemma4.4.1, we may assume
that § > 0 without loss of generality and apply Lemma4.4.2. Together with the
fact that there is a constant C, such that | f;, ., | < C'Y for all t € N}, due to the
analyticity of f, Lemma4.4.2 ensures that there is a constant C’ € R such that

L
Y fan [JE@)' 2 Y |fun [x"]]"[ (¢ )"
|ttT>N; = néeltl?ﬁk

< Z C'Tin—t+1) Y 1,

t=R+1 teNo
|t|=t
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for all n > R + 1. Because the last sum |{t;,...,t, € Ng|t; +---+1, =t} =
('tle) is a polynomial in ¢, Corollary4.2.2 asserts that this is in

0) (rg (n — R)). O

4.4.2 General Composition of Power Series in ]R[[x]]g

Despite the fact that Bender’s theorem applies to a broader range of compositions
f o g, where f does not need to be analytic and g does not need to be an element
of R[[x]]g, it cannot be used in the case f, g € R[[x]]3, where f ¢ ker Ag. The
problem is that we cannot truncate the sum Y -, fi g(x)* without losing significant
information. In this section, we will confront this problem and prove the general
chain rule for the asymptotic derivative:

Theorem 4.4.2 Ifa e R.g, 5 € Rand f, g € R[[x]15 with go = O and g1 = 1, then

e The composition f o g and the inverse g~' belong to R[[x]]3-
° Af} fulfills a chain rule and there is a formula for the Ag-derivative of the compo-
sitional inverse:

3 1
c@uwmxw=fmu»mwxm+(j$>e(;@%ﬁ@@»
4.4.3)

ﬁ %7 q’} £9)
M@lxm=—@‘ﬂn(yim>e T A (g ().
(4.4.4)

Corollary 4.4.1 If f € R[[x]], g € R[[x]]j with go=0, g1 =1 and foge
RI[x115, then f € R[[x]]5.

Proof Theorem4.4.2 guarantees that g~' € R[[x]]5 and therefore also f = (f o
9 og ' e R[x]I5 O

As before, we will assume that 5 > 0 while proving Theorem4.4.2. The following
lemma establishes that we can do so.

Lemma 4.4.3 [If Theorem4.4.2 holds for 3 € R, then it holds for all 3 € R.

Proof For 3 € R, choose m € Ny suchthat 5+m > 0.1f f, g € R[[x]]5 with go =

0,91 =1, then f,g € R[[x]]:;+m by Proposition4.1.1. Because of (A‘ngmf)(x) =

x"‘(Ag f)(x) and by the requirement
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1
X rz(v)

(AGiw (f 0 () = f1(g(0))(AG,,, 9 (0) + ( f)> (A5 ) (9(x))

1__L

B8
=x" <f/(g(X))(A 9)x) + < = )> ( %f)(g(X))> .

Applying Proposition4.1.1 again results in f o g € R[[x]]g and Eq. (4.4.3). Equa-
tion(4.4.4)and g~! € R[[x]]} follow analogously. O

Obviously, x € R[[x]]g. We will use this basic fact to prove Theorem4.4.2 by
ensuring that from f, g € R[[x]]j follows f o g le R[[x]]5 and by constructing
the asymptotic expansion of the coefficients of (f o g~!)(x). Toprove that f o g~ €
R[[x]]g, the Lagrange inversion formula, which involves the usual derivative of a
power series, will be used. To handle this derivative, the following proposition will

become necessary:

Proposition 4.4.1 If f € R[[x]]g, then f'(x) € R[[x]]f§+2 and

0
(AG L fH(x) = ( ! —xB+ xza) (A5 ) (). (4.4.5)

Proof Recall that f/'(x) = Y 02 nfux" 1 =3 (n+ 1) fupx". If f € R[[x]1%,
then by Definition4.1.1,

n+ 1) frpr = ch(n+1)r (n+1-— k)+(n+1)o(rg(n+1—R)) VR e Np.
k=0

Observe that because xI'(x) = I'(x + 1) and Fg n) = " T (n + ),

(n+ DTG +1—k)
="+ 1 —k+ BT+ 1—k+B)+*k—BTn+1—k+03)
=a TS, =k +Kk—-AT,(n—k—1).

Therefore, for all R € Ny

R-1

(n+1)f,,+1=zc,{(a Dy (0 — k) + (k — ﬁ)rm(n—k—1))+O(r§+2(n—1e)),

k=0

and it follows from Definition4.1.1 that f’ € R[[x]]3 e Moreover, by Defini-
tion4.1.2, ‘
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Ag-s-zf/)(x) = Zc,{/xk = ZC{ ( a_lxk + (k _ ﬁ)ka)

k=0 k=0

=< —xf+x —)(A FHx).

O

While using the Lagrange inversion formula to establish f o g~! € R[[x]]‘;, it will
be convenient to work in the rings R[[x]]% 341 and R[[x]]4 G20 which contain R[[x]]% G as
a subring. Therefore, we will start with some observations on intermediate quantities
in R[[x]]J 3. and R[[x]]¢ Gaa- The following three lemmas are basic applications of the
chain rule for the composition with analytic functions and the product rule, but we
will prove them in detail to get acquainted to the new notions from the last sections.

Lemmad4.4.4 If g€ R[[x]l5 with go=0,91 =1 and y€R, then (M)7

€ R[[x]13,, and
gl y-1
( b1 (@) ) = (@) (A3g) (). (4.4.6)

Proof Observe that F(x) := (1 — x)? € R{x}and F'(x) = —(1 — x)~!. Proposi-
tion4.1.2 implies that g(") € R[[x]13,, because g € R[[x]]5 N xR[[x]]. As g1 = 1,
we additionally have 1 — g(x) € ]R[[x]]aH N xR[[x]]. Using Theorem4.4.1 results

in
(@) =F<1 gx )) e RI[xT1%,,,

and by the chain rule for the composition with analytic functions from Eq. (4.4.1),

o (IO _ () 9@ @
(i (57) ) = (22 (i (1 20) e

-1 v—1
—1(") (w5 (-22)) 0= (22) .

where we used the linearity of Ag 41 and ( ‘§ +] ’ ) (x) = ( 3 g) (x) due to Propo-

sition4.1.2. O
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Lemma 4.4.5 If g € R[[x]]3 with go =0, g1 = 1, then

11 s
AW) 1= o = < € Rl ¢’ e RI[x]1%,, and (4.4.7)
2
Ax) X Ax a
(Agpre™ ) 1) = - <@> e (A3g) ). (448)

Proof From Lemma4.4.4 with v = —1, it follows that € R[[x]] 341 and

2
o XN (N (4o
(A‘“lg(x))_ (g(x)) (A9) -

q(x) —1le R[[x]]ﬂ_l N xR[[x]]. Moreover, by Proposition4.1.2,
Alx) = ‘” e R[[x ]]ﬁ+2 and

2
' X
(AG,,4) (x) = ( G11 (% - 1)) (x)=-— (@) (Afg) ). (44.9)

Observe that M € R[[x]]5+2 N xR[[x]]. Because ¢* € R{x}, we can apply

Theorem4.4.1 to conclude thate ™5 e R[[x]1]1%, , and by linearity that also e e
[+2 y y

R[[x]]3,,. Finally, we can use the chain rule for the composition with analytic
functions to write the left hand side of Eq. (4.4.8) as

Because 91 l,

A(O) A(x)—A(0) A0 AX—-A©O) —
(Auﬂef) (x) = o 2 A0 (Ag +2—A°‘>QA<°>) (x)
AR) A AW
=e¢ ( 42 ff)) (x)=a"le% ( %+2A) ().

The statement in Eq.(4.4.8) follows after substitution of ( g +2A) (x) from
Eq.(4.4.9). O

Lemma 4.4.6 If f, g € R[[x]]5 with go =0, g1 = 1 and vy € R, then
. g( ) o
B, (x) := f(x)g'(x) € R[[x11%5;, and (4.4.10)

(A3+2 ) (x) =

K ad
IO (22g (o) 9F) )+ F) (19 0=+ a7 = Bx + 22 - ) (A% ).
X g(x) Ox
(4.4.11)

Proof Recall that due to Proposition4.1.1, f € R[[x]]‘; C R[[x]]gJr2 and (Angzf)
(x) = x2(A f)(x). Proposition4.4.1 guarantees that ¢’ € R[[x ]]§+2 and



4.4 Composition 63
(AG0)(0) f = ( — x4+ ) (A%9)(x).

Because of Lemma4.4.4 and Proposition4.1.1, we have (”(X)> € ]R[[x]]g 4, and

v—1
(452 (“2) Y =20 (22) " (59) o1

Putting all this together we can use Corollary4.3.1 with ¢! (x) = f(x), g2 x) =g x)
v
and ¢>(x) = ("(x—x)) to obtain Eqs. (4.4.10) and (4.4.11). O

Lemma4.4.7 If o, B € R.o, R e Ny and A, B, as defined in Egs.(4.4.7) and
(4.4.10) are kept fixed, then there exists a constant C € R such that

P2k (By()AX)") < C"! Vm € No. (4.4.12)

Proof Apply Corollary 4.3.2 with g' (x) = B, (x), gz(x) =Ax),ty =1landt, = m
to verify that B, (x)A(x)" € IR[[)C]]%_FZ for all m € Ny. Apply Corollary 4.3.4 with
the same parameters. (]

Corollary 4.4.2 If o, f € R.o, R € Ny and A, B, as defined in Eqs.(4.4.7) and
(4.4.10) are kept fixed, then there exists a constant C € R such that

R-1

[x"1B, () A" = > ckmT i (n =)
k=0

< Cm+11~3+2 (n—R) Vn>Randm e Ny

where cem = [x¥] ( 3+ZBN(x)A(x)’”) (x).
Proof Additionally to Lemma4.4.7, apply Corollary4.1.4 with K = R. (I

The key to the extraction of the large n asymptotics of [x"](f o g~ " (x) is a variant
of the Chu—Vandermonde identity. We will prove this identity using elementary power
series techniques.

Lemma 4.4.8 Foralla e Randm,k € Ny

a " (k+1—1N\[a—k-1
<m>:§< ; )( o > (4.4.13)

Proof Recall that (!) = [x"](1 4 x)* for all @ € R and n € Ny. By standard gen-

erating function arguments it follows that [x"] (l—lx)“ = (k+" 1) for all n, k € Ny.
Observe that for all a € R and k € Ny, we have the following identities in R[[x]]:
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1
(1+0 =1+ A +0) =——a (1 + )"
(1- %)
> (k+1— x O\ ok~ (kD=1 a—k—1
;( ><1+x)(l+x) _Z;( l )x(1+x) .

Extracting coefficients from the first and the last expression results in the Chu—
Vandermonde-type identity in Eq. (4.4.13). (I

Corollary 4.4.3 Forall a, 3 € Rogandn, R,k € Nywithn > R > k, we have the
identity in R[x]

Do (", G (= m =B

m

- N " '" (4.4.14)
Z: (l+k l)F9+2 (Vl l_k)‘xl Zm I(?) - m)' .
Proof Observe that (Z) = %% foralla e Randn € Nyaslongasn < a + 1.

By writing the second binomial coefficient on the right hand side of Eq. (4.4.13) in this
formandsettinga = n + 0+ 1,we getforalln, m, k € Ngwithm +k <n+ (542

n+p+1 o (k+l=IN\T(—k—14+3+2)
( )F(n—m—k+ﬂ+2)—2( z ) T :

m
1=0

Multiplying by x™ o'~ ~*+/+2 summing over m and using '} (n) = o"*'T'(n + 3)
gives,
n—R n—R l—m o
m n+6+1 « k+1— F5+2(I’l—k—l)
mg;)x ( m )r(3+2 (n —m — k) mZ_;) Z < ) (m — l)'

Note thatk < Randm <n — Rimply m + k <n < n + 3 + 2. The statement fol-
lows after changing the order of summation and a shift of the summation variable
m — m + [ both on the right hand side of this equation. (I

We are now equipped with the necessary tools to tackle the asymptotic analysis
of the coefficients of (f o g~')(x). The first step is to express (f o g~!)(x) in terms
of the intermediate power series A(x) and B, (x). We will do so using a variant of
the Lagrange inversion theorem.

Lemma 4.4.9 If p,q € R[[x]] with gy = 0 and g = 1, then

n+1
[x"1p (7 '(0)) = [x"1p(x)q’ (x)< T )) Vn € No. (4.4.15)

Proof Note that the identity holds for n = 0, because gy = 0 and ¢; = 1. It follows
from the Lagrange inversion theorem [7, A.6] for n > 1 that
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[1p (g7 @) = 10 @) (55
1 (o0 ()) - o (8 (5)')-

Using %[ n- 1] I = [x"] and evaluating the derivative in the second term result in
the statement. [l

Corollary 4.4.4 Ifa, 3 € R.y, f, g € R[[x]]§ and A, B, as defined in Egs. (4.4.7)
and (4.4.10), then

K @ @) =3 (” +6+ 1>[x"_m]Bg(x)A(x)m VneNy. (44.16)
m

m=0
Proof By Lemma4.4.9,

x >n+/3+l

i g(x)
x"1f (g7 (x) = [x"1£ (x)g (x) < ) = [x"]f(x)g'(x) ( ) (
(x) g(x)

Using the definitions of A and B, gives [x"]f (g ') = [x"]Bs(x)
(1 4+ xA(x))"+0+1, Expanding with the generalized binomial theorem results in
Eq.(4.4.16). ([l

Corollary 4.4.5 Ifa, 3 € R.y, f,g € R[[x]]3 and A, B, as defined in Eqs.(4.4.7)
and (4.4.10), then

n—R 1
1f @ ) = ) (" o )[x"*’"]Bg(x)A(x)"’ +0 (M= R) VR €No.

m=0
4.4.17)
Proof Equation (4.4.17) follows from Eq. (4.4.16) and
"+ B+l R m+8+1
> ( )[x"—m]Bg(xM(x)’" => < )[x’"]Bmx)A(x)”—’”
m n—m
m=n—R+1 m=0

< Z (n + 8+ l)cn m+1Fa o (m) cO (F5+2 n— R)) VR € Ny,

m—0 n—m
where the second step, together with the existence of an appropriate C € R, fol-

lows from Corollary 4.4.2 with R = 0 and the inclusion holds, because ("WH) =

n—m
I'(n4p+2) ~ nr‘3+m+l
L'(n—m+1)T(B+m+2) L(8+m+2)

by elementary properties of the I" function. O
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Lemma 4.4.10 If o, 5 € Ry, f,g € ]R[[x]]g and A, B, as defined in Eqgs.(4.4.7)
and (4.4.10), then

R—1n—Rn—R-I

G @) =33 > ctm (l +'; N 1)F§+2 (n—1=k)+0 (TG, (= R)

k=0 =0 m=0

VR e Ny, (4.4.18)

where cij = [x¥] (A%_FZB[;(X)A(x)I%) (x).

Note that the terms of the triple sum in Eq.(4.4.18) where k = 0 are not all triv-
ial, because (Bl) = 1 by the definition of the binomial coefficients with negative
arguments.

Proof Foralln,m € Ny withn —m > R set

R—1

Rum = [xX""1B()AX)" =Y comDGyp (0 —m — k),
k=0

where ¢; , = [x¥] (_AgHBﬂ(x)A(x)’") (x).
Substituting R, ,, into Eq. (4.4.17) gives

n—R R—1

1
g @) =Y (n +Z + ) S cnly (1 —m — k)
m=0 k=0

(4.4.19)

n—R
1
+Z<n+ﬂ+ >Rn,m+O(F§+2(n—R)) VREN(),

m
m=0

By Corollary4.4.2 withn — n — m, we canfind aconstant C € R such that |an| <
C”’“F‘f;+2 (n —m — R) for all n — m > R. Therefore,

n—R

n+pB+1
(e

m=0

n—R
1
R = < Z<"+ﬁ+ )Cm+1rg+2(n—m—R) Vn > R.
m=0

m

Applying Corollary4.4.3 with x — C and k = R results in

n—R . n—R-1l (C\mM
RnSCZ<l+I; 1)1“;@@—1—1?)02% Vn > R
=0 m=0 :

. -1 o 1— o
§CZ<1_R>FH'+2(n—l)C RZW Vn > R.
m=0

=R

(6"
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From Y8 (o) < o€ and Corollary 4.2.2, it follows that R,, € O (F;}+2 (n — R)),

because (ll R) is a polynomial in /. Therefore, for all R € Ny

n —1 = n+[3+1 = « «
1@ e =Y ( ; ) D cknTfan 0 —m = k) +O (T4, (0 = R))

m=0 k=0
n—R
+06+1
= Z[x ] <A5+zBd(x) Z (” Z )A( )mI‘d+2 n—m— k)) + O <F§+2 (n — R))
m=0

where .A;’; 4 acts on everything on its right. Applying Corollary 4.4.3 with x — A(x)
to the inner sum and reordering result in the statement. (]

Lemma 4.4.11 If o, 3 € R.o, R € Ny and A, B, as defined in Egs.(4.4.7) and
(4.4.10), then

R—1R—-1—k

IR I4k—
e e =Y 3 ¢ l( + ) M =1 =k +0 (M, = B) VRN,

k=0 [=0

(4.4.20)

for all R € No, where ¢} ; := [xX] ( ,,+zBﬂ(x)A(x)1e a ) (x).

Proof Set ¢, as in Lemma4.4.10. By Lemma4.4.7 there exists a constant C € R

such that pf, . (Bg(x)A(x)!*™) < ™+ for all I, m € Ny. It follows from the
second part of Corollary4.1.4 that

lekaml = & ' k ( ng(x)A(x)Hm) (x)‘ c’*m+1 Yk, 1, m € No with k < R.
m

(4.4.21)
Therefore, forallk < Randn > 2R — k,

n—R n—R-I
l+k—1
Z Ck,l,m( I ) ﬂ+2 (n k)
I=R—k m=0
n—R n—R—l _ _, ~l4m+1
a™C I+k—1\_,
= (" )FM(”‘Z"‘)
I=R—k m=0

whichisin @ (rg+2 n — R)) because YR 2C" < € and by Corollary4.2.2.

Applying this to truncate the summation over / in Eq. (4.4.18) from Lemma4.4.10
gives for all R € Ny

—k— R—
[x"]f(g’l(x))=2 Z >

k=0 =0 m=

1n—R—I

I +k— :
Cklm( )F§+2(”—l—k)-i-O(FgH(n—R)).

(4.4.22)

(=]
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Note that ("*") > 1 = (n + m)! > n!m! and therefore

o cm & cntm cn o cm ol
Z = Z —_ < =e¢—.
n+m)! = n! — m! n!

It follows from this and Eq. (4.4.21) that foralln > R —[+ landk 4+ <R

I pi T 1= L=k = €V T ==k

€ Al (C\1I=RFL TG, (ml—h)
<e.C*(S) —R=I+D)! >

Cn—l—k+B8+2)
T(n—R—1+2)

. Applying this to complete the summation over m in Eq. (4.4.22) and noting
that ¢ ; = Y " k.1.m Tesults in Eq. (4.4.20). O

whichisin O (F‘} o (n— R)) aslongas k and/ are bounded, because
R—k+5

Corollary 4.4.6 If o, 5 € R.o, R € Ny and A, B, as defined in Eqs.(4.4.7) and
(4.4.10), then fog™' € RI[x113,, and

4] (A%s fog™") () = [x ](AMBJ (e’ )(x) Vk e Np. (4.4.23)

Proof After the change of summation variables k — k + [, Eq. (4.4.20) becomes

R-1

k
K1f@T @) =) l,( >F§+2 n—k+0 (F§+2 (n— R)) VR € Np.
k=0 =0

By Definition4.1.1, this equation states that f o gf1 € R[[x]]f; 2 and that the coef-
ficients of the asymptotic expansion are

L& k—1 b “ 1\ am
C/{og :chlc—l,l( / )ZZ[XIH]< 3+2Bﬂ(x)A(x)l< ; >€4> (x)
=0 =0
=[x < 42 Ba(0) A (" , 1) ) x)
=0
> k—1\ ac
= [x"] (A?;ﬂBa(x)Z(xA(x))’( l ) ”)(x)

=0

where x! (A3, £(1)) (1) = (45,55 (1)) () for all £ € RILx]J,, was used,

which follows from the product rule (Proposition4.3.1). Because of Y |2, (kjl)

k-1
xAX) = (A +xA)! = (ﬁ) and the definition of B, in Lemma4.4.6,

the statement follows. [



4.4 Composition 69

Proof of Theorem 4.4.2 Because of Lemma4.4.3, we may assume that 3 € R.( and
start with the expression from Corollary 4.4.6 for [x*] (.Af‘3 wfo g‘l) (x). We will

use Lemmas4.4.5 and 4.4.6 to expand this expression. By Corollary4.4.6 and the
product rule (Proposition4.3.1), we have for all k € Nj

(Aﬂ+239 k+1)(x)+35 fa1 () <.Aﬂ+ze a >(x)>
(4.424)

(7 (AG45 0 097") () = 164 (

Applying Lemma4.4.6 on the first term of this expression gives after a straightfor-
ward but lengthy calculation,

(e (AGBy ) () = e ((’“‘))ﬁ o <x2g’(x>( 1) 0
+1 () (¥ =k + Dy (075 +a7 = B+ 2L ) (A3 g)(x))

_ [xk]eAm <g(x)>ﬂ—k +1 (ng/(x) (A(§f) (x)

+ <—x2f’(x) +a (g 0 (75) ) (A g)(x))

(4.4.25)
where the identity [x*]xp’(x)q (x) = k[x*]p(x)q(x) — [x*]xp(x)q’(x) forall p, g €
R[[x]] was used to eliminate the summand which contains the a%(.Agg) (x) factor.
By Lemma4.4.5, the second term on the right hand side of Eq. (4.4.24) is

AX)

[x*1Bs_gs1(x) (AgHe a

2
) @ =10 Byoia () (ﬁ) e (A39) @

. dONV T x \? ae
= —[x"1a”' f(x)g (x) ) %> e (A /39) (x),
(4.4.26)

where the definition of Bg_;4(x) from Lemma4.4.6 was substituted. Summing
both expressions for the terms in Eq. (4.4.24) from Eqgs. (4.4.25) and (4.4.26) and
substituting the definition of A(x) from Lemma4.4.5 results in

J,,

1
X

B—k+1
[ (Aaf 097") () = e (gif)) (A5 = oA

forall k € Ny. By Proposition4.1.1, the x? prefactor indicates that f o g~

in the subspace R[[x]]:,} C R[[x]]gJr2 and

is actually

1
X

ﬂﬂ

B—k—1
(A5 og7") 00 = e (@) (/AN — @A)
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N 8 ,
If we set p(x) 1= e™% (%) ((.Agf)(x) — L& (Agg)(x)) and g (x) := g(x),

g'(x)
we obtain

k+1
4] ( ;}fog1)(X)=[x"]p(X)q/(X)($) = [¥1p(g ' (x)  Vk € N,

by Lemma4.4.9. After replacing p and g by their expressions, we obtain

1 1
PRI 8 g
AGfog Ny =e o (ﬁ) ((Af}f)(g‘%x»—W(Agg)(g‘l(x))).
(4.4.27)

The special case f(x) = x with an application of the identity ¢'(¢~'(x)) = m
results in Eq. (4.4.4). Solving Eq. (4.4.4) for (A5 g) (¢~ '(x)) and substituting the result
into Eq. (4.4.27) gives Eq. (4.4.3) with the substitution g — ¢~ O

Remark 4.4.1 1In their article [8], Bender and Richmond established that [x"](1 +
g(x)+o = n'ye%g,, + O(gy) if g, ~ ang,_ and go = 0. Using Lagrange inver-
sion, the first coefficient in the expansion of the compositional inverse in Eq. (4.4.4)
can be obtained from this. In this respect, Theorem 4.4.2 is a generalization of Bender
and Richmond’s result.

In the same article Bender and Richmond proved a theorem similar to The-
orem4.4.2 for the class of power series f which grow more rapidly than facto-
rial such that nf,,_; € o(f,). Theorem4.4.2 establishes a link to the excluded case

nfnfl = O(fn)

Remark 4.4.2 The chain rule in Eq. (4.4.3) exposes a peculiar algebraic structure. It
1 1

would be useful to have a combinatorial interpretation of the e — term.

4.5 Some Remarks on Differential Equations

Differential equations arising from physical systems form an active field of research
in the scope of resurgence [9, 10]. Unfortunately, the exact calculation of an overall
factor of the asymptotic expansion of a solution of an ODE, called Stokes constant,
turns out to be difficult for many problems. This fact severely limits the utility of
the method for enumeration problems, as the dominant factor of the asymptotic
expansion is of most interest and the detailed structure of the asymptotic expansion
is secondary.

In this section it will be sketched, for the sake of completeness, how the presented
combinatorial framework fits into the realm of differential equations. The given
elementary properties each have their counterpart in resurgence’s alien calculus [5,
11.6].
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Corollary4.3.3 serves as a good starting point to analyze differential equations
with power series solutions in R[[x]]3. Given a polynomial F" € R[x, yo, ..., y.],
the Ag-derivation can be applied to the ordinary differential equation

0= F(x, f(x), f/(xX), f'(x), ..., fE@)).

Applying the A-derivation naively to both sides of this equation and using the chain
rule for the composition with polynomials results in a linear equation for the asymp-
totic expansions of the derivatives ). Proposition4.4.1 tells us, how the asymptotic
expansions of the £ relate to each other. We will follow this line of thought in detail
in

Proposition 4.5.1 IfF € R[x, yy, ...,y ]land f € ]R[[x]]g is a solution of the dif-
ferential equation

0=F (x, f(x), £/ &), f' (), ..., fPW), 4.5.1)

then (Agf)(x) is a solution of the linear differential equation

-1

o
I1 <a—1 —x(B+2j)+ xzax>) (A% ().

Jj=0

L
0= ZXZL—Zlai (x, FO f(L)>
= i '
(4.5.2)

Proof From Propositions4.4.1, 4.1.1 and f € R[[x]]}, it follows that f© e
R[[x] :,}'Jrz, C R[[x]];}HL for all L > [. By Corollary4.3.3, we can apply AEHL to
both sides of Eq. (4.5.1) and use Proposition4.1.1,

=)
Il
gl
®|Qv
=™

(s £ s £O) (Ao £0) )

l

(x, f(o)’ e f(L)) x2(L—l) (A§+21f(l)) (x) (453)

Il
M=
gk

\
Il
=

yi

Iterating Proposition4.4.1 gives

0
(A% f V) ) = (a_l T2 +xz§) (Af 20— /7)) @)

-1

o}
= H(al—x(ﬂ+2j)+xza> (A5 ) (x).

j=0

Substituting this into Eq. (4.5.3) results in Eq. (4.5.2). (]
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Remark 4.5.1 Even if it is known that the coefficients of the power series solution of
a differential equation have a well-behaved asymptotic expansion, Proposition4.5.1
provides this asymptotic expansion only up to the initial values for the linear dif-
ferential equation (4.5.2). Note that the form of the asymptotic expansion can still
depend non-trivially on the initial values of the solution f of a non-linear differential
equation.

Remark 4.5.2 The linear differential equation (4.5.2) only has a non-trivial solution
in R[[x]] if ="' is the root of a certain polynomial. More specifically, making a
power series ansatz for (.A?} f)(x) in Eq.(4.5.2) gives

L
0= [XM]Z 2L-21 —lgy ( f(O) 7f(L))»
=0

where m is the smallest integer such that the equation is not trivially fulfilled. If this
root is not real or if two roots have the same modulus, the present formalism has to
be generalized to complex and multiple « to express the asymptotic expansion of a
general solution. This generalization is straightforward. We merely need to generalize
Definition4.1.1 of suitable sequences to:

Definition 4.5.1 For given § € R and «y,...,a; € C with |a| = |ap| = -+ =
lar| =t > 0let C[[x]]3"** C C[[x]] be the subspace of complex power series,
such that f € (C[[x]]fj‘ """ “L if and only if there exist sequences of complex numbers

(¢ Dkemy.ren, ), Which fulfill

=

-1
Y e T5 (n—k)+ O (5 (n — k) VR e Ny. (4.5.4)
0 /=1

»
Il

4.6 Applications

4.6.1 Connected Chord Diagrams

A chord diagram with n chords is a circle with 2n points, which are labeled by
integers 1, ..., 2n and connected in disjoint pairs by n chords. There are (2n — 1)!!
such diagrams.

A chord diagram is connected if no set of chords can be separated from the remain-
ing chords by a line which does not cross any chords. See Fig. 4.1 for an illustration of
a disconnected and a connected chord diagram. Let  (x) = ) ,_,(2n — 1)!1x", the
ordinary generating function of all chord diagrams, and C(x) = )", _, C,x", where
C, is the number of connected chord diagrams with n chords. Following [11], the
power series I (x) and C(x) are related by,
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N
(TN A SN

(a) disconnected chord diagram (b) connected chord diagram

Fig. 4.1 Illustrations of connected and disconnected chord diagrams. The rectangles indicate the
connected components of the disconnected diagram

[(x) =14 C (xI(x)?). (4.6.1)

This functional equation can be solved for the coefficients of C(x) by basic iterative
methods. The first coefficients are

C(x) = x +x% +4x° +27x* +248x° + - .- (4.6.2)

This sequence is entry 2000699 in Neil Sloane’s integer sequence on-line encyclo-
pedia [12].

il
Because 2n — 1)!! = %/%F(n + %) = \/#271“2% (n), the power series I is in

R[[x]]z% and (AZ%I ) x) = \/427 as a direct consequence of Definitions4.1.1 and
4.1.2. From Eq. (4.6.1), it also follows that C (xI (x)?) € R[[x]]zl. Because x1 (x)? €
R[[x]] by the product rule (Proposition4.3.1), we know fromZCOrollary 4.4.1 with
fx) =2 C(x)and g(x) = xI(x)> that C € R[[x]]zl.

Applications of the general chain rule from Theorem4.4.2 and the product rule
on the functional Eq. (4.6.1) result in

(A1) 0 = (4 (14 (1)) ) = (A€ (1w?) 0

xI(x)

= 2x1(x)C' (xI(x) )(AZI)(x)—}—( G )2>2er o (,42 )(xl(x)z)_

(4.6.3)
which can be solved for (.,42l C ) (xI (x)z),
2
/ I(x 2
(43C) (1) =~ 2l G)7C (el ) otk
2 2T
where (Azl 1 ) x) = 75 vas used. This can be composed with the unique y € R[[x]]
2

which solves y(x)I(y(x))2 =x,
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I(y(x)) — ZXC/(x)el—l(;(,\))z
2T '

From Eq. (4.6.1), it follows that I (y(x)) = 1 + C(x), therefore

(-

1+ C(x) = 2xC'(x) o QCHCE?).

V27

It can be verified, using the closed form of its coefficients, that the power series
I (x) fulfills the differential equation 2x21'(x) + x1(x) + 1 = I(x). From this and

Eq. (4.6.1), the non-linear differential equation C’(x) = %C(g))*x [11] for C(x)

can be deduced. Using this on the expression for (Azl C)(x) from Eq. (4.6.4) results
2

(AZ% c) (x) = (4.6.4)

in the simplification,

I x ! :
o~ % CCOHC) 4.6.5)
V27 C(x)

This is the generating function of the full asymptotic expansion of C,. The first
coefficients are,

-1
5 43 579 44477 5326191
A%c (x):e— 1—Zx——x? - - xt— X4 ).
2 V2 2 8 16 128 1280
(4.6.6)

(./42% C) x) =

By Definitions4.1.1 and 4.1.2 as well as \%le (n) = 2n — D!, we get the two
T 3

equivalent expressions for the asymptotic expansion of the coefficients C,,:
R—1
Co= Y T3 @m—kIxk (Ai c) ) +0 (r} n— R)) VR € Ny
=0 2 2 2

R—1
Cn =21 ) Q2 —k) — DNN[xF] (Ai c) xX) +O(@2n—R) — D! VR eN.
k=0 2

The first terms of this large n expansion are
5 43 579
C,=e¢"! <(2n - DIt - E(Zn =3 - §(2n -5 - F(Zn -+ ) .

The first term, e~!, of this expansion has been computed by Kleitman [13], Stein
and Everett [14] and Bender and Richmond [8] each using different methods. With
the presented method an arbitrary number of coefficients can be computed. Some
additional coefficients are given in Table4.1.

The probability of a random chord diagram with n chords to be connected is
therefore e~ (1 — 2) + O(55).
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This result has been used by Courtiel, Yeats and Zeilberger to calculate the asymp-
totics of terminal chord diagrams [15]. These terminal chord diagrams can be used
to formulate a solution for Dyson—Schwinger equations in quantum field theory [16].

4.6.2 Monolithic Chord Diagrams

A chord diagram is called monolithic if it consists only of a connected component
and of isolated chords which do not ‘contain’ each other [11]. That means with
(a, b) and (c, d) the labels of two chords, it is not allowed that a < ¢ < d < b nor
c<a<b<dLetM(x)=),_,M,x" be the generating function of monolithic
chord diagrams. Following [11], M (x) fulfills

Mx) =C ((l_x—x)z> . (4.6.7)

Clearly, Theorem4.4.2 implies that M € ]R[[x]]zl ,because C € IEE[[)C]]Zl and (1—x_x)2 €
2 2

R{x} C ]R[[x]]zl . Using the Azl -derivation on both sides of this equation together with

the result for <.Azl C ) (x) in Eq. (4.6.5) gives
2

, 1 1 X - eMmM )
(.A%M> ()C) - m(l _x) M(x)e
1 , 154 5 1610 , 34588
_E(1—4x—6x R +>
(4.6.8)

Some additional coefficients are given in Table 4.1. The probability of arandom chord
diagram with n chords to be non-monolithic is therefore 1 — (1 — 2n471 + (9("%)) =

24+0Gh).

4.6.3 Simple Permutations

A permutation is called simple if it does not map a non-trivial interval to another inter-
val. Expressed formally, the permutation 7 € Si™™° C S, if and only if 7([i, j]) #
[k, [1foralli, j, k,I € [1,n]with2 < |[i, j]| < n — 1.Figure4.2 depicts an example
of non-simple and a simple permutation.See Albert, Atkinson and Klazar [17] for a
detailed  exposition  of  simple  permutations. Set  S(x) =) o,

|Sf,lmple |x", the generating function of simple permutations,' and F (x) = Zsozl nlx",

I'We adopt the convention of Albert, Atkinson and Klazar and do not consider permutations below
order 4 as simple.
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(a) non-simple permutation (b) simple permutation

Fig. 4.2 Illustrations of simple and non-simple permutations. The (non-trivial) intervals that map
to intervals are indicated by squares

the generating function of all permutations. Following [17], S(x) and F (x) are related
by the equation

F(x) — F(x)?

TFa CE T S(F(x)), (4.6.9)

which can be solved iteratively for the coefficients of S(x):
S(x) = 2x* + 6x° + 46x°® 4 338x7 +2926x% - - . (4.6.10)

This sequence is entry 2111111 of the OEIS [12] with the different convention,
A111111 = x + 2x> + S(x).

Asn! =T (n), F(x) € R[[x]]} and (A]F) = 1 by Definitions4.1.1 and 4.1.2.
Therefore, the full asymptotic expansion of S(x) can be obtained by applying the
general chain rule to both sides of Eq.(4.6.9). Alternatively, Eq.(4.6.9) implies

XI_TXXZ = F~'(x) + S(x) with F~'(F(x)) = x. By Theorem4.4.2, it follows from

F e R[[x]]{, Fy=0and F; =1 that F~' e R[[x]]}. By linearity and "]:L’;z €

R{x} C R[[x]]{ ,wealsohave § € R[[x]] } . The expression for the asymptotic expan-
sion of F~!(x) in terms of (A] F) (x) from Eq. (4.4.4) gives

1x—x2
"14x

X
F~1(x)

1__1
; =T
er Flw,

(ALS) (x) = <A ) ) — (AF ) @) =F"x

4.6.11)

where lerf; € ker A! was used. Observe that F (x) fulfills the differential equation

x2F'(x) + (x — D)F(x) + x = 0, from which a non-linear differential equation for
F~!(x) can be deduced, because F'(F ' (x))(F~')(x) = I:
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1 F~1(x)>

1y . —
(F7)(x) = F/(F'(x))  (1—=F1(x)x—F1(x)

Using this together with xljr’;z = F~'(x) + S(x) gives

-1
(Als) )= — W i
x—(1+x)F1(x)
oy — Sy 20y (4.6.12)
_ 1 l-a- (402 e

x .,

I+x 1+(1+x)3%
The coefficients of (Ai S) (x) can be computed iteratively. The first coefficients are

40 182 7624
(A1S) (x) = €2 (1 —4x 4 2x% — ?x3 - Tx4 — ?xS 4. ) . (4.6.13)

By Definitions4.1.1 and 4.1.2, this is an expression for the asymptotics of the number
of simple permutations

R—1
| §simple| — Z(n — I (AIS) ) +O((n—R)) VYReNy. (4.6.14)
k=0

Therefore, the asymptotic expansion starts with
A 40 182
| §simple| — =2 <n! —4(n— D! +2(n —2)! — 5= 3) — = (= 4! 4 - ) .

Albert, Atkinson and Klazar [17] calculated the first three terms of this expansion.
With the presented methods the calculation of the asymptotic expansions (.A} S) (x)
or (.A{F ’1) (x) up to order n is as easy as calculating the expansion of S(x) or
F~!(x) up to order n + 2. Some additional coefficients are given in Table 4.2.

Remark 4.6.1 The examples above are chosen to demonstrate that given a (func-
tional) equation which relates two power series in R[[x]]%, it is often an easy task to
calculate the full asymptotic expansion of one of the power series from the asymp-
totic expansion of the other power series. Applications include functional equations
for ‘irreducible combinatorial objects’. The two examples fall into this category.
Irreducible combinatorial objects were studied in general by Beissinger [18].

Remark 4.6.2 Equations (4.6.5), (4.6.8) and (4.6.12) expose another interesting alge-

braic property. Proposition4.1.2 and the chain rule imply that (.,42l C)x) € R[[x]]% ,
2 2

(./42l M)(x) € R[[x]]é and (A{S)(x) € R[[x]]%. This way, the ‘higher-order’ asymp-

2 2
totics of the asymptotic sequence can be calculated by iterating the application of
the .4 map. With resurgence, it might be possible to construct convergent large-order
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expansions for these cases. The fact that the asymptotics of each sequence may be
expressed as a combination of polynomial and exponential expressions of the original
sequence can be seen as an avatar of resurgence.

Remark 4.6.3 The power series S(x) and C(x) are know to be non-D-finite gen-
erating functions [17, 19]. Loosely speaking, this means it is considered a ‘hard’
computational task to calculate the associated sequences up to a certain order. Using
the full asymptotic expansion and resummation techniques it could be possible to
obtain a ‘fast’ algorithm to approximate these sequences.

Remark 4.6.4 In quantum field theory the coupling, an expansion parameter, needs
to be reparametrized in the process of renormalization [20]. These reparametriza-
tions are merely compositions of power series which are believed to be Gevrey-1.
Theorem4.4.2 is useful for the resummation of renormalized quantities in quantum
field theory. Dyson—Schwinger equations in quantum field theory can be stated as
functional equations of a form similar to the above [21]. We will expand on this in
the following chapters.
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Chapter 5 ®)
Coalgebraic Graph Structures ez

Having discussed the algebraic structure of formal power series, we will now return
to graphs and introduce a more advanced algebraic structure on them.

Ultimately, our motivation to introduce the coalgebraic structures on graphs is
the formulation of renormalization of Feynman diagrams in QFT in terms of a Hopf
algebra [1]. To also include general graphs into this framework, we will take a
more general viewpoint and introduce a Hopf algebra structure on graphs that is
not restricted to Feynman diagrams. This construction is very similar to the original
formulation of Kreimer’s Hopf algebra of Feynman diagrams. After we introduced
the general Hopf algebra on graphs, we will present the Hopf algebra of Feynman
diagrams in Chap.6, which will emerge as a quotient Hopf algebra of the more
general Hopf algebra of all graphs. For an in depth account on Hopf algebras consult
[2]. The Hopf algebra of Feynman diagrams is discussed in detail in Manchon’s
review article [3].

An alternative motivation to introduce a Hopf algebra structure on graphs is the
desire to study the subgraph structure of graphs. Additionally to our expressions for
the number of diagrams with a fixed number of vertices, edges, legs or first Betti
number, we might want to get control over graphs with certain classes of subgraphs
forbidden. To achieve this the Hopf algebra structure of graphs can be used.

Therefore, we will use the notion of subgraphs as the key to the coalgebraic graph
structures.

5.1 Subgraphs

We will start with a suitable definition of subgraphs, which will be edge-induced
subgraphs in graph theory terminology:

© Springer Nature Switzerland AG 2018 83
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Definition 5.1.1 (Subgraph) A graph is a subgraph of another graph if it contains
all its half-edges and vertices as well as a subset of its edges. Equivalently, a graph g
is a subgraph of G if H, = Hg, Vy = Vg, vy = vg and E; C Eg. If g is a subgraph
of G, we will write g C G.

We will denote the set of all subgraphs of a graph G € &'%® as P(G) or equivalently
of a representative I' € & as P(I"). Naturally, all subgraphs of a graph are partially
ordered by inclusion. In this partially ordered set, P(I"), the graph I' is the unique
largest element and the subgraph without edges is the unique smallest element. This
partial ordering will be of importance for the lattice structures of Feynman diagrams
which will be introduced in Chap. 6.

Note that all subgraphs of a graph have the same vertex and half-edge sets as the
parent graph. For instance, the graph «{ has, among others, three subgraphs which

are isomorphic to the graph - %ew. These are the three subgraphs which contain a
single edge of «{. We can indicate them with thick lines in the original graph: <,

«{ and «{.

Clearly, there is a bijection from the set of subgraphs P(I") of a graph T to the
power set 257, The subgraphs only differ by the edges they contain.

Another crucial notion is the contraction of a subgraph inside its parent graph.

Definition 5.1.2 (Contraction of a subgraph) If g C G with a graph G and a sub-
graph g, we can contract g in G. That means, we shrink all the edges in G which
also belong to g.

To be more explicit, we construct a new graph G/g from g and G by taking
the set of legs of g as the half-edges set of G/g, Hg/y = Hglegs. All edges of G
that are not edges of g are going to be edges of G/g, Eg/y = Eg \ E,4. Observe
that the edges Eg/, only involve half-edges of H,}egs as they should. As vertices
we use the connected components (Definition2.1.5) of the subgraph Vg, = C,.
The map v, : H, — V, also induces a map v/, : Hy — Cg, UG/, = 7 o 14, where
m: Vy, = C, is the projection of a vertex to its connected component.

This way we obtain a graph G/g := (Hglegs, Cy,movyy, Eg\ Eg).

In Fig.5.1 two examples of graphs with all their subgraphs and the respective
contractions are depicted.

Definition 5.1.3 (Residues) An important class of graphs will be the graphs without
edges: We will denote this set of unlabelled graphs without edges as R* C &. The
set of all graphs consisting of a single vertex! will be denoted as R C R*:

R*::{]l’o’oz’a’o *a---a+2'<a"'}
Ri={e, =, -, <, ..}

'We might also call it the set of connected residues, as these are the only graphs without edges that
have exactly one connected component.



5.1 Subgraphs 85

e e e e S S i i
<J

RS,
A/~
A
~—
Il

<

h< — - S
A A
oot o (TeOe B G # e K
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Definition 5.1.4 (Residues and skeletons of graphs) For any graph I" in & the com-
plete contraction I'/ I" belongs to R* as all edges are contracted. We will denote this
operation as the residue of ', res : & — R*, " — I'/T.

On the other hand there is a trivial subgraph « for every I' € & that has no edges
E., = §. Obviously, this graph is also in R*. We will denote this graph as the skeleton
skl(I") := ~ of the graph I'.

In Fig.5.2 some examples of residues and skeletons of graphs are given.
We will use these notions to augment G with a coalgebraic structure in addition
to its algebraic structure.

5.2 The Coalgebra of Graphs

The center piece of the coalgebra structure is the coproduct. The coproduct is dual to
the productm : G ® G — G inthe sense that A : G — G ® G. Instead of combining
two graphs, it decomposes the graph into its subgraphs in a natural way.

Definition 5.2.1 (Coalgebra of graphs)

e We define a coproduct on G, a linear map defined on the generators of G:
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Fig. 5.3 Examples of coproduct computations for two graphs. The subgraph and contraction oper-
ations were illustrated in Fig.5.1. Note, that we implicitly identified the subgraphs with their unla-
belled counterpart and that the subgraphs retained their external leg structure

A : g — G®4, (5.2.1)
r > > y®r/y, (5.2.2)

ycrlh

where we write v and I' /7y in the tensor product for the generators in & that are
isomorphic to the respective graphs.” In Fig.5.3 this coproduct computation is
illustrated on two graphs.

e Additionally, we define a counit € on G. The counit € : G — Q is the projection
operator, that maps all graphs without edges in R* to 1, e(r) = 1 for all r € R*
and all non-trivial graphs with edges to 0, e(I") = 0 for all I" ¢ R*. For instance
e(l)=e(«)=¢€¢(< - )=1and e(@) = 0. The kernel of ¢ is called the
augmentation ideal of G.

Proposition 5.2.1 Equipped with the coproduct A and counit €, G becomes an asso-
ciative coalgebra. That means, A and e fulfill

(A®id) oA = (id®A) o A (5.2.3)
(i[d®e) o A = (e®id) o A =1id, (5.2.4)

whereid : G — G, T +> T is the identity map.

Proof We need to prove that Egs. (5.2.3) and (5.2.4) follow from the definitions of A
and e. To prove Eq. (5.2.3), we just need to apply Definition 5.1.2 of the contraction.
Observe that for any generator I of G,

2As in Definition2.4.2, a more rigorous way to express this would be to set AT := 3 7(y) ®

yCr
w(I"/7y), where ™ maps a graph to its unique unlabelled representative in &, as both the subgraph ~
and the contraction I' /~y are labelled graphs. However, we will again adopt the established notation
and omit 7.
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(A®id)oAM) =) > 6®7/6®T/y

~yCI' 6Cy

([d®A) o AN =" Y §®@7® (I'/0)/7

ocrycr/s

The set of subgraphs 7 of I' /¢ and the set of subgraphs ~y of I, which contain § as a
subgraph d C +, are in bijection. Therefore, having a subgraph ¥ C I'/¢ is equivalent
to having a subgraph v C T" such that § C v where 5 = /4. Applying this to the
definition of the coproduct gives

(d®A) o AD) = Y §®7/5® (I/8)/(v/5).

ocycr

Definition5.1.2 of the contraction guarantees that (I'/§)/(v/d) =T/ and Eq.
(5.2.3) follows.

To make sense out of Eq. (5.2.4), note that (Q is the ground field for our algebra and
the tensor product. We use the usual convention to identify the naturally isomorphic
spaces G ® Q ~ Q ® G ~ G. With that in mind, Eq. (5.2.4) follows directly from
the definitions:

For any generator I" of G,

(i[d®e) o AT) = Dy ® e(T'/7).

ycr

The only subgraph  of T" such that e(I"/7y) # 0 is v = I'. Therefore, the only term
surviving on the right hand sideisI' ® e(I'/ ') = I’ ® 1 = I'. Analogously,

(€®@id)o A =) e(m)®@T/y=T.

ycrIh
as the only subgraph contributing to the sum is the one without any edges. ]

Because G is associative and coassociative, it makes sense to define iterations of
m and A:

m’:=u, m':=id, m":=m"'om®id® %) forn>2, (52.5)

AV:=¢, Al:=id, A":=(AQId®" HoA""  forn>2, (52.6)

where m* : G® — G and A* : G — G®*.

Proposition 5.2.2 G is a bialgebra. That means A is an algebra homomorphism
and m is an coalgebra homomorphism:

Aom=(m@®m)omszo(A®A), (5.2.7)
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where T3 isthe map GRGRGRG — G® G ® G QG that switches the second
and the third entry of the tensor product or equivalently, for all a, b € G we have
A(ab) = (Aa)(AD).

Proof the fo statement for generators '}, I'; € &. By the definitions of m and A,

Aom(M @)= Y y@TUl)/y= Y > ymumn®Ciul)/(nun).

yCrurs NClcClh

Using Definition5.1.2 it is easy to verify that (I'; U ) /(v Uy) = (T/7) U

(T'2/72).
Therefore, G is a bialgebra [2]. [l

5.3 The Main Identity of the Graph Bialgebra

The following identity in G, which can be seen as the coalgebraic version of Theo-
rem?2.4.1, is central to our application of the coalgebra structure of graphs. It gives
us an entry point to gain control over subgraph structures in graphs, whereas Theo-
rem?2.4.1 gives us control over their connected components.
Recall that we defined X := ) ﬁ in Sect. 2.4. The image of this vector in G
res

under A fulfills the identity:
Theorem 5.3.1

AX=>"T]w@"nx” e r (5.3.1)

Fe® veVr |AutF|

where the product runs over all vertices of I' and

r
X = _, 5.3.2
Z | Aut I'| ( )
re®
res['=v

is the sum over all graphs with the single vertex v € R as residue.

The proof of this theorem is the main objective of this section, but first we are
going to generalize the statement using another definition:
Given a subset of graphs B C &, we can formulate

Definition 5.3.1 (B-insertion/contraction closed graph set) We call a subset £ C
® a P-insertion/contraction closed graph set if it is closed under ‘insertion’ and
contraction of subgraphs from 3. That means for all ¥ C I € &, where® v € :
I'e Riff I'/y € R

3Note again the slight abuse of notation in the form of the silent identification of a subgraph and
the respective contraction with their unlabelled representatives.
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A set R is G-insertion/contraction closed if it is closed under contraction and
insertion of arbitrary subgraphs. Obviously, such a subset of graphs is completely
characterized by the set of residues it includes, as contraction and insertion can not
alter the residue structure of a graph.

Corollary 5.3.1 For every B-insertion/contraction closed class of graphs & C &,
we have the identity

r

AXg = § : | | dVnxw , 533

" DX T 6-3:3)
FefRveVr

where X is defined as in Theorem 5.3.1 and

xﬁ:z

rerg

r
|AutT|’

(5.3.4)

Proof Let Pg : G — G be the map that projects to the subspace which is generated
by elements of K. Because R is closed under insertion and contraction of general
subgraphs, A o Pg = (id ® Pg) o A by Definitions 5.2.1 and 5.3.1. Applying this to
the result of Theorem 5.3.1 gives the statement. (]

A variant for Theorem 5.3.1 in the context of quantum field theory was proven in
[4]. The proof presented here relies on the author’s proof in [5], which is inspired
from a lemma in [1]. In fact, this theorem can also be seen as the Hopf algebraic
version of a standard theorem in the theory of BPHZ renormalization [6, Ch. 5.6].

To prove Theorem 5.3.1, we are going to use two additional notions on graphs:

As Definition5.3.1 already suggests, we can perform the reverse operation of
contracting a subgraph: A graph g can be inserted into a graph G. The natural way to
do this is to replace each vertex of G by a connected component of ¢ and identifying
the legs of g with the half-edges of G. Of course, there can be multiple such ways
to glue a graph into another graph. One such gluing prescription will be called an
insertion place.

Definition 5.3.2 (Insertion place) Given two graphs ¢g and G, an insertion place is a
set of bijections: One bijection, x : C, — V; and a bijection &, for each connected
component, & : Hy® N vl e) = vg ' (r(c)) forall ¢ € Cy, where 7, : H, — C, is
the map 7, = m o v, and 7 the projection of a vertex to its connected component
such that v ! (k(c)) is the set of half-edges belonging to the component c. The map
r dictates which connected component of g is inserted into which vertex of G. The
bijections &, provide a way of gluing the respective connected component to the
vertex in G by identifying the legs of the connected component c, H;egs N T/'g’l(c),

with the half-edges associated to the target vertex given by v '(k(c)). We will denote
the set of all insertion places of g into G as Z(g, G).

The number of insertion places of g into G is easily calculated, as there are no
restrictions on the maps x and . other that they shall be bijections. There are no
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insertion places if the residue of g is not equal to the skeleton of G. That means,
the external leg structures of the connected components of g have to be equal to
the degree structures of the vertices in G. In this case the number of bijections & is
[T20 k1, as we can permute connected components with the same number of legs
arbitrarily. The number of bijections &, is d*()! for each ¢ € Cr. Because & is a
bijection, we have for all &, [],.y, d @)1 choices in total.

This gives,

|I(g,G)|=<1_[k(d)!> [T4"]. (5.3.5)

d=0 veVg

ifresg = sklG or |Z(g, G)| = O ifres g # skl G.

Definition 5.3.3 (Insertion) Given two graphs g and G and an insertion place i €
I(g, G), we can use the insertion place to actually insert g into G. We can construct
the resulting graph G o; g := (H,, V,, vy, E4 U E’) explicitly by adding additional
edges E’ to the graph g. The edges E’ are constructed using the bijections &.: The £,
induce a bijection ¢ : H;egs — Hg, § = | .cc, & as the connected components form

a partition of the vertices of G. The extra edges are therefore only E' = ¢~ (Eg),
the edges of G mapped into the half-edge set of g.

To prove Theorem5.3.1 we also need the following lemma from [5], which is
based on a lemma in [1].

Lemma 5.3.2 Given a triple of labelled graphs g, G, G € & the following two
sets are in bijection,

e The set of all triples (¢, j1, J») of a subgraph of G, g C G, an isomorphism
J1: 9 — ¢ and an isomorphism j, : G/g — G. ~

o The set of pairs (i, j) of an insertion place i € 1(g, G) and an isomorphism
j:Gojg— G.

Proof From thetriple (¢', ji, j») we can construct an insertion place i’ € Z(¢’, G/¢’)
directly from the given ¢’ C G and Definition5.1.2 of the contraction. Using the
isomorphisms jj, j» gives us an insertion place i € Z(g, G). Moreover, we get an
isomorphism j : G o, g — G, because G/g' o; ¢ = G.

This construction is reversible. Given a pair (i, j), g is a subgraph of G o g and
therefore we can identify j(g) C G with g'. This also gives the isomorphism jj.
Contracting g in G o; g retrieves G and contracting ¢’ in G gives G/g'. Therefore,
we also have an isomorphism j;. O

Corollary 5.3.3 For given v, Fes,

|Z(y,T)| _ Z {y C T suchthat ' ~~ and T/~ ~T'}|

_— = , (5.3.6)
| Aut || Aut | | Aut T'|

re®
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where > is the equivalence relation of isomorphic graphs as defined in Sect. 2.3.
Proof The total number of triples (¢, ji, j2) is
|Autg|| AutG||[{¢ C G : ¢’ ~ gand G/¢ ~ G}
and the total number of pairs (i, j) is
|AutG||{i € (g, G) : G o; g ~ G}|.
Both numbers are equal as guaranteed by Lemma 5.3.2.

Replacing g, G and G with the respective representative of unlabelled graphs -, r
and I" gives

Z {y' C T such that 7/ ~ ~ and I’/ ~ T}|

— | Aut |
_y |AutT|[{i € Z(y,T): T o; v > T}
= | Aut || AutT'|| Aut | ’
which results in the statement. O

This identity can be used to obtain the following identity for the coproduct of the
vector X:

Corollary 5.3.4

v T
[ =
| Aut | | Aut I'|

AX= ) |T(7,D)

y,FeQS

(5.3.7)

Proof By Definition5.2.1, we have

(Y cT:y ~yand[/y ~T})|
M= Yrer= ¥
re®ycr y.Frese | AutT'|

which results in the statement after an application of Corollary 5.3.3. ([

Proof of Theorem5.3.1 The sum over all graphs with the suitable connected compo-
]_[uev x(u)
where the denominator accounts for the implicit automorphisms between isomorphic
graphs which have to have the same amount of legs. Applying Corollary 5.3.4 as well
as the result for the number of insertion places from Eq. (5.3.5) gives,

nent structure to be inserted into a graph I" can be expressed as the product
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(Hdzo k(ﬁd)!> (HUEVF d%")!) (HveVﬁ x(v)) r

AX = ® =,
Z ook T
which gives the statement. (]

5.4 The Hopf Algebra of Graphs

We can use the bialgebra structure to introduce a group structure on the set of algebra
homomorphisms. This group enables us to manipulate algebra homomorphisms such
as the Feynman rules ¢ s from Chap. 3 to only count graphs that do not include certain
subgraphs.

We will denote the set of all algebra homomorphisms from G to some commutative
unital algebra A as <I>i.

Definition 5.4.1 (Group of characters) Let @i be the set of all algebra homomor-
phisms (Definition2.4.4) from G to a unital commutative algebra A.

CIDJg4 will turn out to be a group if G is a Hopf algebra. It will be called the group
of characters.

Definition 5.4.2 (Convolution product) Let x be the multiplication on <I>i, that maps
a pair of algebra homomorphisms ¢, ¥ € @i to

oxY:=mpg0(PpRP)oA. (5.4.1)
Because A is coassociative and m is associative, the x-product is associative:
(P* ) xC=x (Y *(),
for all ¢, 1, ¢ € @Y.

We can directly observe that there is a neutral element of q)i given by the algebra
homomorphism u 4 o €g, where €g is the counit of G and u 4 is the unit of .A. From
Eq.(5.2.4) it follows directly that

(ugoeg)xp=¢x(uygoeg) =0, 54.2)
for all algebra homomorphisms ¢.

Example 5.4.1 Using the notation of the x-product, we can decompose algebra
homomorphisms from G in a convenient way:

Take the target algebra A = Q[[., Ao, A1, . ..]] of power series in ¢, and the \;
variables and the algebra homomorphism



5.4 The Hopf Algebra of Graphs 93

¢ G — Qllge. Xo. At - I, Lot T Aao-

veVr

We can define the algebra homomorphisms

¢: G—=Qllge, Moy Aty 0L T d
HveVr )\dl("w ifI" e R*

sk : g — Qllee, Ao, Aty -1, ' — {
0 else

legs

[HL *
Ie : g — Q[[@L’ AO? )\la .. ']]7 F g QOC lfF € R
0 else

and observe that
¢ = skx( xre,
because by an application of Definition5.2.1 of the coproduct and the x-product,

skx( xre(l") = m> o (sk RC ®re) o A3 = Z sk(0)C(y/d) re(T' /)

dcycrl
= sk(skl(I")){(I") re(res(I")) = ¢(I'),
where A’ = (A®id)o A = (Id®A) o Aand m> = m o (m ® id) = m o (id @m).

To actually establish that G is a Hopf algebra, we need to extend the notion of the
grading from the algebra setting to the bialgebra structure.

Recall Definition2.4.3 of the algebra grading. We can refine this definition to
graded bialgebras.

Definition 5.4.3 (Graded bialgebra) A grading of G as a bialgebra is a decompo-
sition into linear subspaces

¢=EPa (5.43)

iel
with an (multi-)index set I = Njj with some n > 1, such that

m(Gi @ Gj) C Gitj foralli,je I (5.4.4)
and AGy c ) Geg (5.4.5)

i+j=k

Obviously, not every grading of the algebra is also a grading of the bialgebra.
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Proposition 5.4.1 As a bialgebra G is graded by

1. The number of edges |Er|.
2. The first Betti number of the graph hr = |Er| — |Vr| + |Cr|.

Proof Tt is obvious that G is graded by | Er| and i as an algebra (Definition2.4.3).
For the grading as a bialgebra by the number of edges, we just need to verify
that |Er| = |E,| + | Er/, |, for all subgraphs «y C I'. This follows obviously from the
definitions of subgraphs and contractions.
To proof that it = h., + hr/, forall subgraphs v C I, we substitute ir = |Er| —
Vel +ICrl,

By + gy = || = [Vl + G|+ | Erpy| = [Vigs | + [Crps - (5.4.6)

From the definition of contractions and subgraphs, it follows that |Vr/,| = |C,],
|Er| = |Ey| + |Er/yl, V4| = |Vr| and |Cr/y| = |Cr|. The statement follows. [

In the light of the grading by the number of edges, the generators in R*, all
graphs without edges, have a special role. They have degree zero as they have no
edges. Moreover, the generators in R* behave as group like elements under the action
of the coproduct A:

Ar=rQ@r forall r € R*, 5.4.7)

as can be checked using the definition of the coproduct.

In order to make the bialgebra G into a Hopf algebra, we have to augment G by
formal inverses of these group like elements. In the following, we will therefore add
the formal element ! to G for all r € R* except for the neutral element 1 € R*
which is its own inverse and define r~'r = rr=! = 1.

It is easy to see that the elements in R* are the only group like generators with
degree 0 in this grading. This enables us to define an antipode on G and thereby make
G into a Hopf algebra [3].

Proposition 5.4.2 There exists a unique inverse S of the identity map id : " +— T’
in ng, called antipode, with respect to the x-product, S *id =id*S = uoe.

Proof Restricted to the set of residues, it is trivial to construct such a map. Let
Pr-: G — Gand Sg- : G — G be the mappings Pr:(r) = r and Sg+(r) = r~! for
all r € R* as well as Pr+«(I') = Sg+(I') =0 for all T € & \ R*. Clearly, Pr- *
S’R* ZSR**PR* = Uuoe.

SetT :(=uoe— Sp+ xid and observe thatid = Pg+ x (o ¢ — T). The Neumann
series,

00

*1
2T
n=0
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where T*" = T % ... » T and T*° := u o ¢, is convergent in G. To verify this observe

ntimes

that R* C ker T and therefore G; C ker T*, where G; is the subspace of G of graphs

o0
with k edges. That means Y 7*" is convergent in every subspace Gy as the sum can
n=0
be truncated after k terms. Because G is graded by the number of edges, the Neumann
series is convergent in G.

This gives us a left inverse of id € CDg,

o
Si= 3 T* x Sg.
n=0
o0 [0¢] o0
Sxid= ) T" xSg+*Prex(uoe—T)=) T" — Y T =uoe.
n=0 n=0 n=1

Analogously, we can constructarightinverse S” of id by setting 7’ := u o € — id *Sg+
and S’ := Sp+ % ioj (T")*". Both inverses must agree, because S x id S’ = (§ xid)
S =8 (id*S’)nzzoS =9. |
Corollary 5.4.1 cbi is a group. For every algebra homomorphism ¢ € cI>i there

exists an inverse S° = ¢ o S, that fulfills S® x ¢ = u4 o eg, where u 4 is the unit of
the algebra A and eg the counit of G.

Proof To verify this observe that S® x p =m 40 (S @ @) o A =m0 ((poS)®
P)oA=¢pomgo(SQRid)oA=¢o(Sxid) =¢pougoeg =uyoecg. (I

5.5 Quotient Algebras and Hopf Ideals

To put this construction into action, we will presume that we are given another set
of graphs P C &. If this subset fulfills the following conditions, it will give rise to
a Hopfideal of G.

Definition 5.5.1 (Admissible graph set) We will call such a subset 3 C & admissi-
ble if it fulfills the conditions:

1. The set B is a component closed graph set. This means for all pairs of graphs
I'1, ', € &, the following statements are equivalent:

ry, I, Emiffrll_lrg Em.

2. The set P is P-insertion/contraction closed (Definition5.3.1). That means for
~v C I' with any graph I" € & and subgraphs v € ‘B, the following statements are
equivalent:

I ePiffI'/y e ’PB,
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which means that I3 is closed under contraction and insertion of graphs from ‘.
3. All residues R* C & are included in B, R* C L.

Each such admissible graph set gives rise to a Hopf ideal of G.

Definition 5.5.2 (Hopf ideal)
1. A subspace I C G is a (two sided) ideal of G if

m(I®§G)cl and mG®I) Cl. (5.5.1)
2. A subspace I C G is a (two sided) coideal of G if (/) = 0 and
AlCI®RGHGRI (5.5.2)

3. Asubspace I C G is abiideal of G if it is an ideal and a coideal.
4. A subspace I C G is a Hopf ideal if it is a biideal and S(/) C 1.

The last pointis implied by the third if G is a commutative algebra. By the definition
of the antipode m o (id ®S) o AT = u o e(I), which is equivalent to I S(G) = S(I)G
if I is a biideal. It follows that S(/) C 1.

Proposition 5.5.1 Let Iy C G be the span over generators I' € & that are in the
complement of B. That means T is a generator of Iz if I' € & and I ¢ B. The
subspace 1y is a Hopf ideal of G.

Proof Consider the product of two generators I'y, I'; € & such that I'; is also a
generator of Iyz. By Definition5.5.1, it follows from I';, I'; € & and I'y ¢ 3 that
Iy u Ty ¢ B. Therefore, Iy is an ideal of .

As all elements of R* are in ‘B, e(Iyp) = 0.

To prove Eq.(5.5.2) start with Definition 5.2.1 of the coproduct AT = > v ®

T

I'/~forall " € & \ B, which are generators of Iy. !

Suppose that there is a subgraph v C I such that both v and I'/y were in 3. Such
a subgraph would violate condition (2) from Definition 5.5.1. Therefore, either v ®
I'/yeG®Ipory®T'/y e lp ®G and Iy is a Hopf ideal as G is a commutative
algebra. (I

Definition 5.5.3 (Restricted graph Hopf algebras) Because Iy is a Hopf ideal the
quotient Gsp := G /Iy will again be a Hopf algebra [2]. The coproduct on this quotient
Ggs has the form

Ag : Gp — Op ® Gp,
r > Y 8T/,

ycr

P

where the sum runs over all subgraphs that have a representative in ‘3.
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Alternatively, we may define a Hopf algebra homomorphism Py : G — Gy that
projects to generators in Gy. Clearly, ker Py = I.

Definition 5.5.4 (Hopf algebra homomorphism) A Hopf algebra homomorphism
¢ : G — H from G to another Hopf algebra H is an algebra homomorphism that
respects the algebra, ) o mg = my; o (¢ ® ¢), as well as the coalgebra structure,
Ay od=(dQ® ¢)o Ag, and the antipode, ¢ o Sg = Sy 0 ¢.

Definition 5.5.5 (Comodules and coaction) Moreover, we can interpret Gy as a left-
comodule of the algebra G. To do this we simply extend Ag to the whole original
Hopf algebra G promoting it to a coaction. We will use the same notation for the
coproduct Gz — Gz ® Gy and the coaction G — Gy ® G as the domain should be
clear from the context:

Asp : g - gqg ® g,
> > veT/v.
ycr
7P

Example 5.5.1 One important subset of graphs is the set of bridgeless graphs. A
bridge of a graph is an edge whose removal increases the number of connected com-
ponents of the graph by one. We define the subset 3y, to be the subset of graphs with-
out bridges. Naturally, this subset is closed under disjoint union of graphs. Moreover,
we can arbitrarily contract or insert bridgeless graphs into other bridgeless graphs
without creating a bridge. The set Py, therefore is an admissible graph subset, as it
fulfills the requirements from Definition 5.5.1. The respective quotient Hopf algebra
Gg,, is the entry point for the Hopf algebra structure on Feynman diagrams which
will be introduced in Chap. 6.
The Hopf algebra 3y, is also called the core Hopf algebra [7].

Note that we can iterate this procedure and construct a quotient Hopf algebra
of Gy using an admissible graph subset J3" C B. The set of superficially divergent
graphs of a quantum field theory will be such a subset of {3,;. The associated quotient
will be the Hopf algebra of Feynman diagrams.

The concept of the group of characters carries over naturally to the quotient

spaces Gy The product will be denoted by *g; : <I>Jgf X CDJgf — ¢im, (¢, ) >
m4 o (¢ ® 1) o Agp. The antipode on Gy will be denoted as Sqz. As before, we will
write the inverse of an element ¢ € CIDJgL‘qg as the antipode with ¢ in the superscript,
S;}/)3 =¢oSp anng}*qg ¢ =y S%} = Ug,, O €Gy,-

Using the coaction from Definition5.5.5, we can also extend the definition of the
x-product to include products of the form %y : CIDJgf3 X dﬁ — CDi, where ) xp ¢ 1=
myo (Y ®¢@)oAgpfory e (I)ch{“B and ¢ € <I>i. Strictly speaking, this construction
gives us a left @im -module over the group @i with »gz as a group action.
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5.6 Action on Algebra Homomorphisms

With the quotient groups Gg and Definition 5.3.1 of insertion/contraction closed
graph sets in hand, we can formulate an extended version of Theorem 5.3.1.

Theorem 5.6.1 For every P-insertion/contraction closed class of graphs R C &,
we have the identity

v v F
ApXa=) (]_[ (d} )!)xﬁp)) ® AT (5.6.1)
ek \veVp
where
r
Xg = 5.6.2
> | AutT| (5.62)
efg
and
r
XY= . 5.6.3
» 2 | AutT| (5.6.3)
F?‘,E

Proof Observe that it follows from Definitions 5.5.1,5.5.3 and 5.5.5 that (Pp ® id) o
A = Ag, where Py : G — G is the projection from G to the subspace Gyz. Because
R is P-insertion/contraction closed we additionally have Agp o Pg = (id®Pg) o
As. Using this together with Theorem 5.3.1 gives the statement. (]

Using this theorem, we may express the convolution products of characters in
closed form. Take an algebra homomorphisms ¢ € CDg from G to some ring R, for
instance some ring of power series, and ¢ € CID%’13 some algebra homomorphism from
the quotient Hopf algebra Gy to R.

We will be interested in convolution products of the form

Yy @

and specifically their evaluations of a vector such as Xg: 1 *p ¢(Xg).
Applying Theorem 5.6.1 and the definition of the convolution product in this case
gives,

(g HED) =Y (]"[ d 1y (9&%))) |i$)p|-

I'eRk \veVp

If we have an expression for the weighted generating function of ¢(X g) with marked
degrees of the vertices, for instance,
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o) [Tpen, Agw
0 AL )=y e e
/A0 A IZE;Q |AutT|

then we can express the evaluation of the convolution product () xp ¢)(Xg) as a
multivariate composition of power series:

boap 6@ = £ (00 (Z7) ave (x57). v (%))

where vy is the vertex of degree k.

Example 5.6.1 In a couple of cases, we have such a closed form expression for f}f .
For instance, let ¢, sk and re be the algebra homomorphisms from Example5.4.1.

legs
Observe that { xre(I") = ga'CH“g ! forall I" € &. Therefore,

Gre(I) l_lvsVF ’\dFy)
| AutT|

SN0y Aty ) =D
re®
A d

evp A 2 >
= Y e = Y ml[x"y e T el
re® m=>0

where the last equality follows from Corollary 2.3.1.
If we additionally have an admissible graph set 3 and an algebra homomorphism
w . g‘ﬁ — Q[[QDC, AOs )\19 . ]]9 then

e Core@) = £5™ (00 (X4 aves (x5) . 2w (2).....)
= Zm![x’"y"']e%m,vegﬂ’(%%”)xd.

m=>0

Because the set of residues must always be included in 3, R* C 3, we can

interpret the algebra homomorphism sk from Example5.4.1 as an element of
Gy

P12, ...+ Substituting 1 with sk therefore results in
2 sk(x V) xd
skxqp¢ *re(X) = Zm![)cmym]eyT“L*”“ye”’220 (%m )x
m=>0
2 o ?T‘!’xd
= Z m![x"y™]e T T gizo
m=>0

ar
In the light of Corollary2.3.1 and Example 5.4.1 this is of course obvious, as

legs
skxp(rre(I’) = (pICHF ']_[vevr Age for all T' € &, but it gives a first illustration

of the workings of this formalism.

because sk (%%‘1)) = sk(%) = X where vy is the single vertex of degree d.
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5.7 Projections to Graphs Without Given Subgraphs

We can now use the Hopf algebra structure on G to obtain an algebra homomorphism
from G to some other algebra that annihilates generators in 3. For simplicity, let
(:G — Q,T > 1 be characteristic map* from G to Q.

This map is an element in @g. Obviously, we can restrict ¢ to elements in Gy,

Clp:Gp > Qand (|p € CD(%QB. As Gy is a Hopf algebra, @gm is a group and

the inverse of (|y is given by ng = (|p o Sy, where Sy is the antipode of the

Hopf algebra Goz. By Corollary 5.4.1, the inverse fulfills the convolution identity
S%m *p Clp = ug o €g,,. By Definition5.2.1 of the counit, ug o €g,, vanishes’ on
all generators of I3 except for the residues R*.

As ( is also an element of @Y, we can evaluate the product S%("3 *xp ( to get a

new algebra homomorphism in QJ%. The domain of the map S%m *p ¢ is G and it
annihilates generators of 3. As

\ \
(S;‘Cpq3 *q3 C)|§I3 = S‘g}m *q3 C|&p = UQ O €G-

We consider a subgraph to be non-trivial if it has at least one edge and therefore
is not aresidue. For I" € &, S;%‘B *p ((I') = ¢(I') if I" does not have any non-trivial

subgraphs in ‘3, because

Se¥ xp () = Y Su (NCT /) =S¥ (KT = ¢(I),
ycr
veP

where only the empty and therefore trivial subgraph without edges was included in
the sum.
We generally do not know how S%m =y ¢ acts on graphs that are not in 3, but

contain a subgraph from 3. In general, the map ng *y3 ¢ will not annihilate also

these graphs in &. But for certain cases of J3, we can guarantee that ng *p C(I)
vanishes if ' has a non-trivial subgraph from ‘3.

Definition 5.7.1 (Counting admissible graph set) We will call a subset B C &
counting admissible if it, additionally to the conditions of admissibility from Defi-
nition 5.5.1, fulfills:

For all subgraphs vy, v2 C T" of any graph I € &, we have

If v, 72 € P then v, Uy, € P.

4N ote, that ¢ does not exist on all elements of G, as G is an infinite dimensional vector space without
restriction on its elements. We will only be interested in the image of single generators in this case.
Later, we will convolute ¢ with other characters to make it well-defined on all elements of G. This
operation can be seen as an instance of renormalization.

SWe use the notation ug for the identity function @ — Q, g - ¢ to agree with the previous notation.
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Note that this condition differs from condition (1) of Definition 5.5.1 as we require
the union of two subgraphs to be in ‘B3 even if they share an edge.

Theorem 5.7.1 If B is a counting admissible graph set and ¢ € CD(% is the charac-
teristic function ( : G — Q, T +> 1, then Sfplqg *p (€ CD(% and

1 if T € R* or T'does not contain any non-trivial subgraph from 3.

Clop
Seq” * =
RUES ¢ 0 ifT ¢ R* and Thas a non-trivial subgraph from 3.

(5.7.1)

where ng is the inverse of the restricted algebra homomorphism (| in the group

@gm , which can be expressed using the antipode Sy of the Hopf algebra Gy S%"ﬁ =
CWm()Sm.

Proof As already stated, ng *p ((I') =1 if ' does not have any non-trivial

subgraphs in ‘PB. Moreover, if I' € B and I ¢ R* then S%‘B *p () = S%m *p

|3 (T') = ug, o eg, (I') = 0. It is left to prove that Sl (I") vanishes if I" has
B Gy Gy p B P
a non-trivial subgraph from ‘3.

By the definition of the xgz product

Sp¥ *p () = D SeP (NCT/N) =Y Sy ().
= =

Because P is counting admissible, the union of all relevant 3-subgraphs of T is

in ‘P,
T= Ufye‘B.

ycrh
yeP

As T contains all relevant subgraphs of I, it follows that

DSt =2 S5t () = 83" wp (D) =0,

el ycT
7eB veP
where the last equality follows because T'e B. (]

Combining the last theorem with the results from the last section enables us to
formulate the main result of this chapter. The following theorem gives us access
to the generating function of graphs without subgraphs from a counting admissible
graph set.
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Theorem 5.7.2 If P is a counting admissible graph set and K is a B-insertion/

contraction closed subset of graphs, then

95 (e 2o At = f (e )0 (XF7) L (100 (257, @b (x§7)

fa (e Ao Ay ) = g (wc, (T (%%‘”) (¢ (xg;.”) , 2o (x;gz>)

with the generating functions

|Hy
Z Pe HUEVI- )\d(u)

s A0y ALy .. .) i=
fa (@es Aoy Aty 0 TAuLT|

I'ef

e
[H:|

Z Pe nveVr Ad(v)

| AutT|

k]

95 (e Aoy A1, .. =
le
such that T has
no non-trivial subgraph from 3
and the characters
— Clgp
w =sk *m S“13 s
¢ = skxp(lop,
as well as sk and (,

¢: G — Qllee, Ao, A, .- 11, C— 1

sk : G — Qllee, Moy AL, ---11, I' >
else

defined as in Example 5.4.1 and ng = (ly o Sy as in Theorem5.7.1.
Proof Consider the convolution product

sk *ng%m >  *TE,
where re is defined as in Example 5.4.1,

[H®| . .
re: G Qllpe Ao An..Jl, T e HTER
0 else

By the same reasoning as in Example 5.4.1, we see that

)

(5.7.2)

)

(5.7.3)

(5.74)

(5.7.5)

(5.7.6)
(5.7.7)

ey, Ay T € R?
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sk kg Sy s+ € x1e(I") = sk(skI(I) (S *qp O)(I") re(res(I).
From Theorem5.7.1 it follows that

. sk kg (S #p ©) * re(I")
gplgHr | [ley. Aqw  if T has no non-trivial subgraph from ‘B.
0 else

Clyp
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(5.7.8)

From this and Eq. (5.7.5) it follows directly that the sk % Sq3 *xq ¢ x1e(Xg) equals

the left hand side of Eq. (5.7.2).

Using the associativity of the convolution product we may apply Theorem 5.6.1

to obtain

r
(skxp Sy®) xp (Cxre)(X) = 3 ( [T @ sk xpsy®) (365{2)) %

ek \veVr

legs
[HR™|

ref \veVr

5 (Tt ()

which by comparison to Eq.(5.7.4) shows that sk xg S;"K *p ¢ xre(Xg) is equal to

the right hand side of Eq.(5.7.2).
Analogously, Eq. (5.7.3) follows from equivalent ways of evaluating

Sk*‘BCh’K *p Sggm *op C *re(f{ﬁ).

Clp

As (g *p S‘B = ug o €g,, is the neutral element of the group <I>gf”3,

skl #y Sq¥ xap € x1e(X) = skpC *1e(X) = fia (Per Aow Al .-

).

Moreover, by different bracketing, an application of Theorem5.6.1 and due to

Eq.(5.7.8),

(sk*qsClop) #p (Sys™ #p € #1€) (X )
(So¥ #p Care)(T)

-x (Moev @Dk pClap) (X5) ) s

legs
IHEE
Pe

_ 3 (Moev, @D k) (X)) ) e

ref
such that I"has
no non-trivial subgraph from

which is equivalent to the right hand side of Eq. (5.7.3).
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5.8 The Legendre Transformation and Bridgeless Graphs

As an example, we will apply Theorem 5.7.2 to the set of bridgeless graphs and
show that this application can be interpreted as a Legendre transformation. In Exam-
ple 5.5.1 the set of bridgeless graphs By was introduced. This set of graphs is of
importance as it will form the foundation for the Hopf algebra of Feynman diagrams
in the next chapter. It is clear that the union of two arbitrary bridgeless subgraphs
is again a bridgeless subgraph. Therefore, Py, is counting admissible: It fulfills the
conditions introduced in Definition 5.7.1.

We will start in the contraction closed subset of connected graphs without external
legs R, ={FeG:resI'= =« }.

To be specific, the corresponding generating function is

Ao 42 Z/\d4
fa . QoA )= Y M=log(Zm![xmw]e'zem )

resf . m=>0

which is an obvious specialization of Corollary2.3.1 and where we do not need to
keep track of legs, as the graphs in & , have no legs.

Theorem 5.7.2 gives us an expression for the generating function of graphs without
non-trivial bridgeless subgraphs,

]—Iue ’\z v
gr . (>\0’ )‘1$)\2’ ) = Z \AVEtFT)

regf

such that T"has
no non-trivial subgraph from Py,

= s, (v (2g). ave (x4)). @ve (2§2)...)
5 v(x%:,l)xd) ’

=log| > m![x”‘y”‘]e%ef’20

m=>0

Clogp
where ¢ = sk xgp, Sy "

In many cases for P this equation is sufficient to perform an asymptotic analysis
of ga , (Ao, A1, A, ...) with the techniques from the last two chapters, but in the

present case the generating function gg | (Ao, A1, A2, .. .) is also known explicitly.

The set of connected graphs that do not contain a non-trivial bridgeless subgraph is
the set of trees: Obviously, every tree has a bridge. A connected graph which is not
a tree contains at least one cycle. A cycle itself is a non-trivial bridgeless subgraph.

Lemma 5.8.1 The generating function of trees gg , (Mo, A1, Az, ...), marked by
the degrees of their vertices, fulfills the identity,

HUGV )\d(v) (pz
A0y AL, A2, L) = L =I5 1 V(p), (5.8.1
gs , Mo, A1, Az, .t) Feé | AutT] > T (pe), (5.8.1)

such that T'is a tree
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oo

where V(x) = %xd and ¢, € Q[[A1, M2, A3, ...]] is the unique power series
d=0 "

solution of

P = V(o). (5.8.2)

Proof The proof is a standard combinatorial argument for labelled tree counting [8].

The key is to observe that the power series ©.(Aj, Az, . ..) counts rooted trees -
trees with one leg. We can form a rooted tree by joining a set of rooted trees to a
vertex while leaving one leg of the vertex free to be the new root. Also accounting
for symmetry factors gives the equation

Yo\ P
Pe = >\l + A2()00 + )\32_; + A43_f Too= V,(QOL)

This is an implicit equation that can be solved for ¢ (A, Az, .. .) iteratively.

In a similar way, we can obtain the generating function of trees with one vertex
fixed. A tree with a fixed vertex can be constructed by joining a number of rooted trees
together in a vertex. To get a fixed vertex of degree d, we have to join d rooted trees
together and multiply with \;. Summing over all possible degrees and accounting
for symmetry factors gives,

2 3
)\() + /\1(pc + )\2% + /\3% +---= V((,OC).
The expression V (p.) is therefore the generating function of trees with one fixed
vertex. ,

By the same reasoning, the expression % counts the number of trees with one
edge fixed, which is just the number of pairs of rooted trees where the roots of both
rooted trees are joined to an edge.

For a tree I', we have the identity |Vi| — |Er| = 1. Every tree has exactly one
more vertex then edges. Therefore,

2
(25 /\d(”) )\d(m
— L V() =~ E + Vi :
S+ V(o) > Ay > Qs
Fesf . resf .,
such that I'is a tree such that Iis a tree
which results in the statement. ([l

Applying Eq.(5.7.3) of Theorem5.7.2, gives
. Qoo =gs, (@6 (XE). (ave (X)), @0e (252)....).

where ¢ = sk xg3,, (|, - An application of Lemma5.8.1 gives us an implicit expres-
sion for the evaluations ¢ (%gi])) The generating functions of connected graphs
without legs fulfills,
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2
fa . Qo Ar,..0) = —% + V(00 (5.8.3)

where V(o) = Y ¢ (f%f,f ) o and g, = V().
d=0

Obviously, V(ch) can be interpreted as the generating function of connected
bridgeless graphs with the number of legs marked by ¢,:

16(r)
V(soc)—z¢( gml)) (=2 <|pAutF|

d>0 d=0 TePy
res '=vy
‘Hles ]eg~|
Z Pe Sk*‘Bb|C|‘I3m(F) _ Z HUGV{ (v)
AutT N AutT '
ePy | Aut Tl ePy | AutT’|
|Crl=1 |Crl=1

We can obtain an explicit expression for ¢, by taking the derivative of this equation
with respect to one of the formal \; variable. By convention, we give A; a special
name A\; =: j.

Taking the formal derlvatlve of Eq.(5.8.3) results in

9] . _ Ope 0 v 9 @\ d
8jfﬁ . Qo ji A, ) = 97 g, <_ 5 +V(‘Pf)>+z<aj¢(%mbl) Pe-

d>0

The first term on the right hand side vanishes as ¢, = ‘7’(<pc).

The reason for the choice of A; is that the only connected bridgeless graph in
Py, which contains a one-valent vertex, is the residue graph - . All non-trivial
connected graphs with such a vertex automatically contain a bridge which joins the
one-valent vertex with the rest of the graph. Therefore,

> (550 (e52) ) et = (g0 (x5)) e = (o= 0) o= e

because sk *g, (g, (= ) = A1 = j.
This way, we obtain an explicit expression for ¢,

Moy J, A2y - 0)

0
Pe = 8_jfﬁ
and we may write Eq. (5.8.3) as

W) = G(@e) + ¢e)s
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2 ~
where W(j) = fa , (Mo, J. A2, ..0), Glpe) = =5 + V(p) —@cj and o, =
FW().

This show that G and W are related by a Legendre transformation and the for-
mal variables j and (. are conjugate variables. Observe that G(p.) is almost the
generating function of bridgeless graphs.

Some explicit examples of the Legendre transformation in zero-dimensional quan-
tum field theory will be given in Chap. 7.

A more detailed analysis of the Legendre transformation on trees, which did
not exploit the Hopf algebra structure of graphs but highlighted its combinatorial
properties, was recently given by Jackson, Kempf and Morales [9].

In the following chapter we are going to analyze the maps S . We are going
to specialize to the cases where Gy is the Hopf algebra of Feynman diagrams. In

this case the evaluations sk »y S‘%m (%%" ) ) are called counterterms. The evaluations

sk *ng%m (I") of individual graphs are going to turn out to be equivalent to the
Moebius function of the underlying subgraph posets.
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Chapter 6 ®)
The Hopf Algebra of Feynman Diagrams | oo

The content of this chapter is partially based on the author’s article' [1].

6.1 Preliminaries

6.1.1 Combinatorial Quantum Field Theory

In what follows a quantum field theory (QFT) will be characterized by its field con-
tent, its interactions, associated ‘weights’ for these interactions and a given dimension
of spacetime D. Let F denote the set of fields, R, the set of allowed interactions or
vertex-types, represented as monomials in the fields and R, C R, the set of propa-
gators or edge-types, a set of distinguished interactions between two fields only. R,
consists of monomials of degree two and R, of monomials of degree two or higher
in the fields F. Additionally, a map w : R, U R, — Z is given associating a weight
to each interaction.

The requirement R, C R, ensures that there is a two-valent vertex-type for every
allowed edge-type. This is not necessary for the definition of the Hopf algebra of
Feynman diagrams, but it results in a simpler formula for contractions which agrees
with the formalism from the previous chapters. Of course, this does not introduce a
restriction to the underlying QFT: A propagator is always associated to the formal
inverse of the corresponding two-valent vertex and a two-valent vertex always comes
with an additional propagator in a diagram. The two valent vertex of the same type
as the propagator can be canceled with the additional propagator.

Reprinted by permission from Springer Nature, Letters in Mathematical Physics, 106, 7, Algebraic
Lattices in QFT Renormalization by Michael Borinsky, Copyright 2016.

© Springer Nature Switzerland AG 2018 109
M. Borinsky, Graphs in Perturbation Theory, Springer Theses,
https://doi.org/10.1007/978-3-030-03541-9_6
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In physical terms, the interactions correspond to summands in the Lagrangian of
the QFT and the weights are the number of derivatives in the respective summand.

The construction above is also called a combinatorial quantum field theory. For
an in depth account on this combinatorial viewpoint on quantum field theory consult
[2].

Having clarified the important properties of a QFT for a combinatorial treatment,
we can proceed to the definition of the central object of perturbative QFTs.

6.1.2 Feynman Diagrams

Feynman diagrams are graphs with colored half-edges and restrictions on the allowed
vertex and edge colors, which are induced by this coloring. This generalization
is trivial and all previous results including the Hopf algebra structures carry over
seamlessly.

Definition 6.1.1 (Feynman diagram) A Feynman diagram T isagraph (H, V, E, v)
with a coloring of the half-edges. That is an additional map ¢ : H — F, which needs
to be chosen such that the induced color of every vertex and edge is an allowed mono-
mial in R, or R, respectively: For each vertex v € V, Hhev*l(v) c(h) € R, and for
each edge {h1, hy} € E, c(hy)c(hy) € R.. We will call these monomials the residue
of the vertex or edge: res(v) := ]_[hev,l(v) c(h) and res({hy, ho}) = c(hy)c(hy).

To clarify the above definition an example is given, in which different depictions
of Feynman diagrams are discussed - in analogy to the example given in Fig.2.1.

Example 6.1.1 (Yukawatheory)Let F = {1,5 v, qb}, Ry = {1&1&, @2, 1}(}51&} and R,
= {¥y, $*}, where ¥y stands for a fermion edge, +, ¢? for a meson edge, -
and Y@y for the fermion-fermion-meson vertex, -£ . Figure 6.1 shows different
graphical representations for a simple Feynman diagram in this theory.

The usual Feynman diagram representation is given in Fig. 6.1a. The adjacency
relations E are represented as edges and the adjacency relations V as vertices. The
half-edges are omitted.

1 vev @
\ @

(a) Typical graph representation of a Feyn- (b) Hyper graph representation of a Feyn-
man diagram. man diagram.

Fig. 6.1 Equivalent diagrammatic representations of Feynman graphs
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Figure 6.1b shows a hypergraph representation of the diagram. Its half-edges are
drawn as little circles. They are colored by the corresponding field. The adjacency
relations are shown as big ellipses, enclosing the adjacent half-edges. The adjacency
relations, @ € E U V can be colored by the different allowed residues, res(a) in R,
and R,.

Of course, Feynman diagrams inherit all the notions from graphs which were
established in Chaps.?2 and 5.

Asin Chap. 5, we will be interested in the subgraphs of Feynman diagrams. For the
Hopf algebra of Feynman diagrams it is convenient to start with the set of bridgeless
subgraphs as defined in Example 5.5.1:

Pui(T") := {y C T such that y is bridgeless} . (6.1.1)

If T is bridgeless, then obviously I € Py (I).
In quantum field theory language, a diagram is called one-particle-irreducible or
1PI if it is connected and bridgeless.

Example 6.1.2 (Bridgeless subgraphs of a diagram in ¢*-theory) For the diagram
@( in ¢*-theory (F = {¢}, R, = {¢*, ¢?} and R, = {¢?}).

P () = PO < D0
Qo (D <D D> Q)

where bridgeless subgraphs are drawn with thick lines.

Superficial degree of divergence Using the map w, which is provided by the QFT, to
assign a weight to every vertex and edge-type, an additional map wp can be defined,
which assigns a weight to a Feynman diagram. This weight is called superficial
degree of divergence in the sense of [3]:

wp (D) = Y w(res(e)) — Y w(res(v)) — Dhr 6.1.2)

ecEr veVr

Recall that &1 is the first Betti number of the diagram that fulfills i = |Er| — |Vr| +
|Cr|. In physics jargon hr is called the number of loops of I". Neglecting possible
infrared divergences, the value of wp coincides with the degree of divergence of the
integral associated to the diagram in the perturbation expansion of the underlying
QFT in D-dimensions. A 1PI diagram I"' with wp(I") < 0 is superficially divergent
(s.d.) in D dimensions. For notational simplicity, the weight 0 is assigned to the
empty diagram, wp (¥) = 0, even though it is not divergent.

Definition 6.1.2 (Renormalizable Quantum Field Theory) A QFT is renormalizable
in D dimensions if wp(I") depends only on the external structure of I and the
superficial degree of divergence of each connected diagram agrees with the weight
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assigned to the residue of the diagram: wp(I") = w(res I'). This can be expressed as
the commutativity of the diagram:

AN

<

N<I>

where 7 is the set of all connected Feynman diagrams of the renormalizable QFT.
Specifically, wp (I') needs to be independent of Ar.

Working with a renormalizable QFT, we need to keep track of subdivergences
or superficially divergent subdiagrams appearing in the integrals of the perturbation
expansion. The tools needed are the set of bridgeless subdiagrams and the superfi-
cial degree of divergence. The compatibility of the vertex and edge-weights and the
superficial degree of divergence of the diagrams is exactly what is necessary to con-
tract these subdivergences without leaving the space of allowed Feynman diagrams
and obtain an admissible graph subset.

Superficially divergent subdiagrams The set of superficially divergent subdia-
grams or s.d. subdiagrams,

PyH(I) == {y € Pa() such that y = | |y and wp(y;) <01, (6.1.3)

L

of subgraphs, whose connected components y; are s.d. 1PI diagrams, is the object
of main interest for the combinatorics of renormalization. The renormalizability
of the QFT guarantees that for every y € P3%(I") the diagram resulting from the
contraction I /y is still a valid Feynman diagram of the underlying QFT.

Example 6.1.3 (Superficially divergent subdiagrams of a diagram in ¢*-theory)
Consider the same diagram as in Example 6.1.2 in ¢* theory with the weights
w(¢?) =w(—) =2 and w(¢*) = w( x ) = 0. The superficially divergent subdi-
agrams for D = 4 are

it (<) = Qo Qe O

6.2 Hopf Algebra Structure of Feynman Diagrams

The basis for the analysis of the lattice structure in QFTs is Kreimer’s Hopf algebra
of Feynman diagrams. It captures the BPHZ renormalization procedure which is
necessary to obtain finite amplitudes from perturbative calculations in an algebraic
framework [4].
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The Hopf algebra of Feynman diagrams will be another quotient Hopf algebra of
the Hopf algebra of all graphs.
Take P to be the set of all graphs that are

bridgeless

. each of their non-trivial connected components is superficially divergent

3. their non-trivial connected components only contain vertices with degrees from
the set R, .

N —

As illustrated in the previous section, this set is stable under insertion and contraction
and fulfill the conditions of Definition 5.5.1 if the underlying theory is renormaliz-
able.

The Connes—Kreimer Hopf algebra can be identified with the quotient H% =
Qmsbd, from Definition 5.5.3. Note that H%’ can also be seen as a quotient algebra of
G, by dividing out all non-superficially divergent graphs.

In this section, it will be illustrated how this Hopf algebra fits into the previously
established framework.

For a more detailed exposition consult [5] for mathematical details of Hopf alge-
bras in general with the Connes—Kreimer Hopf algebra as a specific example. In the
author’s article [6] computational aspects of the Connes—Kreimer Hopf algebra were
discussed.

Applying Definition 5.5.3, we see that the coproduct is given by

ApTi= Y y®T/y : HE — HE @ HE. (6.2.1)
ycrl’
yePyt

The notion of superficial degree of divergence, wp, hidden in % is the only input
to the Hopf algebra structure which depends on the dimension D of spacetime. We
will refer to the antipode of the Hopf algebra H%’ as Sp.

Example 6.2.1 (Coproduct of a diagram in ¢*-theory) To illustrate the procedure
of calculating the coproduct of a graph in this Hopf algebra take the same diagram
from ¢*-theory as in the Examples 6.1.2 and 6.1.3. The coproduct is calculated using
the set ’Pj'd‘ (I') and the definition of the contraction in Definition 5.1.2:

A (X = > y @ (X/y =

e o e T )
X (X +X(Ix® x +

+x () x ®30+ x (PX@x0+ x Qx @K =
XX (X +X(IX® x +2x Q@)@H x2Q®>QQ<

The last equality holds because )(Q and O)( are mutually isomorphic graphs.
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We could identify the residual parts of the expression with the neutral element 1
of Hfg. That means we could set x = 1.As 1 — x generates a Hopf ideal, we can
work in the quotient ’Hng /(1 — x ). However, this is not necessary as mentioned in
[5] and laid out in detail by Kock [7]. ‘

As before in the general case of G, Hf is graded by the loop number, Ar, of the
diagrams,

L
HE = P HE" and (6.2.2)
L>0
L, L) o (L1+L)
m o HE @ e gyfer (6.2.3)
L L L,
apHEY > @@ HEY @nHE", (6.2.4)
L,L,>0
L,+L>=L

where H%(L) C H% is the subspace of Hfg which is generated by diagrams I" with

hr = L.

Obviously, the result of the coproduct in the Hopf algebra is always of the form
Apl' =skil) @ '+ T ® res(I") + ZDI‘ with the trivial terms skI(IN) ' + I' ®
res(I") and a non-trivial part A pI" which is called the reduced coproduct of I". More
formally, the reduced coproduct is defined as Ap = P®2 o Ap, where P projects
into the augmentation ideal, P : Hfg — ker €, that means it acts as the identity on
all graphs that are not residues and maps residues to zero.

Example 6.2.2 (Reduced coproduct of a non-primitive diagram in ¢*-theory)

R (Px=2x Q®>0<+ x 2@ XXX (6.2.5)

Observe, that it follows immediately from the coassociativity of Ap that Ap is
coassociative.

The kernel of the reduced coproduct, is the space of primitive’ elements of the
Hopf algebra, Prim’HfL% := ker A p. Primitive 1PI diagrams I" with T" € ker Ap are
exactly those diagrams, which do not contain any subdivergences. They are also
called skeleton diagrams - not to be confused with the skeleton of a graph which we
defined in Definition 5.1.4 as the disjoint union of all vertices of a graph.

More general, we can define the iterations of the reduced coproduct Z’L‘) = P®io
A',, using the iterations of the coproduct as introduced in Sect. 5.2.

These homomorphisms give rise to an increasing filtration of H', the coradical
filtration:

2Beicause the coproduct is not of the form Al =1 TI'+T'® 1 + A, the elements in the kernel
of A are also called skewprimitive. As we can always divide out the ideal which sets all residues to
1, we will not treat this case differently.
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Fig. 6.2 Characteristic
subdiagram of every tadpole
diagram

DHE = ker A% Vn >0 (6.2.6)

Qo ONEC Oy . c Wy cne (6.2.7)

In some cases it is useful to introduce another restriction on the generator set 35
of H%’. Additionally, to the already stated restrictions, we may want to restrict to
Feynman diagrams without ‘tadpoles’ (also snails or seagulls). Tadpoles are diagrams
which can be split into two connected components by removing a single vertex such
that one component does not contain any external leg. A tadpole diagram always has
a subdiagram of a topology as depicted in Fig.6.2. The Hopf algebra of Feynman
diagrams without tadpoles is denoted as ﬁng

Definition 6.2.1 We define ﬁfl‘% as H% with the difference that no tadpole diagrams
are allowed as generators and replace ’Pgd'(F) in the formula for the coproduct, Eq.
(6.2.1), with

ﬁzd‘(l") = {)/ € P5%(I) : such that I'/y is no tadpole diagram} ) (6.2.8)

Only the s.d. subdiagrams which do not result in a tadpole diagram upon contrac-
tion are elements of P (I").

A Hopf algebra homomorphism from H;g to 7'~{ng is easy to set up:

” COHE S HE (6.2.9)

. R 0if I is a tadpole diagram. (6.2.10)

I' else.

This map fulfills the requirements for a Hopf algebra homomorphism. The associated
ideal ker ¢ C H% is the subspace of ’Hfg spanned by all tadpole diagrams. This ideal
and the map 1 are very useful, because the elements in ker i evaluate to zero after
renormalization in kinematic subtraction schemes [8] and in minimal subtraction
schemes for the massless case.
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6.3 Algebraic Lattice Structure of Subdivergences

6.3.1 Posets and Algebraic Lattices

The set of subdivergences of a Feynman diagram is obviously partially ordered by
inclusion. These partially ordered sets are quite constrained for some renormalizable
QFTs: They are lattices. In [9, Part III] this was studied specifically for distributive
lattices.

In this section, we will elaborate on the conditions a QFT must fulfill for these
partially ordered sets to be lattices. The term join-meet-renormalizability will be
defined which characterizes QFTs in which all Feynman diagrams whose set of
subdivergencies form lattices. It will be shown that this is a special property of QFTs
with only four-or-less-valent vertices.

The definitions will be illustrated with an application to the set of subdivergences
of a Feynman diagram. Additionally, we will introduce the corresponding Hopf
algebra for these lattices based on an incidence Hopf algebra [10].

First, the necessary definitions of poset and lattice theory will be introduced:

Definition 6.3.1 (Poset) A partially ordered set or poset is a finite set P endowed
with a partial order <. An interval [x, y]isasubset{z€e P:x <z<y}C P.If
[x, y] = {x, ¥}, x covers y and y is covered by x.

For a more detailed exposition of poset and lattice theory consult [11].
Hasse diagram A Hasse diagram of a poset P is the graph with the elements of P
as vertices and the cover relations as edges. Larger elements are always drawn above
smaller elements.

Example 6.3.1 The set of superficially divergent subdiagrams P3%(I") of a Feyn-
man diagram I' is a poset ordered by inclusion: y; < y» < y; C y» forall y1, y» €
Py(T).

The statement that a subdiagram y; covers y, in 7975‘1'(1‘) is equivalent to the
statement that y; /y» is primitive. The elements that are covered by the full diagram
e Plsjd'(l") are called maximal forests; whereas, a maximal chain@ C y; C --- C
v» C T', where each element is covered by the next, is a complete forest of T.

The Hasse diagram of a s.d. diagram I" can be constructed by following a simple
procedure: Draw the diagram I' and find all the maximal forests y; € PBd'(F) such
that I /y; is primitive. Draw the diagrams y; under I and draw lines from I to the y;.
Subsequently, determine all the maximal forests y; of the y; and draw them under the
y;. Draw aline from y; to u; if u; C y;. Repeat this until only primitive diagrams are
left. Then draw lines from the primitive subdiagrams to an additional trivial diagram
without edges underneath them. Subsequently, replace diagrams with vertices.

Example 6.3.2 Forinstance, the set of superficially divergent subdiagrams for D = 4
of the diagram, )@( can be represented as the Hasse diagram ?, where the

vertices represent the subdiagrams in the set given in Example 6.1.3.
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Definition 6.3.2 (Lattice) A lattice is a poset L for which a unique least upper bound
(join) and a unique greatest lower bound (meet) exists for any combination of two
elements in L. The join of two elements x, y € L is denoted as x V y and the meet as
x A y. Every lattice has a unique greatest element denoted as landa unique smallest
element 0. Every interval of a lattice is also a lattice.

In many QFTs, P3%(I) is a lattice for every s.d. diagram I':

Definition 6.3.3 (Join-meet-renormalizable quantum field theory) A renormaliz-
able QFT is called join-meet-renormalizable if P%d'(f’), ordered by inclusion, is a
lattice for every s.d. Feynman diagram I'.

Theorem 6.3.1 A renormalizable QFT is join-meet-renormalizable if PSD'd'(F) is
closed under taking unions: yy, y2 € Py (I') = y1 Uy, € Py*(T) for all s.d. dia-
grams .

Proof P%d'(r‘) is ordered by inclusion y; < y» < y; C y,. The join is given by
taking the union of diagrams: y; V y3 := y; U y2. P5;3(I') has a unique greatest
element 1 :=T" and a unique smallest element 0 := @. Therefore Pfjd'(l") is a lat-
tice [11, Proposition 3.3.1]. The unique meet is given by the formula, y; A y, :=

U w O
u=<yr and u<y,
A broad class of renormalizable QFTs is join-meet-renormalizable. This class
includes the standard model of particle physics.

Theorem 6.3.2 If all diagrams with four or more legs in a renormalizable QFT are
superficially logarithmic divergent or superficially convergent, then the underlying
QFT is join-meet-renormalizable.

Proof From yy, y» € Pgd'(F) immediately follows that y; U y, € Pyi(I'). We want
to verify y1 Uy, € Plsjd'(F). This is obvious if all connected components of y; and
y, are disjoint or contained in each other.

The statement only needs to be validated if y; and y, are overlapping. That means
there is some connected component 11 C y; and another connected component (i, C
y» such that p; N u, # @ and neither wy C pp nor wy C WUy.

The connected subgraphs | and w, must share at least one edge. Moreover, (4
and w, are both bridgeless and connected by requirement. There must be at least
two edges ey, e C E,,, that are not edges of 1, that connected the subgraphs 1| and
w1 N . At least one edge is necessary as p; is a connected subgraph. Two edges
are necessary because y is bridgeless. This construction is symmetric: We can also
find two edges ey, e; € E,, which connect s and p1 N . We therefore see that
w1 N up must at least have four legs.

If all diagrams with four or more legs in a renormalizable QFT are superficially
logarithmic divergent or superficially convergent, then wp (it N ) > 0.

Observe that due to Eq. (6.1.2), the definition of wp, and inclusion-exclusion:

wp(1 U ps) < wp(uy) + wp(uz) — wp (e N wo)
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I 4

(a) Example of a diagram where P§ AT is ) The corresponding non-lattice poset.
not a lattice. Tr1v1al vertex multiplicities were omitted.

Fig. 6.3 Counterexample for a renormalizable but not join-meet-renormalizable QFT: ¢-theory
in 3 dimensions

If wp(1) <0 and wp(uy) <0, then wp (g U uy) < 0. For this reason w; U o
is superficially divergent, y; Uy, € Ps3(I") and P3*(I') is closed under taking
unions. (I

In general, renormalizable QFTSs are not join-meet-renormalizable. Figure 6.3
shows an example of a s.d. diagram T, where P;*(I') is not a lattice. The dia-
gram is depicted in Fig. 6.3a and the corresponding poset in Fig. 6.3b. The diagram?
appears in °-theory, which is renormalizable, but not join-meet-renormalizable, in
3-dimensions.

To proceed to the Hopf algebra of decorated posets some additional notation of
poset and lattice theory must be introduced:

Order preserving maps A mapo : P — Ny on aposet to the non-negative numbers
is called strictly order preserving if x < y implies o(x) < o(y) forall x, y € P.
Cartesian product of posets From two posets P, and P, a new poset P| X P, =
{(s,t) : s € Py and t € P}, the Cartesian product, with the order relation, (s, f) <
(s/,t")iff s < 5" and ¢t < ¢, can be obtained.

The Cartesian product is commutative and if P; and P, are lattices P; X P; is
also a lattice [11]. This product is compatible with the notion of intervals:

PixPao(s,0), 6, N={x,yePixPris<x<s'anr<y=<t}=I[ssTx[1,1]

Isomorphisms of posets An isomorphism between two posets P and P; is a bijec-
tion j : P, — P,, which preserves the order relation: j(x) < j(y) <& x < y.

6.3.2 The Hopf Algebra of Decorated Posets

Using the preceding notions a new Hopf algebra structure on posets, suitable for
the description of the subdivergences, can be defined. This structure is essentially
the one of an incidence Hopf algebra [10] augmented by a strictly order preserving
map as a decoration. This is a standard procedure as most applications of posets and

31 wish to thank Erik Panzer for quickly coming up with the explicit counterexample in Fig. 6.3a.
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lattices require an combinatorial interpretation of the elements of the posets [11] -
analogous to the applications of the Hopf algebras [12].

Definition 6.3.4 (Hopfalgebra of decorated posets) Let D be the set of tuples (P, v),
where P is a finite poset with a unique lower bound 0 and a unique upper bound
1anda strictly order preserving map v : P — Ny with 1(0) = 0. One can think of
D as the set of bounded posets augmented by a strictly order preserving decoration.
An equivalence relation is set up on D by relating (Py, vi) ~ (P, 1) if there is an
isomorphism j : P; — P,, which respects the decoration v: v; = v, o j.

Let H® be the Q-algebra generated by all the elements in the quotient D/ ~ with
the commutative multiplication:

My H' @ H° - H°
(P1,v1) ® (P2, v2) = (P1 x Py,vi +12),

which takes the Cartesian product of the two posets and adds the decorations v. The
sum of the two functions v; and v; is to be interpreted in the sense: (v; 4+ vp)(x, y) =

v1(x) + v2(y). The singleton poset P = i@} with 0 = 1 and the trivial decoration
v(ﬁ) = O serves as a unit: u(1) = 1yp := ({6} 6 — 0).
Equipped with the coproduct,

Ay HP — H @ HE,
Pv) e Y0l v e (I Ly -vw), ©3.0)

xeP

where (v — v(x))(y) = v(y) — v(x) and the counit € which vanishes on every gen-
erator except 14, the algebra H® becomes a counital coalgebra.

Proposition 6.3.1 H’ is a bialgebra.
Proof As in Proposition 5.2.2, the compatibility of the multiplication with the
coproduct needs to be proven. Let (Py, vq), (P2, v;) € D.
Agppp omypp((P1,v1) @ (P2, v2)) = App (P X P2, v + 1) =
> 0. xLvi+1)® ([x, v+ — i) - vz(x)> =

XEPI X Py

DD W0p, Y1 x [0p,, 21 v +02) @ ([y, Tp]x Lz Dl v+ =010 =) =

yeP) zeP>

(myp @mayp)o Y Y [(10p, ¥1, v1) ® (10p,, 21, v2)

yeP| zeP>
® (Iy, Ipl v =11 () ® (2, 1,1, v2 — 2 (x)] =
(myp @ magp) 0 123 0 (App @ Aggp)((P1, v1) ® (P2, 12)),

where 1, 3 switches the second and the third factor of the tensor product. ]
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Note, that we also could have decorated the covers of the lattices instead of the
elements. We would have obtained a construction as in [13] with certain restrictions
on the edge-labels.

Corollary 6.3.1 H” is a connected Hopf algebra.

Proof H" is graded by the value of v(1). There is only one element of degree 0
because v must be strictly order preserving. It follows that ¥ is a graded, connected
bialgebra and therefore a Hopf algebra [5]. [

6.3.3 A Hopf Algebra Homomorphism from Feynman
Diagrams to Lattices

Theorem 6.3.3 Let v map a graph to its loop number, v(y) = h,,. The map,

XD HE — H”,
r > (PRI, v),

which assigns to every diagram, its poset of s.d. subdiagrams decorated by the loop
number of the subdiagram, is a Hopf algebra homomorphism.*

Proof First, it needs to be shown that x is an algebra homomorphism: p o My e =
mypr o (Xp ® xp). It is sufficient to prove this for the product of two generators
ry,I,e H%’. Subdiagrams of the product, m(I'y ® I';) = I'1 LU ', can be repre-
sented as pairs (yi, y»2) where (y1, y») C I'yuTIif yy C 'y and y, C I',. This cor-
responds to the Cartesian product regarding the poset structure of the subdivergences.
The loop number of such a pair is the sum of the loop numbers of the components.
Therefore,

xp(TiUTy) = (PR U, v) = (P x P, vy + 1)
= myr(xp(T'1) ® xp(2)).

To prove that xp is a coalgebra homomorphism, we need to verify that,
(XD®XD)OAH% = AHP O XD- (632)
Choosing some generator I" of H% and using the definition of Ap:

Op @ xp) 0 Mg T = D xp(r) @ xn(T'/y),
yePHI)

4Note that all residues r € R* map to ]ll;_t under xp, xp(r) = ]11;1.
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the statement follows from xp(y) = ([6, y1, v(y)) and

xo(T'/y) =4, T/yl,v) = (y,Tl,v —v(y)),

which is a direct consequence of the definition of contractions in Definition 5.1.2. [J

Corollary 6.3.2 In a join-meet-renormalizable QFT, im(xp) C H* C HF, where
HE is the subspace of H” which is generated by all elements (L, v), where L is a
lattice. In other words: In a join-meet-renormalizable QFT, xp maps s.d. diagrams
and products of them to decorated lattices.

Proof Follows directly from Definition 6.3.3. (]

Example 6.3.3 For any primitive diagram I" € PrimH%,
xp(T) = (Pp*(D),v) = :
©

where the vertices in the Hasse diagram are decorated by the value of v and L = hr
is the loop number of the primitive diagram.
The coproduct of xp(I") in ¥ can be calculated using Eq. (6.3.1):

Ag{p =T7TQR1+1® . 633

As expected, these decorated posets are also primitive in FY.

Example 6.3.4 For the diagram )@( € Hig, Xxp gives the decorated poset,

(<09 %

of which the reduced coproduct in ‘HP can be calculated,

~ (2)
AHP=2 ®+®‘

©) (6.3.4)

This can be compared to the coproduct calculation in Example 6.2.1,
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A (Px = 25 () @00+ X280 635

The identity from Eq. (6.3.2) is verified after computing the decorated poset of each
subdiagram of )@( and comparing the previous two equations:

X4 (‘X /<___i2‘<.!) = X4 (X\() =0 xa (\‘() = \[1]/ X4 ()

©

6.4 Properties of the Lattices of Subdivergences

Although, the Hopf algebra homomorphism xp can be applied in every renormaliz-
able QFT, we shall restrict ourselves to join-meet-renormalizable QFTs, where xp
maps to H', the Hopf algebra of decorated lattices, as a result of Corollary 6.3.2.
The decorated lattice, which is associated to a Feynman diagram, encodes
the ‘overlappingness’ of the diagrams’ subdivergences. Different join-meet-renor-
malizable QFTs have quite distinguished properties in this respect. Interestingly, the
types of the decorated lattices appearing depend on the residues or equivalently on the
superficial degree of divergence of the diagrams under consideration. For instance, it
was proven by Berghoff in the context of Wonderful models that every diagram with
only logarithmically divergent subdivergences (i.e. Yy € P;‘)-d-(r) wp(y) =0)is
distributive:
Proposition 6.4.1 ([14, Proposition 3.22]) If " has only logarithmically s.d. sub-
diagrams in D dimensions, (i.e. for all y € Pf)'d'(l“) we have wp(y) = 0), then the
distributivity identities,

NAGVY)=WAY)V LAY
NnyYmAy)=mVy) AV,

hold for y1, ya, v € Pi-().

Because distributive lattices are always graded [11], this implies that we have a
bigrading on H" for these elements. One grading by the value of (D), corresponding
to the loop number of the diagram, and one grading by the length of the maximal
chains of the lattice, which coincides with the coradical degree of the diagram in
'H%. The coradical filtration of 'Hfg, defined in Eq. (6.2.6), consequently becomes a
grading for the subspaces generated by only logarithmically s.d. diagrams.

6.4.1 Theories with Only Three-or-Less-Valent Vertices

From the preceding result the question arises, how much of the structure is left, if we
also allow subdiagrams which are not only logarithmically divergent. In renormaliz-
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able QFTs with only three-or-less-valent vertices, the lattices 7975‘1' (I") will turn out to
be semimodular. This is a weaker property than distributivity, but it still guarantees
that the lattices are graded. To capture this property of P5%(I"), some additional
terms of lattice theory will be repeated following [11].
Join-irreducible element An element x of alattice L, x € L is called join-irreducible
if x = y Vv z always implies x = y or x = z.
Atoms and coatoms An element x of L is an atom of L if it covers 0. It is a coatom
of L if 1 covers x.
Semimodular lattice A lattice L is semimodular if for two elements x, y € L that
cover x A y, x and y are covered by x V y.

With these notions we can formulate

Lemma 6.4.1 If in a renormalizable QFT with only three-or-less-valent vertices
W1 and vy are overlapping connected components, they must be of vertex-type and

w1 U Wy of propagator-type.

Proof As in Theorem 6.3.2 this follows from the fact that the intersection of two
overlapping connected components always has four legs. In a theory with three-or-
less-valent vertices, the subgraph 11 N @, must therefore be superficially convergent,
that means wp (i N uy) > 0. From inclusion exclusion we know that wp(u; U
w2) < wp(uy) + wp(uz) — wp (g N uy). Because in a renormalizable QFT with
three-or-less-valent vertices every subdivergence either has two or three external
legs, we must have wp (i) = 0, wp(z) = 0and wp () U wy) < 0. The statement
follows. (]

Corollary 6.4.1 In a QFT with only three-or-less-valent vertices, vertex-type s.d.
diagrams T (|H'*¢ ()| = 3) are always join-irreducible elements ofpgd' I).

Proof Suppose there were y1, y» € PB‘L(F) withy; #, »m»#Tandy; vy, =T.
The subdivergences y; and y, are therefore overlapping. As Lemma 6.4.1 requires
I" to be of propagator type, we have a contradiction. (]

Proposition 6.4.2 In a renormalizable QFT with only three-or-less-valent vertices,
the lattice PSD'd' (") is semimodular for every Feynman diagram T.

Proof Recall that a lattice is semimodular if for two elements x, y € L that cover
X Ay, x and y are covered by x V y.

For two diagrams y;, y» € Py%(I") we can always form the contractions by y; A
2. v1/ (Y1 A v2) and y»/(y1 A y2). Hence, the statement that y;, v, cover y; A y, is
equivalent to stating that y; /(y1 A y») and y»/(y1 A y») are primitive.

To prove that y; V y, covers y; and y, if y; and y, cover y; A y», it is there-
fore sufficient to verify that for y;, y» primitive (y; U y»)/y1 and (y; U y»)/ vy, are
primitive as well. This is obvious if y;, y» are not overlapping.

If y, and y, are overlapping and both connected, they must be of vertex-type and
y1 Uy, of propagator-type as proven in Lemma 6.4.1. Because only three-valent
vertices are allowed each y; and y, must provide one external edge for y; U y,. The
situation is depicted in Fig. 6.4. For both y; and y, to be primitive, they must share
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Fig. 6.4 Structure of ! !
overlapping divergences in | |
three-valent QFTs : |
| |
| |
| |

the same four-leg kernel, depicted as a striped box. Contraction with either y; or y,
results in a one-loop propagator, which is primitive. O

Semimodular lattices have a very rich structure, see for instance Stern’s book
[15]. For instance, semimodularity implies that the lattices under consideration are
graded:

Theorem 6.4.1 In a renormalizable QFT with only three-or-less-valent vertices:

° P}jd' (T") is a graded lattice for every propagator, vertex-type diagram or disjoint
unions of both.

o HLis bigraded by v(1) and the length of the maximal chains of the lattices, which
coincides with the coradical degree in H*.

° Hfg is bigraded by hr and the coradical degree of T.

e Every complete forest of I' has the same length.

Proof Every semimodular lattice is graded [11, Proposition 3.3.2]. ]

6.4.2 Theories with Only Four-or-Less-Valent Vertices

We have shown that every lattice associated to a s.d. diagram in a QFT with only three-
or-less-valent vertices is semimodular. For join-meet-renormalizable QFTs which
also have four-valent vertices the situation is more involved as the example in Fig. 6.5
exposes. The depicted lattice in Fig. 6.5b associated to the ¢*-diagram in Fig.6.5a
is obviously not semimodular, because it is not graded. This implies that not all
complete forests are of the same length in theories, where this topology can appear.
This includes ¢* and Yang—Mills theories in four dimensions.

The s.d. subdiagrams of the counterexample are illustrated in Fig. 6.5c. It can be
seen that there are six complete forests of length four and three complete forests of
length three.

The pleasant property of semimodularity can be recovered by working in the Hopf
algebra of Feynman diagrams without tadpoles or equivalently by setting all tadpole
diagrams to zero. This is quite surprising, because the independence of loops in
tadpoles from external momenta and the combinatorial structure of BPHZ, encoded
by the Hopf algebra of Feynman diagrams, seem independent on the first sight.

Formally, we can transfer the restriction to tadpole-free diagrams to H" by the
following procedure: The Hopf algebra homomorphism 1 : H% — 77{55’ defined
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in Eq. (6.2.9) gives rise to the Hopf ideal ker ¢ C Hfg. Using the Hopf algebra
homomorphism yp a Hopf ideal of HY, xp(ker ) C HY, is obtained. This can be
summarized in a commutative diagram:

Hie L Hie

-, T
,lp/

HY——— HE

where H" is the quotient H™ := H™/x p (ker ¥) and Y’ is just the projection to H-.

The interesting part is the homomorphism x}, : H's — H", which maps from
the Hopf algebra of Feynman diagrams without tadpoles to H-. Such a map can be
constructed explicitly and for theories with only four-or-less-valent vertices, it can
be ensured that x ;, maps Feynman diagrams to decorated semimodular lattices.

Proposition 6.4.3 In a renormalizable QFT with only four-or-less-valent vertices,
X maps elements from the Hopf algebra of Feynman diagrams without tadpoles to
decorated lattices.

Proof Explicitly, x, is the map,
Xp T (PRI, w),

where the decoration v is the same as above.

We need to show that PSd ) ordered by inclusion is a lattice. This is not as

sunple as before, because yi, y» € P “(I") does not necessarily imply y; Uz €
(F) From Definition 6.2.1 of P‘d (I"), we can deduce that if yq, y» € P“d ),
then M Uy & P&(I) iff T/, Uy, is a tadpole.

To prove that there still exists a least upper bound for every pair y;, > we must
ensure that every element u € Py3(T) and p ¢ ’PSd (I") is only covered by only
one element in PS «4-(I"). This is equ1valent to stating thatif y C § C I"and §/y is a
primitive tadpole (i.e. a self-loop with one vertex), then there isno 8’ withy c ' c T’
such that §’/y is a primitive tadpole. There cannot be such a second subdiagram §'.
Suppose there were such § and §'. § and &’ are obtained from y by joining two of its
external legs to an new edge. As only four-or-less-valent vertices are allowed, such
a configuration can only be achieved if y is a diagram with four external legs. § and
8’ are the diagrams obtained by closing either pair of legs of y. This would imply
that §; U 6, is a vacuum diagram without external legs, which is excluded. (]

Example 6.4.1 The map x, can be applied to the example in Fig.6.5 where the
lattice obtained by xp is not semimodular. It can be seen from Fig. 6.5c that the only
diagrams, which do not result in tadpole diagrams upon contraction are §; and ;.
Accordingly,
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P @ (r) =
(a) Diagram where P§4(I') forms a non- (b) The Hasse diagram of the correspond-
graded lattice. ing non-graded lattice, where the deco-

ration was omitted.

Q] = , Qg =

5 = , b=

SOOS
SOOo
e

with the complete forests ) C 61 Ca; CT, 0 CdoCc B cT and ) Cy CT.

(c) The non-trivial superficially divergent subdiagrams and the complete forests which can be
formed out of them.

Fig. 6.5 Counterexample of a lattice, which appears in join-meet-renormalizable QFTs with four-
valent vertices and is not graded

X4 = G)gﬁ)

which is a graded lattice.

Proposition 6.4.4 In a QFT with only four-or-less-valent vertices xj, maps ele-
ments from the Hopf algebra of Feynman diagrams without tadpoles to decorated
semimodular lattices.

Proof As above we only need to prove that if y; and y, are overlapping and primitive,
then (y1 V y2)/y1 and (y; V yv2)/y» are primitive as well.

If we have a subgraph y which has one connected component that connects the
legs of the original graph then its contraction must be a tadpole. For this reason, we
can characterize the connected components of a subgraph by the proper subset of
external half-edges of the full diagram it contains.

If (y1 Vv y2)/y1 was not primitive, we could remove the vertex that y; was con-
tracted to and the adjacent edges. The result would be a s.d. subdiagram of y, in
contradiction with the requirement. O

It is interesting how important taking the quotient by the tadpole diagrams is, to
obtain the property of semimodularity for the lattices of Feynman diagrams.
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Theorem 6.4.2 In a renormalizable QFT with only four-or-less-valent vertices:

° 53”1 (I') is a graded lattice for every propagator, vertex-type diagram or disjoint
unions of both.

o H" is bigraded by v(1) and the length of the maximal chains of the lattices, which
coincides with the coradical degree in HE.

° Hng is bigraded by hr and the coradical degree of T'.

e Every complete forest of ', which does not result in a tadpole upon contraction,
has the same length.

Proof Every semimodular lattice is graded [11, Proposition 3.3.2]. ]

The overlapping diagrams in ﬁ,sjd'(F) are characterized by the external legs of
I' they contain. As a consequence, there is a limited number of possibilities for
primitive diagrams to be overlapping. A two-leg diagram can only be the join of at
most two primitive overlapping diagrams and a three-leg diagram can only be the
join of at most three primitive divergent overlapping diagrams. For four-leg diagrams
in theories with only four-or-less-valent vertices the restriction is even more serve:
In these cases, a four-leg diagram can only by the join of at most two primitive
overlapping diagrams.

6.5 Applications to Zero-Dimensional QFT

As an application of the lattice structure, the enumeration of some classes of prim-
itive diagrams using techniques from zero-dimensional quantum field theories is
presented. As in Chap. 3, we will use the characteristic property of zero-dimensional
QFT: every diagram in the perturbation expansion has the amplitude 1. On the Hopf
algebra of Feynman diagrams such a prescription can be formulated by the character
or Feynman rule:

¢: HE - QA 6.5.1)
r N (6.5.2)

which maps every Feynman diagram to / to the power of its number of loops in the
fg

ring of powerseries in /. Clearly, ¢ is in @g[‘[)h]], the group of characters of Hfg to
QI[~]]- Note, that we are not setting D = 0 even though ¢ are the Feynman rules for
zero-dimensional QFT. Every diagram would be ‘convergent’ and the Hopf algebra
'Hgg trivial. It might be clearer to think about ¢ as toy Feynman rules which assign 1
to every Feynman diagram without any respect to kinematics. This way, we can still
study the effects of renormalization on the amplitudes in an arbitrary dimension of
spacetime.

As before, we define the sum of all 1PI diagrams with a certain residue v weighted
by their symmetry factor as,
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r
xW = SR — 6.5.3
B Z | Aut(I)] >3
repy-
res(I")=v

such that ¢ (.’{%ZO is the generating function of these weighted diagrams with 7
D

as a counting variable. This generating function is the perturbation expansion of the

Green'’s function for the residue v.

The counterterm map [16] is defined as,
SR:=Rog¢oSp, (6.5.4)

in a multiplicative renormalization scheme R with the antipode Sp of H%’. SK is
called the counterterm map, because it maps the sum of all 1PI diagrams with a
certain residue v to the corresponding counterterm, which when substituted into the
Lagrangian renormalizes the QFT appropriately. The renormalized Feynman rules
are given by the convolution product ¢& := SR x ¢.

For the toy Feynman rules ¢, there are no kinematics to choose a multiplicative
renormalization scheme from. The renormalization will be modeled as usual in the
scope of zero-dimensional-QFTs by setting R = id. Consequently, SX = ¢ o Sp.

As was illustrated at length in Chap. 5, the map qbg = Sﬁ *¢p = (poSp)x¢p =
u o € vanishes on all generators of Hng except on 1. This can be used to obtain
differential equations for the Sg (%%Ed) power series, which are called z-factors

and other interesting quantities as WasLZione in [17, 18].
The antipode in the formulas above is the point where the Hopf algebra structure
enters the game. The lattice structure can be used to clarify the picture even more.
We define ¢’ € CDS[L[E”, a Feynman rule on the Hopf algebra of decorated lattices,
fg

analogous to ¢ € ‘I’S{fm]i

¢ H- ~ Q[ (6.5.5)
T S Ch (6.5.6)

which maps a decorated lattice to the value of the decoration of the largest element.
Immediately, we can see that ¢ = ¢’ o xp. For the counterterm map, we obtain

SR =¢'oxpoSp. (6.5.7)
Using Theorem 6.3.3, we can commute xp and Sp,
SR =@ oSy 0 xp, (6.5.8)

where Sy is the antipode in the H". For this reason, the evaluation of SX can be
performed entirely in H". S& reduces to a combinatorial calculation on the lattice
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which is obtained by the Hopf algebra homomorphism yp. The homomorphism
¢’ o S maps decorated lattices into the ring of powerseries in /. Because Syt
respects the grading in v(1), we can write

¢ o Spi(L,v) = 1"V o Spu(L, v), (6.5.9)

where ¢ is the characteristic function (L, v) +> 1. The map ¢ o Sy is the Moebius
function, (0, 1), on the lattice [19]. It is defined recursively as,

Definition 6.5.1 (Moebius function)

L ifx=y
welx,y) = . (6.5.10)
{_Zx<z<y I/LP(.X, Z) lf.x <)y

for a poset P and x, y € P.
‘We summarize these observations in

Theorem 6.5.1 For zero-dimensional-QF T Feynman rules as ¢, the counterterm
map takes the form

SR, vy = 1D, @, 1) 6.5.11)

on the Hopf algebra of lattices, where Sﬁ/ = ¢’ o Sy and with 0 and 1 the lower
and upper bound of L.

Corollary 6.5.1

SHI) = B ppea (0, 1) (6.5.12)

on the Hopf algebra of Feynman diagrams with 0=0and 1 =T, the lower and
upper bound of P3*(I").

Note that these considerations are not limited to the Hopf algebra of Feynman
diagrams. The evaluation of the character ¢ o Sy (I") can be interpreted as the value
of the Moebius function of the respective inclusion poset for all graph Hopf algebras
from the previous chapter.

On these grounds, the counterterms in zero-dimensional QFT can be calculated
only by computing the Moebius function on the lattice 3% (T"). The Moebius func-
tion is a well studied object in combinatorics. There are especially sophisticated
techniques to calculate the Moebius functions on lattices (see [11, 15]). For instance

Theorem 6.5.2 (Rota’s crosscut theorem for atoms and coatoms (special case of
[11, Corollary 3.9.4])) Let L be a finite lattice and X its set of atoms and Y its set of
coatoms, then
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p0.1) =Y (=D N =Y (=D My, (6.5.13)
k k

where Ny is the number of k-subsets of X whose join is 1 and M, is the number of
k-subsets of Y whose meet is 0.

With this theorem the Moebius functions of all the lattices appearing in this chapter
can be calculated very efficiently.

In many cases, an even simpler theorem, which is a special case of the previous
one, applies:

Theorem 6.5.3 (Hall’s theorem [15, Corollary 4.1.7]) If in a lattice 1is nota Jjoin
of atoms or 0 is not a meet of coatoms, then (1(0, 1) = 0.

In Corollary 6.4.1, we proved that every vertex-type subdiagram in a QFT with
only three-valent vertices is join-irreducible. Hence, it is also not a join of atoms
except if it is an atom itself.

Theorem 6.5.4 Inarenormalizable QF T with only three-or-less-valent vertices and
[ a vertex-type s.d. diagram (i.e. |Hy: legs| — 3.

(6.5.14)

Sg(F) _ —h' ifT is primitive
0 if ' is not primitive.

Proof In both cases the element 1 =T in the lattice Pgd'(F) is join-irreducible
(Corollary 6.4. 1) If T is primitive ¢ o S(I') = —¢(I") = —A/T. If T is not primitive
it does not cover 0. This implies that Tisnota join of atoms. Therefore, Hpsdry ©, 1)

vanishes and so does SR (") in accordance with Corollary 6.5.1. O

Corollary 6.5.2 In a renormalizable QFT with only three-or-less-valent vertices
and v € R, a vertex-type residue:

sb (x5 = 5 ~®0 Py (X5 ) (6.5.15)

where P Prim(%) projects onto the primitive generators of 'Hf 5

Summarizing, we established that in a theory with only three-or-less-valent ver-
tices the counterterm S5 (xg?)»“) counts the number of primitive diagrams if v € R,,.
This fact has been used indirectly in [17] to obtain the generating functions for prim-
itive vertex diagrams in ¢>-theory.

The conventional z-factor for the respective vertex is z* = v!S8 (%%{d ) where

the factorial of the residue v = [, ¢ is v! = [] . ny!. In the single colored or
scalar case the factorial reduces to deg v!.

Further exploitation of the lattice structure leads to a statement on propagator-type
diagrams in such theories:
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Theorem 6.5.5 In a renormalizable QFT with three-or-less-valent vertices the pro-
pagator-type diagrams T, for which SR (") # 0, must have the lattice structure g or

Cp.

Proof A propagator-type diagram I either has a maximal forest which is the union
of propagator diagrams, has at least two vertex-type subdiagrams or it is the primitive
diagram of the topology < )- . In the first case I" is join-irreducible and SR (I") = 0.
In the third case the corresponding lattice is g In the second case, I" covers at least

one vertex diagram y which is join-irreducible. Every lattice L with ur(0,1) #0
is complemented [15, Corollary 4.1.11]. In a complemented lattice L, there is a
y € L for every x € L such that x Vy = 1 and YAX = 0. For this reason, all the
join-irreducible elements of L must be atoms if 111, 0, 1) # 0. As was shown in the
proof of Proposition 6.4.2, a propagator cannot be the join of more than two primitive

diagrams. Accordingly, o@)a is the only possible lattice if I" is not primitive. O

The z-factors for the propagators can also be obtained using the last theorem. To
do this, the Moebius function for each propagator diagram must be calculated using
the form of the lattices and Eq. (6.5.10). The Moebius functions for the vertex-type
diagrams are known from Theorem 6.5.4.

Example 6.5.1 In a renormalizable QFT with only three-or-less-valent vertices and
v € R,, a propagator-type residue:

1 1 v!
R(x® \ _ & _ 1 (v1)
Sp (xmf) =t 2 |AutTp| ( L5790 Prinadg) (x ;f-) +

res[p=v
{v,v}=V(Tp)

Uz! (v2)
5?0 Primads) (%))
(6.5.16)

where the sum is over all primitive propagator diagrams I" p with a topology as < »-
and exactly two vertices vy, v,. Of course, this sum is finite.

The factorials of the residues must be included to fix the external legs of the
vertex-type subdiagrams. The factor of % is necessary, because every non-primitive
diagram, which contributes to the counterterm, has exactly two maximal forests. This

is an example of a simple Dyson-Schwinger equation in the style of [20].
(v)

The conventional z-factor for the propagator is z” = v!SX (36&13”-)’ where v! is
D

either 1 or 2.

Although the counterterm map for renormalizable QFTs with only three-or-less-
valent vertices enumerates primitive diagrams, we cannot assume that the situation
is similar in a more general setting with also four-valent vertices. A negative result
in this direction was obtained by Argyres, van Hameren, Kleiss and Papadopoulos
[18, p. 27]. They observed that the vertex counterterm in zero-dimensional ¢*-theory
does not count primitive diagrams.



132 6 The Hopf Algebra of Feynman Diagrams

(a) Structure of overlapping divergences of (b) Chain of overlapping divergences of the
four-leg diagrams in theories with four- type in Figure 6.6a, which will evaluate
or-less-valent vertices. to a non-zero Moebius function.

Fig. 6.6 Overlapping divergences for diagrams with four legs in theories with only four-or-less-
valent vertices

From the perspective of lattice theory this result can be explained. The only way in
which overlapping divergences can appear in a diagram with four legs in a QFT with
only four-or-less-valent vertices is depicted in Fig. 6.6a. The dashed lines indicate
the possible cuts to separate one overlapping divergence from the other. To obtain a
Feynman diagram I' with f4psa 1) 0, 1) # 0, the blob in the middle must be either of
the same overlapping type as Flg 6.6a or superficially convergent. Otherwise, a join-
irreducible element would be generated, which would imply wpsa.rr) (0, 1) = 0. The
possible non-primitive diagrams with four legs, which give a non-vanishing Moebius
function are consequently of the form depicted in Fig. 6.6b, where each blob must
be replaced by a superficially convergent four-leg diagram such that the diagram
remains 1PIL. The lattice corresponding to this structure of overlapping divergences
is aboolean lattice. Every superficially divergent subdiagram can be characterized by
the particular set partition of ‘blocks’ it contains. This gives a bijection from {0, 1}"
to all possible subdivergences. The Moebius function of boolean lattices evaluates
to (—1)", where n is the number of atoms [11, Example 3.8.4.]. Accordingly, the
structure of overlapping four-leg diagrams depends on the number of superficially
convergent four-leg diagrams. The situation is especially simple in ¢*-theory:

Example 6.5.2 (Overlapping vertex- type diagrams in ¢*-theory) The only superfi-
cially convergent four-leg diagram in ¢*-theory is the single four-leg vertex x and so
the only vertex-type s.d. diagrams I" which give ppsa (r)(O 1) ;é 0 are )()( - XX

the chains of one-loop diagrams. Their generating function is § > 150 7 (every dia-
gram is weighted by its symmetry factor) and the counterterm map in ¢* evaluates
to,

1 1 n\"
SEREx(X)y = T Pprimergey (X)) + S > =n* (§> . (65.17)

L>2

Note again, that in this setup the legs of the diagrams are not fixed. To reob-
tain the numbers for the case with fixed legs, the generating function must be
multiplied with the value 4! = 24. The formula for the usual vertex z-factor is
(X)) = 4158 (x( X)),

Using this result, we can indeed use the counterterms of zero-dimensional ¢*-
theory to calculate the number of primitive diagrams. We merely must include the
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correction term on the right-hand side of Eq. (6.5.17). This calculation will be per-
formed in the next chapter in Sect.7.5.2.

Example 6.5.3 (Overlapping four-leg-vertex diagrams in pure Yang—Mills theory)
In pure Yang—Mills theory there can be either the single four-valent vertex % or
two three-valent vertices joined by a propagator 3= as superficially convergent four-
leg diagrams. Only chains of diagrams as in Fig.6.6b or primitive diagrams give a
non-zero Sk (I"). At two loop for instance, the non-primitive diagrams

contribute non-trivially to Sﬁ(%( * )). These chains of diagrams are the only
four-leg diagrams which can be formed as the union of two primitive diagrams in

this theory.

The generating function for L > 2 of these diagrams is 3 Y, _, (34)". Hence,

the counterterm map in pure Yang—Mills theory for the four-gluon amplitude in
zero-dimensional QFT evaluates to,

1 3 3n\"
SHEA)) = 25— § 0 Prianges (X)) + 23 (- <7> . (65.18)

L>2

To reobtain the numbers for the case with fixed legs this generating function needs
to by multiplied with the value 4! = 24 as in the example for ¢*-theory. The formula
for the z-factor is z( %) = 4158 (x( *).

The framework described in this chapter can be used to make more statements
and perform explicit calculations on the weighted numbers of primitive diagrams in
different QFTs and their asymptotic behavior. These aspects will be analyzed from
a combinatorial perspective in the following chapter.
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Chapter 7
Examples from Zero-Dimensional QFT e

The content of this chapter is partially based on the author’s article' [1].

7.1 Overview

The zero-dimensional partition function of a scalar theory with interaction given by
V(x) is written as a formal integral,

dx e%(*%JrV(x)wij)
V2rh ’
similar to Eq. (3.1.1). This integral is to be understood as a formal expansion in 7
and j. The discussion from Sect.3.1 does not immediately apply here, because of
the additional xj term, which was not allowed in Definition 3.1.1. We can always
transform the expression above into the canonical form as in Definition 3.1.1 by
formally shifting the integration variable,

Z(h, j) =

>
X i 2
=04+ (xp)+30J dx %(7%+V(x+xo)7V(x0)fo/(x0))

Z(h,j)=¢e Z —c
/ 4 V2mh

7é+V(xo)+x0/ x2 ,
=e D .7-"|:—?+V(x+x0)— Vi(xg) —xV (xo):| (h)

IPart of this chapter is reprinted from Annals of Physics, 385, Michael Borinsky, Renormalized
asymptotic enumeration of Feynman diagrams, 95-135, Copyright 2017, with permission from
Elsevier.

© Springer Nature Switzerland AG 2018 135
M. Borinsky, Graphs in Perturbation Theory, Springer Theses,
https://doi.org/10.1007/978-3-030-03541-9_7
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where xo = x(j) is the unique power series solution of xo(j) = V’(x¢(j)) + j.Note
the similarity of this shifting by a constant to the Legendre transformation described
in Sect.5.8.

The exponential prefactor enumerates all (possibly disconnected) tree diagrams
with the prescribed vertex structure and the F-term enumerates all diagrams with
at least one cycle in each connected component. It is useful to separate the tree-
level diagrams as they contribute with negative powers in &, which spoils the simple
treatment in the formalism of power series.

Trees and diagrams with at least one cycle are isolated after restricting to connected
diagrams, which are generated by the free energy of the theory:

W(h, j) := hlog Z(h, j) =

2 2
X,
= —70 + V(x0) +x0j + hlog F [—xz +Vx+x9) — Vixg) — xV’(Xo)} ),

where we conventionally multiply by & to go from counting by excess to counting by
loop number and xo = x¢(j). The generating function W (%, j) generates connected
diagrams as stated in Theorem 2.4.1.

The next step is to perform a Legendre transformation as described in detail in
Sect. 5.8, to get access to the effective action G, which is a generating function in
and ¢,

G(hv wc) =W - ]§0L
Qe :=0;W.

The equation ¢. = 9; W needs to be solved for j to obtain G as a generating function
in /2 and ¢.. Explicitly, this is only necessary if the potential allows graphs with one
external leg.

The coefficients of G, expanded in ¢,, are called proper Green functions of the
theory. More specifically, the first derivative 9, G|y, —o is called the generating func-
tion of (proper) I-point function, the second derivative 3£L,G|¢[.=o is called (I/PI)
propagator and higher derivatives 8’(,1 G|, —o are called proper k-point function.

A further step in the analysis of zero-dimensional QFT is the calculation of the
renormalization constants. The calculation is slightly artificial in zero-dimensional
QFT, as there are no explicit divergences to renormalize as discussed in Sect.6.5.
Without momentum dependence every ‘integral’ for a graph is convergent. Thus
renormalization has to be defined in analogy with higher dimensional models. To
motivate the renormalization procedure for zero-dimensional QFT, we will use the
Hopf algebra structure of Feynman diagrams in a slightly more general fashion then
in Chap. 6.
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7.2 Renormalization

When we speak of renormalization in QFT, we mean the evaluation of certain prod-
ucts of characters on the elements

r
X, 1= L
= D |AutT|

FePu
r
x sd. 1=
‘de FEZY_BS-‘L |Aut Fl
D
r
X0, = ,
Py r;_& | AutT|
res l"iv

of the Hopf algebra Gy, of bridgeless graphs from Example 5.5.1 and Hrg as defined
as the quotient G/ Iqysa in Sect. 6.2, which is generated by all bridgeless graphs whose
connected components are superficially divergent.

The process of renormalization is in essence the inversion of a given character ¢

. . s.d. fg Hfg . .
restricted to the generators in B of Hpy, @lqsa € Py and the evaluation of its

convolution inverse on the %%Zd vectors.
D
The zero-dimensional Feynman rules ¢s : Gz, — Qllg, ] are given by,

legs
¢s() = e ] £ (7.2.1)

UEVF

where in contrast to the preceding chapters, we interpret the A, as fixed parameters
that were chosen beforehand - encoded in a specific action S.

This way we can identify the result of the Legendre transformation from Sect. 5.8
with the evaluation,

2
G(h, g = =%+ ¢s (1og Xy,) — 9. (7.2.2)

As described in detail in the last chapter, we will take the set of bridgeless graphs
as the starting point for our Hopf algebra formulation. Here, an elegant approach is
to consider the Hopf algebra of Feynman diagrams H% as comodule over the Hopf
algebra G, from Chap. 5.

We can do this by decomposing the map ¢s as in Example 5.4.1 into the maps
sks and re, which only act on residues, and a map ¢:
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sks : Hng - Q[[(ﬂu hll,  — {Huevr g IfCeR
0 else
[HEE| . .
re: Gy — Qllee, All, ro e freR
0 else
¢ Gy, — Qllee, All, T s A,

This gives us a ‘sandwich’ decomposition of ¢s, that means ¢s = sks *psd £k,

3 2 . ’H% Gy Gy .
re, with the respective x-products, *gpsa @ Py X Poppy = Poppay and g, -

@gﬁ%‘” X CD%?E;L‘H — @gﬁ‘gn. To verify this, observe that for all I" € By,

legs
skis #opy ¢ xop, 1e(T) = sks (KID)E () reres(D) = A7 T 2y

UEVr

which equals ¢s(I"). Note that in the decomposition only sks depends on the action
S.

The renormalized effective action is now the evaluation,

U s.d.
sk *qa Sp* 7 . £ xp,, re(log X)) (7.2.3)

{I s.d.
where S, o |ypsa. o Sp with the antipode Spp from H%’ and ¢ |ypsa the restriction
of ¢ to the generators 5.

The counterterms or z-factors are the evaluations
O = plskswgee S0 (22 (7.2.4)
2 = visks *pyaSp s ) A

where - in contrast to the last chapter - we retained the freedom to choose the allowed
vertex degrees by using the sks map.

The easiest way to calculate the z-factors explicitly is to use Theorem 5.6.1 to
obtain a fixed point equation in a power series ring. We will only consider the cases
where there is a single non-zero A, set to 1, because this the only case where the
inversion is possible in general. Furthermore, we will assume that the set ‘]351')‘1' only
contains non-trivial diagrams with zero, two legs or d legs. This is the case for the
examples of ¢°- and ¢*-theory.

If the underlying QFT has multiple vertex-types, proving the existence of such
a fixed-point equation can be quite involved. In those theories all possible different
definitions of the invariant charge must agree, as dictated by the Slavnov-Taylor-
Identities [2-5].

We will use a well-known ‘trick’ to write the generating functions of our connected
bridgeless graphs as a generating function in one variable:
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Lemma 7.2.1 If f;/%h, is the generating function of scalar connected bridgeless (1PI)
Feynman diagrams with a single allowed vertex-type of degree Ay besides the two-

valent vertices -, then
por
f‘%b,(h’ §007)"27)‘d) - Z |Au2tl"\ 4 s
‘I'C"E‘lpbz (7.2.5)
r

=% +q- *fi,, (@, g1 =220, 0,1)

where
L\
q = (—"d> (7.2.6)
(1-1)°
Proof Observe that
ces, () ) | HESE| |Erl g a)
fhr (pL\ngu/; KZI (,02 hhl‘goc (171)%) Adr
=)»270+ Z AutT )
Autll
ePy | AutT| I"ePy | AutT|
|Crl=1 |Crl=1
K 0=0

which follows from the fact that we may distribute the two valent vertices arbitrary
over every edge: Every edge serves as a ‘bin’ for two valent vertices such that every
edge contributes a ;— factor This only works if I" is not a single two-valent vertex.

Therefore, we have to add this exceptional case AL 7

On a graph we have the identity i = |E| — |Vr| + |Cr| by the definition of Ar-.
If the graph has only d-valent vertices we also have, 2|Er| + |H11~egs| =d|Vr|, by
counting the number of half-edges of I'. These two equations are equivalent to,

|Er| = m(d(hr—ICFI)HHlegsl)

1
Vel = —— Q(hr = |Cr]) + |HE®)),

which gives us, because |Vp| = k™ and |Cr| = 1,

2
¢ $c
Ty (s @, Aoy Ag) = )»274-

2\ N
o h Ad ( Ad ) -
: 5 ((l—m‘f) (% 1=

(50
(1 —20)% | Aut |

’

IePy
|Crl=1

KT0=0
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which is equivalent to the statement.

Using this lemma, we can set up a fixed-point equation for the counterterms. To

;‘ s.d.
do this we apply the map sks *psa S Dm[’d *qsa & *p,, 1€ to log Xqp, and use Theo-
rem 5.6.1:

{|mbd.
Sks *(nsbd. SD *msD.dv é‘ *fpb] Ire (lOg qubl)

Cloysd.
_ 1—[ (v) B (v) Cxapyre(T)
B rezapm< vevp (dr1) sk xS 7 (xm“-)) TAuT
|Crl=1

k
=y ((2z)sk5*ms,d.sg"“5d' (36(1_))>r
rePy 7 b

ICrl=1

k
{'l s.d. r
« ((d!) sks *mbd.SD% (ff(v'?i)) -hﬂ"im

Zl‘ﬁs'd‘ () (Ims,d‘ (va)
— e (5, B 2k w7 (X4 ) dtsks g 5,77 (X500 )

2
= Z( )% + CIerfEI%u (qrzenh’ qren I—z= )(pc’ 0, 1) ’

(7.2.7)

where we used Lemma 7.2.1 as well as the assumption that only s.d. subgraphs with
2 or d legs appear and set

N =
Gron = <—(1 S )

Clegsad.
(=) _ B ()
Z = 2' Sks *;nsbd. SD b (xmst )

{" s.d.
) _ B (va)
7V = dlskg *‘an'SD L (x‘ﬁ%d') .

U s.d.
The evaluation of sk *ypsa S D% *qusd. %, Te restricted on the s.d. graphs in
S is trivial as

;Im&d» “‘B’”d
Sks *mzd. SD b *gpsbd. C *‘«Bbl re |mst = skS *gnsl.)d. SD b *m%d. §|q3s0d *gnsbd. re

and therefore
ngs.d.
sks *opsd Sy " Ko §’|q3;,)d. *opsd € (log xm;.)d.)

CI s.d.
= SkS *‘,BS[')d‘ (SDEBD *;psbd. C |m;)d *(‘BS[.)CL Ire <10g xms[)d>

— d
= 59,
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7.2 Renormalization
because the vertex of degree d is the only residue graph that is not mapped to zero

by sks.

This identity is also called renormalization condition in the physics literature
The set of connected bridgeless graphs with two or d legs in 3, with only d-

valent vertices agrees with the set of superficially divergent graphs in 3%, because

our theories are required to be renormalizable and only s.d. subgraphs with 2 or d
legs may appear. Therefore,

| sd
SkS *;Bsd S *m?)d' ; *mbl Ie (log x{pbl)

¢lgpsd 1
=skgs *gpsbdeDm Ko €|q3>d *epsa. T€ (IOg%gpsd) + O(§0d+l) = d'(pC + O((pd+1)
(7.2.8)

We can also express this with our generating function f‘lch,l by Eq. (7.2.7),

- -
€Y g f (e T— 200, 0,1) = 0l + O (1.29)

Taking the second and the d-th ¢.-derivative on both sides of Eq. (7.2.9) and setting

@ to zero subsequently gives,

) e ? o .
138_ (Z( )% + qrer%fq%bl (qrzenh’ ren - Z( )(pc’ 0’ 1>> @.=0

0= -
92
%=0)

I= atp (Z(+)(ﬂ( +qre§fmbl (Qrenh GrenV 1 — 207, 0, 1))‘ ~ G211
= Z(vd) 3W¢IG(qrenh gDC)‘ 0 ’ -

(7.2.10)

— Z(*) + - Z(*)) (1 =+ ;—(;G(qrzenh, ‘Pc)

- =!

=1+ (=27 £ G 00|

o =!

—qren(l _Z(+))2 G(qrenh ©c)

e =!

where we used the information from the Legendre transformation in Eq. (7.2.2)

32 2

_fC (h7 (pc"Oa 1) = )

dp? o 0e=0 0:=0
d 3G

_fC (h’ Des O’ 1) = _(h’ (pc)

d (,q o @.=0 a(pg @.=0

Combining both identities from Egs. (7.2.10) and (7.2.11) results in,
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e =!

¢f=0>

d
L\ 37 G Grenlts 90)
Gren = < )

(1—z(* N3 B

I

(_ % G(qfenh, (pc)

from which follows g2, a(g2,h) = 1, where

2 Ghgo)|
ah) == P= ) (7.2.12)

d
2
02
<_ 09?2 G(h, (00) (pl._())

The quantity « (%) is called the invariant charge of our theory.
We will use g2 a(g2,h) =1 as a fixed-point equation by interpreting 7 as a

formal power series in another variable, fi,. The quantities & and Ay, are related by
R(Pren) et (F(Pren)) = Pren-

Note that this is the classic and critical insight to renormalization theory: The
expansion parameter £ is interpreted as a function of an renormalized expansion
parameter [6].

Using the equations for the counterterms in Eqs. (7.2.10) and (7.2.11), we may
express the z-factors as

Z( - )(hren) = a2 !
- 3%2 G(h(h'ren)) 0e=0
Z(vd)(hren) = !
G (h(Pren))
e ©.=0

Therefore, we can obtain the z-factors in zero-dimensional QFT from the proper
Green functions and from the solution of the equation for the renormalized expansion
parameter fy,. This computation can be performed in R[[#]] and R[[Aeq]]. The
asymptotics of these quantities can be obtained explicitly using of the .A-derivative.

7.3 Factorially Divergent Power Series
in Zero-Dimensional QFT

In this section, we will briefly recapitulate the notions from Chap.4 and introduce
additional notation tailored for our application to zero-dimensional QFT. The alge-
braic formulation of the ring of factorially divergent power series not only will give
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us access to the asymptotic expansions of composite quantities, but also will provide
us with a compact notation for lengthy asymptotic expressions.

We repeat the central Definition 4.1.1 with A = i as this change of variables
simplifies the notation:

Definition 7.3.1 Define R[[x]] 2 with A € R to be the subset of the ring of power
series f € R[[x]], whose coefficients have a Poincaré asymptotic expansion of the
form,

R-1
fo= Y @A P (4 f— k) + O(A™'T (0 + B — R)), (7.3.1)
k=0

with coefficients ¢; € R and 8 € R. This subset forms a subring of R[[x]] as was
shown in Chap. 4.

Note that A corresponds to o~! from Chap.4 (Definition 4.1.1). This different
notation was also chosen to comply with the standard notation in the resurgence
literature.

We will introduce an additional operator similar to the operator A% defined in
Chap. 4 to simplify the notation:

Definition 7.3.2 Let a? :R[[x]]g — x PR[[x]] be the operator which maps a
power series f(x) =Y oo fux" to the generalized power series (af f) x) =
x 7P 302 cxxk such that,

R—1
fn = chA’”’ﬂ”‘F(n +B—k)+OA " T(n+B—R)) VYR=>0. (732
k=0

The monomial x~# is included into the definition of the a-operator, which maps
to power series with a fixed monomial prefactor or equivalently generalized Laurent
series. Moreover, we explicitly include the formal parameter x into the notation. The
former change simplifies the notation of the chain rule for compositions of power
series heavily. The later change enables us to use the formalism on multivariate power
series.

Both operators are related as, A% (f(x)) = x"af f(x), where A = ™.

Example 7.3.1 Let f(x) = Zn —ma1 L (n +m)x". It follows that f € R[[x]]l and
(arf) ) =

Example 7.3.2 For certain QED-type theories, we will need sequences which do
not behave as an integer shift of the I"-function. If for instance, f (x) = fo’_o 2n —

1 1
Dix" = f > 022" 2T (n 4 1) x", then (a,% f) (x) = —5= in agreement with
Definition 7.3.2.
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As A%, the a-operator is a derivative, which obeys the following identities for
f, g€ R[[x]]g. These identities follow directly from the properties of the A4%-
operator, which were established in Chap. 4 (Corollary 4.1.3, Proposition 4.3.1, The-
orems 4.4.1 and 4.4.2):

al(f(0) +g() = alf(n)+afg) Linearity
3f(f(x)g(x)) = g(x)aff(x) + f(x)aj?g(x) Product rule
1_1
al f(g(x) = f(g(xyate(x) -l—eA(" s)(ag‘f(.s;))|€=gm Chain rule
, 1_1
afe” (v - e €><ag‘g<s))|g:g71(x) Inverse
%8E) g1

where f’(x) denotes the usual derivative of f(x). We require go = 0 and g; = 1 for
the chain rule and the formula for the inverse.

With this notation at hand, the asymptotics of a formal integral, which fulfills the
restrictions of Corollary 3.3.1, may be written in compact form as,

1
MFISWI(0) = — 3 FIS@m) = S& + )] (=h),
iel

where 7; are the locations of the dominant saddle points, A = —S(;) and F [S(x)]
(h) € R[[h]]{)‘. The important property is that F-expressions are stable under appli-
cation of an a-derivative. This makes the calculation of the asymptotics as easy as
calculating the expansion at low-order.

Example 7.3.3 The asymptotics deduced in Example 3.3.2 can be written in compact
form as,

2 xz X3 1 xr %3
) T [ S o) RN Y
aﬁf[ 2+3!}() 271]:|: 2+31}( ).

where % + 5 | () < Rilhll;.

7.4 Notation and Verification

The coefficients of asymptotic expansions in the following section are given in the
notation of Sect.7.3. That means, a row in a table such as,
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| ||prefactor||h0|h1|h2|h3|h4|h5|
anf]l €A77 Jleofer]ea]es]eafcs]

corresponds to an asymptotic expansion of the coefficients of the power series f (h):

R—-1
[H'1f(h) =C Y A" P™T(n+ B —k)+ O(A™"T(n+ B — R)).
k=0

The redundant prefactor C was included to highlight the overall transcendental num-
ber that will be the same for every expansion in a single theory.

The given low-order expansions were checked by explicitly counting diagrams
with the program feyngen [7]. All given expansions were computed up to at least
100 coefficients using basic computer algebra. Although the asymptotics were com-
pletely obtained by analytic means, numerical computations were used to verify the
analytic results. All given asymptotic expansions were checked by computing the
asymptotics from the original expansions using the Richardson-extrapolation of the
first 100 coefficients.

7.5 Examples from Scalar Theories

7.5.1 @3-Theory

Disconnected diagrams We start with an analysis of the asymptotics of zero-
dimensional ¢3-theory, which has been analyzed in [8] using differential equations.
For the sake of completeness, we will repeat the calculation with different methods
and obtain all-order asymptotics in terms of F expressions.

The partition function with sources is given by the formal integral,

3 dx  1(_2,8 FEE A 5
N e S S VN
(. J) N Yo Tan Tl Tt

(7.5.1)

This expansion may be depicted as,

3 1 1 1 1 le 1
29 ) =s(1+ e + - + o34 - z
(h, j) ¢5< +2 +6 +8H+2HQ-|-8 :+4-%%-

1 1 1 1
+6b-‘ +Z'{}< +§O—O +E@ +>

(-
with the Feynman rule ¢ : I' — RIErI=IVel ke >, which also assigns a power of j
to a graph for every 1-valent vertex it has. After a shift and rescaling of the integration
variable Z%' (h, j) takes the form,



146 7 Examples from Zero-Dimensional QFT

(1 2,)7 283
( T

Z9(h, j) = eiﬁrf' - f
(1—2j)s o
(- 2/)2 (7.5.2)

(1— 2/)2 143 1 (/2
=e 3R -Z,
(1—2)) (1—2j)3

where xp :=1— /T —2j and Zg3 (h) := Z¢'(h, 0). The last equality gives a sig-
nificant simplification, because we are effectively left with a univariate generating
function. The combinatorial explanation for this is that we can always ‘dress’ a graph
without external legs, a vacuum graph, by attaching an arbitrary number of rooted
trees to the edges of the original graph, similar to the argument for Lemma 7.2.1. Note
that _x_zg + ;—% +x0j = %((1 - 2j)% — 1+ 3), sequence A001147 in the OEIS
[9], is the generating function of all connected trees build out of three valent vertices.
The generating function of ¢>-graphs without legs is given by

2 3
X
zt () = [—7 + } 0O}
which has been discussed in Examples 3.1.1, 3.2.1, 3.3.1, 3.3.2 and 7.3.3. The first
coefficients of Z¢' (R, j) are given in Table 7.1a. Using Theorem 3.3.1 the generating

function of the asymptotics of Z{ " were calculated in Example 3.3.2. Written in the
notation of Sect.7.3. We have ZO‘/’3 € R[[h]]g and

1 2 3 1
a2z <h)——f[—%+x }(— )= 525 (= h.
This very simple form for this generating function can of course be traced back to
the simple structure of @3-theory, which is almost invariant under the a-derivative.

The bivariate generating function of the asymptotics is obtained by using the
a-derivative on Eq. (7.5.2) and applying the chain rule from Sect.7.3:

3 3

2 3 . (1-2/)2 —143j 1 21-0-22 2 3 o~
ajz (h,j)y=e o  ———e n alZi (W) |- a
(1 - 2])4 (172,’)%

1 a—2pias; 1 p h
= —e 3n —]ZO -] -
2 a—2pt -2

Note that the a-derivative commutes with expansions in j, as we leave the number
of external legs fixed while taking the limit to large loop order. The first coefficients
of the asymptotics of z¢ (h, Jj) are listed in Table 7.1b.

We may also expand the expression for the asymptotics in Eq. (7.5.3) in A to
obtain a generating function for the first coefficient of the asymptotic expansions of
the derivatives by j:

(7.5.3)
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Table 7.1 Partition function in ¢3-theory

Prefactor| 70| A!'| A2 n nt n
aQZ¢3| KO 1| 5] 38 85085 37182145 5391411025
J j=0 Y 24 1152 82944 7962624 191102976
alzé’ | 70 1| 35| 5005 | 1616615 929553625 167133741775
J Jj=0 2 48 2304 165888 15925248 382205952
32_ng | ) h_l 1 35 5005 1616615 929553625 167133741775
Jj j=0 24 1152 82944 7962624 191102976
33 Z(p3 | h_l 5 385 85085 37182145 26957055125 5849680962125
J j=0 2 48 2304 165888 15925248 382205952

(a) The first coefficients of the bivariate generating function z¢ (h, j)

Prefactor| 70| A' | A2 w3 I w

2

alg0z¢’ | Jo 1| 3| 38 | _85085| 37182145 | _ 5391411025
RO j=0 27 24| 1152 82944 | 7962624 191102976
2

a3 3lz¢3| h! ) 1| 35 5005 __ 1616615 185910725
O j=0 27 12 576 | 41472 3981312 95551488
2

aly2ze’ | h? 4 1| _35 5005 _ 1616615 185910725
RO =0 27 6 288 | 20736 1990656 47775744
2

a3 93 79 | h3 3 5 25 | _ 1925 425425 _ 37182145
1O j=0 27 3 144 10368 995328 23887872

2

(b) The first coefficients of the bivariate generating function ag z¢ (h, J)

PO 5 12j 1))
79 j) = —et (14 (—— +-2L -~ Bt ..
Rzt () 271”( +< 2 i s )T

ER ) 1 /2\" 5 3m m?
a%ajz(p(h,J)b_O:E(ﬁ) <1+(_ﬁ+?_?)h+”'>

By Definition 7.3.2 this can be translated into an asymptotic expression for large
order coefficients. With 8;”2“’3 (h, j)|j:0 = 0 o Zma

R-1 2 —m—n+k
mmn — m Py r —k
Zm, gc & (3) (n+m—k)

—m—n+R
+0 <§> I'h+m—-R)),

for all R > 0, where ¢, = [hk]h’”ag 87“ z¢’ (R, J) |j=0 or more explicitly,

om 2 —m—n
Zm,n ~_ <_> F(n + m)

n:0027'r 3
o 1_|_2 5+3m m? 1 .
3 24 8 8 Jn+m—1 ")’

which agrees with the coefficients, which were given in [8] in a different notation.
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Connected diagrams The generating function of the connected graphs can be
obtained by taking the logarithm of Z ¢

W? (h, j) := hlog Z¥ (h, j)

L1 =2/) = 143)) + hlog —— + hlog ¢ n
=0 =2/)" =1+3j)+ . —
3 4 1-2j "\ —2j)

(7.5.4)
25

2232
T

5 1 5 1 1
=N+ - jh+ S jR*+ = j*+ = j°h
7L YA AL P Y

This can be written as the diagrammatic expansion,

3 1 1 1 1

1 1 1 1
+6b-‘ +Z'{}< “rgO—O +E@ +)

(=)
where we now assign the slightly modified Feynman rules ¢s : T' > Rr jkr to

every @3-graph. The large-n asymptotics of the coefficients w,(j) = kit (h, j)
can be obtained by using the chain rule for a:

Wi

I we ; (%*‘]’) 3 o (7
a,W¥ (h, j) =h|e’\" "ailog Z (OIN oo (7.5.5)
[
(1-2))2

Some coefficients of the bivariate generating functions we' (R, j) and aé we’ (R, j)
are given in Table 7.2a and 7.2b. Comparing Tables 7.1b and 7.2b, we can observe
the classic result, proven by Wright [10], that the asymptotics of connected and
disconnected graphs differ only by a subdominant contribution.

With the expressions above, we have explicit generating functions for the con-
nected n-point functions and their all-order asymptotics. For instance,

@’ ¢? 3 @3 5 ¢*
W )j:O = hlog Z{ (h) al W ‘j:O = ha} log Z& (W)
3 3
ow?e 1 3 2 gwe 2 3
: — ~h+ 3020 log 28 () &) — - <2+3h28h) aj log Z& ().
aj =0 2 aj =0

Every n-point function is a linear combination of log 7¢'(h) and its derivatives

2 o
and the asymptotics are linear combinations of a; log z9(h) = LM

S and its
Zy (B

derivatives.
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Table 7.2 Free energy in (p3—theory

hO h] hZ ﬁ3 h4 hj
Owe’ 5 5 1105 565
»w |j=0 0 0 24 16 1152 128
Lo’ 1 5 15 1105 1695
yw |j:0 0 2 8 8 128 32
2o’ 25 12155 11865
Hw |j:0 1 1 3 15 128 16
3e’ 175 158015
Fwe 1 4 z 150 o 11865

(a) Table of the first coefficients of the bivariate generating function W“’3 (h, J)

Prefactor| #°| A/ h? h3 n* &

2

al30we’ | al 1| —5| 25 | _20015 398425 _ 323018725
nj j=0 27 12| 288 10368 497664 5971968
2

a’y! W(p3| R ) 5| _155| _17315| _ 3924815 | _ 294332125
1o j=0 27 6 144 5184 248832 2985984
2

al2we’ | ! 4| 11| _275| _31265| _ 7249295 | _ 553369915
hj j=0 27 3 2 2592 124416 1492992
2

a’ 33W(p3| h2 8 46| _ 407 | _ 51065 | _ 12501815 | _ 988327615
] j=0 27 3 36 1296 62208 746496

(b) Table of the first coefficients of the bivariate generating function ag we’ (h, J)

149

We could derive differential equations, which are fulfilled by Zg ’ (h), log z¢ (h)

2
and a; log Z¢ (h) to simplify the expressions above. This would have to be done in
a very model specific manner. We will not pursue this path in the scope of this thesis,
as we aim for providing machinery which can be used for general models.

1PI diagrams The next object of interest is the effective action,

G¥ (h, o) = W9 (B, j(h, 9c)) — j (h, @) @e,

(7.5.6)

which is the Legendre transform of W as described in Sect. 5.8, where j (%, ¢.) is the
solution of . = 9; we' (R, j). A small calculation reveals what for the special case
of ¢3-theory this can be written explicitly in terms of ¢,. It is convenient to define

3 3 3 .
y(;p (h) =< i(ih’o) =W (h;{(ﬁ’o)). Equation (7.5.4) gives us the more explicit form,

(1 —2jo(h))2 — 1+ 3jo(h)
3h

v (h) =

+ -1 ! +logZ¥ h
~log ————— +log —
4°1=2jo(h) O\ = 2johy):

) |

where jo(h) = j(h, 0) is the unique power series solution of the equation

(ﬁ3

aj

o
Il

(h, jo(h)) .
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The bivariate generating function G¥ (h, @) is then,

, o @ 1 1 h
GY (h, o) = —— + ? + = hlog + hyo Ty (7.5.7)

The combinatorial interpretation of the identity is the following: A 1PI diagram either
has no or only one loop, or it can be reduced to a vacuum diagram by removing all
external legs and the attached vertices. This bivariate generating function can be
depicted diagrammatically as,

G‘/’3(h,<pc)———+¢>s< <4 {)+ Lo+l ;}+—@+ ),

where we finally arrived at the required form of ¢s : I' > A g, K , which addi-
tionally assigns a ¢, to every leg of an 1PI graph.

Acting with the a-derivative on Vo gives,

2 W ", jo(h)

ahVo (h) 3
3
W, J) B D _ i
= (%T + el o)
Jj=Jjo(h)

where the second term vanishes by the definition of jy. Therefore,

log Z‘p (h)] ,
B h
(1-2jo(h) 2

mlmn

i = FH)af

and

(7.5.8)

[S%

v (120 (25
(e o\ 12g0)3

This can be expanded in ¢, to obtain the asymptotics of the 1PI or ‘proper’ n-
point functions. Some coefficients of the bivariate generating function G*' and its
asymptotics are listed in Table 7.3a and 7.3b.

Z
As for the disconnected diagrams, we can also expand a; Yels (R, @) in A to obtain
an asymptotic expansion for general m with 9;'G ¢ (h, @c) ’ = 0 mall"
Expanding gives,
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Table 7.3 Effective action in ¢3-theory

ho ﬁl ﬁz h'; ]:L4 B
aSL,Gw‘: |y 0 s o 0
3(}% G¥ |¢[:o % % % 1471 %
ol [ (1 1 [§ [ | %
8;( G¥ |%:O 1 1 5 35 % %

(a) Table of the first coefficients of the bivariate generating function G¥" (h, ¢.)

Prefactor| #°| Kl K2 n n* B’
2
2’90 g¢v° 1AL 1| 7| _n| _1013s| _ 536087 | _ 296214127
7 % 0c=0 27 6 i 1296 31104 933120
2
algl gv° | I | 0| 7| _137| _10729| _ 1630667 | _ 392709787
7 % 0.=0 o 3 36 648 15552 466360
2
a2 Gv° | e 1ETL | 4| 26| _179| _ 15661 _ 2531903 | _ 637309837
h % 0:=0 2% 3 18 24 7776 233280
2
303 ¢’ —1h72 _100| _ 101 | _ 18883 | _ 3471563 | _ 940175917
a; 9, G |¢C:0 e 5| 8 3 9 162 3883 116640
2

(b) Table of the first coefficients of the bivariate generating function ag G‘/’3 (h, @c)

2 5 R
LG (g = hT’; (1-1 (73 + 3(2%)1) h
=5 (11 +126Q2¢.) — 42(29c)* — 8(2pc)* — 92 )*) I +...) .

Translated into an asymptotic expansion this becomes,

g ~ 22" ()" T+ m—1)

n—00
x (1= 17-3m+3m> _ _1 114210m—123m>+48m>—9m* 4
9 n+m-2 162 (n+m—-3)(n+m—2) )

Renormalization constants and skeleton diagrams To perform the renormalization
as explained in detail in Sect. 7.2, the invariant charge in ¢>-theory needs to be defined
in accordance to Eq. (7.2.12),

3 G|y —o(h)
3
(=82 G¥'|g=0(M))*

a(h) == (7.5.9)

The exponents in the expression above are a consequence of the combinatorial fact,
that a 1PI ¢3-graph has two additional vertices and three additional propagators for
each additional loop. We need to solve

Pren = A(Pren) 0t (R(Pren))

for R(Myen). The asymptotics in A, can be obtained by using the formula for the
compositional inverse of the a-derivative given in Sect. 7.3 on this expression:
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Table 7.4 Renormalization constants in ¢3-theory

h?en ﬁrlen h?en hzen ﬁ?en hfen

7 33 345

I(Pyen) 0 1 -3 6 -3 —3
Z(+)(ﬁren) 1 % _% _% -2 _%
2 < ) (Tiren) 1 —1 % —4 -29 7%

(a) Table of the first coefficients of the renormalization quantities in ¢3-theory

0 2 3 ) 5
PrefaCtor hren hTen hren }iren hren hren
2 10 -1
3 TS 412| _3200| 113804 | 765853 | 948622613
(ahm h) (ren) | e 3 7| =16 37| =55 81 243 14580
2
2l ) ()| BN g | 6| 76| 13376 | 397486 | 284898047
ag o ren I 3 9 81 243 14580
2 10 ;-2
5. -0, ol 128| 152 | 26752 | 794972| 569918179
(ah ) (fren)| €73 57 81 73 9 81 243 14580

(b) Table of the first coefficients of the asymptotics of the renormalization quantities in ¢3-theory

| i) 2 ey
(ahmnh(h’ren)) - e on (ha(h))
h=h(ren)

The z-factors are then obtained as explained in Sect.7.2. They fulfill the identities,

—1 =20 (Bren)02. G| _ (hlren)
1= 200 (Ben)d; G|,y (iren))

By an application of the a-derivative and the product and chain rules from Sect. 7.3,
the asymptotics of z( % ) are:

aéﬁnz<*’(ﬁ«en)=— (a;ccvfy%zo(h))fze%(ﬁ—%) aéajcc;ﬂwzo(h)

a; (ha(h)

3 3
- (09,67, 0®) 3o

h=h(lirn)

(7.5.10)
and for z{ ) analogously. Some coefficients of the renormalization constants and
their asymptotics are given in Table 7.4a and 7.4b.

It was observed by Cvitanovic et al. [8] that 1 — (< ) (Bren) is the generating
function of skeleton diagrams. Skeleton diagrams are 1PI diagrams without any
superficially divergent subgraphs. This was proven in Chap. 6 using the interpre-
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tation of subgraph structures as algebraic lattices. Applying Definition 7.3.2 and
Corollary 6.5.2 directly gives a complete asymptotic expansion of the coefficients of

1- Z( < )(hren)’

R—-1

(1= 2O () = X e (2)

+0((3)"Tr+2-R)

—n—2+k T(n+2—k)

ren ren

for all R > 0, where c; = [~ ] ( K2 ahmz( < )(hfren)>~ Or more explicit for large

n’

(1= 2O ~ S5 ()" PP+ 2) (8- 2128 L

2)\2 1521 23 26752 1
- (3) 9 nmtD) (5) 81 GDniD T )

2
The constant coefficient of a%{enz( < )(hﬁn) was also given in [8].

2
Using the first coefficients of a,;L G“’ | and —a,iLr (< ) (Bren), We may
deduce that the proportion of skeleton dlagrams in the set of all proper vertex dia-
grams is,

10 Cne

)" ra+ (-2 L) 56 1 1

e=! (212 2100 _1 =ei\lmg, o n? .
2—(5) F(n+2)(8 §TT+' n n

L=

A random 1PI diagram in ¢>-theory is therefore a skeleton diagram with probability

7 561 1
5 (1-==Z il
S-5arel)

where 7 is the loop number.

All results obtained in this section can be translated to the respective asymptotic
results on cubic graphs. For instance, %(1 — 20 (Byen)) is the generating function
of cyclically four-connected graphs with one distinguished vertex. In [11], the first
coefficient of the asymptotic expansion of those graphs is given, which agrees with
our expansion.

7.5.2  @*-Theory

In ¢*-theory the partition function is given by the formal integral,
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dx_j(-5+sn)
V2nh
j? j* 5 1155

O A M h
o tam Tl T g +8 +

74 (h, j) =

In this case, it is not possible to completely absorb the j dependents into the argument

4
of Z§ . We only can do so up to fourth order in j, which is still sufficient to obtain the
generating functions which are necessary to calculate the renormalization constants:

2 "
dx e%(—%-&—%-&-hlogcosh ff)

V2rh
dr (-2 a(i) (1) o))

74 (h, j) =

- 27rhe
_ —ix—he%(f(lf%)%(l 25)%) + o)
T
1 4 1— 2;-_2 -6

where Z{' () := 2% (1, 0) = F[ =5 + 5 | (0.

The asymptotics of zg4 can be calculated directly by using Corollary 3.3.1: The
action S(x) = —X—; + % is real analytic and all critical points lie on the real axis.
The non-trivial critical points of S(x) = —%2 + % are 7. = ++/3!. The value at
the critical points is S(t4) = —%. These are the dominant singularities Which both

contribute. Therefore, A = % and S(11) —S(x +14) = —x> £ = f + 5

it 1 Sooxt 2 oxt
7= 5 (7| 0+ G glemer [0 e glen)
1 3 4
” [ NG ]( "
1 1. 35 385 25025
=— (1—ch+ =W — W+ ——n >
ﬁn( 8 * +

384 3072 98304
The combinatorial interpretation of this sequence is the following: Diagrams with
three or four-valent vertices are weighted with a Az = \/_ for each three-valent
vertex, A4 = 1 for each four-valent vertex, a factora = 5 L for each edge and a (—1)
for every loop in accordance to Proposition 3.1.1. The whole sequence is preceded
by a factor of \/a = \/LE as required by the definition of F.

The asymptotics for Z¢4(h, J) can again be obtained by utilizing the chain rule
for a:
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Table 7.5 Partition function in ¢*-theory

prefactor| A0| B'| A2 Vsl i 7
07¢" 0 1 35 385 25025 1616615
aj z¢ |_,‘=o h 1l 5| 31| 3m 98304 2359296
9279 | h! 1| 5] 105| 5005 | 425425 11316305
J =0 8| 128 | 3072 98304 786432
94 79" | K2 3| 35| 1155 25025 8083075 | 260275015
b j=0 8 | 128 | 1024 98304 786432

(a) The first coefficients of the bivariate generating function z¢ (h, J)

Prefactor| R0 K!'| K2 5l B w

3
a2 aOZ‘/’4} R 1| —1| 35| _38 25025 | _ 1616615

nOj j=0 o 8| 384 3072 | 98304 2359296

3

302 7t h? 1| _5| 35 | _ 5005 85085
a,d;2 }j=0 o= 6| 3 5| 312 0152 | 393216

3

3 0d et ht _9| 9 | _35 1155 15015
a;9;Z ‘ j=0 o 36 2| ;2 256 8192 65536

3
(b) The first coefficients of the bivariate generating function a; z¢* (h, J)

10

1-2

aéZ“"‘(h, j) = ; |:e (%7%)(3;%Z874) (ﬁ)i|~ 7 +0@%

2
h (-2

The first coefficients of Z%* (A, J) are given in Table 7.5a and the respective asymp-
totic expansions in Table 7.5b.

The generating function of the connected graphs is given by,

W? (h, j) == hlog Z*' (h, j)
4

1 1 1-24&
= —hlog—— + hlog Z(‘f4 h—— ) + 0%
2 1— % a- %)2

and the asymptotics are,

1

al W' (h, j) = h[ei(ﬁ%@ log Z{’ (ﬁ)]~ sy HOUY.

Iz
(-4

The first coefficients of the original generating function and the generating function
for the asymptotics are given in Table 7.6a, b.
The effective action, which is the Legendre transform of W‘/’4,

G¥ (h,9) = W' (h, ) = e
where ¢ := 9; W' is easy to handle in this case, as there are no graphs with exactly

one external leg. Derivatives of G¥ (h, ¢.) with respect to ¢. can be calculated by
exploiting that ¢, = 0 implies j = 0. For instance,
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Table 7.6 Free energy in ¢*-theory

| Rt R R Rt n
W 0] 0 3] ] % 7
w13 3] %
o 1] 3] 8] ] =

(a) The first coefficients of the bivariate generating function we' (R, J)

Prefactor| K| R! | K2 s i Il
motwe'| L, B | 6] —as| 4] —ag] |z

(b) The first coefficients of the bivariate generating function a% we' (hy J)

G*' o= w¥' (7, 0)

2 o' _ 9 _ 1

P le=0 Beel,ny g2wet
a;*Ww“ .

4 qot _ J=

a‘ﬂz,‘G‘p (p(‘:O B 4
2wet
J j=0

The calculation of the asymptotic expansions can be performed by applying the a-
derivative on these expressions and using the product and chain rules to write them
in terms of the asymptotics of W¥'. Some coefficients of G¥ (h, Jj) are listed in
Table 7.7a with the respective asymptotics in Table 7.7b.

Using the procedure established in Sect. 7.2, the renormalization constants can
be calculated by defining the invariant charge as

1 2

(h)) 2
0.=0

=0 ()

4 4
(s

2 4
8¢{‘ Gw

a(h) =

Having defined the invariant charge, the calculation of the renormalization constants
is completely equivalent to the calculation for ¢3-theory. The results are given in
Table 7.8a and 7.8b.
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Table 7.7 Effective action in ¢*-theory

o R h? I3 n* w
9,6, 0 0 g ¥ % 7
0,6 |, |1 3 i i3 s

(a) The first coefficients of the bivariate generating function G¢' (hy )

Prefactor| h°| Al n? n n B
3
alalGe'l, | I |36 —117) | 1) _oms| s

3
(b) The first coefficients of the bivariate generating function a; G¢* (h, J)

Table 7.8 Renormalization constants in ¢*-theory

h?en hl%en h?en h?en hfen hfen
B(Pren) 0 1 — % % — % 23j
2 ren) 1 ! |1 I
Z(x)(hfren) 1 —% % _%1 _411% _%

(a) Table of the first coefficients of the renormalization quantities in *-theory

0 1 2 3 4 5
‘ ‘ PrefaCtor ‘ hren ‘ hren ‘ hren ‘ hren ‘ hren hren
P 2| 5| 387 _13785| 276705 | _ 8524035 486577005
2 32 256 8192 65536

=z
>t
|

_18 219 567 49113 8281053 397802997

2 4 o4 512 16384 131072

3
3 _
(a ren h) (Pren) e Vn
3
El 2
2
a,
3
2

h
< renz(+)> (hren) e

(X) SIS a3 L] 243|729 | 51057 | 7736445 | 377172477
(ahrenz (ren)| e & 51 —36] 5 2 756 8192 65536

(b) Table of the first coefficients of the asymptotics of the renormalization quantities in ¢*-theory

+Z

As already mentioned in the last chapter, Argyres, van Hameren, Kleiss and
Papadopoulos remarked that 1 — z¢ X (hyen) does not count the number of skele-
ton diagrams in ¢*-theory as might be expected from analogy to ¢>-theory. The
fact that this cannot by the case can be seen from the second term of z¢ X (Bren)
which is positive (see Table 7.8a), destroying a counting function interpretation of
1 — 20 %) (Bgep). In Example 6.5.2 it was shown that additionally to skeleton dia-
grams, also chains of one loop diagrams, X_X_--- ¥_X contribute to the generating
function z( ™) (A, ). The chains of one loop bubbles contribute with alternating sign.
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Using the expression from Example 6.5.2, the generating function of skeleton
diagrams in ¢* theory is given by,

= 2 (Pren) +3 ) (=) (m) , (7.5.11)

n>2

where we needed to include a factor of 4! to convert from Example 6.5.2 to the
present notation of leg-fixed diagrams. The first coefficients are,

3 31 529 2277 16281 254633 2157349 39327755 383531565

1 5.0,1,3, —, —, , ; ; , ;
02O 32 6 4 4 8 8 16 16

PRPEPN

The asymptotic expansion of this sequence agrees with the one of (1 — z( ) (figen)),

2\ 3243 1
B0 — 2 O (he)) ~ (2 r 3)(36 - ===
Pren] (1 =227 (Puen)) ~ N (n+3) )

N <§>2 729 1 (§)3 51057 1 N
2) 2 @m+Dm+2) \2) 25 nn+D@m+2) )

More coefficients are given in Table 7.8b.

_15

7.6 QED-Type Examples

We will discuss more general theories with two types of ‘particles’, which are of QED-

type in the sense that we can interpret one particle as boson (in our case a photon

or a meson -- ) and the other as fermion ( - ) with a fermion-fermion-boson vertex

(either a fermion-fermion-photon « or a fermion-fermion-meson vertex -& ).
Consider the partition function

Z(h, j,m) = dZdZ %(’§*‘Z|2+X|Z\2+J’X+nz+r‘z1).

C

The Gaussian integration over z and z can be performed immediately,

dx dZdZ L<_;_(1_x)|z_7| +Jx+“li)

Z(hv j, 77) = \/— 7TFL h
d 1 (2 n?
= a or (i) 7.6.1)
R A27h1—x
— dx e%(—%-’-jx-k%-khlogﬁ)
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Note that the transformation above has not been justified rigorously in the scope of
formal integrals, but here it is sufficient to consider the last line in Eq. (7.6.1) as

input for our mathematical machinery and the previous as a physical motivation.

. . . . . . . . 2
The combinatorial interpretation of this expression is the following: % generates

a fermion propagator line and 7 log % generates a fermion loop, both with an
arbitrary number of boson lines attached. The interpretation of the jx and — % terms
are standard.

We will consider the following variations of this partition function:

(QED) In quantum electrodynamics (QED) all fermion loops have an
even number of fermion edges, as Furry’s theorem guarantees
that diagrams with odd fermion loops vanish. The modification,

hl ! h ! 1 ! 1 ! ! hl !

BT T 2<0g1—x+ Ogl—l-x)_Z BT 2
results in the required partition function [8, 12].

(Quenched QED) In the quenched approximation of QED, fermion loops are
neglected altogether. This corresponds to the modification
hlog -~ — 0.

(Yukawa) We will also consider the integral without modification. Also
odd fermion loops are allowed in this case. This can be seen
as the zero-dimensional version of Yukawa theory. The bosons
in Yukawa theory are usually mesons ( - ) and not photons and
we have a fermion-fermion-meson vertex (-§ ). Mesons are

depicted as dashed lines as the example in Fig.2.1.

7.6.1 QED

In QED the partition function in Eq. (7.6.1) must be modified to

ZQED(h, j, ]’)) = / ix he%(7%+jx+%+%hlog lsz)'
R V2T

As in ¢*-theory, we hide the dependence on the sources inside a composition:
A (1 + 2j|n|2>
h2

(1-5)(-%)

+03G" + 03 + Onlh),

290, joy o= (14 £ 4 12 200
A 2h - h )"
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where

2
dx e%(f%+%hlog 1712)

R v/ 2mh

Recall that this expression is meant to be expanded under the integral sign. Because

Z&P(h) == 2P (1,0, 0) =

2 = —L_ we conclude, using the rules of Gaussian integration that

ZgP(h) = " h'2n = D]

— 2
=0 1—x

In Example 3.2.2 it was shown using Proposition 3.2.1 that this may be written as,

2
798P () = F [— sz(x)} ().

The partition function of zero-dimensional QED without sources is therefore equal
to the partition function of the zero-dimensional sine-Gordon model.

Using Corollary 3.3.1, it is straightforward to calculate the all-order asymptotics.
The saddle points of — sin (X) all lie on the real axis. The dominant saddles are at 7, =

+75. We find that A = M and S(ty) =Sty +x) = —%(X). Therefore,
1
Z3™ e R[[A]]; and

1 1 sin®(x) 2 sin®(x)
a; Z9(h) = a; F [— 2x ](h): E}"[ * }( h).

The calculation of the asymptotics of Z2%EP (R, j, ) as well as setting up the free
energy WP (7, j, n) and calculating its asymptotics are analogous to the preceding
examples. The respective first coefficients are listed in Tables 7.9 and 7.10.

The effective action is given by the two variable Legendre transformation of
WQED:

GEP(h, e, Yo) = WEP(R, j, ) — joe — 1We — 0¥,

where ¢. = 3; WP and v, = 9; WP. The variable ¢ counts the number of pho-
ton legs « and the variables 1. and ¥, the numbers of in- and out-going fermion
legs ~ of the 1PI graphs.

Because there are no graphs with only one leg in QED, it follows that,
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Table 7.9 Partition function in QED

prefactor| 70| A'| B2 | B3 nt n
a?(anaf,)OZQEDbig 1 3| 3| R| ®|
aj(a,,aﬁ)OZQEDIZ;g Ut 3] R R B K2
a?(ana;n‘zQEDﬂ;o I T =
8! (807! ZQED |j:§ ol 3] B P PR R

=

(a) The first coefficients of the trivariate generating function ZEP (%, j, 1)

Prefactor| 10| A'| | B | B w
T
290 -0 7QED]| . o _ Ly 9| 75| 3675 | _ 59535
a;9;7(3,97)"Z |J:8 = L =3 3 6| 1% 756
o
T
292 )0 7QED]| . h? L 3| 15| _525 6615
a;07(3y9;7)"Z |J=8 7'[ Ll 3 8 1 8| 256
=
T
240 1 7QED| . h? 1 3] 15| _525 6615
aj,0;(9n05) 2 }128 n L3 g T ™8| 2%
.
T
240 )2 7QED]| . a3 _Lp L) 3 5 _735
;97 (3,97)°Z |J=8 7'[ L =3 3 6| 138 756
=

T
(b) The first coefficients of the trivariate generating function a; Z QED (1 i 1)

Table 7.10 Free energy in QED

| EEENAN h5
39(9,97)° WP =0 ol ot 1| & 26
37 (3,07 WEP| /=0 1| 1| 4| 25| 208 2146
aj?(anaﬁ)leEDﬂfg 1| 1| 4| 25| 208 2146
a}(a,,aﬁ)leEDQ;g 1| 4| 25 208 2146 26368

(a) The first coefficients of the trivariate generating function WEP (7, j, 1)

Prefactor| H0| m!'| A2 o n B
1
25005 9-)0QED| . Rl _q| 1| 1w e1 | _3467
a;;3;(9,97)" W |J=8 b3 1 5 2 8 8
=
1
24208 5-)0pQED| . o ) 3| 13| 341 _2031
a;, 07 (3y97)" W |]=8 = Ll =1 —3 3 8 8
=
1
2505 5-)1 JwQED| . At Zq| 3| 13| 31| _29%1
a;,0; (3,87 W |j=o 1 1 2 2 8 8
I =0
741 N1ywQED| n? _q| 3| 13| _341| _ 2931
a; 9 (8,05 WP = e L =1 =3 2 8 8
=

I
(b) The first coefficients of the trivariate generating function a; WEP (i n)

161
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Table 7.11 Effective action in QED

| N R L
agc(awca@)OGQEDmig 0 0 1 1 5 26
3 (a%a—‘)OGQED|¢Fo -1 1 3 18 153 1638

Y=
30 (By.95,) GQED|¢ = —1 1 3 18 153 1638
33, (3y,.05,) GQED|¢ -0 1 1 7 72 891 12672
=0

(a) The first coefﬁ01ents of the trivariate generating function GED (, bey Ye)
| | Prefactor| K| m'| B2| K| w | K|

0 0,~QED a! 1 17 67 3467
aha  (0y,.8;,)°GC |¢ = x =1 5 -5 5 | -5
h

2 ! 9 57 2025 22437
3 (3¢r3w)oGQED|¢ =0 L =3 =5 -5 -5 -5~

Ye=
353&(3wL»3¢L»)lGQED|$Ci3

|

2025 | _ 22437
2 8 8

i
—_
|
w
S]]
3
N

B
b
|
N

75| 3309 _ 41373

1 2 8 8

|

I
0150033,/ 0%

T
(b) The first coefficients of the trivariate generating function a;, GED(, pe, V)

GQED’¢ 0_WQ | -0

QE 1/f n:lo
0y, 05 G o =——
Ve Ve ’:7; 3 3;,WQED|]':0
2 G QED| =
3 be=0 = —
V=0 WD j=8
n:
80,9 WP |j=0
=0
0y, 0y, 85, G¥P 5.0 = : 2
=0
v P2weE| ;g (a awen | 0)
n=0 =0

The calculation of asymptotics is similar to the one for ¢*-theory. Coefficients for
the effective action are listed in Table 7.11.
To calculate the renormalization constants we define the invariant charge2 as,

2
3, 9y, 0, GUEP |¢ =0
a(h) = -

2
(_aq%EGQED|¢C:0> <—3wc 8%GQED|¢C=0)
V=0 V=0

ZNote, that the 8(125{_ corresponds to the photon propagator « , the 9y, d;; to the fermion propagator

> and the 9y, dy, dy, to the fermion-fermion-photon vertex «& .
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Table 7.12 Renormalization constants in QED

163

h?en ﬁrlen h?en h?en h?en hfen
h(Pren) 0 1 -5 14 —58 20
20" ) (Pren) 1 1 —1 -1 —13 —-93
207 (Fren) 1 1 -1 —1 —13 -93
Z(m.”é )(hren) 1 —1 -1 —13 —-93 —1245
(a) Table of the first coefficients of the renormalization quantities in QED
PrefaCtor h(r)en hl!el'l hrz‘en h?en h?en hrsen
3 -3 p! 379 | 6271 | 38441 17647589
(aémn h) (Firen) e e et ol B vl e 430
3 w —3 p! 13 67 5177 | 513703 83864101
(aﬁmz( )> (ren) | €275 =11 T | % | 3§ G 3840
1
2 - —3 ! 13 67 5177 | 513703 83864101
a; 2 )> (wen) | €727 =11 5| § | 5| 3 3840
3 (= 5 p2 13| e | si77| 513703 83864101
(aémz< )> (wen)| €271 =1 S| % | g 3 3840

(b) Table of the first coefficients of the asymptotics of the renormalization quantities in QED

The first coefficients of the renormalization constants and their asymptotics are listed
in Table 7.12.
)

As in the example of ¢3-theory, the z-factor for the vertex, z( can be used to
enumerate the number of skeleton diagrams, due to Theorem 6.5.4. Asymptotically,
this number is given by,

s e

[hi}en](l - Z(Mi )(hren)) n:oo % (%) : '(n+2) (1 — %%#
_ (;)2 67 __1 1

2 8 n(n+1)

1\3 5177 1
- (5) 48 (n—Dn(n+1) +.. ) ’
which can be read off Table 7.12. The first two coefficients of this expansion were
also given in [8] in a different notation.

7.6.2 Quenched QED

For the quenched approximation, we need to remove the log-term in the partition
function given in Eq. (7.6.1):
dx % (7 % +jx+ M)

ZOEP(h, jog) = | ——=e e
. R V2mh
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The partition function cannot be reduced to a generating function of diagrams without
sources as the only diagram without sources is the empty diagram

To obtain the first order in ||?, the partition function can be rewritten as

Z¥P(h, j,m) =

J

2
e

Es

L+ i R\/zﬂ(dxﬁ)ﬁe (52) 4 oqmr

a-j?

The formal integral in this expression can be easily expanded

dx Jf d .
/J_l—x X:(; "2n — DI =: x(h)

This is in fact the expression, we encountered in Example 3.3.3, whose asymptotics

cannot be calculated by Corollary 3.3.1 or Theorem 3.3.1. But extracting the asymp-
totics ‘by hand’ is trivial. Because (2n — 1)!!

1 .
== (n + 1), we can write,

1
3;§X(h) = %

’

in the language of the ring of factorially divergent power series. It follows that

QUED 1« 2 In|?
Z (h,j,m)=em | 14+

h
] 4)
h(l—j)x<(1—j)2)+ (1
1 20h
a} 2001, j ) = ¢

! h
“RI- ) (ah" <(1 7 )) ) + Ol

and by the chain rule for a

3 QQED . . |TI|2E% %(L_l) 1 .
a2 = Al — j) a;x (7) + OUnl"

a-j?

Inled L(4-1) 1 4
e\ —— +O(Inlh
B 2nh

a-j?
_Infen

- +O0(nl"
V2mh2

Obtaining the free energy, which is essentially equivalent to the partition function
is straightforward,
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Table 7.13 Free energy in quenched QED

Iy A h? I B4 I
9@, 07" WP 1 1 3 15 105 945
n=0
3} (@07 WP 1 3 15 105 945 10395
n=0

(a) The first coefficients of the trivariate generating function WQQED (5 Jjsn)

| | Prefactor] 10| R'| B2| 1| Bt o

aéa?(anaﬁ)IWQQED‘{;g ;‘fm 1o/ ol o o 0 ‘

aéa}(a,,a;,)‘WQQED|_i=g i |10 ofofo 0 ‘
=

1
(b) The first coefficients of the trivariate generating function a; WQED (i )

WORED (R i ) = hlog Z2U¥EP (R, j, n)

it P

h 4
2 1" ((1 —j)2> O
: o InPe’T
ay WP, ) = e + O

St

The effective action obtained by the Legendre transformation of WQQEP can also be
expressed explicitly:

2 . — 1
GO, 4, o) = 2+ 1P Oyl
X ((1—@)2)
S gy
1 e h — Q¢
a; GO (h, pe, Ye) = || S+ O(¥el.

2rh ( h )
X\ =672

The first coefficients of the free energy and effective action are listed in the Tables 7.13
and 7.14 together with the respective asymptotics.
The invariant charge is defined as

0y, 0y, 5, GLP 2

¢c:0
a(h) = Ye=

and the calculation of the renormalization quantities works as before. Some coeffi-

cients are listed in Table 7.15. The sequence generated by 1 — z( * )(hren), which
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Table 7.14 Effective action in quenched QED

RO B! 2 R Bt 3
99 (3y,5,)' GREP|, o -1 1 2 10 74 706
Wr:
9, 3y, 05,)' GREP| 4 g 1 1 6 50 518 | 6354
c c 1//5:0

(a) The first coefficients of the trivariate generating function [QRED (.., ve)

\ | Prefactor| 70| B'| W2 B | B | K|

1

2490 51 ED r0

a,§8¢c(3¢cawc) G |$Cf(()> T 1| =2/ =3| —16| —124 —1224‘
: =

241 ! ED h!

aga@_(a%a%) G |$ig — 1| —4| =3| —22| —188 —1968‘

I
(b) The first coefficients of the trivariate generating function a; [QQRED (1, ., )

Table 7.15 Renormalization constants in quenched QED

h?en hrlen h%en h?en h?en hfen
"(Pren) 0 1 —4 8 —28 —48
20 (firen) 1 1 —1 ~1 -7 —63
z(@ )(ﬁren) 1 -1 -1 -7 —63 729
(a) Table of the first coefficients of the renormalization quantities in quenched QED
PrefaCtor hl(')en hl!en hgen h?en h?en hfen
1
ai B) () | el 2] 20 —62 %) 20 330296
1
R L I oggs
1 -
(a;mz(“i ))(hren) el —1 6| 4| B 890 196838

(b) Table of the first coefficients of the asymptotics of the renormalization quantities in quenched QED

enumerates the number of skeleton quenched QED vertex diagrams (Theorem 6.5.4),
was also given in [13]. It is entry A049464 in the OEIS [9]. The asymptotics, read
off from Table 7.15, of this sequence are,

[h:'len](l - Z(Wié )(hren)) ~ 672(271 + D! (1 — %

+1

_ 4 28 1 +
@n—D)2n+1D) 3 @n=3)en—D@ntl) )

oty

where we used 2n — ! = i I'n+ %). The first five coefficients of this expan-
sion have been conjectured by Broadhurst [14] based on numerical calculations.
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7.6.3 Yukawa Theory

Note that on its own, Yukawa theory is not renormalizable. A ¢* coupling must
be included to to absorb the primitive divergencies from the four-meson function
in pure Yukawa theory, beginning with the four-meson box: m In this work, we
will limit ourselves to the divergences of the two and three—péint\functions that can
be renormalized by modifying the Yukawa coupling alone. Then, the combinatorics
are similar to the case of QED without Furry’s theorem. Note that gauge invariance
protects QED from a primitive divergence of the four-photon amplitude.’
The partition function of Yukawa theory in zero-dimensions is given by,

dx }‘L( 22 +]x+\17\ -H‘ilog] x)

Vi 27171

Similarly, to the case of quenched QED, we can rewrite this with x (k) = Z;’;o 2n —
DAY as

AR =

2

e h

2% (h, jom) = ——— 5 X — | + 0.
1—j—1 (1 _j—ln |~)
where we expanded up to first order in |n|%.
It follows from ah x(h) = ﬁ and the chain rule that,
a; ZY%(h, j.n) = 1e%<1+|n|21 )+0mn
" e V27h h?

As in the case of quenched QED, the asymptotic expansions for each order in j
and |n| up to |n|? of the disconnected diagrams are finite and therefore exact. Some
coefficients are given in Table 7.16. The free energy is defined as usual,

WYK(h, j,n) = hlog ZY*(h, j, 1) =

+hlog ——— + hlog x <#) + O(Inlh),

2\
5 (-5-1)

Its asymptotics are given by,

31 wish to thank David Broadhurst for noting this important point of non-renormalizability of
Yukawa theory.



168 7 Examples from Zero-Dimensional QFT

Table 7.16 Partition function in Yukawa theory

prefactor| K0| B'| B2 W B "
a?(a,,a,-,)ozY“kbig o 1| 1| 3| 15| 105 945
a}(anaﬁ)OZY"kﬂig RO 1| 3| 15| 105| 945| 10395
a]?(anaﬁ)oz“kﬂ;g i 1| 3| 15| 105| 945| 10395
a;?(a,,a,—,)le"kﬂ;g Bt 1| 3| 15| 105| 945| 10395
a_}(anaﬁ)lz“ﬂg;g nt | 2| 12] 90| 840| 9450 124740

(a) The first coefficients of the trivariate generating function ALY (R Jjsn)

Prefactor| h0| n'| K?| B3| B* "
a,fg 89(3,97)0 Z K| =0 J% 1l ol ololo 0
al CHE VALY =0 Lo 1 0/ 0 00 0
aé CHEN ALY =0 "l;h 1l ol ololo 0
aéL 893, 05)! Z Y0 ‘{;8 h;ﬁ 1/ o] o] ol 0 0
aé a}(a,,a,—,)le“k|£zg ";:h 1| -1 0|l 0] o0 0

T
(b) The first coefficients of the trivariate generating function ag ALY (2 Jjsn)

) . Il a-j?
, B t—i- (1= 052
ai WYk(h, jom) = ———e T

e ey
(1=j

. 2
-

+ O(nl

Some coefficients are given in Table 7.17. The 1PI effective action is given by the
Legendre transformation of WY (A, j, n).

G ™ (R, pe, Yeo) = WY (B, j, n) — jde — e — 0¥,

where j, 1, ¢, and V. are related by the equations, ¢, = 3; WY'* and . = 9; WYk,
The ¢, variable counts the number of meson legs - and the variables /. and . the
numbers of fermion legs as before.
Performing this Legendre transform is non-trivial in contrast to the preceding
three examples, because we can have graphs with one leg as in the case of ¢*-theory.
As for ¢3-theory, we define
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Table 7.17 Free energy in Yukawa theory

RO Bl ‘ B2 e B B ‘
393,07 WYk | =0 0 0 1 3 a 33
a (2,95 )OWY“k} -0 0 1 2 10 74 706
32(3 3O WYUK 2 1 1 6 50 518 6354
393,07 WY“k}jig 1 2 10 74 706 8162
a} (8,07 WY“k|_Z;g 1 6 50 518 6354 | 89782

(a) The first coefficients of the trivariate generating function wYuk (7, Jjsn)

Prefactor| 0| A'| R*| R3 nt I

a;af(aa)ow“ﬂ =0 S | 1] -1 =2 —10] 74| —706
a10!(, 3')0WYUk|{7':8 L 1) -2 -3 —16 —124] —1224
agaf(aa)OWY"kug L | 1| -4 —3] —22| —188] —1968
agaj?(anaﬁ)le“kbio % 1| —2| =3| —16| —124| —1224
aéa}(anaﬁ)‘w‘fukuig ﬁ;h 1| —4| =3] —22| —188 —1968

T
(b) The first coefficients of the trivariate generating function a; WYk, jon)

GYuk|¢ -0 WYuk|j=j0

Yok gy Y.=0 _ n=0

Yo (h) 7 3
Jo(h)? 1 ( h )
2 T T a T imy

where jo(h) is the power series solution of 0 = 9; WY“k|

i=jo()” This gives
GV (h, ¢e, ¥) =
%+ nlog L + g (55 ) + WZ 8+ Ol

a- ¢>2

This equation also has a simple combinatorial interpretation: Every fermion line of a
Vacuum diagram can be dressed with an arbitrary number of mesons legs associated
toa — factor Every additional loop gives two additional fermion propagators. The
first two terms compensate for the fact that there are no vacuum diagrams with zero
or one loop.
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Table 7.18 Effective action in Yukawa theory

|  [n e [w [r [
39 (dy,05,)°G Y 40 |0 0 ! 1 g 31
35, 3y, %“)OGYUk'?Z;% 0 1 1 4 27 248
35 (dy, 3‘”")00“%%8 -1 1 3 20 189 2232
39, (8y.95,)' G| :’;:i% -1 1 3 20 189 | 2232
35, 9y, 95.) ' GM* 3%0 1 1 9 100 | 1323 | 20088

(a) The first coefficients of the trivariate generating function G Y™ (i, ¢, V)

Prefactor| K°| R! K2 s m* B
A e I e -
e I I A A
R i e
a7 09 (2 05,) G gm0 | e L] 1| 9| | T e s
e e I e e

T
(b) The first coefficients of the trivariate generating function a; G YUk (B, fe, Wre)

The asymptotics result from an application of the a-derivative. Some coefficients
are listed in Table 7.18. These sequences were also studied in [15]. They obtained the
constant, e~!, and the linear coefficients —g and —% for the 1 and 2-point functions
using a combination of numerical and analytic techniques.

The calculation of the renormalization constants proceeds as in the other cases
with the invariant charge defined as for QED. The first coefficients are listed in
Table 7.19.

In [16, 17] various low-order coefficients, which were obtained in this section,
were enumerated using Hedin’s equations [18]. The numerical results for the asymp-
totics given in [17] agree with the analytic results obtained here. The I" (x) expansion
of [17] corresponds to the generating function dy, dy, dy;, GY“k|$L:g (h) and the I"(u)

expansion to the generating function 2 — z( * )(h). The later is the generating func-
tion of all skeleton diagrams in Yukawa theory (Theorem 6.5.4). Written traditionally
the asymptotics are,

dt = ) ) ~ e Fn 43 (1= Bl

97 1 1935 1 4+ )

B @n+1)@2n+3) 16 2n—1)2n+1)2n+3)
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Table 7.19 Renormalization constants in Yukawa theory

0 1 2 3 4 5
hren hren hren ﬁren hren hren
I(Pren) 0 1 -5 10 -36 —164
207 (Byen) 1 1 -1 -3 -13 —147
207 (Biren) 1 1 —1 -3 —13 —147
(+) s s | o _
z (Pren) 1 1 3 13 147 1965
(a) Table of the first coefficients of the renormalization quantities in Yukawa theory
PrefaCtor h?en hllen hrzen h?en FLIA}CH h?en
3 -1 nt 377 | 963 | 140401 16250613
<a}%p,m h) (Pren) e 2 NZT -2 26 - -5 o O
3 -7 ! 15 97 1935 | 249093 42509261
(aémz( >> (fren) | €77 2= 1| 3 T | 16| Ti128 1280
1
2 > N 15 97 1935 | 249093 42509261
(arzimnz( )> (Bren) | €72 sl U7 3 T6 | 128 1280
3 £ -1 n? 15 97 1935 | 249093 42509261
(ahmz< )) Fren)| e 25— =1 T | ¥ | T6| “Is 1280

(b) Table of the first coefficients of the asymptotics of the renormalization quantities in Yukawa theory
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