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Foreword

Last two decades techniques of preparation and materials processing at the
nanometer scale have been developed rapidly and led to invention of novel prin-
ciples for a new generation of devices and sensors: quantum detectors, qubits, pi-
and fi-junctions, spin-valves, single-molecule electronic devices, SAW-sensors,
smart gas sensors “artificial nose” and other interesting and useful applications of
Nanoscience and Nanotechnologies. On the other hand, huge progress in the the-
oretical investigation of the matter peculiarities at the nanoscale led to under-
standing of the intrinsic properties, to prediction and description of possible novel
phenomena in nano-objects and nanostructures. There exist a correlated process of
mutual stimulation of experiment, technology and theory: from one side, the pro-
gress in nanotechnologies and in measurement techniques opens to experimentalists
new horizon of investigation of properties of the matter at nanoscale and detection
of novel phenomena. From the other side, the intensive theoretical investigations
give possibilities to predict the appearance of a novel effects, even more—to cal-
culate a special functional nanostructures and nanomaterials. This two processes,
two big streams, take place in Nanoscience simultaneously, giving rapid develop-
ment of this area of human activity. The novel ideas, approaches, predicted and
detected effects and phenomena, are presented in various reports at conferences and
their proceedings, in scientific reports of the projects and programs, in articles of
scientific journals and patents, but are still not included in the textbooks of uni-
versity courses and manuals.

The main goal of the present book, prepared and edited by Prof. Anatolie
Sidorenko, Director of the Institute of Electronic Engineering and
Nanotechnologies, consists in the attempt to fill the gap between the textbook and
the ocean of scientific publications and to present the result of such dramatic
competition and mutual stimulation of the theory and experiment at nanometer
scale. Molecular electronics, superconducting spintronics and qubits,
quantum-coherent devices for quantum computing are the modern and rapid
developing ranges of activity. They include numerous coherent effects induced in
normal and ferromagnetic metals by contact with nearby superconductors: electron,
spin and heat transfer due to Andreev reflection processes, as well as anomalous
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properties of the Josephson current via ferromagnetic metals, leading to the
development of novel sensors and switching elements.

All these topics are strongly interrelated with respect to fundamental aspects and
fabrication technologies. They address key topics in very active research fields
along the borderline between nanoscience, nanotechnology, super-conductivity, and
magnetism. The related phenomena are highly promising for application in novel
functional devices, computer logics, sensing and detection of low concentrated
chemicals, weak and extremely weak magnetic and microwave fields, infrared and
ultraviolet radiation.

I think that this book will be very useful for graduate and post-graduate students,
engineers and researchers, who would like to gain knowledge about novel effects at
nanoscale and their possible applications.

Karlsruhe, Germany
June 2018

Horst Hahn
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Preface

The idea of writing this book arose as a result of communication with students and
doctorants: I realized that there exists a clear visible gap between the university text
books and a huge amount of special literature on nanoscience and superconduc-
tivity at nanometer scale. In my lectures for students, I tried to “fill” this gap by
giving examples of the rapid development of superconductivity at nanoscale, newly
discovered phenomena, and their applications in new devices and sensors.

Recently, a number of very interesting effects in layered nanostructures have
been predicted theoretically and then detected experimentally; among these effects,
triplet superconductivity, spin-valve effect, crossed Andreev reflection, pi-shift, and
Josephson fi-junctions are especially intriguing. After the detection of those phe-
nomena, researchers developed a fabrication technology for functional nanostruc-
tures operating as novel electronic devices and circuits: superconducting
spin-valves, full switching memory element MRAM, and superconducting Q-bit
for ultra rapid computers of the twenty-first century. To highlight some of the raised
issues, well-known experts were invited to write chapters for this book.

We believe that the book can attract attention of researchers, engineers, Ph.D.
students, and all other people who would like to gain knowledge about novel effects
at nanoscale.

Chisinau, Moldova Anatolie Sidorenko
June 2018
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Basic Superconducting Spin Valves

V. N. Kushnir, Anatolie Sidorenko, L. R. Tagirov and M. Yu. Kupriyanov

Abstract The short review is devoted to the state of the art of a booming field of
research in spintronics—superconducting spintronics. The spin valve properties of
hybrid structures consisting of alternating layers of superconductor (S) and ferro-
magnetic (F) of nanoscale thicknesses and superconducting due to the proximity
effect are considered in detail. The experimental data for the weak and strong ferro-
magnetic materials are analyzed; the role of the domain structure of the ferromagnet
and the scattering of electrons with spin flip at the SF interfaces in the magnitude of
the valve effect is considered. Theoretical works describing the effects of the spin
valve for diffusive and clean limits are analyzed. The necessity of consideration of the
multiplicity of configurations of the superconducting order parameter in multilayer
SF heterostructures is underlined.
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1 Introduction

The term “spintronics” (SPIN Transport electrONICS), introduced in 2000 [1, 2],
designates a field of electronics aimed to fabricate devices, the electrical characteris-
tics of which are controlled by changing its spin state. The emerging of spintronics is
usually associatedwith observation of giantmagnetoresistance effect (GMR1988) in
three-layer and multilayer metallic F/N structures (F, N—ferromagnetic and normal
metal, respectively) [3, 4]. Indeed, this discovery, at first, initiated a drastic increase
of research in this area and second, almost immediately found application, being put
in the basis of reading heads for hard drives and rising to a new level of information
storage capacities. However, as emphasized in [5, 6], the fundamental researches
which can be attributed to spintronics were initiated long before these events. The
starting point was the work by Mott [7] (1936), in which, to explain the temperature
dependence of the resistivity of Ni, the “two-current conduction model” was pro-
posed which introduces two relaxation times for the electrons with spin projections
parallel and antiparallel to the magnetization vector. The model had been confirmed
in experiments (started in 1966) that provided the basis for the formulation of the
applied problem: control of the solid-state conduction by acting on the spin degrees
of freedom of the system. This, in turn, stimulated research in basic areas of spin-
tronics, namely magnetization dynamics (magnetodynamics), spin transport, and
spin relaxation processes in magnetic solid-state heterostructures [5, 6, 8–11]. Rapid
advances in solving these problems occurred after development of the high-precision
technologies of layered nanostructure preparation in high and ultra-high vacuumcon-
ditions in the early 1980s [11]. In addition to key experiments performed during the
subsequent 15–20 years (detailed analysis is given in the review [5]), the theoreti-
cal apparatus of spintronics was elaborated, which includes the kinetic Boltzmann
equation formalism and the Kubo linear response theory, see [1–11] and references
therein.

It is interesting that the idea to control superconductivity with magnetism was
invented by de Gennes [12] in 1966, well before the giant magnetoresistance exper-
iments in F/N structures. In his proposal, thin superconducting (S)-film with the
thickness dS < ξS (ξS being the superconducting coherence length) was sandwiched
between two ferromagnetic insulators (FIs). By exchange interaction of the super-
conductor electronswith the firstmagnetized atomic layers of the ferromagnets, these
electrons acquire the exchange fields causing splitting of their spin states. Because
of small S-layer thickness, the average exchange field (exchange splitting energy)
h̄ was considered homogeneous (the so-called Cooper limit) and dependent on the
angle θ between magnetic moments M1 and M2 of the ferromagnets:

h̄ � 2|�|(a/dS)S cos(θ/2), (1)

where � is exchange integral, a is interatomic distance, and S is the ferromagnet
atom spin (here, we keep original notations). On the qualitative level, as far as the
maximum h̄ is above the Clogston–Chandrasekhar limit �/

√
2 (see in [13]), the S-
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layer is normal conducting in a domain of angles close to θ � 0 (magnetic moments
M1 andM2 are parallel—“P” magnetic state, and the exchange fields induced by the
both ferromagnets are summed up). Turning magnetic moment of the magnetically
more soft (whatever the reason does not matter) ferromagnet against the other to
increase the angle θ , the superconductivity can be restored provided that the h̄ shifts
below the Clogston–Chandrasekhar limit (partial or complete cancelation of the
exchange fields at antiparallel M1 and M2—“AP” state). In a more rigorous basis,
de Gennes has shown that the free energy of the structure FI/S/FI is a monotonically
decreasing function of the angle θ between M1 and M2. For a given temperature
range, the structure can be either in the normal state, when the vectors M1 and M2

are in P-state, or superconducting in the opposite AP case. On this basis, de Gennes
[12] suggested spintronic (in modern terms) storage device which has (verbatim:)
zero resistance for θ = π and a finite resistance for θ = 0.

Inspired by the De Gennes prediction, Deutscher and Meunier [14] and Hauser
[15] have made experiments, the former sandwiching the 250-nm-thick indium layer
between the permalloy and pure nickel layers each of 150 nm thick. The ferromagnets
were isolated fromdirect contact by theoxidizingof the layermaterials. The condition
dS < ξBCS(In) = 330 nm [16] was fulfilled, but the others are hardly to estimate,
however, the difference between transition temperatures of parallel (P) alignment
(T P

c ) and antiparallel (AP) alignment (T AP
c ) of the F-layer magnetizations, �Tc �

T AP
c −T P

c ,was foundpositive and as large as 200mK(seeFig. 1 in [14]). In theHauser
experiment, indiumfilmof the thickness 150–4400nmwas sandwichedbetween200-
nm-thickmagnetite Fe3O4 films grown in amagnetic field to premagnetize each of the
magnetic layers in a predetermined direction. Transition temperature measurements
have shown that T AP

c > T P
c , and the difference �Tc was found as large as 2 K [15],

hardly available until now.
Looking at the formulation of the problem by de Gennes (see also [17]) from the

modern point of view, an alternative approach to the FI/S/FI spin valve operating
physics can be drawn considering FI/S interface as spin-active one [18–20]. The
concept of the spin-active interface implies that electrons acquire spin-dependent
phase shifts when reflecting from an interface with ferromagnetic insulator (for the
pictorial view see [21], Fig. 7). As far as a Cooper pair in the S-layer consists of two
electrons with opposite spins, the pair acquires a total phase and may be decomposed
on the singlet and triplet components (see [21], Fig. 8) affecting superconducting Tc.
Indeed, calculations within the quasiclassical theory [22] have shown that �Tc in
this approach is positive and can be as large as a dozen percents of the BSC TS .
Modern experiments with FI/S/FI system (FI = EuS, 1.5 and 4.0 nm, and S = Al,
3.5 nm thick) [23] have shown that �Tc can be large enough to switch the system
between superconducting- and normal-conducting states; however, the scenario of
singlet–triplet mixing at interfaces of SF heterostructures has not been discussed
as switching physics (see, however, discussion of the difference between FI/S/FI
and F/S/F spin valve physics in [24]). Most of the recent studies were dedicated to
proximity effect between a superconductor and a metallic ferromagnet.

In the situations discussed above, theFI-layerswere sufficiently thick, and the back
influence of S-film superconductivity on the mutual orientation of FI magnetization
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vectors was negligibly small. However, if one decreases the thickness of one of the
FI-films in FI/S/FI system and/or reduces itsmagnetic anisotropy by any othermeans,
the situationmay change to the opposite. Namely, the S-film in FI/S/FI spin valve can
impose antiferromagnetic ordering of magnetizations of the sandwiching FI-layers
as if there is a kind of exchange interaction between the FI-layers [25, 26]. Zhu and
co-workers used a series of GdN/Nb/GdN trilayer configurations with various thick-
nesses of superconductingNb interlayer and studied the resistance andmagnetization
hysteresis as a function of applied magnetic field. These measurements allow them
to demonstrate the new type of exchange coupling due to the superconductivity in
the interlayer. To prove the key role of the superconductivity in their experiments,
theymade a number of tests, including the substitution of Nb by nonsuperconducting
Ta interlayer and adding thin dielectric AlN-layers between GdN and Nb. In both
cases, the effects vanished, confirming that it is indeed due to superconductivity in
the interlayer and does not stem from stray fields. Thus, the observed antiferromag-
netic alignment of magnetic moments in the GdN/Nb/GdN heterostructure can be a
manifestation of the long-range, RKKY-type indirect exchange ofmagneticmoments
in superconductors [27]. This exchange is always antiferromagnetic between mag-
netic moments of the same kind; manifestations of this unconventional interaction
in magnetic resonance measurements have been analyzed in [28–30].

2 Superconductor–Metallic Ferromagnet Proximity Effect

Usually, superconductivity and ferromagnetism are considered as antagonistic long-
range orders which cannot coexist in a homogeneous medium [31]. Indeed, ferro-
magnetism is expected to suppress singlet superconductivity, because the presence
of an exchange splitting of the conduction band breaks the time reversal symmetry of
a Cooper pair. Fulde–Ferrell and Larkin–Ovchinnikov (FFLO) [32, 33] have shown
that, nevertheless, superconductivity may survive in the presence of the magnetic
background, however, restricted to an extremely narrow range of parameters [34].
The idea was that the Cooper pair keeping zero total spin acquires nonzero pairing
momentum. This idea becamemuch more applicable for systems in which supercon-
ductivity and ferromagnetism are separated in a nanometer scale because of artificial
layering. The latter systems will be in focus of the current review.

The artificially layered metallic systems are ultra-thin-film heterostructures in
which superconductivity and ferromagnetism locate at different adjoining or closely
lying layers but strongly interact via interfaces. This coupling of superconductors
with nonsuperconducting metals through interfaces, so-called proximity effect, was
brought into play by de Gennes and Guyon [35] and Werthamer [36] and precisely
formulated by de Gennes as a boundary problem [37]. The early-stage experimental
results, summarized in a review by Jin and Ketterson [38], have mostly shown the
expected suppression of superconductivity by proximity to an adjacent ferromagnet;
however, some indications of the nonmonotonous dependence of this suppression on
the ferromagnetic layer thickness in multilayers had been already noticed.
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Fig. 1 Origin of the FFLO state in S/F heterostructures. Paired electrons (red and green balls) from
the minority (red) and majority (green) spin subbands (wave vectors are indicated in the respective
colors) establish the FFLO-like paired state with finite momentum along the x-axis èQFM = èΔkF
= Eex /vF. Reproduced from [A.S. Sidorenko, Low Temp. Phys. 43, 766 (2017); http://dx.doi.org/
10.1063/1.4995623], with permission of AIP Publishing

The continued progress in the thin-film deposition techniques has led to a burst of
activity in the field of superconductor–ferromagnet SF heterostructures, both exper-
imentally and theoretically. It was quickly realized that due to proximity between
superconductor and ferromagnet, in the latter, the FFLO-like finite-momentum pair-
ing is induced by singlet Cooper pairs penetrating into the ferromagneticmetal via the
S/F interface. It is because of exchange splitting of the ferromagnetic metal conduc-
tion band which makes Fermi momenta of the conduction spin subbands nonequal,
as it is shown in Fig. 1 [39] for the simplest model of parabolic conduction band.

The resulting pairing wave function oscillates in space along the normal to the
S/F interface. When the oscillation scale and the pairing function decay length are
comparable with ferromagnetic layer thickness, various interference effects can be
expected, namely oscillating superconducting transition temperature Tc as a function
of the ferromagnetic layer thickness dF in S/F bilayers; oscillations of Tc in S/F
multilayers as a result of switching between “zero” and “π” phase difference between
the neighboring S-layers in a stack; re-entrant superconductivity as a function of
the F-layer thickness; Josephson π-junctions—the junctions with intrinsic phase
difference of π across the ferromagnetic week link; and some others. Most of these
unusual properties of the SF heterostructures are described and explained in detail
in several reviews [13, 21, 40–48]. An example of the spectacular unconventional
behavior of T c(dF) in SF bilayers is given in Fig. 2.

Special attention has been drawn to nonzero spin pairing that could be realized
in SF heterostructures atop of the ferromagnetic background. Indeed, it has been
shown by Bergeret, Volkov, and Efetov that the triplet s-wave pairing can be induced
by a conventional superconductor in proximity with the ferromagnetic subsystem
containing noncollinear magnetizations (see review [45] and references therein).
This pairing is nonoscillating and extraordinary long range [45, 46] that makes it

http://dx.doi.org/10.1063/1.4995623
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Fig. 2 Nonmonotonous
Tc(dF) dependence for the
Nb/Cu1-xNix bilayers (x =
0.59). Solid curves are
calculated with the
quasiclassical theory. The
calculations give no further
re-entrance of
superconductivity for the
sample series above dCuNi >
40 nm. Reproduced from
[A.S. Sidorenko, Low Temp.
Phys. 43, 766 (2017); http://
dx.doi.org/10.1063/1.
4995623], with permission
of AIP Publishing

promising mediator of the spin-polarized Josephson current. The triplet spin valves
are considered in chapter “Superconducting Triplet Proximity and Josephson Spin
Valves”.

3 Elementary Superconducting Spin Valve: Diffusive Limit

The elementary spintronic binary logic device, based on the superconducting prox-
imity effect systems, is «P−AP» superconducting spin valve (SSV) with F1/S/F2
structure [49, 50] as a core (a faraway similarity with conventional F/N/F spin valve
[51], but with completely different physics). The metallic ferromagnetic layers in
the structure are considered to be monodomain and without the exchange coupling
between them. Practically, significant effect, which arises on the reversal of the mag-
netic moment of one of the F-layers, has defined by the criterion: The difference
�Tc between the critical temperatures of AP and P magnetic states (T AP

c and T P
c ,

respectively) is larger than the width δTc of the resistive transitions. Besides, the
observability condition means that one of the critical temperatures is higher than the
other.

In [49, 50], the P–AP SSV problem was solved in a single-mode approximation
of the diffusive limit of the microscopic theory of superconductivity [52]. As a result,
it has been found:

(1) For all values of parameters of an S/F structure, the relation T AP
c > T P

c fullfils.
(2) For dS values substantially larger than the coherence length of the diffusive

limit, ξ S , the difference �Tc � T AP
c − T P

c is very small; it becomes tangible as
the thicknesses dS approach ξ S .

http://dx.doi.org/10.1063/1.4995623
https://doi.org/10.1007/978-3-319-90481-8_2
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Fig. 3 Critical temperature
versus F-layer thickness for
P and AP magnetic states of
the F0/S/F structure with
different S-layer thicknesses
dS (a) and different S/F
interface transparencies T
(b). The values of the other
parameters of the system are
dF0 = 8 nm, ρS /ρF = 0.29
(where ρS and ρF are the
normal specific resistances
of S- and F-layer,
respectively), ζF = 3 nm (ζF
the characteristic length of
the order parameter decay in
ferromagnet), TS = 8.8 K (TS
is the critical temperature of
the bulk superconductor)
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(3) If the value of dS satisfies condition of the «re-entrance effect» [53, 54] (for a
review see [39]), namely dS ~ dS,cr (where the critical thickness dS,cr is defined
by the relation T P

c (dS → dS,cr) → 0), the relative magnitude of the switching
effect can amount 100% (see Fig. 3a).

(4) The magnitude of the P–AP effect, �Tc, is strongly influenced by the quantum-
mechanical transparency of SF interface, T ; namely, the value of�Tc increases
with increasing T (Fig. 3b).

All these results were confirmed by calculations based on the asymptotically exact
multimode solution of the Usadel equations [55].

As it follows from the first result of the theory, the antiferromagnetic (AP) align-
ment of magnetic moments of the F-layers is less harmful to superconductivity in the
diffusive limit F1/S/F2 structures, which is realized in most of experiments on S/F
systems with dilute ferromagnets. This statement is valid for temperatures below T c,
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Fig. 4 Resistive transitions
into the superconducting
state of the
Cu0,47Ni0,53/Nb(18)/Cu0,47Ni0,53
structure in P and AP
magnetic configurations;
inset: �R(T ) = RP(T ) –
RAP(T ). Reprinted Fig. 3b
from [J.Y. Gu, C.-Y. You,
J.S. Jiang, J. Pearson, Ya.B.
Bazaliy, and S.D. Bader,
Phys. Rev. Lett. 89, 144505
(2002)] with permission by
the American Physical
Society. Copyright APS 2014

as it follows from the analysis of the temperature dependences of the order param-
eter, the free energy, the entropy, and the specific heat [56, 57]. It should be noted
here that the metallic proximity physics behind the SSV effect in F/S/F systems [49,
50] is essentially different of the spin-active interface physics behind the FI/S/FI
SSV utilizing ferromagnetic insulators [12, 24]. So SSV proposal by [49, 50] is not
a re-discovery of the de Gennes SSV as can be read in some papers on the topic.

Experimental observations of the SSV effect in structures withweak ferromagnets
appeared controversial. The paper [58] reported the detection of the effect in exper-
iments with the structure AF/Cu0.47Ni0.53/Nb/Cu0.47Ni0.53 (here, AF is an antiferro-
magnet). In accordance with the theory, the �Tc value was positive; its maximum,
�Tc,max = 6 mK, was achieved at the thicknesses dS = 18 nm and dF = 5 nm (see
Fig. 4). So small effect has led to an assumption that the theory of the SSV effect
describes the experimental data only at a qualitative level [58, 59].

This statement was based on the unavailing of the simultaneous fitting of the
experimental dependences Tc(dF) and �Tc(dF) by the theoretical curves, calculated
both in one-mode approximation and utilizing the exact numerical solution of Usadel
equations [59]. It turned out that when the satisfactory fit of the Tc(dF) dependence
is achieved, the theoretical �Tc values are of two orders of magnitude higher than
the experimental ones. The statement about the impossibility of the simultaneous
theoretical description of the experimental findings had been declared by independent
experiment [60], in which the results of [58] were confirmed. In later experiments
with Cu48Ni52/Nb/Cu48Ni52 trilayers [61], a dependence Tc(α) on the misalignment
angle α between magnetic moments of the CuNi alloy layers was measured showing
standard SSV effect of 3–7 mK amplitude. Calculations in the same work, utilizing
self-consistent numerical solution of Bogoliubov–de Gennes equations, have given
the SSV effect two orders in magnitude stronger compared with the experiment.
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One of the causes for the nonsatisfactory results of the fittings, as expected in
[59], could be neglect of the electron spin-flip scattering. Indeed, in the work [62],
the estimations for frequencies of the spin–orbit and paramagnetic scatterings (τ−1

so
and τ−1

m , respectively) in Cu0.47Ni0.53/Nb system have been obtained based on the
modeling of temperature dependencies of the critical current. It had been found that,
at least, the paramagnetic scattering processes could make a significant contribution
to the characteristics of the structure (of the order of the exchange interaction energy
Eex). In [63], the SSV effect for the structures with thin S-layers (dS ≈ ξ S) has
been investigated depending on τ−1

so , τ−1
m , γb (T ≈ (1 + γb)−1 [64, 65]), as well

as on the pair-breaking parameters. In accordance with [62, 63], and utilizing the
experimental data given in [58, 59], the data from [60] can be consistently explained
in a quantitative level.

One of the significant reasons of the small P–AP SSV effect could be nonuni-
formity of the layer thicknesses, which affects the effective interface transparency
[64, 65]. Indeed, the experiment with the same structure Cu0.47Ni0.53/Nb/Cu0.47Ni0.53
[66], as was used by the authors of [58] (the same dS, and the dF twice thicker), but
with amuch higher quality of the SF interfaces, gives the SSV effect of�Tc � 30mK
value (see inset in Fig. 12 in [66]). Apparently, for F/S/F structures with weak fer-
romagnets, it is infrequent observation of the well-pronounced SSV effect (see also
[67]).

The most consistent viewpoint on the discrepancy between the theoretically pre-
dicted and the measured SSV effect has given in [68] (the main task of the work was
to investigate the “re-entrance” effects in the two-layered structure Nb/Cu0.41Ni0.59).
In accordance with [68], especially noteworthy that the minimum on the T c(dF) is
shallow for the F/S/F structures with thick S-layer (see Fig. 4 in [57]). Therefore,
this dependence does not correspond to the conspicuous SSV effect (see [49, 50]),
so that the measured values �Tc,max = 6 mK (at dS = 18 nm) and �Tc,max = 3.5
mK (at dS = 19 nm) are quite plausible. The experimental observation of the pro-
nounced switching effect requires samples, which have a sufficiently high critical
temperature and, on the other hand, thinner S-layer. For example, the samples of
Nb/Cu0.41Ni0.59 bilayers fabricated by the authors of [68] are characterized by a high
quality, which is evident from the value of the critical S-layer thickness, dS,cr ≈ 6
nm≈ ξ S = 6.2–6.8 nm (for the F/S/F trilayers, dS,cr ~ 12 nm). Hence, in this case, we
can find a relatively wide range of the layer thicknesses, corresponding to the ideal
or almost ideal switching effect. This range was estimated for the “hypothetical”
F/S/F trilayer structure with material parameters that have been identified by fitting
the experimental data of the “pilot” series of samples in [68]. As a result, the optimal
thickness of Nb-layer amounts to 12–16 nm, the thickness of CuNi-layers belongs
to the interval 3.5–5 nm, and the forecasted critical temperature is TAP ~ 1 K. Given
the typical values of the roughness of interfaces (of the order of 0.4 nm), the range
of acceptable thickness values is relatively wide.

Thus, the SSV effect in the elementary structure with a weak ferromagnet can be
treated as a “subtle,” and its detection requires a preliminary detailed study of the
“strong” effects [39, 69–72].
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4 Elementary Spin Valve with Strong Ferromagnets

It was reasonable to expect a significant improvement in the parameters of SSV
based on strong ferromagnets since they have high spin polarization. This simple
motivation had the following implications: (a) observation of the normal and inverse
SSV effects and (b) the numerous investigations of the effects of domain structure
of strong ferromagnets. In addition, the problem of understanding the processes of
the spin transport through the SF interface on the quantitative level had sharply
actualized.

4.1 Normal and Inverse Spin Valve Effects in the Elementary
Structures

First experimental results, which seem to agree with the theory of SSV, had been got
for symmetrical structures AF/Ni(7)/Nb(dS)/Ni(7) and AF/Py(8)/Nb(dS)/Py(8) (in
parentheses are the thicknesses of the layers in nanometers) [73, 74]. The �Tc(Tc)
characteristicsweremeasured in fullT c range, that is, fromTc(dS,cr) to the asymptotic
values of the Tc(dS) dependences. For the both structures, the function �Tc(Tc) is
monotonically decreasing,with the highest values�Tc,max ≈+41mK (forNi/Nb/Ni)
and �T c,max ≈ 20 mK (for Py/Nb/Py) at Tc ~ 0.5 K. In this case, the P–AP effect
was small a priori, since the experimental thicknesses dF are much larger than the
characteristic length of the decay and the oscillations of the order parameter, ζ F < 1
nm (with estimations for Ni: ζ F ~ 0.7 nm [73] and ζ F ~ 0.88 nm in [75], see Fig. 7). It
should be noted that the coincidence of the theoretical curve �Tc(dS), calculated in
[74], Fig. 4, by the exact method [55], with experimental characteristics may not be a
rigorous proof of the quantitative agreement between the experiment and the theory.
Indeed, in certain cases, a number of theoretical curves can fit the experimental
dependence T c(dS) or Tc(dF) [76–78].

Later on, the comparable result,�Tc,max ≈+30mKatTc ≈ 1.1K,was obtained on
the epitaxial structure AF/Fe(6)/V(40)/Fe(6) in [79]. In this case, the high quality of
samples, low quantum-mechanical transparency of the V/Fe interface (characterized
by γ b ~ 180 according to [80], see definitions there as well), and strong suppression
of the critical temperature due to the proximity effect have led to the well-defined
but weak SSV effect.

Meanwhile, the opposite result, namely the inverse spin valve effect, has been
obtained in F1/S/F2 trilayers belonging to Nb/Py system [81, 82]. In this case, the
magnetoresistive measurements had been carried out on the asymmetrical samples
Py(50 nm)/Nb(25)/Py(20 nm). The strong dependence of the coercive field on the Py-
film thicknessmade it possible to control the relative orientation of themagnetizations
of the F1- and F2-layers by weak magnetic fields without using antiferromagnetic
exchange biasing. Besides, the large difference between Py coercive fields (Hco(50
nm) ~ 15 Oe and Hco(20 nm) ~ 95 Oe) ensured the well-defined segments of AP-
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states on the hysteresis loop. However, the asymmetry of the structure with respect
to superconducting condensate is not so obvious since the both F-layers are semi-
infinite. The distinction between F-layers arises due to the drift not only Hco, but
also the material parameters of F-film that define the superconducting state of the
structure [76]. Therefore, the inverse SSV effect (�T c = –30 mK at T c ≈ 3.7 K
[81, 82]) and the normal one do not contradict each other, but, in general, point to a
fact of inapplicability of the diffusive limit theory to S/F nanostructures with strong
ferromagnets. To interpret the inverse SSV effect, the accumulation of spin [83] in S-
layerwas proposed in theworks [81, 82, 84] (the latter deals with F/HTSC/F structure
utilizing YBa2Cu3O7 and La0.7Ca0.3MnO3 as a superconductor and a ferromagnet,
respectively). In a number of experimental works (see, e.g., [85–87]), other causes
of the inverse effect had been called, in particular the influence of stray fields of a
ferromagnet.

4.2 Superconducting Spin Valve Effect and the Domain
Structures of Ferromagnets

In [88], the stray field in F1/S/F2 structure had been considered as a main factor
of superconducting critical temperature variations associated with the inverse P–AP
SSV effect. This standpoint has been based on the following experimental results
[88]:

First, the minimum of the resistance R(H) and, accordingly, the maximum on the
Tc(H) dependence, measured for the Fe/Nb(27.5)/Co structure, were observed for
the P-state, in which the stray field is practically absent (see Fig. 6 in [88] and Fig. 5
in this chapter), since the magnetizations of the F-layers reach saturation (here, H is
a magnitude of the external magnetic field).

Second, for the value of H close to the coercive field of Co, Hco,Co ≈ 150 Oe,
which corresponds to strongest expected stray fields, there is a sharp drop in the
critical temperature Tc (see Fig. 6 in [88] and Fig. 5 in this chapter). Indeed, the
amplitude of the perpendicular component of the stray field can reach several kOe
at the distance of 10 nm from the surface, as it is shown in [88]. Such a field induces
the “spontaneous vortex phase” in the superconducting layer, the flow of which due
to the transport current leads to suppression of superconductivity [42, 89–92].

Third, the�Tc value disappears for the exchange-biased structure CoO/Co/Nb/Fe
with S-layer thickness of 30 nm (CoO is an antiferromagnet). Due to the presence of
antiferromagnetic CoO, in this case, the hysteresis loop contains a wide segment of
AP-state, which corresponds to a weak stray field. At this segment, the dependence
Tc(H) acquires the local maximum, which is only slightly lower than the maximum
corresponding to the P-state (see Fig. 7 in [88]). At the same time, as for the structure
without the antiferromagnetic biasing layer, there is a downward cusp in T c for the
external field, equal to the coercive field of Fe-layer.



12 V. N. Kushnir et al.

-1,5 -1,0 -0,5 0,0 0,5 1,0 1,5 2,0
-1,0

-0,5

0,0

0,5

1,0

Tc
AP

Tc
P

Hco,0

T c
 (a

rb
itr

ar
y 

un
its

)

M
/M

sa
t

H (arbitrary units)

Hco,F

Tc
P

Fig. 5 Illustration to stray field effect on the critical temperature of an F1/S/F2 structure with
different F1 and F2 ferromagnets. The hysteresis loop (dashed red line and left scale) has invented on
the base of the simplest formula. The dependence of the critical temperature versus themagnitude of
the external magnetic field (freehand drawing and right scale) is a typical for experimentsmentioned
in the text. Farther,Msat is the saturation magnetization, Hco,0 and Hco,F are the coercive fields the
F1/S/F2 structure and one of its F-layers, respectively

Therefore, it was concluded that the observed �Tc effect can be interpreted in
terms of stray fields originating from domain configurations in ferromagnetic layers.
The relationship between the proximityP–AP and the stray field effects still remained
unquantified.

In experiments of [93, 94] on symmetric Py/Nb/Py structures, a positive effect
(�Tc > 0) had been measured quite clearly; moreover, it was shown that the largest
change in the critical temperature (suppression of Tc) is observed in the multido-
main (D) state. In this regard, it was proposed that negative P–AP effect can be due
to “unaccounted” stray fields of the F-layers that were present in the state of rema-
nent magnetization. Indeed, the experiments on S/F, S/I/F bilayers and F/S/F trilayers
with amorphous materials show that vortex nucleation, induced by stray fields in cer-
tain conditions, may have much stronger influence on superconductivity than the SF
proximity at interfaces upon reversal of magnetic moments of the F-layers [95]. The
amorphous ferromagnetic material (a-Gd19Ni81) has a very high saturation magneti-
zation and very low coercive field, and the amorphous superconductor (a-Mo2.7Ge) is
characterized by a very weak vortex pinning force. The giant magnetoresistive effect
taking place in such F/S/F structure (at H ≈ ±Hco) was considered arising from the
coupling between the F-layers by means of stray fields of the Bloch-type domain
walls (see also [96]). The relationship between different magnetoresistive effects
was analyzed in [97] from measurements on Nb/Py and Py(dF,1)/Nb/Py(dF,2) sand-
wiches. The transition of the domain structure in thin permalloy filmswith increasing
the thickness dF from Neél type to Bloch type at dF ≈ 30 nm [98] was realized. It
turned out that effect of the positive magnetoresistance at T < Tc occurs regardless
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of the magnitude of stray fields. Perhaps, the results of [95] can be regarded as a
“contrary instance” with respect to [88].

The enhancement of superconductivity due to the multidomain structure of the
F-layer is possible at a condition that the sizes of domain walls are of the order
of ξ S [99, 100]. This effect had been observed for the first time in experiments
with a bilayer structure Nb/Py [101]. The thickness of Py(20 nm) in this structure
satisfies conditions of the Neél-type domain wall formation. It was found that the
resistance, measured at a temperature slightly above Tc, falls sharply in a very narrow
neighborhood of the external parallel fieldH =Hco (corresponds to the multidomain
state of the F-layer). In accordance with, the critical temperature Tc at H = Hco is
above the critical temperature in zeromagnetic field. The rise of Tc is small (~10mK)
but of the order of the P–AP effect value. The interplay between these two effects
is very pronounced in the experiment with Ni(dF1)/V(dS)/Ni(dF2) structures [102].
The thickness of the S-layer (dS = 44 nm ~ 4.5ξ S) means a fortiori small variations
of the critical temperature under reversal of one of the magnetic moments as well as
a little significance of stray fields in the formation of critical and supercritical state
of superconductivity. The F-layer thicknesses (dF1 = 1.8 nm and dF2 = 4 nm) ensured
large difference between coercive fields (Hco,1 = 2.2 kOe andHco2 = 0.44 kOe). This
means that in the experimental range ofH, from +2 kOe to −2 kOe, the layer F1 can
be considered in a monodomain phase. As a result, the “evolution” of the magnetic
state of the structure has reflected in the characteristic Hc2||(T ) quite clearly (Fig. 6).

Figure 6 shows that the highest critical temperature is reached at fieldH ≈ −Hco,2,
that is, when the layer of Ni(4) is demagnetized. Therefore, in this case (as well as in
[101]), the domain walls of the Néel type enhance superconductivity. In the region
of |H | > |Hco| ≈ 0.7 kOe, when the magnetization directions of F-layers are well
defined, there is inverse P–AP effect (see Fig. 1 in [102]). At last, measurements
of the critical currents in the trilayer Cu0.43Ni0.57/Nb/Cu0.43Ni0.57 have shown some
indications of superconductivity enhancement by Néel domain walls [103].
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4.3 Theory of Spin Valve in the Clean Limit

Experiments with SF heterostructures, where F-material is strong and clean ferro-
magnet (like metallic iron, cobalt, or nickel), have addressed problem of calculating
the superconducting properties of the systems including clean ferromagnets. Hal-
terman and Valls developed an approach to the SF proximity effect, utilizing self-
consistent solution of the Bogoliubov–de Gennes equations [104]. They applied their
technique to clean F/S/F spin valves [105–107] (see also [108]) and found that the
AP geometry favors superconductivity. Later on, they extended the approach on the
F/F/S-type spin valves [109] focusing their attention mainly on the triplet correla-
tion in the structure. The issue of the inverse SSV (�Tc < 0) remained beyond the
discussion.

Though being pretty informative and detailed, the above approach requires deep
involvement into numerical methods and supercomputer facilities hardly available
as a routine interaction with an experiment. So, the complementary approaches uti-
lizing the quasiclassical Eilenberger theory formalism [110] were tried to develop.
The key problem along the way is angular anisotropy of the equations formulated
for quasiclassical trajectories crossing (or reflected by) the S/F interface at a par-
ticular incidence angle. A case of weak proximity was considered by Linder et al.
in [111] at which the spatial depletion of the superconducting order parameter near
the S/F interface was neglected and employs quasione-dimensional approximation
to the transport through S/F interface taking into account only normal-incidence tra-
jectories. Within these restrictions, the theory grants access to the crossover regime
from ballistic to diffusive regimes of the proximity effect in F/S/F-type spin valves,
predicting positive �Tc in the investigated range of parameters.

Last to the authors’ knowledge attempt to study the SSV effect in F1/S/F2 struc-
tures with strong ferromagnets had been made in [112] within the formalism of
Eilenberger equations. In the case of thin S-layer, dS ~ ξ S , the analytical expressions
for the quasiclassical anomalous Green’s functions had been found that have given
the following results:

(1) For F/S/F structures with identical F-layers, the inequality TAP > TP always
holds.

(2) In the diffusive limit, the inequality TAP > TP holds for F1/S/F2 structures with
arbitrary layer thicknesses.

(3) The critical temperatures TAP and TP as well as their difference are oscillating
functions of the F-layer thicknesses (see Fig. 7).

Structures with layers of atomic thickness were considered in [113–115] and
predicted both direct and inverse SSV effects depending on the system parameters.

To conclude, there is a step-by-step movement to noticeable correlation between
the theoretical results and the experimental data for SF heterostructures with F-metal
being strong and clean elemental ferromagnet.
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Fig. 7 Normalized critical
temperature of an F1/S/F2
trilayer versus thickness of
the F2-layer (upper panel)
and as a function of angle
between magnetic moments
of the F1- and F2-layers
(lower panel) in the clean
limit of microscopic theory
of superconductivity.
Reprinted Figs. 2b and 4
from [S.V. Mironov, A.
Buzdin, Phys. Rev. B 89,
144505 (2014)] with
permission by the American
Physical Society. Copyright
APS 2014

4.4 Parametric Spin Valve

In this section, we discuss two of unusual results of an experiment on the observation
of P–AP and triplet pairing effect in epitaxial Ho(d0)/Nb/Ho(dF) structures [116].
They are as follows:

(1) quasi-S/N behavior of the experimental TcP(dF), TcAP(dF) dependences (see
below);

(2) large P–AP effect, namely �Tc ≈ 400 mK at d0 = 10 nm and dF = 40 nm.

The treatment of these results has given in [78]; here, we present short comments
and refinements of the main issues.

(1) Notwithstanding the fact that the value of �Tc is an order of magnitude higher
than that obtained for other F1/S/F2 structures (moreover, a “SSV spiral effect”
of ~700 mKwas measured on the same samples), we analyze the first issue. The
term “quasi-S/N behavior” means no Tc(dF) oscillations and the decay length
of the dependence Tc(dF) like in S/N structures. Formally, it is of the order of
smallest of (ξF , ζ F) (where ζF � ξF

√
2πTS/Eex , where TS is the critical tem-

perature of a stand-alone superconductor); however, almost all experimentally
studied S/F structures satisfy the condition ζ F « ξF (Eex » 2πTS). Therefore,
quasi-S/N behavior of an S/F structure is possible, at the first glance, only pro-
vided that Eex → 2πT . Indeed, in the case under consideration, the fitting
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procedure based on Usadel equations has given a value of Eex ~ 10 K and the
coherence length ξF ~ 30 nm [116] (for comparison, the coherence lengths for
Nb/Cu system are ξN ~ 35 nm [117, 118]). In addition, unusually high value
of ξ S ~ 30 nm for niobium appears in the fitting procedure as a factor for a
suppression of the critical temperature at the small Eex (the typical values for
niobium are ξ S ~ 6–11 nm [77, 117–119]). The measured saturation in-plane
magnetizationMs and the residual magnetizationMr were 2500 G and 2100 G,
respectively [116], or approximately 20–30% lower than the maximumMs;m ~
3100–3400 G obtained in the bulk along the easy axis of magnetization [120].
Therefore, it is hard to expect a mechanism leading to the almost complete
concealing of the exchange field compared to bulk holmium.

The contradiction could be resolved in a followingway. In the formalismofUsadel
equations, used in [116], an S/F system is characterized by the parametersTS ,Eex, ξ S ,
ξF ,T and the ratio p=ρS/ρF of the normal state low-temperature resistivities of the S-
and F-layers (or γ = pξ S/ξF [66]). Three of them can be estimated from independent
measurements. Namely, TS is determined from the asymptotic behavior of Tc(dS –
> ∞) measured for a series of Nb(dS)/Ho(12) samples [121] and from the data of
[116]. The possible values of p lie in a wide neighborhood of p ~ 0.05, according
to the data of [116, 121–123], while for the interface transparency coefficient T
we have an upper bound of T ~ 0.5. Moreover, the upper bound of the admitted
values for ξ S , ξF < 20 nm was imposed. A reliable evaluation of the all parameters
requires simultaneous fit ofTc(dS) andTc(dF) dependences [77].As usual, a scatter is
expected since fabrication conditions for the two series are not completely identical.
Indeed, the fitting with the exact solution of the Usadel equations (see [119, 124])
has led to the following conclusions:

(a) For any given value of Eex in the interval (50—3 × 103K), there exists a region
in the parameter space (ξ S , ξF , p, T ) which reproduces the experimental depen-
dences with the same accuracy. The quantity Eex ~ × 103 K determines the
upper bound of applicability of the diffusion (Usadel) approximation;

(b) The consequence from (a) is that the thicknesses of theS- andF-layers exceed the
respective coherence lengths, which is a necessary condition of the parametric
degeneracy of the Tc(dS) characteristics [77, 117, 118].

The statement (a) is illustrated in Fig. 8.
The above results suggest an alternative to the explanations of S/N behavior of

the characteristic Tc(dF) by small values of Eex and large coherence lengths. In the
experiment [116], the Tc(dF) dependence was measured in a wide range of dF =
10–70 nm. In this case, the mean free path �F and the low-temperature resistivity
ρF ~ 1/�F vary as a function of thickness [125], which have an effect on the critical
temperature [126]. Themagnitude of this effect can be estimated frommeasurements
of the resistivity of Nb and Pd81Ni19 films [127]. Namely, the resistivity of the
Pd81Ni19 film decreases 3.3 times when the thickness increases from 10 to 70 nm
(see Fig. 3 in [127]); consequently, the parameter p(dF) of the SF interface increases
by the same factor for a fixed value of dS . We calculate TcP(dF) and TcAP(dF) for
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Fig. 8 Critical temperature
of a Nb(dS)/Ho(12) structure
that we calculated with
parameters quoted at panel

Fig. 9 Critical temperatures
of the F(d0)/S/F(dF )
structure calculated for P
and AP magnetic states
taking into account the drift
in the parameters. Inset: The
same but without taking into
account the drift of the
parameters of the structure

the structure Ho(10)/Nb(20)/Ho(dF) using p(dF) dependence from [125–127], and
other parameters were given from considerations of closeness of the theoretical and
experimental curves. The result of the calculation with one of sets of parameters (Eex

= 2000 K, p(10) = 0.021, T = 0.5, TS = 9.2 K, ξ S = 13 nm and ξF = 9.2 nm.) is shown
in Fig. 9. The TcP(dF) and TcAP(dF) dependences calculated neglecting drift in the
resistivity of the F-layer (i.e., at p = 0.065) are also shown in Fig. 9 (inset), which
show typical behavior for S/F structures with a strong ferromagnet. Moreover, the
oscillation effect is well expressed on the characteristics with drifting asymptotics.
We note also that Fig. 9 forecasts increase of the spin valve effect magnitude with
increasing the thickness of the F-layer (look at a divergence of the solid and dash
lines).

(2) The variation of the critical temperature Tc(dF) is accompanied by transfor-
mations of distribution of the superconducting condensate in the structure. In
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Fig. 10 Singlet (+) and
s10-triplet (−) components
of the state function of the
superconducting condensate
in the F0(10)/S(20)/F(dF )
structure in P and AP
magnetic states. The
variations of the state
functions with increasing dF
are due solely to the drift of
the parameter p

the single-mode approximation, the superconductivity of a system can have
characterized by the only two components of the state-vector function, namely
�(z) = 
+(z)⊕
−(z) [119, 124]. Here, the functions 
+(z) and 
−(z) describe
the singlet (s0) and s10-triplet components of the condensate, respectively; the
indices in symbol s10 mean spin 1 and zero spin projection. We calculated the
state function�(z) for a structure of the same geometry as the experimental one,
Ho(10)/Nb(20)/Ho(dF) [116], taking into account the drift of the parameter p
(assuming that the length ζ F is independent on lF). The result for several values
of dF is quoted in [78]. Here, we calculate the state function for the small and
very large F-layer thicknesses (dF , δ, ξF, and dF in the asymptotic range of
p(dF) dependence) to focus the attention on the following property of the P-
and AP-states of the structure under consideration (Fig. 10):
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Firstly, the shape of the singlet component of the state function is indifferent to
the inversions of the magnetizations and is weakly sensitive to the variations of the
parameter p. Secondly, the amplitude of triplet component in S-layer distinctly rises
with p increasing; the variations of triplet component in the P-state are substantially
greater than those in the AP-state. The shape of the state functions does not change
fundamentally if we include the drift in ζ F ~ �1/2F .

The calculation results show that the quasi-S/N behavior of Tc(dF) in the Nb/Ho
system can be obtained utilizing: (1) drift of the system parameters at increasing the
F-layer thickness; (2) high exchange energy; (3) high resistivity of holmium and low
transparency of the SF interface.

Due to the high exchange energy, the superconducting condensate penetrates
into a small depth of F-layer determined by ζF, so that the pairing functions rapidly
approach their asymptotic values as the thickness of the F-layer is increased (Fig. 10).
Hence, each value of Tc measured for dF » ζ F is asymptotic in this sense, but it does
drift because of the increased intensity of the electron pair diffusion through the SF
interface owing to gradual reduction in the resistivity ρF . The experiment [116] may
represent an example of the dependence of critical temperature and magnitude of the
SSV effect on the parameter that determines the intensity of diffusion through the
SF interface.

5 Superconducting Spin Valve Effect in the S/F1/N/F2
Structures

In the above, the more intense studies of the FSF-type SSV [49, 50] were reviewed;
however earlier, an SFF type of SSV was proposed theoretically by Oh, Youm, and
Beasley [128] based on the calculation of the Usadel functions and suppression of
the singlet pairing wave functions in the P- and AP-states. To the authors’ knowl-
edge, this idea found its implementation starting from the work by Westerholt et al.
[129], where �Tc as large as 100 mK was observed in superconducting 16-nm-
thick vanadium layer attached to the [Fe(2ML)V(11ML)]20 superlattice (ML means
monolayers, while subscript “20” beyond the square brackets means number of the
bilayer repetitions in the superlattice) upon going from AP to P alignment in the
latter. With further optimization of the structure, the same group has reached �Tc

~ 200 mK in Pd(5 nm)/V(24 nm)/[Fe(3ML)/V(12ML)]25 combination. Further on,
the [Fe/V]n superlattice was replaced by Fe/V(dV2)/Fe/CoO magnetic control unit
[130]; however, the SSV effect appeared to be smaller, with �T c ~ 35mK received
for the 21-nm-thick basic V-layer and dV2 = 2.1 nm for the vanadium interlayer in
the control unit.

A pulse to deeper elaboration of the SFF type of SSV was given by a work
[131] where simplified S/F1/F2 structure was analyzed within the dirty limit of the
quasiclassical theory of superconductivity and for a particular case of dF2 →∞ andT
= 1. The calculations have shown that in the SFF structure, both standard and inverse
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Fig. 11 Critical temperature
versus F-layer thickness for
P and AP magnetic states of
the S/F/F0 structure with
different S-layer thicknesses
dS . The parameters of the
structure are the same as for
F0/S/F, represented by the
characteristics in Fig. 3
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P–AP SSV effects are possible depending on parameters of the layers. Namely, the
standard one is realized for thicknesses dF1 < (3π/8)ζ F , and the inverse effect takes
place when (3π/8)ζ F < dF1 < (7π/8)ζ F . Figure 11 shows the dependencies TcP(dF)
and TcAP(dF) calculated for the structure S/F/F0 that differs from the previously
considered F0/S/F (see Fig. 3) only by permutation of the layers. As can be seen
from Fig. 11, the values of dF at the TcP(dF)–T cAP(dF) crossover points correlate
with those derived in [131].

If magnetizations of the F-layers are not collinear, the spin-projection one triplet
components s11 of the superconducting pairing come into play, and dependence of the
critical temperature Tc(θ) on the angle θ between M1 and M2 can be nonmonotonic
as it is shown in Fig. 12 (see in more detail in the chapter “Superconducting Triplet
Proximity and Josephson Spin Valves”). Considered in correlation with the similar
analysis of the Tc(θ) dependence in F1/S/F2 [55], this allows to conclude that due
to more tight proximity of the ferromagnetic layers in the adjacent SFF-type SSV,
compared with the interleaved FSF type, the amplitude of the triplet components
as well as their impact on the superconducting properties of the structures is more
strong and diverse (see [132]) in SFF-type superconducting spin valves.

The predictions of the dirty limit quasiclassical theory were re-analyzed in the
clean limit by self-consistent numerical solutions of Bogoliubov–de Gennes equa-
tions [133]. The calculations had been performed for relatively wide range of thick-
nesses for the outer layer (F2 in our notations, up to 0.6ξ S) and thin inner F-layer
(F1 in our notations, typically the thickness up to 0.1ξ S), and for the values of the
exchange energy corresponding to moderate and strong ferromagnets (Eex up to
0.15εF , εF being the Fermi energy). It turned out that all features obtained in the
dirty limit were confirmed even with enhanced magnitude of the SSV effects. This
indicates that the superconducting properties of the critical state of S/F1/F2 structures
have universal character that distinguishes them from F1/S/F2 structures.

Experimentally, Leksin et al. studied P–AP SSV effect in Fe/Cu/Fe/In [134–136]
and Fe/Cu/Fe/Pb heterostructures [137–139] prepared by an UHV electron beam
evaporation technique. In the first experiment [134], the small but pure P–AP effect

https://doi.org/10.1007/978-3-319-90481-8_2
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Fig. 12 Critical temperature Tc versus the misalignment angle α for various thicknesses of the Fl-
layer. Curves 1 and 2 correspond to the standard and inverse SSV effects, respectively. dF1 = 0 case
is equivalent to S/F bilayer; therefore, the superconducting T c does not depend on angle (dot line 3).
At α = 0, all the curves coincide, since in this case the F part of the system is physically equivalent to
a single half-infinite F-layer. Adapted Fig. 3 from the article by Ya.V. Fominov, A.A. Golubov, T.Yu.
Karminskaya, M.Yu. Kupriyanov, R.G. Deminov, and L.R. Tagirov originally published in Journ.
Exp. Theor. Phys. Letters (JETP Letters) 91, 308 (2010) with permission of Pleiades Publishing,
Ltd

was measured on the structure CoOx/Fe(2.4 nm)/Cu(4 nm)/Fe(0.5 nm)/In(230 nm)
(the difference �Tc = +19 mK is larger than the width of the resistive transition,
δTc = 7 mK) [134]. One of the reasons that the pure effect could be observed is
the sharp SF interface due to the mutual immiscibility of iron and indium and the
large superconducting coherence length of the latter. As a result, full switching of the
structure between the normal state-resistance and zero-resistance superconducting
state had been achieved.

Further detailed studies have shown that�Tc(dF2) can be positive and negative as
well, showing standard and inverse SSV effects in accordance with the theory [131].
The oscillatory behavior of �Tc(dF2) was also observed in the CoOx(4 nm)/Fe(2.5
nm)/Cu(4 nm)/Fe(dFe2)/Pb(35 nm) heterostructures [137–139]. For the both systems,
a standard SSV effect holds at values dF2 < 1 nm, and it turns into the inverse P–AP
effect at the interval 1 nm < dF2 < 2 nm (�T c,max ~ 20 mK and 40 mK,�Tc,min ~−32
mK and −14 mK for structures with In and Pb, respectively). At the same time, one
could assume a better agreement between the above experimental data and the theory
in the clean limit, since metallic iron used as a material for the F-layers is certainly
very strong and clean ferromagnet. Indeed, the length LF in the range of around 1
nm looks quite reasonable as a measure of the �Tc oscillations half-period, since it
is an expected oscillations length of the s0 singlet and s10-triplet pairing functions in
clean and strong elemental ferromagnets, like iron and cobalt, deposited in ultra-high
vacuum conditions.

Similar results for T c(θ), with maximal P–AP SSV effect of about 8 mK, were
obtained in [140] for the structure of CoO/Co/Cu/Co/Nb(17) (with variable thickness
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of the cobalt and copper layers). A fit within the numerical solution of the clean-limit
Bogoliubov–deGennes equations has shown satisfactory agreement using reasonable
conduction-band exchange splitting energy ~0.15εF .

The Au(6)/Nb(50)/Co(1.6)/Nb(3)/Co(0.8)/ IrMn(4)/Co(3)/Ta(7.5)/Si(sub)
structure (the numbers indicate thickness of the layers in nm) was studied by
Flokstra et al. [141]. Compared to the previous work, the superconducting Nb-layer
is much thicker (50 nm against 17 nm); therefore, only the long-range s11 pairing
is expected to permeate across the 50-nm-thick niobium being responsible for the
observed resistance changes and variations of Tc with the angle between magnetic
moments of the ferromagnetic layers. Indeed, the P–AP SSV is pretty small (2–3
mK) but detectable, and T cAP is always higher than T cP.

In [142], a Co/Cu/NiFe(Py)/Cu/Nb superconducting pseudo-spin valves were
studied, where the magnetically hard cobalt and magnetically soft permalloy
(NiFe(Py)) were used to create well-distinguished magnetic configurations upon
rotating the sample with respect to an initial in-plane saturation field of 3 kOe
along the hard axis of the Py-layer. At every rotation step, a 50 Oe in-plane mag-
netic field was applied, sufficient to align and saturate the Py magnetic moment
without affecting much harder Co-layer staying at the remanent state. The P–AP
configurations difference of about 10 mK (see Fig. 3b of the paper, the sample
Cu(5)/Co(6)/Cu(5)/Py(4)/Cu(5)/Nb(21)—numbers in nm units) had been achieved
representing the inverse SSV effect.

Finally, the F1/N/F2/S structure of the “mixed” type was prepared to observe the
triplet spin valve effect [143, 144]; namely, for a magnetically hard layer F1, the
strong ferromagnet (Co) has used, while for a magnetically soft layer F2—weak
ferromagnetic alloy Cu41Ni59, and thin (6 nm < dS, cr , N-layer) Nb magnetically
decoupled the Co- and Cu41Ni59-layers to allow them rotate independently. A few
nanometers thick Cu41Ni59 is known a perpendicular anisotropy material [145] with
the magnetic easy axis normal to the film plane. This feature was utilized to cover
three characteristic alignments when remagnetizing the sample in a magnetic field
applied in-plane: parallel at complete saturation, orthogonal at a coercive field of the
soft layer, and antiparallel at saturation of the soft layer. The scenario was realized
cooling down the sample from room temperature to 10 K in an in-plane magnetic
field of about 1T and then circulating along the major magnetic hysteresis loop in
the range (−5, +5) kOe. The P–AP SSV effect in 3–5 mK range was observed in the
experiments.

More complicated heterostructures, comprising several superconducting and fer-
romagnetic layers, were considered theoretically in [146–152], albeit hitherto remain
unexplored experimentally.

6 Discussion and Conclusion

The main goal of this review chapter is to analyze to date status in experimental
studies of the superconducting spin valves—a class of superconducting spintronic
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devices. Intentionally, the heterostructure devices can be switched between normal-
conducting state and superconducting state applying a pulse of weak (from several to
dozensOersted)magnetic fieldwhich re-magnetizesmagnetically soft ferromagnetic
layer parallel and antiparallel to a magnetically hard, reference ferromagnetic layer.
The superconducting state critical temperature T c changes synchronously with the
switching of the magnetic state. It is a SSV effect quantified in a Tc difference
between the AP and P magnetic configurations, �Tc � T AP

c − T P
c , which can

be either positive (standard or direct SSV effect) or negative (inverse SSV effect).
Though the theory for the elementary FSF- and FFS-core structures forecasts the
size of the SSV effect measured in a portion of TS, the transition temperature of a
superconducting material itself, the experimentally measured SSV in vast majority
of cases lies within 100 mK. The effect pretty easy to measure, however, is hard
to imagine in applications. There are several obstacles on a way to realize an SSV
switching device:

(1) Weak alloy ferromagnets (like CuNi alloy with the Ni content in the range
52–60%) provide longer coherence length because of smaller exchange split-
ting of the conduction band; however, intrinsic magnetic inhomogeneity of the
alloy and possible clustering destroy superconducting pairing, thus negating
advantages of the alloy ferromagnet utilization. In the absence of stoichiomet-
ric low-temperatureweak ferromagnets, the iron-group–palladiumalloys (PdFe,
e.g., [153]) can be viewed as a dilute ferromagnetic material for superconduc-
tor–ferromagnet hybrids. Palladium and platinum are enhanced paramagnets
close to the Stoner criterion of paramagnet–ferromagnet transition, so small
doping with iron or nickel (of around 1 at.%) causes these alloys to be fer-
romagnets with low Curie temperature of the order of 15–50 K [154]. More
homogeneous ferromagnetism with lower spin-flip scattering is expected for
dilute Pd alloys, though possible clustering of iron is anticipated according to
[155] in Pd1-xFex alloy with x = 0.01. An additional advantage of the Pd (or
Pt)-based alloys is a temporal stability of the material against deterioration;

(2) Strong ferromagnets like iron, cobalt, and nickel have large exchange splitting
of the conduction band and hence short coherence length of the order of 1 nm.
Therefore, extremely thin layers must be used (also of the order of 1 nm), and
it is hard to provide flatness of the film and low roughness of the interfaces (the
best one in the range of 0.3–0.5 nm turns out comparable with a film thickness);

(3) At 1–10 nm range of thickness, mesoscopic dimensional effects start tomanifest
themselves; for example, physical properties and parameters, like electronmean
free paths, of materials are determined mostly by interfaces but not the bulk.
This has to be controlled in experiment by preceding material studies on pilot
samples and also properly treated in a theory to make predictive calculations;

(4) Large desired SSV effect (�Tc up to 1 K) alone is necessary but not sufficient
condition, and it must be larger than the superconducting transition width δTc:
�Tc � δTc, to provide full switching between the normal-conducting and zero-
resistance superconducting states;



24 V. N. Kushnir et al.

(5) There is no routinely applicable theory for SSVs based on strong and clean fer-
romagnets (like iron, cobalt, and nickel prepared at UHV conditions). The case
intermediate between the clean and the dirty limits, which may be necessary to
correctly treat permalloy, for example, is terra incognita yet; the only known fact
is that in this case the decay length and the spatial oscillation period of the super-
conducting correlations in F-layer may exhibit a nonmonotonic dependence as
a function of its exchange field or its electron mean free path [156];

(6) Remagnetization should be done by an in-plane uniaxial magnetic field upon
which domain structuresmay superimpose their stray fields influence onto prox-
imity physics. This domain structure issue, however, can be relaxed in micro-
and nanostructured samples with lateral dimensions below the equilibriummag-
netic domain size;

(7) It is desirable that both idle states, between which the switching occurs, would
not require retaining field;

(8) There is a still poorly explored issue of multilayer structures in superconduct-
ing spintronics. Indeed, the spectral character of superconductivity inmultilayer
S/F structures to possess multiple superconducting states determines their fun-
damental properties and promises perspectives in superconducting spintronics.

Both experimentalists’ and theorists’ efforts are expected to optimize the material
choice and design of superconducting spin valves to realize a kind of proximity
effect spintronic device physics. At the same time, clear understanding of micro-
scopic processes behind the S/F device physics and development of themathematical
apparatus to calculate basic thermodynamic characteristics of the complicated S/F
heterostructures have obviously extended generality and applications to other kinds
of superconducting heterostructures.
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Superconducting Triplet Proximity
and Josephson Spin Valves

L. R. Tagirov, M. Yu. Kupriyanov, V. N. Kushnir and Anatolie Sidorenko

Abstract A heterostructure comprising several ferromagnetic and superconducting
layers acquires functionality of managing the superconducting properties of a system
applying external magnetic field. At non-collinearmagnetic configurations of the fer-
romagnetic layers, spin-triplet pairings can be induced in these heterostructures. The
triplet pairing channel brings additional degrees of freedom tomanage superconduct-
ing transition temperature in proximity effect superconducting spin valves. Applied
to Josephson junctions’ physics, a robust long-range pairing in ferromagnetic weak
links produces spin-polarized Josephson currents available for manipulations with
magnetic fields and currents. The unique features of the spin-triplet pairings in super-
conductor–ferromagnet heterostructures make them promising for superconducting
spintronics (supertronics).
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1 Introduction

Usually, superconductivity and ferromagnetism are considered as antagonistic long-
range orders, which cannot coexist in a homogeneousmedium [1]. Indeed, ferromag-
netism is expected to suppress singlet s-wave superconductivity, because the presence
of an exchange splitting of the conduction band breaks the time reversal symmetry
of a Cooper pair. Fulde-Ferrell and Larkin-Ovchinnikov (FFLO) [2, 3] have shown
that, nevertheless, superconductivity may survive in the presence of the magnetic
background, however, restricted to an extremely narrow range of parameters [4].
The idea was that the Cooper pair keeping zero total spin acquires nonzero pairing
momentum. There are very few examples of compounds that can be considered as
showing indications of the FFLO state (see, for example, [5–8]). The idea became
much more applicable for systems in which superconductivity and ferromagnetism
(or, more generally, some kind of strong magnetism, like antiferromagnetism) are
separated in space either because of chemical structure of a unit cell, see, for exam-
ple, reviews on coexistence and interaction of superconductivity and magnetism in
Chevrel phases and ternary rhodium borides [9], borocarbides [10] and ruthenates
[11, 12]. From the latter, Sr2RuO4 is commonly believed to realize triplet (equal-spin
pairing) superconductivity with at least p-wave pairing to fulfill symmetry require-
ments. There are experimental indications of the triplet superconductivity in heavy
fermion compounds and low-dimensional organic salts (see, for example, a review
[13] and references therein).

The artificially layered systems are ultra-thin film heterostructures inwhich super-
conductivity (S) and ferromagnetism (F) locate at different adjoining or closely lying
layers but strongly interact via interfaces. These proximity-coupled systems exhibit a
lot of unconventional features because of competition and mutual adjustment of the
two long-range orders (see chapter “Basic Superconducting Spin Valves” by V.N.
Kushnir et al.). Special attention has been drawn to nonzero spin pairing that could
be realized in SF heterostructures atop the ferromagnetic background. Indeed, it was
shown by Bergeret et al. [14] that the spin-triplet s-wave pairing can be induced
by a conventional superconductor in proximity with the ferromagnetic subsystem
containing non-collinear magnetizations. This pairing is non-oscillating and extraor-
dinary long-range that makes it promising mediator of the spin-polarized Josephson
current.

The theory of the triplet s-wave superconductivity had been developed in a numer-
ousworkswithin the diffusive limit [14–48], on the base of quasiclassical Eilenberger
approximation [21, 34, 36, 49–58], in the framework of the Bogoluibov-de Gennes
equations formalism [46, 48, 59–70] and reviewed in detail in [71–74]. The manifes-
tations of the triplet pairing on the main thermodynamic characteristics (Josephson
critical current, the local density of states, the critical temperature) have been inves-
tigated for the following SF systems:

(a) SF structures with domain walls [14–16, 21–23, 25, 26, 31, 34, 40, 46] (in the
classical works [14–16], the choice of such structure for consideration is moti-
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vated, particularly, by the observed anomalous conductivity of the ferromagnet
wire contacting with superconductor [75, 76]);

(b) SF structures with a conical ferromagnets [16, 17, 23, 27, 28, 33, 38, 40, 43, 67,
68];

(c) multilayers with a non-collinear magnetizations of the F layers [18–20, 24, 29,
30, 32, 35, 37, 39, 41, 42, 44, 45, 48, 53–59, 62, 63, 66, 69, 70, 77];

(d) SF structures with a half-metal as F layer [21, 35, 49–52, 60, 61, 64, 65], firstly
considered by M. Eschrig et al. [49].

The basic (primal) problem of superconducting spintronics, namely the control
of the superconducting state by variations of the magnetic state, has the simplest
practical solution for spin valves based on SF structures of type c [78]. The intention
of this short review is to describe manifestations of this long-range equal-spin s-wave
pairing in superconducting spin-valve heterostructures.

The outline of the chapter is as follows: First, we describe basic structures to
control superconductivity by proximity with two metallic ferromagnet layers. Then,
we give short overview of experimental works aimed to observed effects predicted
by theory. Finally, we present a short description of weak superconductivity control
in Josephson junctions.

2 Superconductor–Ferromagnet Proximity Spin Valves

In 1997, Oh et al. [79] proposed an S/F switching structure that they called super-
conductive magnetoresistive memory element (see Fig. 1a). The structure consists
of a superconducting film S deposited onto a conventional Dieny spin valve [80].
The latter one comprises two ferromagnetic metal (FM) layers, separated by a very
thin non-magnetic metal spacer, and an auxiliary insulating antiferromagnetic layer
to pin the magnetic moment of the adjacent ferromagnet FM2. The FM1 layer is
considered magnetically soft to rotate its magnetic moment by an external (pulsed)
magnetic field. The ultra-thin non-magnetic spacer NM is necessary in real exper-
iments to decouple exchange interaction between the neighboring FM1 and FM2
ferromagnetic layers. Thus, the resulting heterostructure is composed from super-
conducting and magnetic sub-systems joined via a common interface. We will call
it the adjacent design (FFS-type superconducting spin valve).

Calculations within the dirty-limit quasiclassical Usadel theory [81] of supercon-
ductivity and single-mode solution of the resulting equations for superconductivity
have shown that the pairing function in the S layer is suppressed stronger (this means
that the superconducting transition temperature Tc is lower) if themagnetic moments
of the FM layers are aligned parallel [79]. With a proper choice of parameters, the
S layer can be switched between the normal conducting state at P alignment and the
superconducting state at AP alignment, i.e., serve as a superconductive memory cell.
This condition T AP

c > T P
c was coined as standard switching or standard supercon-
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Fig. 1 Two designs of the proximity effect superconducting spin valves: a FFS—adjacent, and b
FSF—interleaved. Solid arrows show parallel (P) alignment of magnetizations (in the film plane),
while the dash arrows indicate reversed magnetic moment of the FM1 layer at the antiparallel (AP)
alignment of the magnetizations. AFM is an auxiliary antiferromagnetic insulator layer, and NM is
very thin non-magnetic metal spacer

ducting spin-valve (SSV) effect. Naturally, in 1997 no spin-triplet pairing had been
considered upon calculations by Oh et al. [79].

Later on, in [82, 83], another design of a superconducting spin valve was pro-
posed (see Fig. 1b) in which the superconducting layer was placed in between of
the ferromagnetic metal layers (FSF-type superconducting spin valve) and served
simultaneously to decouple exchange interaction between the ferromagnets. Calcu-
lations within the single-mode dirty-limit quasiclassical Usadel theory have shown
that similar to the adjacent FFS spin valves, the interleaved SSV exhibits T AP

c > T P
c ,

i.e, the standard SSV effect (for the full angular dependence Tc(α) between P and
AP alignments see [84]). Spin-triplet pairing had not been considered upon these
calculations too.

In 2003, Fominov et al. [20] re-examined the analysis of [82–84] for F/S/F SSV
taking into account in addition to the singlet (s0), a complete set of Matsubara odd
frequency triplet component (projections zero, s10, and ±1 – s1,±1) [14–19, 71–74]
and applying asymptotically exact multimode solution [85] of resulting supercon-
ductivity equations. Since the s1,±1 superconducting pairing components penetrate
into the ferromagnet over a distance of the order of ξN � ξF , the analog control
device with the structure FM1/S/FM2 as a core is not a trivial generalization of
P–AP SSV since it is based on a new effect. Nevertheless, the exact solution of the
diffusive limit equations for a symmetric F/S/F structure with in-plane-magnetized
layers led to a monotonically varying function Tc(α) [20], so that for arbitrary α, the
inequalities TP

c (dF) ≤ Tc(dF , α) ≤ TAP
c (dF) hold, and therefore, the SSV effect is

standard. They have found differences of about 15% from calculations of [84] along
the angular dependence of superconducting Tc.

The main results of [20] have also been extended on asymmetric structures
FM1/S/FM2 [29, 86]. The monotony of the function Tc(α) had been confirmed
in the experiment with the structure Cu48Ni52(dF)/Nb(18)/Cu48Ni52(dF) [87]. The
maximum effect, 7 mK, practically coincided with the value of �Tc given in [88]
for an almost identical Nb/CuNi system. Quantitative analysis of the data had car-
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ried out within the framework of the Bogoliubov—de Gennes equations formalism,
taking into account electron scattering processes at the S–F interfaces. The agree-
ment between the theoretical and experimental dependences of Tc(dF), and between
the scaled dependences �Tc(α;dF) was surprisingly good (the value of the fitting
parameter of the theory, I = 0.032, or Eex ~103 K, is reasonable in the sense that
it compensates for the absence of mean free paths in the theory of the clean limit).
However, the calculated absolute values of�Tc were about two orders of magnitude
larger, similar to the earlier studies in [88].

The dependences Tc(α) for the structures F1/S/F2, which satisfy the conditions of
the clean limit, have a completely different character. Namely in conformity with the
P–AP effect, they can be monotonically increasing, decreasing, and non-monotonic
(see Fig. 2 adapted from [58]). Indeed, in the experiment with the Co/Nb/Co struc-
ture, oscillations were measured on the R(α) dependence described by a simple
formula R(α) ≈ Rmin +�R

√
sinα [89]. The triplet SSV has also been realized based

on the structure FM1/S/FM2 with the collinear vectorsM1 andM2 in the case of the
spin-active S–F interface (see [21] and references therein). The results of experimen-
tal investigation of such structures had been reported in [90]. The parent structure
was Py/Nb/Py, for which, as in [91, 92], a weak standard switching effect had been
observed. When inserting Ho interlayers between Py- and Nb-induced triplet com-
ponents with spin projections±1, the standard SSV had transformed into the inverse
effect with increase in the Ho thickness to 8 nm. The critical temperature remained
very high (6–7 K), which is possible only if there is a “long-range” triplet component
in the condensate. Almost full switching between the normal conducting and super-
conducting states has been obtained in [93] in the Co/CoOx/Cu41Ni59/Nb/Cu41Ni59
core structure. By detailed matching the magnetic configurations of the ferromag-
netic layers of the structure, the observed features inmagnetoresistancewere ascribed
to generation of the triplet pairings in the system. Apparently, the works [87, 89, 90,
93] cited in this section exhaust the experimental studies of the triplet effect in the
FSF-type structures.

3 Superconducting Spin-Valve Effect in the S/F1/N/F2
Structures

With the triplet pairing in SF heterostructures [71–74], getting more and more evi-
dences to exist, the Oh, Youm, and Beasley FFS-valve theory was re-examined by
Fominov et al. [39] to take explicitly into account the triplet pairings, zero s10, and±1
projection s1,±1, on superconducting Tc at the arbitrarymisalignment angleα between
the magnetic moments of the FM layers and under constraints dF2 → ∞ and T =1
(T is a transparency of S–F interfaces).

The analysis performed within the dirty-limit quasiclassical Usadel formalism
has shown that three regimes of switching can be realized in the SFF-type structure
when the triplet pairings are treated in an equal footing with the singlet one (see
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Fig. 2 Dependences of the
normalized critical
temperature of the clean
FM1/S/FM2 core structure
on the angle α between the
magnetic moments of the
FM layers. Reprinted Fig. 4
from [S.V. Mironov, A.
Buzdin, Phys. Rev. B 89,
144505 (2014)] with
permission by the American
Physical Society. Copyright
APS 2014

Fig. 3): The first regime was described before, and it corresponds to T AP
c > T P

c and
coined as standard switching regime (curve 1 in Fig. 3); in the second regime, the
AP alignment transition temperature is lower than for the P alignment, T AP

c < T P
c ,

and it is inverse switching regime (curve 2 in Fig. 3); at last, the triplet switch-
ing regime (curve 3 in Fig. 3) is characterized by a pronounced concave angular
dependence of Tc(α) with an absolute minimum at T NC

c < {T P
c , T AP

c } (NC means
non-collinear magnetizations). At the same time, the unusual behavior of Tc(α) in the
triplet switching regime could serve as indirect evidence of the triplet pairing gen-
eration in the SFF-type heterostructures. Moreover, for the triplet switching regime,
the dependence Tc(α) shows the effect of the disappearance and reentrance of super-
conductivity as soon as the thickness of the S-layer becomes less than the threshold
value [39]. The suppression in the critical temperature for the deviation of the vector
M1 from the direction of M2 is just due to the induction of the triplet component
of the superconducting condensate. The relationships between the singlet and triplet
components of the superconductivity state functions of the S/F1/F2 structure have
been obtained in [42] for more general case, namely for arbitrary transparencies of
interfaces. It is unusual that the triplet component, unlike at such in the F1/S/F2
structure, may be the largest not in the neighborhood of α � π /2, but, for example,
at a slight violation of the collinearity of M1 and M2 [42]. Further, it turned out that
the natural assumption of full transparency of the F1–F2 interface as a condition for
the maximum of the triplet component turns out to be too strong. This fact testifies
in favor of S/F1/F2 structures, because all experimental systems include N-spacer
between F1 and F2 layers, so that the full transparency of F1–F2 interface is impos-
sible (in [42], N-interlayer is taken into account by the free parameter TF1F2). In
this regard, we note that if the S material is a buffer layer (this is convenient from a
technological point of view), then it could play an active role in the formation of the
superconducting condensate distribution.

The analytical properties of the function Tc(α) and the patterns of distribution
of the singlet and triplet components of the order parameter were investigated also
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Fig. 3 Critical temperature Tc versus the misalignment angle α for various thicknesses of the
Fl layer. For details of the parameters see [39]. Horizontal dot line is drawn for the FM1 layer
thickness equal to zero, then, obviously, Tc does not depend on α. Curves 1 and 2 correspond to
the standard and inverse switching effects, respectively. Curve 3 demonstrates the triplet spin-valve
effect. Adapted Fig. 3 from the article by Ya.V. Fominov, A.A. Golubov, T. Yu. Karminskaya, M.
Yu. Kupriyanov, R.G. Deminov, L.R. Tagirov originally published in J. Exp. Theor. Phys. Lett.
(JETP Lett.) 91, 308 (2010) with permission of Pleiades Publishing, Ltd

in the clean limit within the numeric solution of Bogoluibov-de Gennes equations
[66]. The calculations were performed for the thickness of the inner F layer up to
1 nm and for the values of the exchange energy corresponding to moderate and
strong ferromagnets (Eex ≥ 1000 K). As it turned out, the behavior of the obtained
dependences is in fact the same as in cases (a, b) of diffusive limit (the critical
temperatures and the magnitude of the SSV effects in the clean limit are higher, as
it obvious). This indicates that the properties of the critical state of the structures
S/F1/F2 have a universal character, which distinguishes them the structures from
F1/S/F2.

The paper [39] has triggered extensive studies of adjacent SFF-type spin valves
by several groups. Leksin et al. published the results of systematic experimental
triplet SSV effect studies on the systems Fe/Cu/Fe/In and Fe/Cu/Fe/Pb [94–99]. The
advantage of the selected materials were in sharp S-F interface due to the mutual
insolubility of the selected superconducting transition (In, Pb) and ferromagnetic (Fe)
materials and in narrow width of superconducting transition δTc of In, Pb, which is
well below the Tc variation �Tc due to SSV effect. The main result of the series
of experiments with Fe(dF1)/Cu/Fe(dF2)/In system is observation of both standard
and inverse SSV effects when varying the thickness dF2. [94, 95]. The oscillatory
behavior of the �Tc(dF2) dependence was observed also for Fe(dF1)/Cu/Fe(dF2)/Pb
structures [96, 97]. For the both systems, a standard SSV effect holds at values dF2
<1 nm, and it turns into the inverse P–AP effect at the interval 1 nm<dF2 <2 nm
(�Tc,max ~20 and 50 mK, �Tc,min ~−30 and −15 mK for structures with In and Pb,
respectively). This result follows directly from the theory in the diffusive limit [39],
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Fig. 4 Dependences of the
critical temperature of the
Cu/Co/Cu/Py/Cu/Nb
structure on the angle
between the magnetic
moments of the Co and Py
layers. Reprinted Fig. 3d
from [X.L. Wang, A. Di
Bernardo, N. Banerjee, A.
Wells, F.S. Bergeret, M.G.
Blamire, and J.W.A.
Robinson, Phys. Rev. B 89,
140508(R) (2014)] with
permission by the American
Physical Society. Copyright
APS 2014

as shown by the fit of the characteristics �Tc(dF2) (see Fig. 4 in [94] and Fig. 2 in
[96]).

At the same time, one can assume better agreement between the experimental data
and the theory in the clean limit, keeping in mind the curves in Fig. 2 calculated for
F1/S/F2 systems in [58]. The length of ζ F <1 nm as a measure of the oscillations of
�Tc is completely natural, since it is also a measure of the oscillations of the order
parameter in the usual bilayer S/F structure. At last, a triplet effect has investigated
on the Fe1/Cu/Fe2/Cu/Pb structure [96]. The measured characteristics Tc(α) have a
minimum in the neighborhood of α � π /2 (i.e., almost for the orthogonal vectorsM1

andM2) in the full compliance with the theory. The greatest depth of this minimum,
of order of 60 mK below TAP, had achieved at an internal F layer thickness of about
0.6 nm, which is close to the result of the theory in the diffusion approximation [39].

Similar characteristics Tc(α), with the maximal effect of about 20 mK, were
obtained in [100] for the structure of Co/Cu/Co(0.6)/Nb(17) (the angle range of the
measurements was from −180° to 180°). Again, a good fit based on of formulae
for the clean limit of microscopic theory gives strong reasons to assume the triplet
effect in F1/F2/S systems to be stable against perturbations.At last, isworth noting the
interesting fact, that the scaled angular dependence of the averaged triplet component,
at least for α > π /6, practically merges with the curve �Tc(α), measured in this
experiment.

Almost the same structure on the base of Co, but with Nb spacer, thick Nb layer
(50 nm) and the innerCo layer of 1.6 nm thicknesswere used in the alreadymentioned
experiment by Flokstra et al. [89]. In these conditions, the long-range triplet SSV
effect was approximately the same as in [100], �Tc(π /2) ≈ 15 mK. The indication
of presence of the long-range triplet component in the superconducting condensate
is the well-expressed dependence R(α)≈ Rmin +�R

√
sinα, measured for an external

magnetic field close to the saturation field.
In [101], the problem of increasing the triplet SSV effect in S/F1/N/F2 structures

has been substantially developed due to two factors. First, the magnetic hard (Co)
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and magnetically soft (Py) materials were taken as external and internal F layers,
respectively. The second factor is the controlled magnetic state of the structure, since
directions of the easy and hard magnetization axes of the layer F1 (perpendicular
and parallel to the magnetic moment of the layer F2, respectively) could be given.
As a result, a well-pronounced triplet effect (with a minimum of the function Tc(α)
at the point αm ≈ π /2) was obtained (see Fig. 4).

Attention has been drawn to dependence of the magnitude of the effect on the
thickness of the S layer. Namely, for the Cu/Co(6)/Cu/Py/Cu/Nb(21) structure, the
triplet effect was about 20 mK, while for a structure with the cobalt thickness of 3 nm
and a thickness of niobium of 20 nm, the 0.12 K SSV effect was observed and called
“giant.” Another feature is the high critical temperatures (about 5.6 K in the first
case, and 5.2–5.3 K in the second), due, among other things, to very high quality of
the superconducting material. Let us pay attention to the fact that strong increase in
the effect is associated with a decrease in the thickness of the niobium layer by only
one nanometer. It is associated with the fact that the thicknesses of the S layers of the
investigated samples are close to the critical value, dS,cr . It seems that fabrication of
another sample with a thickness dS slightly less than 20 nmwould make it possible to
observe the effect of reentrant superconductivity on the Tc(α) dependence. Further
on, a role of the Cu buffer layer between the superconductor and the ferromagnet
is interesting. Its addition suppresses superconductivity in the structure (although
not so much, due to the small transparency of the Nb–Cu interface), and therefore,
the Tc(dS) characteristic of the structure becomes more shallow at small dS . This
probably gave an opportunity for a more confident observation of the effect.

Alongwith the term “giant” [101], the term “colossal” appeared in [102] regarding
the triplet SSV effect of the~800 mK size. The experimental feature of the work
[102] was ferromagnetic semi-metal CrO2 taken as the outer layer of the structure,
whereas for the F2 layer, an ordinary ferromagnetic Ni had been used. Moreover, the
rotation of the magnetic moment of the F1 layer occurred in a plane orthogonal to
the plane of the layers. Since the rotation of the magnetic moment is carried out by
an external magnetic field H0 (0.25 T or 0.5 T), the dependence Tc(α; H �H0) is
formallymeasured. The spin-triplet effect was determined empirically by subtracting
the quantity δT c0 � (Tc(0;H0))− Tc(α;H0)), measured either for a planar sample of
a superconductor of thickness dS, or for a segment of the structure S/F1/N (they are
approximately the same layer by layer), from the value of δTc, measured for sample
S/F1/N/F2.

In [103], the structure F1/N/F2/S of the “mixed” type was used to observe the
triplet effect. In it a strong ferromagnetic (Co) with a fixed direction of magnetiza-
tion was separated from a weak ferromagnet Cu41Ni59, by the Nb “spacer” which
had the thickness dN <dS,cr. The equilibrium magnetization axes of Co and CuNi
were oriented parallel and perpendicular to the plane of the layers, respectively (the
“out-of-plane” switching principle, as well as in [102]). The effect was detected by
measuring the Tc(H) dependence for a field varying in the range (+2, −2) kOe. At
field values in a small neighborhood of H ≈ −20 Oe, when the magnetizations of
the layers were orthogonal to one another, a sharp drop in the critical temperature
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was detected, which was regarded as an influence, among other factors, of the triplet
components.

Finally, we describe another experimental study that demonstrates the possibil-
ity of the maximum achievable P–AP SSV effect by improving the quality of the
structure and managing transparency of the interface. The Bochum group performed
an experiment on a V (dV1)/Fe(dF)/V (dV2)/Fe(dF) structure with single-crystalline
vanadium layers and high quality of interfaces [104]. The outer layer of vanadium
had a thickness very close to the coherence length ξ S (dV1 �24 nm for three samples
and dV1 �21 nm for the fourth sample; dV1/ξ S �1.23 – 1 .03). Thicknesses of the
Fe layers were from 0.43 to 0.9 nm, which is close to the optimum value ξF/2. As a
result, a relatively large effect of 24 mK at Tc � 2.67 K was achieved on one of the
samples with an S layer thickness of 24 nm. However, the largest difference, �Tc

�35 mK, was obtained on a sample with the thinnest outer vanadium layer, dV1
�21 nm (dV1,cr �17 nm). The critical temperature in this case turned out to be quite
high, Tc ~2.5 K. We also draw attention to the fact that in the fourth sample, the
Fe0.35V 0.65 alloy was used as a ferromagnet, and in this case, as mentioned above,
the transparency of the S–F interface increases. Apparently, optimization of the V
content in F layers of this structure can lead to stronger triplet effect.

4 Josephson Spin Valves with Ferromagnetic Weak Links

Josephson junctions with ferromagnetic films in the weak link region are considered
now as promising memory elements for superconducting memory [105]. In their
first implementations, such memory elements contained two or three ferromagnetic
layers [71–74, 106, 107]. It was shown that the magnitude and sign of the critical
current, IC , of such Josephson junctions can depend both on the magnitude of the
exchange energy, Eex, of the ferromagnets and on the mutual orientation, α, of the
vectors of their magnetization.

To understand physical reasons that lead to the dependence of IC(Eex, α), it is
sufficient to consider a SFIFS junction consisting of two SF electrodes separated
by a dielectric layer I with tunnel-type conductivity [108–110]. In particular, in
[108–110] it was shown that in the limit of small thickness of the F layers, dF <
< ξF min{1, (πTC /Eex)1/2}, and relatively small transparency of the S–F interface,
the anomalous Green’s functions FF, which described superconducting correlations
in F films, has the form

FF � πTc�G

ωγBM

( |ω|
ω2 + E2

ex

− i
Eexsign(ω)

ω2 + E2
ex

)
. (1)

Here,� is a complexorder parameter in theS electrode,ω=πT (2n+1) areMatsubara
frequencies, G � �/(ω2 +�2)1/2, and γBM >> TC/T is the suppression parameter
inversely proportional to the transparency of the F–S interface.
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The first, even in frequency term in (1) determines the magnitude of the singlet
superconducting correlations, while the second term is odd in frequency and deter-
mines the short-range triplet superconductivity arising in the F layer. It is seen that
there is π /2 shift between the singlet and the triplet correlations. It can be demon-
strated [71–74] that this π /2 phase shift is the general property of proximity effect
in SF multilayers, which is independent on the geometric features of the considered
structures.

Substitution of (1) into standard expression for the supercurrent across SFIFS
junctions results in sinusoidal current-phase relation with the critical current

eRn Ic
πT

�
∑

ω

(
πTc�G

ωγBM

)2
(

ω2 − EexREexL(
ω2 + E2

exR

)(
ω2 + E2

exL

)
)

. (2)

Here, EexR, EexL are the exchange energies in right (FS) and left (SF) electrodes of
SFIFS junction, respectively, and Rn is junction’s resistance. Expression (2) is valid
for parallel (α �0) or antiparallel (α �π ) alignment of the F films’ magnetizations.
It says that the supercurrent across SFIFS junction consists of two parts. The first is
always positive. It specifies a superconducting current, which is carried by singlet
superconducting correlations. It is seen that this contribution to the supercurrent
monotonically decreases with increase of EexR and EexL. The second item in (2) is
a part of the supercurrent carried by triplet superconducting correlations. For α �0
the exchange energies, EexR, EexL, have the same sign, so that the triplet supercurrent
flows in direction opposite to the singlet one. In this case, increase of the exchange
energy results in suppression of the supercurrent to zero and even to change the
direction of the net current flow. It is transformation from 0- to so-called π-junction.
Contrary to that, for α � π , the exchange energies EexR, EexL have the opposite sign.
In this geometry, the triplet supercurrent flows in the same direction as the singlet
one. The net supercurrent increases with increasing of an exchange energy achieving
maximum exactly at the point at which the crossover from 0- to π -junction takes
place for α �0 and starts to decrease with EexR, EexL for larger exchange energies.

The simple example given above shows that a change in the mutual orientation of
the magnetization vectors can indeed lead to control of the supercurrent across the
Josephson junction, substantially changing its magnitude and even sign. This fact
had been confirmed experimentally in SFNFS and SFF’FS Josephson pseudo spin
valves [111–125].

The use of spin valves in superconductor memory devices is limited for a number
of reasons. The experimental data [111–125] have shown that the typical magnitudes
of characteristic voltage, VC � ICRn, across the valves, containing two or more F
films in the weak link region, lie in the microvolt and nanovolt ranges, respectively.
These values are several orders of magnitude lower than VC of the junctions used in
RSFQ circuits. Strong suppression of IC has a simple physical nature. To accomplish
the control effect, one has to remagnetize one of the F layers without changing the
direction of magnetization in the other F film. This can be only done if the weak
link is a combination of “strong” and “weak” ferromagnets, i.e., the materials with
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Fig. 5 Josephson structures with one ferromagnetic layer and a more complex weak link region:
a—rotary spin valve [126], b—SIsFS tunnel junction with IsF containing insulator I, thin super-
conducting film s and F layer inside the weak link [128–135]. Figure 5a is reproduced from [I.I.
Soloviev, N.V. Klenov, S.V. Bakurskiy, V.V. Bol’ginov, V.V. Ryazanov, M.Yu. Kupriyanov, A.A.
Golubov. Appl. Phys. Lett. 105, 242601 (2014), http://dx.doi.org/10.1063/1.4904012]; Fig. 5b is
reproduced from [S.V. Bakurskiy, N.V. Klenov, I.I. Soloviev, V.V. Bol’ginov, V.V. Ryazanov, I.I.
Vernik, O.A. Mukhanov, M. Yu. Kupriyanov, A.A. Golubov, Appl. Phys. Lett. 102, 192603 (2013),
http://dx.doi.org/10.1063/1.4805032] with permissions of AIP Publishing

considerably different exchange energies Eex and/or thicknesses of F layers. As a
result, IC is manipulated against the background of its considerable suppression
by the strong ferromagnet. It should also be noted that the characteristic time of
magnetization reversal of ferromagnetic films is of the order of inverse frequency of
ferromagnetic resonance and by approximately three orders of magnitude exceeds
the characteristic time scale of the Josephson structures.

The solution of these problems can be found in a transition to structures with
one ferromagnetic layer, but with more complex weak link region [126–135]. Two
examples of these structures are presented in Fig. 5.

Figure 5a shows the sketch of rotary spin valve [126, 127]. It consists of super-
conducting electrodes separated by a ferromagnetic interlayer with the thickness dF
or by a sandwich containing the same F layer and a normal metal (N) layer with the
thickness dN . The magnitude of the critical current in this structure is determined by
the orientation of the magnetization vector of the ferromagnetic film with respect to
the direction separating the SFS and SNFS segments of the SF–NFS junction (the z
axis in Fig. 5). Such a spin valve can appear in two states with substantially different
critical currents. These states correspond to mutually orthogonal directions of the
magnetization vector M, which allows switching the valve by applying mutually
orthogonal external magnetic fields. Maintenance of these states does not require
external energy sources.

Figure 5a shows a sketch of SIsFS junctions studied in [128–135]. They consist
of two superconducting electrodes S separated by a tunnel barrier I, an intermediate
thin superconducting films, and a ferromagnetic layer F.

It was demonstrated that there are several modes of operation of these junctions.
For the s layer in the superconducting state, they are S-I-sfS or SIs-F-S devices with
the weak place located at the insulator (mode 1a) or at the F layer (mode 1b), respec-
tively. For a small s layer thickness, its intrinsic superconductivity is completely
suppressed, resulting in formation of an InF weak place (mode 2). These modes are

http://dx.doi.org/10.1063/1.4904012
http://dx.doi.org/10.1063/1.4805032
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distinguished by the shape of the current-phase relation (CPR) that is the relation
between supercurrent across the SIsFS junction, JS , and phase difference, ϕ, of order
parameters in S banks.

For mode 1, the current-phase relation (CPR) can substantially differ from the
sinusoidal even in vicinity of Tc. The deviations are largest when the structure is
close to the crossover between modes 1a and 1b. This effect results in kinks in
dependencies of the critical current JC on temperature, as well as on thickness of the
layers dF,dS and the exchange energy Eex. The calculations [131] have shown that
in mode 1a, nearly 10% change in the exchange energy can cause a 0-π transition,
i.e., changing the sign of the product JCRN , while maintaining its absolute value.
This unique feature can be implemented in mode 1a, since changes of the exchange
energy determine only the presence or absence of a π -shift between the s and S
electrodes and do not affect the magnitude of the critical current of the SIs part of
the SIsFS junction.

The transformation of the CPR is even more important at low temperatures. For
T smaller than 0.25TC, a sharp 0-π transition can be realized induced by a small
temperature variation [131]. More detailed analysis of the CPR shape [132] in a
vicinity of 0-π transition has shown that the CPR in the SIsFS structures is qualita-
tively different from that in regular SFS junctions. The classification of the various
CPR types requires the use of two indices. One of them, k, indicates the number of
the existing ground states, while the other, m, defines the number of current leaps
occurring during variation of the phase difference ϕ in each of these ground states
from 0 to 2π . The values of these indices depend on the ratio between the amplitudes
of the first, A, and the second, B, harmonics in CPR of sFS part of SIsFS junction.
In [135], the areas in the A-B plane, corresponding to all possible combinations of
pairs of these indices, as well as the typical shapes of the CPR for each of these
areas have been identified. It was shown that some of the found states are protected.
It means that the SIsFS structure can stay either in 0 or in π ground state, with
only slight difference between the magnitudes of its energy E(ϕ) at ϕ �0 and ϕ �
π . Furthermore, a transition from one ground state to another is not possible by a
continuous adiabatic variation of the phase ϕ. The analysis has done in the frame
of resistively shunted junction model and confirmed that this property is conserved
even in dynamic regime, despite there is a voltage drop across the SIsFS junction
and ϕ is time dependent. To switch SIsFS junction between the 0- and π -states, one
should increase a bias current across the junction to a value larger than the critical
current of the sFS part of the structure.

In mode 2, a sinusoidal CPR is realized. Despite that, the distribution of the phase
difference χ (x) in the IsF weak place may have a complex structure, which depends
on the thickness of the s and F layers. These effects should influence the dynamics
of a junction in its AC state and deserve further study.

To conclude, spin-triplet pairing in superconductor–ferromagnet heterostructures
appeared to be not an exotic phenomenon like triplet superconductivity in compounds
and low-dimensional organic salts. During the course of the studies, it turned out
that the spin-triplet pairing is inevitable property of superconductor–ferromagnet
heterostructures, which has diverse manifestations. Is seems that this unconventional
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pairing is not a basic physics property, which can be reliably detected, but it may
also provide device physics utilized in superconducting spintronics [75, 78, 107].
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part of the work, theoretical description was suggested for a number of structures
with superconducting electrodes and multiple interlayers with new physics related
to the proximity effect and nanoscale ϕ-junctions. They are Josephson structures
with the phase of the ground state ϕg, 0< ϕg < π ϕ-junctions can be created on
the basis of longitudinally oriented normal metal (N) and ferromagnetics (F) lay-
ers between superconducting electrodes. Under certain conditions, the amplitude of
the first harmonic in the current-phase relation (CPR) is relatively small due to F
layer. The coupling across N layer provides negative sign of the second harmonic.
To derive quantitative criteria for realization of a ϕ-junction, we have solved two-
dimensional boundary-value problem in the frame of Usadel equations for overlap
and ramp geometries of different structures with NF bilayer. This chapter is focused
on different geometries of nanoscale ϕ-structures of the size much less than Joseph-
son penetration depthλJ . At the same time,ϕ-state cannot be realized in conventional
SNS and SFS sandwiches. Proximity effect between N and F layers limits minimal
possible size of ϕ-junction. In the case of smaller junctions, NF bilayer becomes
almost homogeneous, ϕ-state is prohibited, and junction exists in 0- or π -state.
The conditions for realization of ϕ-junctions in ramp-type S–NF–S, overlap-type
SFN–FN–NFS, and RTO-type SN–FN–NS geometries are discussed in the chapter.
It is shown that RTO-type SN–FN–NS geometry is most suitable for practical real-
ization. It is also shown in this chapter that the parameter range of ϕ-state existence
can be sufficiently broadened. It allows to realize Josephson ϕ-junctions using up-
to-date technology. By varying the temperature, we can slightly shift the region of
0-π transition and, consequently, we can control the mentioned phase of the ground
state. Furthermore, sensitivity of the ground state to an electron distribution function
permits applications of ϕ-junctions as small-scale self-biasing single-photon detec-
tors. Moreover, these junctions are controllable and have degenerate ground states
+ϕ and −ϕ, providing necessary condition for the so-called silent quantum bits.

1 Introduction

In recent years, the development of superconducting (S) electronics is rapidly grow-
ingfield [1]. Energy efficiency and high characteristic frequencies of superconductive
devices may potentially provide significant benefit compared to other proposals of
future electronic circuits. The main direction of this field is the development of con-
trollable superconducting devices and memory elements. One of the possible ways
to control properties of superconducting structures is the implementation of ferro-
magnetic layers in Josephson junctions [2–12]. There are a lot of different proposals
and concepts in this field.

It took a long time before the first experimental observation of coupling even
through single ferromagnet (F) layer [13]. This problem was solved with the help of
soft magnetic CuNi alloys. Shortly after, the experiments provided the evidence of
junctions with negative critical current (π -shift of the current-phase relation, CPR)
through phase-sensitive experiments [14] and demonstrated temperature-induced



Compact Josephson ϕ-Junctions 51

transition to this π -state [15]. At the same time, other challenges appeared in the
field.

One of the main problems of superconductive electronics is the creation of ϕ-
junction, the structure with nontrivial phase ϕ in the ground state. Implementation
of these structures in conventional schemes rapid single flux quantum logic (RSFQ-
logic) can reduce the size of the circuits and increase their speed [16–18]. Another
possibility is the development of quantumbits usingϕ-contacts. It wouldmean down-
sizing and decreased sensitivity to external noise [19–22]. However, the development
of ϕ-junction reveals the problem of miniaturization. Most of earlier proposals are
addressed to complex structures in the long Josephson junction regime (W > λJ )
[23–28].

The relation between supercurrent IS across a heterostructure and its Josephson
phase ϕ plays an important role for various superconducting devices. In standard
structures, superconductor–insulator–superconductor (SIS) with tunnel type of con-
ductivity, the CPR has the sinusoidal form Is(ϕ) � Asin(ϕ). In SNS or SINIS
junctions (N is for normal metal here) with metallic type of conductivity in the weak
link area, the decrease in the temperature T increases the deviations from the sin(ϕ)

form and IS(ϕ) achieves its maximum at π/2 ≤ ϕ ≤ π . In SIS junctions, the ampli-
tude B of the second harmonic in CPR, Bsin(2ϕ), is the value of the second order
of smallness (with respect to the probability of tunneling through the barrier) and is
negligibly small for all T . In sandwiches with normal metal in the vicinity of critical
temperature TC , A ∼ (TC − T ), but the second harmonic amplitude in CPR is also
small here. At low temperatures, A and B have comparable magnitudes, thus giving
rise to qualitative modifications of CPR shape.

Nota bene: In all discussed types of structures, the ground state corresponds to
phase ϕ � 0, since at ϕ � π a junction is at nonequilibrium state.

New opportunities open up in Josephson junctions involving ferromagnets as
weak link materials. The so-called π -state in SFS Josephson junctions (with π -shift
of the CPR) was predicted in the 1970s and observed in experiments at the beginning
of this century [29–32]. Contrary to SIS or SNS junctions, in SFS devices one can
have to have the ground state ϕg � π . It was proven experimentally [33] that such π -
junctions can be used as on-chipπ -phase batteries for self-biasing in various quantum
and classical circuits in order to decouple quantum circuits from environment or to
replace conventional inductance and strongly reduce the size of an elementary cell
[34].

But for some purposes (e.g., for fast memory cells), on-chip ϕ-batteries are even
more attractive. The so-called ϕ-junctions with Josephson phase ϕg � ϕ, (0 <

|ϕ| < π ) in the ground zero-current state were predicted by Mints [35] for the case
of randomly distributed alternating 0- and π -facets along grain boundaries in high-
Tc superconductors (e.g., cuprates) with d-wave symmetry of the order parameter.
It can be shown that ϕ-junctions can be realized on the base of 0- and π -segments
in an inhomogeneous structure SFS structure [36]. Depending on the weights of the
segments, the state with an “average” phase ϕg can be generated if the mismatch
between the segments is relatively small, −π ≤ ϕg ≤ π . Remarkable progress was
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recently achieved on the implementation of ϕ-junctions within competing concepts
[37–42].

In order to create aϕ-junction, one needs a Josephson structurewith nonsinusoidal
CPR. In the simplest case, this CPR is written as follows

IS(ϕ) � Asin(ϕ) + Bsin(2ϕ), (1)

where the following amplitudes of the CPR harmonics, A, and, B, are needed

|B| > |A|/2, B < 0. (2)

In SIS and SFS structures, the requirements (2) cannot be met. In SFS junctions
in the vicinity of 0 to π transition, the amplitude of the first harmonic in CPR is close
to zero, thus opening an opportunity for creating a ϕ-battery, if B is negative. But
in both the SFS and the SIFS structures with high transparencies of SF interfaces,
decay length for superconducting correlations induced into F layer is complex: ξH �
ξ1 + iξ2. Here A ≈ exp{−L/ξ1}cos(L/ξ2), B ≈ −exp{−2L/ξ1}cos(2L/ξ2), and
for L � (π/2)ξ2 corresponding to the first 0–π transition, the second harmonic
amplitude B is always positive.

The way forward is possible here due to the idea of the so-called current-in-plane
SFS devices [43, 44] with NF or FNF multilayers in the weak link region consist-
ing and with the supercurrent flowing parallel to FN interfaces. In these structures,
superconductivity is induced from the S electrodes into the normal (N) film, while
F films serve as a source of spin-polarized electrons and provide an effective con-
trol for exchange field. The reduction of effective exchange energy here permits to
increase the decay length from the scale of the order of 1 nm up to 100 nm. But the
approaches developed during the analysis of such structures cannot help us: The cal-
culations performed did not go beyond linear approximation; hence, the amplitude
of the second harmonic in the CPR is considered small.

The purpose of this chapter is to demonstrate that the mentioned concept of the
current-in-plane devices (see Fig. 1) can be used as effective ϕ-shifters. The structure
of the paper is the following. In Sect. 2, we formulate quantitative model in terms
of Usadel equations with Kupriyanov–Lukichev boundary conditions. In Sect. 3, the
criteria of zero-current ϕ-state existence are derived for different types of S–FN–S
structure. Finally in Sect. 4, we consider properties of real materials and estimate the
possibility to realize ϕ-junctions using up-to-date technology.

2 Model

We consider here different types of symmetric multilayered structures (see sketches
on Fig. 1). The structures consist of superconducting electrodes contacting either the
endwall of a FNbilayer (ramp-type structures) or the surface of F orNfilms (overlap-
type geometry with thickness dF and dN , respectively. The conditions of a dirty limit
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are fulfilled for all metals; effective electron–phonon coupling constant is zero in F
and N films. We assume that the parameters γBN and γBF for the transparencies of
NS and FS interfaces are large enough

γBN � RBNABN

ρN ξN
� ρSξS

ρN ξN
,

γBF � RBFABF

ρFξF
� ρSξS

ρFξF
, (3)

in order to neglect suppression of superconductivity in S banks. Here RBN , RBF and
ABN ,ABF are the resistances and areas of the SN and SF interfaces, ξS, ξN , and ξF ;
ρS, ρN , and ρF are the decay lengths and resistivities for the correspondingmaterials.

Under the above conditions, the problem of calculation of the supercurrent in the
structures reduces to solution of the set of Usadel equations [45]

ξ 2

Gω

∂
[
G2

ω∂
ω

] − ω̃

πTC

ω � 0,Gω � ω̃

√
ω̃2 + 
ω
∗−ω

, (4)

where
ω andGω are Usadel Green’s functions in
 parametrization. They are
ω,N

and Gω,N or 
ω,F and Gω,F in N and F films correspondingly, ω � πT (2m + 1)
are Matsubara frequencies (m�0,1,2,…). Here, we use ω̃ � ω + i H, and H is the
exchange field in ferromagnetic material, ξ 2 � ξ 2

N ,F � DN ,F/2πTC for N and F
layers, respectively, DN ,F are diffusion coefficients, and ∂ � (∂/∂x, ∂/∂z) is 2D
gradient operator. To write (4), we have chosen the z and x axes in the directions,
respectively, perpendicular and parallel to the plane of N film. We always set the
origin in the middle of the junction at the free interface of F film (see Fig. 1).

We calculate the supercurrent IS(ϕ) by integrating the standard expressions for
the current density jN ,F (ϕ, z) over the junction cross section:

2ejN ,F (ϕ, z)

πT
�

∞∑

ω�−∞

iG2
ω

ρN ,F ω̃2
N ,F

[

ω

∂
∗−ω

∂x
− 
∗

−ω

∂
ω

∂x

]
,

IS(ϕ) � W
dF∫
0
jF (ϕ, z)dz +W

dF+dN∫
dF

jN (ϕ, z)Wdz, (5)

Fig. 1 a S–NF–S junction,
b the SNF–NF–FNS
junction, c the
SFN–FN–NFS junction, and
d the SN–FN–NS junction
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where W is the width of the structures, which is supposed to be small compared to
Josephson penetration depth. It is convenient to perform the integration in (5) in F
and N layers separately along the line located at x � 0; z-component of supercurrent
vanishes from considerations of symmetry.

Equation (5) must be supplemented by the boundary conditions. Since these con-
ditions link the Usadel Green’s functions corresponding to the same Matsubara fre-
quency ω, we may simplify the notations by omitting the subscript ω. At the NF
interface, the boundary conditions have the form:

γBFN ξF
∂
F

∂z
� −GN

GF

(

F − ω̃

ω

N

)
,

γBNFξN
∂
N

∂z
� GF

GN

(

N − ω

ω̃

F

)
, (6)

γBFN � RBFNABFN

ρFξF
� γBNF

ρFξF

ρN ξN
,

where RBFN and ABFN are the resistance and area of the NF interface.
The conditions at free interfaces are

∂
N

∂n
� 0,

∂
F

∂n
� 0. (7)

The partial derivatives in (7) are taken in the direction, which is normal to the
boundary, so that n can be either z or x depending on the particular geometry of the
junction.

We have ignored the suppression of superconductivity in S banks, and hence, we
have:


S(±L/2) � �exp(±iϕ/2),GS � ω√
ω2 + �2

, (8)

where � is magnitude of the order parameter here. Therefore for NS and FS inter-
faces, we have:

γBN ξN
∂
N

∂n
� GS

GN
(
N − 
S(±L/2)),

γBFξF
∂
F

∂n
� GS

GF

(

F − ω̃

ω

S(±L/2)

)
. (9a)

γBN ξN
∂
N

∂n
� GS

GN
(
N − 
S(±L/2)),

γBFξF
∂
F

∂n
� GS

GF

(

F − ω̃

ω

S(±L/2)

)
. (9b)
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As in (7), n in (9a) and (9b) is a normal vector directed into material mentioned
in derivative.

For the structure presented at Fig. 1a, the boundary-value problem (4)–(9b) was
solved analytically in the linear approximation [44], when

GN ≡ sgn(ω),GF ≡ sgn(ω). (10)

In the following sections, we will go beyond the linear approximation in order to
find new properties of CPR of the structures under consideration.

3 Ramp- and Overlap-Type Geometries

The ramp-type Josephson consists of theNF bilayer, laterally connectedwith S banks
(see Fig. 1a and insets at Fig. 2).

Fig. 2 a Normalized critical
current IC versus normalized
spacing L between S
electrodes for SFS structure
(2) and for heterostructures
with thin NF bilayer (1). b
CPR harmonic amplitudes A
(solid line) and B (dashed
line) for S–NF–S structure
versus spacing L for
heterostructures with thick
NF bilayer. Inset presents
current distribution
calculated for the case of
ϕ-junction existence (L
�0.33ξN ). The colors in the
inset correspond to the
intensity and sign of the
current density concentration
in the horizontal (x) direction
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Properties of the considered structure are significantly different in the two opposite
limits: in the limits of thin (1)/thick (2) N and F films. In the first case (thin films),
the properties resemble the properties of the SFS junction with slightly enlarged
coherence length (see Fig. 2a). For the second case (thick films), the weak link region
may be divided into domains with the supercurrent flowing in the opposite directions.
The current density map along S–NF–S two-dimensional junction is shown in the
inset at Fig. 2b. Hence, the first harmonic amplitudes in the CPR, A, may be equal to
zero due to cancelation of the current contributions from F and N channels in π - and
in 0-state, respectively. For certain parameters of NF bilayer (mainly for dN and dF),
one can obtain stable ϕ-state due to the strongly nonsinusoidal CPR with negative
amplitude of the second harmonic, B.

In general case, there are three characteristic scales for the decay of superconduct-
ing correlations: ξN , ξH � ξ1 + iξ2, ζ � ζ1 + iζ2 [46]. The first two scales determine
decay and oscillations of superconducting correlations far from FN interface, while
the last one, ζ , describes their behavior in its vicinity. Similar length scale ζ occurs
near a domain wall in ferromagnets [47]. Here, the exchange field is averaged out for
antiparallel directions of magnetizations, and the decay length of superconducting
correlations tends to ξN . At FN interface, the flow of spin-polarized electrons from
F to N metal and reverse flow of unpolarized electrons from N to F suppress the
exchange field, thus providing the existence of ζ . Under certain set of parameters,
these scales, ζ1 and ζ2, can be comparable with ξN , which is typically much larger
than ξ1 and ξ2 (ξF

√
πTC/H for H � πTC ).

The existence of three decay scales, ξN , ζ, and ξH , should lead to appearance
of three contributions to total supercurrent, IN , IFN , and IF , respectively. The main
contribution to “normal” component IN comes from the supercurrent, which is uni-
formly distributed in the N film. In accordance with the mentioned above qualitative
analysis [48], it is the only current component which leads to a negative value of
the amplitude of the second harmonic B in the CPR. The smaller is the distance
between the S electrodes, L , the larger is this contribution to the total supercurrent.
To create a ϕ-contact, one needs to compensate the amplitude of the first harmonic,
A, in a total current to a value that satisfies the conditions (2). Contribution to this
amplitude A from IN also increases with decreasing spacing L . Obviously, it is dif-
ficult to suppress the coefficient A due to the “boundary” contribution IFN only,
since IFN flows through thin near-boundary layer. Therefore, strong reduction of A
can be obtained as a result of competition between IN and IF currents flowing in
opposite directions in N and F films far from FN interface. Note that the oscillatory
behavior of the IF (L) dependence allows to meet conditions (2) in a certain range of
L . The role of “boundary” contribution IFN in the required balance between IN and
IF can be understood by solving the boundary-value problem (4)–(9b) which admits
an analytic solution in some interesting cases.

Spacing L is small. Solution of the boundary-value problem (4)–(9b) can be
simplified in the limit of small distance between superconducting electrodes:

L<<min{ξ1, ξN }. (11)
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In this case,we decide to neglect nongradient terms in (4).Hence, the contributions
to the total current resulting from the redistribution of currents near the FN interface
cancel each other, leading to IFN � 0 [48]. As a result, the total current IS(ϕ) is a
sum of the following two terms

IS(ϕ) � IN (ϕ) + IF (ϕ),

2eIN (ϕ)

πTWdN
� 1

γBN ξNρN

∞∑

ω�−∞

�2GNGSsin(ϕ)

ω2
(12)

2eIF (ϕ)

πTWdF
� 1

γBFξFρF

∞∑

ω�−∞

�2GNGSsin(ϕ)

ω2
(13)

where GN � ω√
ω2+�2 cos2( ϕ

2 )
. The “normal” and “ferromagnet” currents IN (ϕ) and

IF (ϕ) flow independently across the corresponding parts of the weak link. The
IN ,F (ϕ) dependencies coincide with those calculated previously for double-barrier
junctions [49] when value L lies within the interval from the inequalities (11).

It follows from (12) and (13) that in this case the amplitude of the first harmonic
for “ferromagnet” component IF (ϕ) is always positive and the condition (2) cannot
be met.

Spacing L is intermediate. In this limit, we have

ξ1 � L � ξN (14)

and for the values of suppression parameters at SN and SF interfaces satisfying
the conditions (3), the boundary problem (4)–(9b) can be solved analytically for
sufficiently large magnitude of suppression parameter γBFN . It was shown in [48]
that under these restrictions in the first approximation we can neglect the suppression
of superconductivity in the N film due to proximity with the F layer:


N � �cos
(ϕ

2

)
+ i

�GSsin
(

ϕ

2

)

γBNGN

x

ξN
,GN � ω

√
ω2 + �2cos2

(
ϕ

2

) , (15)

while spatial distribution of 
F (x, z) includes three terms.
The first two terms in (15) describe the influence of the N film, while the last one

has the form well known for SFS junctions. Expression (5) allows us to represent the
total supercurrent in the form:

IS(ϕ) � IN (ϕ) + IF (ϕ) + IFN (ϕ). (16)

Here IN (ϕ) is given by the expression (12). The second term in (16) in the limit
of small transparencies of SF interfaces is as follows:
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2eIF (ϕ)

πTWdF
� �2sin(ϕ)

γ 2
BFξFρF

∞∑

ω�−∞

G2
S

ω2
√


̃sinh(2qL)
, (17)

where qL � L
√


̃/2ξF , 
̃ � |
| + i Hsgn(
)/πTC , 
 � ω/πTC .

The last contribution contains three components

IFN (ϕ) � IFN1(ϕ) + IFN2(ϕ) + IFN3(ϕ). (18)

with additional smallness parameters γ −1
BFN and γ −1

BFN ξF/ξN in comparison with the
“ferromagnet” component IF (ϕ). Nevertheless, these terms should be taken into
account in the analysis because they decay significantly slower than IF (ϕ) with
increasing spacing L .

Stable zero-current ϕ-state. Here, we need relatively large absolute value for the
amplitude of the second harmonic (and hence we need low temperatures). But in the
limit T � TC , we can go from summation to integration over ω in (12), (17). Thus

2eIN (ϕ)

WdN
� �

γBN ξNρN
K

(
sin

ϕ

2

)
sin(ϕ), (19)

where K (x) is the complete elliptic integral of the first kind. We expanded the
obtained expression (19) in the Fourier series:

AN � Q0
8

π

1∫
0
x2

√
1 − x2K (x)dx � YAQ0, (20)

BN � 2AN − 32

π
Q0

1∫
0
x4

√
1 − x2K (x)dx � YBQ0, (21)

where Q0 � �WdN/eγBN ξNρN . AN , BN are the first and the second harmonic
amplitudes of IN (ϕ),

YA � 2π2

�2(− 1
4 )�

2( 7
4 )
; 0.973,

YB � 2YA − π
2 3F2

(
1
2 ,

1
2 ,

5
2 ; 1, 4; 1

)
;−0.146,

where �(z) is the well-known Gamma function and pFq is generalized hypergeo-
metric function.

Evaluation of the sums in (17) can be done for H >> πTC and T � TC resulting
in sinusoidal “ferromagnet” component IF (ϕ) � AFsin(ϕ) with

AF � P0
2√
h
exp(−κL)cos

(
κL +

π

4

)
, (22)
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κ � √
h/

√
2ξF , h � H/πTC , and P0 � �WdF/eγ 2

BFξFρF . Substitution of (20),
(21) into the inequalities (2) gives analytical form of the ϕ-state conditions for the
ramp-type structure:

∣∣∣∣YA +
1

ε
�(L)

∣∣∣∣ < 2|YB |, ε �
√
hγ 2

BF

2γBN

dN ξFρF

dFξNρN
,

�(L) � exp(−κL)cos
(
κL +

π

4

)
. (23)

These expressions give us the limitation on geometrical and material parameters
of the considered junctions, providing the existence of stable zero-current ϕ-state.
Function �(L) has the first minimum at κL � π/2, �(π/2κ) ≈ −0.147. For
large enough values of ε, inequality (23) cannot be fulfilled at any spacing L . Thus,
solutions exist only in the area with upper limit

ε <
−�(π/2κ)

YA − 2|YB | ≈ 0.216. (24)

At ε ≈ 0.216, the left-hand side of inequality (23) equals to its right-hand part,
providing the nucleation of an interval of κL in which we can expect the creation of
a ϕ-structure. This interval increases with decrease in ε and achieves its maximum
length

1.00 � κL � 2.52, (25)

at ε � −�(π/2κ)

YA+2|YB | ≈ 0.116. Nota bene: At ε � −�(π/2κ)/YA ≈ 0.151, there
is a transformation of the left-hand side local minimum in (23), which occurs at
κL � π/2, into local maximum; so that at ε ≈ 0.116, the both sides of (23) become
equal to each other, and the interval (25) of ϕ-contact existence subdivides into two
parts. With a further decrease in ε, these parts are transformed into bands, which are
localized in the vicinity of the 0− π transition point (AN + AF � 0). These narrow
valleys of required parameters take place at κL � π/4 and κL � 5π/4. The width
of the mentioned bands decreases with decrease in ε.

Thus, our analysis has shown that for

0.12 ≤ ε ≤ 0.2 (26)

we can expect the creation of ϕ-structure in a sufficiently wide range �L of spacing
between the S electrodes. One can determine the value �L from (23).

Let us take into account the impact of the interface term IFN (ϕ). In the considered
case, we have [48] the following contributions:

IFN1(ϕ) � 2U0ξFexp
(− κL

2

)
cos

(
κL
2 − π

4

)

γBFγBN1ξNh3/2
sin(ϕ) (27)
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IFN2(ϕ) � −
√
2U0ξF

4h3/2γBFγBN1ξN
sin(ϕ)K sin

(ϕ

2

)
(28)

IFN3(ϕ) � −2U0ξFexp
(− κL

2

)
sin

(
κL
2

)

hγBF
sin(ϕ)K sin

(ϕ

2

)
(29)

where U0 � �W/eγBFNρF . In the range of spacings π/4 < κL < 5π/4, the
currents IFN2(ϕ) and IFN3(ϕ) are less than zero. These contributions have the same
form of CPR as it was for the “normal” IN (ϕ) term, and due to negative sign, suppress
the magnitude of supercurrent across the junction, thus making the inequality (23)
easier to perform. The requirement B < 0 imposes additional restriction on the value
of the suppression parameter γBFN

γBFN >
ρN ξN

hdNρF

(
ξF

ξNγBFNh1/2
+

γBN

γBF

)
. (30)

In order to obtain this inequality,we have used the fact that in the range of distances
between the electrodes π/4 < κL < 5π/4 depending on κL factor in (29) is of the
order of unity. It follows from (30) that for a fixedvalue ofγBFN domain ofϕ-structure
existence extends with increase in thickness of N film dN . Stable zero-current state
is impossible if dN becomes smaller than the critical value, dNC ,

dNC � ρN ξN

hρFγBFN

(
ξF

ξNγBFNh1/2
+

γBN

γBF

)
. (31)

The existence of the critical thickness dNC follows from the fact that the ampli-
tude B in “normal” component IN is proportional to dN , while in IFN term B is
independent on dN . The sign of IFN1(ϕ) term is positive for π/4 < κL < 3π/4
and negative for 3π/4 < κL < 5π/4, thus providing an advantage for a ϕ-structure
realization for the spacings which correspond to the second interval.

Figure 4b illustrates our analytical results. The solid line at thefigure is the absolute
value of the first harmonic amplitude versus spacing L between S banks. It is the
sum of two components, which were calculated from expressions (17) (dash-dotted
line) and (12) (dashed line). The dash-dot-dotted line at Fig. 4b is the amplitude of
the second harmonic in “normal” component (12). The dotted line is the IFN (L)

dependence calculated from (18). We made all calculations for the following set of
parameters, which is close to those in real experiment: dN � 0.1ξN , dF � 0.65ξN ,
γBN � 0.1, γBF � 1, γBNF � 10, ξF � 0.1ξN , ρN � ρF , T � 0.7TC , H �
10TC . All the amplitudes in CPRs were normalized using factor (2eρN/(WTC))−1.

There is an interval of spacings L , when the currents in N and F layers flow in
opposite directions and the points of 0−π transitions for both dependencies become
closer to each other. In the entire region between these points, the conditions (2) are
fulfilled. This is exactly the required “L–interval,” inside which a zero-current stable
ϕ-state can be achieved. The contribution of IFN term into the total supercurrent in
accordance with our analysis is really small.
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Fig. 3 Numerical results for the amplitudes A and B in the CPR of the ramp-type S–NF–S structure
(dN �0.1ξN ; dF �1.06ξN ) and their components AN , AF , BN , BF versus spacing L at T = 0.7TC .
Parameters are chosen to form enhanced ϕ-state interval marked by “�L”

To confirm the obtained findings, we have solved the boundary problem (4)–(9a,
9b) for the same set of parameters of the structure except dF . The results of cal-
culations for two values of F-layer thickness (dF � 1.06ξN and dF � 1.4ξN ) are
presented at Figs. 3 and 4a. The solid lines in Fig. 3 correspond to the absolute
values of the amplitudes of the first, A, and the second, B, harmonics in CPR. The
dashed and dash-dotted curves demonstrate the contributions to these amplitudes
from the supercurrents, respectively, in N and F layers. The main difference between
analytical solutions presented in Fig. 4b and the results of numerical calculations
belong to the limit of small spacings L . The amplitudes of the first and the second
harmonics of the supercurrent in the normal layer decrease with increasing spacing.
The points of 0− π transition of the first harmonic amplitude of the supercurrent in
the ferromagnetic are shifted to the right, toward larger distances between supercon-
ducting electrodes. The amplitude of the second harmonic here, BF , in the vicinity
of L ≈ 0.2ξN is negligibly small in comparison with the magnitude of BN . As a
result, the shapes of A(L) curves in Figs. 3 and 4b are nearly the same, with a little
bit larger interval of stable zero-current ϕ-state for the curve representing numerical
results.

In Fig. 4a, we demonstrate the same dependencies A(L) and B(L) as in Fig. 3
(solid and dashed lines) together with similar curves calculated for the case dF �
1.4ξN (dash-dotted and dotted lines for A and B). For larger values of dF , we get out
of the interval (26) and instead of relatively large zone �L1 have to deal with two
very narrow intervals �L2 and �L3 located in the vicinity of 0 − π transitions of
the first harmonic amplitude A.
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Fig. 4 a Numerically
calculated CPR amplitudes A
and B versus electrode
spacing L for S–FN–S
structures with dF � 1.06ξN
(solid and dashed lines,
respectively). Enhanced
ϕ-interval �L1 is much
larger than the sum of
“standard” ϕ -intervals �L2
and �L3 (see dashed lines
for dF � 1.4ξN ). b
Analytically calculated
amplitudes A and B in the
CPR of the ramp S–NF–S
structure (dN � 0.1ξN ,
dF � 0.65ξN ) and their
components AN , AF , AFN
versus spacing L at
temperature T � 0.7 TC.
Interval of ϕ-state existence,
�L, is marked

Overlap-type geometry. From technological point of view, the overlap-type geom-
etry (with the overlap length much larger ξN , see Fig. 1b) looks more reliable than
the ramp-type one. We have shown in our numerical calculations that in the case of
thin layers and large transparency of FN interface it does not matter, whether the film
of normal metal lays above or behind the F layer (see Fig. 5a).

At arbitrary layer thickness in SFN–FN–NFS junctions (Fig. 5b), the large dif-
ference between values ξN and ξF results in the formation of two (SFS and SFNFS)
competing parallel current channels. In SNF–NF–FNS structures, the current through
long SNFNS channel is always much smaller than the current through SNS pathway.
In SFN–FN–NFS structures, the signs of the critical current IC and harmonic ampli-
tudes in the SFS channel are controlled by the distance L between S banks. The sign
of the SFNFS contribution to the total supercurrent is a function of ferromagnetic
layer thickness, dF . In Fig. 6a, we represent the phase diagram of the CPR harmonic
amplitudes in (L , dF ) plane: The proper choice of the F-film topology allows

(1) to suppress the amplitude of the first harmonic in CPR;
(2) to make the necessary sign for zero-current ϕ-state existence for the amplitude

B of the second one (see Fig. 6b).
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Fig. 5 Numerically
calculated normalized
critical current IC versus
spacing L for (1)
SNF–NF–FNS, (2)
SFN–FN–NFS and (3) the
ramp-type S-NF-S junctions
in the case of a thin,
dN � dF � 0.01ξN , and b
thick, dN � dF � 3ξN ,
layers

Combined ramp-type-overlap (RTO) junctions. It will be somewhat easier to
fulfill the conditions for the ϕ-structure existence due to slight modifications of
junction topology.We need here a combination of the ramp-type and the overlap-type
configurations, as it is shown in Fig. 1. Figure 7a demonstrates numerical calculations
of spatial distribution of supercurrent in RTO ϕ-structure at Josephson phase ϕ �
π/2.

The supercurrent density is represented through the color saturation. The ampli-
tude of the first harmonic is relatively small here due to opposite current directions
in N and F layers. The main feature of the ramp-type-overlap geometry is seen to
be specific current distribution in the normal metal layer, leading to another CPR
shape with dependence on thickness dN . Further, the current IN should saturate as
a function of dN , since normal film regions located at distances larger than ξN from
SN interface are practically excluded from the process of supercurrent transfer due
to exponential decay of proximity-induced superconducting correlations. The RTO
structure was analyzed in the most interesting practical case of thin layer of normal
metal
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Fig. 6 a (L, dF) phase
diagram in SFN–FN–NFS
structure with alternating 0-
and π -state areas. b
Harmonic amplitudes A
(solid) and B (dashed line) in
the CPR for SFN–FN–NFS
structure versus spacing L
for heterostructures with
thick FN bilayer

dN � ξN (32)

L � ξN , (33)

and sufficiently large characteristic of boundary transparency γBFN , providing neg-
ligibly small suppression of superconductivity in N film due to proximity with F
layer. Under these conditions, we can at the first stage consider the Josephson effect
in overlap SN-N-NS structure. Then, at the second stage we will use the obtained
solutions to calculate supercurrent flowing across the ferromagnetic pathway in the
RTO structure [48]. Once again we represent the supercurrent in the following form:

IS(ϕ) � IN (ϕ) + IF (ϕ) + IFN (ϕ). (34)

Expression for the IN component has the form
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Fig. 7 a Current distribution along the RTO-type SN–FN–NS structure at L � 0.63ξN , dN � ξN ,
dF � 2ξN , and T � 0.7TC . The intensity of color corresponds to the supercurrent density in
directions indicated by arrows. b The amplitudes of the first harmonic YA (solid line) and the
second one YB (dashed line) normalized on 2W�/eρNBN versus reduced thickness YBM . Inset
shows the ratio of harmonics |YB/YA| versus YBM

2eIN (ϕ)

πTWdN
� 2

ρN ξN
√

γBM

∞∑

ω�−∞

r2δ2sinϕ
√

(
γBM + GS)√
2
μ2

(√

2 + r2δ2 + μ

) , (35)

where r � GS/(
γBM + GS), γBM � γBNdN/ξN , and μ � √

2 + r2δ2cos2(ϕ/2),

δ � �/πTC .
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The “ferromagnetic” term IF (ϕ) in (34) is the supercurrent through one-
dimensional double-barrier SFS structure defined by (17), while the FN-interface
term IFN (ϕ) was discussed before.

The larger the relative amplitude of the second harmonic (or the lower is the
temperature of a junction compare to TC ), the better we meet the conditions for
the implementation of a zero-current ϕ-state. At high temperature T � TC , we can
transform summation into integration over ω in (35) and calculate numerically the
dependencies A and B:

AN � 2W�

eρNγBN
YA, (36)

BN � 2W�

eρNγBN
YB (37)

on suppression parameter γBM . The results of our calculations YA(γBM) and
|YB |(γBM) are presented in Fig. 7b. Both YA and |YB | increase with increasing
of γBM and saturate at γBM ≈ 1. Inset in Fig. 7b shows the ratio of the harmonics
|YB/YA| as a function of γBM . It achieves maximum at γBM ≈ 0.64, and thus, it
determines the optimal values of normalized amplitudes of the first YA ≈ 0.844 and
the second YB ≈ −0.175 harmonics of the current in the film of normal metal. It is
seen from the inset in Fig. 7b that the ratio |YB/YA| is slowly decreasing function of
γBM . Therefore, the estimates given below for γBM � 0.64 are applicable in a wide
range of parameters: 0.5 ≤ γBM ≤ 10.

Hence, we can write down the condition of zero-current ϕ-state existence similar
to (23)

∣
∣∣∣YA +

1

ε
�(L)

∣
∣∣∣ ≤ 2|YB |, ε �

√
hγ 2

BF

γBN

ξFρF

dFρN
,

�(L) � exp(−κL)cos
(
κL +

π

4

)
, (38)

with modified dimensionless parameter ε. The wide region of ϕ-state existence still
can be found if ε is within the interval

0.123 ≤ ε ≤ 0.298. (39)

κL value here satisfies the condition (38). As follows from (38), interval of κL
product gains its maximum length

0.94 ≤ κL ≤ 2.72, (40)

at ε � 0.123. These intervals are slightly larger than those given by (25) for the
ramp-type junction topology.

Figure 8 represents our main results for the interval of ϕ-state existence, �L , in
the ideal case of T � TC , γBM � 0.64, and ε � 0.123. The corresponding set of
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Fig. 8 Amplitudes A, AN , AF , B of the CPR harmonics versus spacing L for the RTO junction at
small temperature T << TC , γBM � 0:64 and ε �0.123. The mark “�L” shows enhanced ϕ-state
interval

parameters dN � 0.64ξN , dF � 1.45ξN , γBN � 1, γBF � 1, ξF � 0.1ξN , ρN � ρF ,
and H � 10TC was substituted in (17), (35). The solid line is an absolute value of the
first harmonic amplitude; its normal, AN , and ferromagnetic, AF , components are
shown by dashed and dash-dotted lines, respectively. The second harmonic amplitude
is shown as dash-dot-dotted curve. It is clear that |A| is small enough in the wide
region�L and reaches the value of |2B| only at local maximum. The increasedwidth
of �L is provided by geometric attributes of RTO-type structure.

Let us illustrate the range of nontrivial ground phase ϕg with the help of Fig. 9.
Here, the total supercurrent IS is shown as a function of Josephson phase ϕ and
spacing L . It means that each L-section of this 3D graph is a single CPR. Thick red
lines mark the ground-state phases at each value of L . In the range of small and large
spacing L ground phase is located at ϕg � 0. However, in the �L-interval the CPRs
become significantly nonsinusoidal and demands ground phase ϕg to split and go to
π from both sides; then, π -state is realized at κL � π/2. Clearly, for ε ≥ 0.123 the
value ϕg � π cannot be reached (see Fig. 9a), while in the case of ε ≤ 0.123 the
prolonged π -state region is formed (see Fig. 9c).

4 Discussion and Conclusion

We have shown that zero-current stable ϕ-state

• cannot be achieved in conventional SIS, SNS, and SFS structures;
• can be realized in S–NF–S structures with longitudinally oriented NF bilay-
ers. We have discussed the conditions for the creation of ϕ-junctions in the
ramp-type S–NF–S, in the overlap-type SFN–FN–NFS, and in the combined
RTO-type SN–FN–NS geometries. The most favorable suggestions for exper-
imental realization of ϕ-structure are based on using copper as a normal film
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Fig. 9 Total supercurrent IS versus Josephson phase ϕ and spacing L for the optimal RTO structure
at T<<TC ; YBM �0.64 and at different F-layer thickness parameters a ε � 0.137, b ε � 0.123, c
ε � 0.111. The lines mark the ground-state phase ϕg [48]

(ξN ≈ 100 nm and ρ � 5 ∗ 10−8
m) and strongly diluted ferromagnet like FePd
or CuNi alloy (ξF ≈ 10 nm, H ≈ 10TC) as the F layer. We would like to choose
Nb (TC ≈ 9K ) as a material for S electrodes since it is widely used in supercon-
ducting applications.We also propose to use sufficiently thick normal layer (above
the saturation threshold) when N-layer thickness has almost no effect. After sub-
stitution of relevant values into (39) and (40), we came to fairly broad geometrical
margins, within which there is a possibility for the creation of ϕ-structures.

dN ≥ 50 nm,

60 nm ≤ dF ≤ 150 nm,

7 nm ≤ L ≤ 22 nm. (41)

Finally, the width: The last out-of-plane characteristic geometrical scale can be
put equal to W � 140 nm. This allows to maximize “available” supercurrent and
conserves the scale of structure in a range of 100 nm. The magnitude of the critical
current in the ϕ-state is determined by the second harmonic amplitude B

IC ∼ BN � 2W�

eρNγBN
YB ≈ 1mA. (42)
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The spreads of geometric scales for the creation of ϕ-junction as well as the
magnitude of its critical current are large enough for practical realization of the
considered compact structure.

By creating ϕ-state in a Josephson junction, one can fix certain value of ground
phase ϕg . Temperature variation slightly shifts the interval of relevant 0 – π transi-
tion and permits one to tune the desired ground-state phase. The prospects for the
practical use of such structures are related to the possibility of obtaining bistable
logic or memory elements on their basis. The characteristic time for the read and,
of particularly importance, the write operations here is determined by the Josephson
processes and, as a consequence, in many orders of magnitude less than this value in
typical cryogenic magnetic-memory cells. Additional superconducting layer in the
region of the weak link will increase here the characteristic voltage and frequency
to the values that are close to typical for tunnel junctions [50]. Moreover, for the
ϕ-state of the junction the double-well potential is formed at the degeneracy point
without any additional fields and ground-state splitting provides necessary condition
for quantum bits and quantum detectors. To summarize, Josephson ϕ-structures can
be realized using up-to-date technology as a novel basic element for superconducting
electronics.
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Magnetic Proximity Effect and
Superconducting Triplet Correlations
at the Heterostructure of Cuprate
Superconductor and Oxide Spin Valve

K. Y. Constantinian, G. A. Ovsyannikov, V. V. Demidov
and Yu. N. Khaydukov

Abstract We report on studies of heterostructure made of a cuprate superconductor
YBa2Cu3O7-d, a ruthenate/manganite (SrRuO3/La0.7Sr0.3MnO3) spin valve, and thin
gold film (Au). It is shown that a magnetic moment is excited in the cuprate super-
conductor due to magnetic proximity effect, at the same time magnetic moment is
suppressed in the ruthenate/manganite part. Themeasurements showed thatmagnetic
moment penetration depth significantly exceeds the coherence length of the cuprate
superconductor. The induced magnetic moment could be attributed to coupling of
the Cu andMn atoms by a covalent chemical bond resulting in a strong hybridization
and orbital reconstruction. Themesa-structures with micrometer sizes were prepared
by adding superconducting niobium film (Nb) adjacent to the gold, forming a sec-
ond superconducting electrode. The DC superconducting current flowing across the
mesa-structure was observed even in the case when interlayer thicknesses weremuch
greater than the coherence lengths of the ferromagnets in heterostructure. The max-
imum of the critical current took place when the thicknesses of ferromagnetic films
in spin valve were near to the coherence lengths of the ferromagnets. Obtained data
agree with the theoretical predictions for occurrence of the spin-triplet pairing. We
measured superconducting current when applied magnetic field was by two orders
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greater than the field level required for one magnetic flux quantum nucleation in the
mesa-structure. Although theory for long-range spin-triplet pairing predicts a domi-
nance of the second harmonic, our estimation of the second harmonic amplitude in
the current-phase relation of superconducting current did not exceed 50% of the first
one.

1 Introduction

In a contact of a superconductor (S) with a normal (non-superconducting) metal (N),
superconducting correlations penetrate at the distance which is much grater than the
interatomic one [1]. This phenomenon is known as a proximity effect, and first was
discussed in detail by de Gennes [2, 3]. Along with the penetration of superconduct-
ing correlations into the normal metal, there is a change in superconducting order
parameter due to a “leakage of Cooper pairs” at the interface. Earlier it was assumed
that due to the “antagonism” between superconductivity and magnetism, there is no
proximity effect at the superconductor (S) and ferromagnet (F) interface. Larkin and
Ovchinnikov [4], and Fulde and Ferrell [5] predicted an occurrence of inhomoge-
neous superconducting correlations (LOFF state) in an S/F structure. The presence
of LOFF states in the junction was manifest by oscillations of the superconducting
critical current with temperature and F-interlayer thickness [6, 7].

In 2001, it was theoretically demonstrated that the triplet superconducting cor-
relations (TSC) with nonzero spin projection together with the usual (singlet) one
at the S/F interface occur [8, 9]. A distinctive feature of TSC is the fact that they
are insensitive to the exchange field and penetrate into the ferromagnet at distances
that are typical for a non-magnetic metal. Experimentally the occurrence of TSC
was recorded by the presence of a superconducting current in structures composed
of two superconductors with singlet superconductivity coupled by a ferromagnetic
interlayer with spiral magnetization [10] as well as for ferromagnetic film with non-
uniform magnetization [11]. TSCs in superconducting structures with a ferromag-
netic interlayer made of two ferromagnets (S/FL/FR/S) were theoretically predicted
for ballistic electron transport [12] and for diffuse scattering [13]. It was theoreti-
cally demonstrated that a second harmonic in the current-phase relation (CPR) of a
superconducting current dominates [10, 12–14].

In oxide structures such as a cuprate superconductor–manganite ferromagnet, the
transparency of the interface is determined by a work function and can be low [15].
It limits the proximity effect. The reports about the excitation of triplet correlations
at the cuprate superconductor and manganite ferromagnet interface are rather con-
tradictory [16–21]. It should be noted that the manganites La0.7Sr0.3MnO3 (LSMO)
and La0.7Ca0.3MnO3 (LCMO) used in the experiment are ferromagnets having 100%
carrier polarization (magnetic half-metal) at low temperatures. The appearance of
singlet excitations at the ferromagnet boundary is suppressed that does not exclude
the excitation of spin-triplet correlations.



Magnetic Proximity Effect and Superconducting … 75

The ferromagnetic correlations from the ferromagnet at F/N interface penetrate
into the N-metal at a small interatomic distance due to the locality of the exchange
interaction [22, 23]. It was theoretically demonstrated that at the S/F interface, there
is a change in the density of states due to its difference for electrons with spin-up and
spin-down ones [24–27]. The sign and magnitude of the magnetic moment occurring
in the superconductor strongly depend on the parameters of the S/F interface, such as
transparency, impurities, and layer thickness [28–31]. An experimental study of the
magnetic proximity effect in S/F structures based on ferromagnets and metal super-
conductors that was performed using a variety of methods (ferromagnetic resonance,
muon scattering, neutron scattering, etc.) generally confirmed the conclusions of the
theory [32–35].

The presence of a magnetic moment in cuprate superconductor in
YBa2Cu3O7/La2/3Ca1/3MnO3]n ([YBCO/LCMO]n) superlattices was revealed
[36–40]. An induced magnetic moment of the Cu atoms oriented antiparallel to
the magnetic moment of Mn atoms was detected at interface using X-ray dichroism
technique [38–40]. It was shown that the Cu and Mn atoms were connected through
the interface by a covalent chemical bond, resulting in a strong hybridization and
orbital reconstruction. The typical lengths of the orbital reconstruction greatly exceed
the interatomic distances and are equal to 8–10 nm [41, 42].

Here we present results on experimental investigation of the changes of magnetic
moment in the heterostructure containing the cuprate superconductor and ferromag-
netic spin valve. Measurements of the heterostructure’s magnetic moment were car-
ried out by SQUID magnetometer and ferromagnetic resonance (FMR) technique.
Analysis of data obtained allowed us to determine the magnitude of the magnetic
moment induced in the superconductor, as well as the change of magnetic moment
in the ferromagnetic spin valve.

Then the results of experimental studies of superconducting and quasiparticle
currents in micrometer size mesa-structures Nb/Au/LSMO/SRO/YBCO with a top
electrode made of Nb are presented as well. We evaluated characteristic parameters,
such as the depth of the penetration of superconducting correlations into a ferro-
magnet and the transparency of the cuprate superconductor–ruthenate ferromagnet
interface. The contribution of the second harmonic of the superconducting current-
phase relation was experimentally determined. Based on the experimental data, we
concluded that the contribution of the triplet superconducting correlations to the
transport of superconducting carriers in mesa-structures is dominant.

2 Experimental

We studied epitaxial thin-film heterostructures consisting of a cuprate superconduc-
tor YBa2Cu3O7-δ and two ferromagnetic layers SrRuO3 (SRO) and La0.7Sr0.3MnO3

prepared by laser ablation at temperatures of 700–800 ºC and oxygen pressure of
0.3–0.6 mbar. The thickness of the superconductor was in the range of 80–200 nm,
whereas the thickness of the ferromagnetic layers varied from5 to20nm(seeTable 1).
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Table 1 Composition and thickness of the test heterostructures, as well as the experimentally
determined changes of magnetic moment of the heterostructures. dS is the thickness of the YBCO
film, dSRO is the thickness of the SRO film, dLSMO is the thickness of the LSMO film, and Δm is
the change of magnetic moment

N Substrate dS , nm dSRO, nm dLSMO, nm Δm, 10−6 emu

1 (001)LaAlO3 80 20 14 10

2 (110)NdGaO3 80 17 7 (5±1.5)

3 (110)NdGaO3 180 0 20 ≤(1±2)

4 (001)LSAT 150 13 25 2.5

5 (110)NdGaO3 0 14 40 –

6 (110)NdGaO3 0 0 50 –

Fig. 1 a Cross section of a mesa-structure and the measurement circuit, b an image of the interface
between SRO and LSMO, obtained by transmission electron microscope JEM-2100 with the 8 ×
105 zoom. The interface is marked by arrows

The heterostructures were covered by thin (20 nm) layer of gold on top. We used
substrates with the dimensions 5×5 mm made of (110)NdGaO3 (NGO). The mag-
netization vector of the LSMO film deposited on a (110)NGO substrate (or YBCO
film) is generally lays in the plane of the substrate [43, 44] whereas for SRO film
is outside of the plane of the substrates used [45]. LSMO with a uniaxial magnetic
anisotropy of 20–30 mT at the room temperature and exchange energy of 2.3 meV
[49] and SRO with a magnetic anisotropy of about 1 T and exchange energy of
13 meV [50] were used. The surface properties were tested for film satellites on
an atomic-force microscope, and fairly sharp boundaries between the SRO/LSMO
layers were observed by transmission electron microscope (Fig. 1b).

We investigated mesa-structures with an Au-Nb bilayer served as the top super-
conducting electrode. The bilayer was deposited by magnetron sputtering [43].
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3 Magnetic Proximity Effect

Magnetic moment in heterostructures. A detailed study of the field and temperature
dependences of magnetization in the separate films and heterostructures was con-
ducted using a SQUID magnetometer MPMS-3 [46]. The plane of the substrate was
set relative to the direction of the magnetic field within 1°–2°. Table 1 shows used
substrate and thicknesses of the heterostructure films, as well as the changes of the
magnetic moments of the heterostructure, Δm.

The values of Δm for samples N2 and N3 are obtained from FMR measurements
and correspond to the changes in magnetization of the SRO layer for heterostructures
No. 2 and the LSMO film for heterostructure No.3; the rest of the measurements
were carried out for changes in magnetization of the entire structure. In the sam-
ple No. 4, we used a (LaAlO3)0.3(Sr2AlTaO6)0.7 (LSAT) substrate, onto which we
deposited the epitaxial film made out of a calcium-doped cuprate superconductor
Y0.7Ca0.3Ba2Cu3Ox.

Figure 2 shows a family of temperature dependences for the magnetic moment
parallel to the substrate plane m||, for heterostructure No. 1. These dependences
are obtained using the SQUID magnetometer during cooling in a magnetic field
(FC mode). The external magnetic field was located in the substrate plane and was
directed along one of its edges. Detailed measurements of the magnetic anisotropy
have shown that the substrate edges form an angle of 40º–50º relative to the easy
axis of the LSMO magnetic anisotropy. For the temperatures T<TSRO (the Curie
temperature of the SRO film TSRO ≈150 K for the given heterostructure), m|| is
determined by the sum of the LSMO film magnetic moment and the projections of
the SRO film magnetic moment on the direction of the magnetic field. Under the
influence of a magnetic field magnetic moment,m|| changes due to the rotation of the
LSMO and SRO film magnetic moments. As a result, magnetic moments of LSMO
and SRO films give smaller total magnetic moment of the spin valve at low fields
than that of the LSMO film at the same temperature, whereas at H > 1 kOe it is
larger. The results of measuring the field dependence of magnetic moment m of the
Au/LSMO/SRO/YBCO heterostructure (see No. 1 in Table 1) are shown in the inset
of Fig. 2a for a magnetic field directed along the substrate edge at the temperature
T = 100 K, which is higher than the critical temperature of the superconductor
(TC). The position of the magnetization easy axis of the SRO film is close to the
normal to the substrate plane. The non-collinearity of the magnetization vectors
of the ferromagnetic films contributes to the generation of superconducting triplet
correlations having a nonzero spin projection of superconducting carriers, in the
ferromagnetic interlayer [43, 49, 50].

At T ≈ TC when magnetic field is parallel to the substrate plane, there is a sharp
increase in the magnetic moment of the heterostructure (Fig. 2a). The thickness of
the YBCO film dS � 80 nm is less than the London penetration depth of the magnetic
field. The magnetic field that is directed along the plane of the film completely pene-
trates the superconductor, and the diamagnetic response is not observed as expected
due to the Meissner effect.



78 K. Y. Constantinian et al.

Fig. 2 Temperature dependences of magnetic moment of Au/LSMO/SRO/YBCO heterostructure
in FC mode, 1 kOe, for magnetic field directed in parallel to the substrate plane (a) and in perpen-
dicular (b). The transition of SRO to ferromagnetic state is observed at T /TC = 2.5. Insets show the
hysteresis loops for the corresponding magnetic field direction

The occurrence of a magnetic moment in a cuprate superconductor contacting
manganite was theoretically considered in [42]. It was demonstrated that as a result
of the antiferromagnetic interaction of the spins x2 – y2 of Cu electrons with e.g.
electrons of Mn, an induced negative spin polarization in the cuprate supercon-
ductor occurs. The impact of this process on the properties of the superconductor
is much stronger than injecting the spin-polarized electrons of the ferromagnet. It
was determined this mechanism is responsible for induced magnetic moment in the
[YBCO/LCMO]n superlattice [17]. The magnetic moment of the Cu atom induced
in the superconductor is equal to 0.23 μB/Cu and is directed against the magnetic
moment of Mn. Assuming that the change in the magnetic moment of our het-
erostructure occurs due to copper atoms located in a 10 nm thick layer, we obtain
�m ~10−5 emu in sample No. 1 (see Fig. 2a) and the induced magnetic moment
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~0.25 μB/Cu. The change to the direction of the copper magnetic moment in the
YBCO/SRO contacts, observed both in [51] and in our case, can be caused by the
negative magnetization of the SRO film [27, 45].

If themagnetic field is directed perpendicularly to the plane of the superconducting
film, then the shielding currents occur in the layer λ⊥ � λ2

L/dS ≈0.3 μm on the
edge of the film. The magnetic field gets pushed out of the superconducting film
and a diamagnetic response is observed (Meissner effect). This can be seen on the
dependence of the magnetic moment m⊥(T ) of the heterostructure, measured in the
direction of the magnetic field that is perpendicular to the plane of the substrate (see
Fig. 2b). It is easy to determine the superconductor critical temperature TC in the
heterostructure using the dependence m⊥(T ). Note that the form of the dependences
of perpendicular m⊥(T ) does not change if we change measurement modes (FC or
ZFC).

Ferromagnetic resonance in the heterostructure. The heterostructures were also
studied using a Bruker ER 200 magnetic resonance spectrometer, operating in the
frequency ω/2π� 9.7 GHz. We measured ferromagnetic resonance spectra over a
wide range of temperatures: 20–300 K. The FMR spectra of the LSMO film in the
heterostructures were obtained by cooling the sample in the field of the Earth. Upon
reaching the given temperature, we scanned the magnetic field from 0 to 4 kOe. The
FMR spectrum from the SRO film does not measured at our experimental conditions
due to the large value of the magnetic anisotropy field of the SRO film.

During the measurement of the ferromagnetic resonance spectrum, the magnetic
component of the microwave field was perpendicular to the plane of the substrate.
The external magnetic field H was always located in the plane of the substrate
(parallel orientation) whereas in experiments with sample cooling, it was put along
the magnetization easy axis of the induced uniaxial anisotropy of the LSMO film.
The direction of this axis was predetermined from the angular dependences of the
resonance fieldHCF , taken at different temperatures under the conditions ofmagnetic
field rotations around the normal to the substrate plane in a parallel orientation [44].
The angular dependences of the FMR spectrum of thin ferromagnetic film in the
presence of uniaxial and biaxial anisotropy are described by the following equation
[44]:(

ω

γ

)2

� (H0 + Hu cos 2ϕu + Hc cos 4ϕc)

(
4πM0 + H0 + Hu cos

2 ϕu + Hc
1 + cos2 2ϕc

2

)
(1)

wherein γ is the gyromagnetic ratio, Hu � 2Ku/M0, Hc � 2Kc/M0, Ku and Kc are
uniaxial anisotropy and cubic anisotropy constants correspondingly, theM0 parame-
ter is equal to the equilibriummagnetization in the absence of adjacent ferromagnetic
layers, and ϕu and ϕc are angles at which the uniaxial and cubic anisotropy easy axes
of magnetization are directed, relative to the external magnetic field, respectively.
As a result of fitting the experimental data (Fig. 3) using (1), we were able to deter-
mine the following ferromagnetic parameters: Ku, Kc, M0, as well as the direction
of both the uniaxial and cubic anisotropy easy axes (see inset in Fig. 3). As noted
previously, the processing of the angular dependences of the FMR spectra according
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ϕU = (30.2±0.2)o

ϕC = (76.0±0.4)o

Fig. 3 Angular dependence of the resonant magnetic field at T = 295 K, heterostructure
Au/LSMO/SRO/YBCO. The solid line was obtained using (1) with fitting parameters shown in
the inset

to (1) allows us to determine theM0 parameter and the directions of the easy axes in
the LSMO films of the heterostructures.

The interlayer exchange between two ferromagnets must be considered at lower
temperatures, because it leads to a resonance relation that differs from the (1). The
temperature dependences of FMR spectra of the LSMO film in the heterostructure
No. 2 have beenmeasured. At T≤TC , when theYBCOfilm is in the superconducting
state, a huge signal of non-resonant absorption was recorded at low magnetic fields
having a hysteresis in the magnetic field. As a result, the FMR signals were recorded
with an increase in the error of resonant fieldHCF at T<TC , but allow us to determine
the superconducting transition temperature TC of YBCO films. At T>TC, the values
of HCF are determined much more accurately.

Figure 4 shows the temperature dependences of the resonant field HCF for FMR
signals from LSMO films in Au/LSMO/SRO/YBCO (N5) and Au/LSMO/YBCO
(N6) heterostructures in vicinity of TC of superconducting films. In all cases, the
external magnetic field was directed along the easy magnetization axis. It is evident
that for the Au/LSMO/SRO/YBCO heterostructure, there is a sharp change in the
resonant field in the superconducting transition range.

Since in the Au/LSMO/SRO/YBCO heterostructure the LSMO film is separated
from the superconducting YBCO film by the ferromagnetic SRO film, the jump of
the resonance field HCF of the LSMO layer could be associated with the change in
magnetization of the SROfilm. So, onemust take into account the interlayer exchange
interaction between LSMO and SROwhich occurs through the magnetically ordered
boundary layerwith a high conductivity [52–55].Using the procedure outlined in [56,
57], we obtained an expression that describes the relationship between the frequency
and the resonance field for the LSMO layer in the LSMO/SRO heterostructure. The
expression is similar to (1) but its value for the resonant field should be replaced with
this combination
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Fig. 4 Temperature dependence of the resonance field in the LSMO film for two heterostructures:
Au/LSMO/YBCO and Au/LSMO/SRO/YBCO. The top inset shows the temperature dependence
of the resonance field of these heterostructures in the vicinity of TC . The bottom inset shows the
geometry of FMR spectrum measurements

HCF +
HLSMO

J1

(
HCF + HSRO

J1

)
HSRO − 4πMSRO − HSRO

J2

. (2)

Here HSRO and MSRO represent the field of the uniaxial magnetic anisotropy and
the magnetization of the SRO film correspondingly, HLSMO,SRO

J1 and HSRO
J2 are the

effective fields of bilinear and biquadratic interlayer exchanges, respectively. For the
corresponding layers, the magnitudes of these fields are inversely proportional to the
magnetization of the corresponding layers [56, 57]. In order to fulfill the resonance
ratio, it is required that the combination in (2) was constant on both sides of the
magnetization jump. It allows us to obtain the relation between the changes of the
resonant field δHCF in the LMSO film and the magnetization of the SRO film δHCF :

δMSRO

MSRO
≈ δHCF

HCF

HSRO

4πMSRO
(3)

An assessment of δHCF performed in accordance with (3) shows that change in
magnetization of the SRO film during the YBCO transition to the superconducting
state is about~0.5MSRO. Taking into account the contribution of the SRO film (mSRO

~10−5 emu) to the total magnetic moment m‖ of the heterostructure (Fig. 2a), we
find that the change of magnetic moment of the composite ferromagnet is smaller
than the magnetic moment induced in the superconductor. Note that the positive
sign of δMSRO indicates that the magnetization of the SRO film decreases, since
in this layer the magnetization has a negative sign (see also [27]). According to
Fig. 4, we can also see that in the Au/LSMO/YBCO heterostructure, in which the
ferromagnetic LSMO film is in contact with the YBCO film, a remarkable change
in the magnetization of LSMO at T ≈ TC is not detected. This difference in the
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Au/LSMO/YBCO heterostructure can be explained by the absence of excitation of
the triplet component of the superconducting current in the ferromagnetic interlayer
[22, 27, 49, 50, 58] and low transparency of the YBCO/LSMO interface [50]. This
leads to a negligibly small penetration of the superconducting order parameter from
YBCO into theLSMOfilmand therefore, to a negligibly small change in themagnetic
moment of the LSMO film in the heterostructure.

4 Superconducting Triplet Correlations

Electron transport in mesa-structures. Micrometer-sized mesa-structures in which
the two superconductors YBCO and the Au-Nb bilayer are separated by a magnetic
spin-valve SRO/SLMO were used. Five square-shaped mesa-structures with linear
dimensions in the plane L = 0, 20, 30, 40, and 50 μm were prepared on a substrate
(hereinafter referred to as “chip”) using ion beam etching, and photolithography. A
SiO2 film with a thickness of 40 nm was used to isolate the contact at the edges of
the mesa-structure. The scheme of measurements and the cross section of the mesa-
structure are shown in Fig. 1a. The resistive characteristics of the satellite film and
current–voltage characteristics (I-V curve) of mesa-structures were measured using
four-point probe (see Fig. 1a) over the temperature range 4.2K<T <300K,magnetic
fields H of up to 2 kOe, and microwave monochromatic signal at frequencies f e =
1–3 GHz and 36–45 GHz. Microwaves at frequency band of 1–3 GHz were applied
to the sample by a coaxial cable. To reduce the influence of external electromagnetic
fields, the measurements were conducted in a shielded box with filter on leads in.
By varying the thickness of the interlayer, it was possible to estimate the penetration
depth of superconducting correlations into the ferromagnetic layer.

On temperature dependence of mesa-structure resistance R(T) (Fig. 5), there are
two highlighted regions of resistance reduction which correspond to the transition of
YBCO andAu-Nb bilayer films to the superconducting state correspondingly. Above
the critical temperature YBCO TC the dependence R(T ) has a linear metal-type
dependence, which is typical for the temperature dependence of a YBCO electrode.
At T <TC, the value of R decreases rapidly while features of interlayer ferromagnetic
films are not observed. This behavior is explained by the fact that below the critical
temperature of YBCO, the contribution from LSMO and SRO films into the value
RNA (areaA =L2) is inferior to the contribution from the interface resistance ofmesa-
structure. Additional measurements showed that the resistance of Au-Nb bilayer film
in normal state is also small [59]. As a result, in the temperature range T<TC the
resistance of the mesa-structure is combined with the resistance of the interfaces
between the boundaries between materials YBCO/SRO, SRO/LSMO, LSMO/Au:

RMS � RYBCO/SRO + RSRO/LSMO + RLSMO/Au.
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Fig. 5 Temperature dependence of the mesa-structure resistance R(T ). The bottom inset shows an
enlarged area of R(T ) at low temperatures, whereas the top inset shows the temperature dependence
of the critical current

In order to clarify the contribution from each of the interfaces that define the resis-
tance of the composite layer mesa-structure, we also prepared mesa-structures with
a single ferromagnetic interlayer. For mesa-structures with an SRO interlayer, the
value RNA is almost three orders of magnitude lower than for a structure with an
LSMO interlayer. If we assume that the resistance of the LSMO/Au border does not
exceed the value of 1μ	 cm2 [60], then the resistance of theYBCO/LSMO/Aumesa-
structure (100 μ	 cm2) can be explained by the dominance of the YBCO/LSMO
interface resistance. Using the data from [60], we find that the resistance of the
SRO/Au interface can be estimated to be 0.05 μ	 cm2, whereas the resistance of the
YBCO/SRO border is about 0.1 μ	 cm2, which is consistent with the data in [61].
Consequently, the value of RNA of the mesa-structure is determined mainly by the
sum of the resistances of RLSMO/Au and RYBCO/SRO [50].

The critical current of a mesa-structure. Superconducting current was observed
for the most of the mesa-structures under investigation having interlayer thickness
up to 50 nm. The critical current IC decreases linearly as the temperature increases
(inset in Fig. 5) over the temperatures 4.2K<T<TAu−Nb

C . For comparison, in mesa-
structures with one ferromagnetic interlayer (LSMO or SRO), the superconducting
current is absent at interlayer thicknesses exceeding 5 nm, which is about equal
to the coherence length ξF . At smaller interlayer thicknesses, the superconducting
current found on some samples was caused by pinholes. The presence of a critical
current decline for the spin-valve thicknesses greater than 5 nm is an indication of
the spin-triplet superconducting correlation transport via the spin valve [13, 62].

Outlines of the experimental values for the critical current density jC for LSMO
and SRO film thicknesses between 0 and 20 nm are shown in Fig. 6. We can see a
peak for critical current density at layer thicknesses dLSMO ≈ 6 nm and dSRO ≈ 8 nm.
Note that the critical current maximum in superconducting structures with a two-
layer composite ferromagnetic interlayer is predicted at thicknesses that are about
equal to the coherence length [63]. Since the mean free path l in oxide materials
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Fig. 6 Outlined regions of critical current density as a function of the plane thickness of spin-valve
ferromagnetic layers at T = 4.2 K

(SRO and LSMO) is sufficiently small [64, 65], we can assume that the electron
transport is diffusive in nature.

Magnetic field dependences. For the Josephson junction with a uniform criti-
cal current distribution, the critical current as the function of the magnetic field is
described by the Fraunhofer relationship

IC (H ) � IC (0)

∣∣∣∣ sin(π�/�0)

π�/�0

∣∣∣∣ (4)

where�0 = 2.06783461× 10−15 Wb is the magnetic flux quantum andΦ =μ0HSeff
is the magnetic flux of the external field in the mesa-structure [66, 67]. The zeros
of the Fraunhofer dependence are observed when the external field through a cross
section of the mesa-structure is equal to the magnetic flux quantum Φ ≈ �0. The
measured magnetic field dependences of critical currents of mesa-structures were
markedly different from the (4). Changing the direction of the magnetic field sweep
(from ascending to descending, and vice versa), a hysteresis is observed caused
by ferromagnetic nature of the interlayer materials [43]. Moreover, the critical cur-
rent was observed at considerably high levels of magnetic field up to 2 kOe (see
Fig. 7a). Therefore, at H = 1.3 kOe the value IC = 16.5 μA which composes 94%
of the IC(H = 0) and 0.7 of the maximum measured at H = −6.5 Oe. Note that
in YBCO/Au/Nb structures without magnetic interlayer [68] or with an antiferro-
magnetic Ca0.7Sr0.3CuO2 interlayer [69], the critical current dropped sharply with an
increasing of magnetic field. While it even increased in the mesa-structures at fields
greater than 1 kOe. This unusual behavior of the critical current in the structures with
a metallic ferromagnetic interlayer was mentioned also in [70].
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Fig. 7 Dependence of the critical current on the magnetic field over a wide range of magnetic
fields for the mesa-structure with dSRO = 8.5 nm, dLSMO = 3 nm, L = 10 μm. The solid line shows
the expected decline of the maxima of the values IC of the Fraunhofer oscillatory dependence (4).
The dotted line shows the level of noise that limits our ability to measure the critical current (a).
The periods ΔHFFT and amplitudes of the Fourier components as a function of parameter 1/L for
magneto-field dependences of the critical current of three mesa-structures with L = 10, 20, 40 μm,
arranged on a chip (b)

There are several mechanisms that determine the critical current versus magnetic
field dependence as follows: the penetration of the magnetic flux quanta (Joseph-
son vortices) which creates the “Fraunhofer” oscillation, the emergence of a domain
structure in the ferromagnetic interlayer, and the rotation of the layer magnetization
under the influence of external magnetic field. Note that in the absence of triplet
correlation, the superconducting current according to (4) must be significantly sup-
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pressed in the magnetic field at Φ � �0. Several quanta of magnetic flux penetrate
into the transition since the maxima of the Fraunhofer dependence fall at a rate of
1/Φ (see Fig. 7a).

In assessing the effective area of penetration of the magnetic field directed along
the plane of the transition Seff = Ld’, the magnetic permeability of the layers must
be taken into account d′ = μ1dLSMO+μ2dSRO+λNb +λYBCO where λNb = 90 nm and
λYBCO = 150 nm are the London penetration depths of the magnetic field for Nb
and YBCO, respectively, and μ1,2 is the magnetic permeability for the spin valve.
For the Josephson junctions with the ferromagnetic interlayer, the effective thickness
increases by μ = 1 + χ times [67, 71] where χ is the magnetic susceptibility. The
valuesμ1 = 12,μ = 3were obtained from themagnetic field dependences of the spin-
valve interlayer magnetic moment of a mesa-structure with dLSMO = 6 nm and dSRO =
8.5 nm and L = 10 nm. Substituting these values of the critical current minima for the
mesa-structure should be located atΔH =6Oedue to the penetration of the Josephson
vortices. This value is slightly different from the experimental value of ΔH≈10 Oe
which is the distance between the minima for IC(H). During the calculation of χ ,
we used data from the measurement of the magnetic moment M(H) for a direction
of the external magnetic filed coinciding with the hard axis [49]. Fourier analysis
of the oscillatory dependences IC(H) for three mesa-structures with the identical
thickness d’ shows the presence of at least two periods ΔHFFT with significant FFT
amplitudes (see Fig. 7b). At the same time, there is an increase inΔHFFT proportional
to 1/L. It is known that the domain structure in the ferromagnetic interlayer could
have a dramatic effect on the electron transport mechanism [72, 73]. The domain
generated non-uniformities of magnetization in the LSMO films could lead to an
additional modulations of the IC(H) dependences. However, based on the data in
Fig. 7b we can see that the oscillations IC(H) are not caused by the domain structure.
The effective area of the magnetic field penetration Seff = ddomd’must correspond to
much greater periods of critical current oscillations due to magnetic field, than the
values ΔHFFT in the figure. The presence of the Fourier transform components with
fractional periods ΔHFFT is most likely indicative of superconducting current-phase
relation (CPR) deviation from the sinusoidal form [49, 50].

Microwave dynamics of mesa-structures.A study of the high-frequency dynamics
of Shapiro steps on the I-V curve when microwave radiation is applied proves the
absence of pinholes (“short-circuiting”) between superconducting electrodes. This
is confirmed by the presence of Shapiro step oscillations in response to microwave
power. The amplitudes of steps are in good agreement with the resistively shunted
junction model (RSJ) [59]. The absence of pinholes is ensured by thick interlayers.
The roughness of the layers is smaller than the thickness of LSMO and SRO films.
A comparison of the experimental Shapiro steps with those calculated according
to the modified RSJ model [59] allows us to determine the CPR of superconduct-
ing current. Measurements of CPR were carried out in a zero magnetic field and
during cooling the mesa-structures in a constant magnetic field (100–200 Oe). A
family of I-V curves obtained under microwave radiation at frequency of 41 GHz
is shown in Fig. 8a. Since the frequency of the microwave signal f e is greater than
the characteristic frequency of the mesa-structure fe >> fC � 2e

h IC RN , McCumber
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parameter βC � 2π
�0

IC R2
NC << 1 the impact of capacitance of the mesa-structure

could be ignored. Under these conditions, the appearance of fractional Shapiro steps
on the I-V curve (see Fig. 8a) clearly points on non-sinusoidal nature of the CPR
[59]. Figure 8b shows the experimental and theoretical dependences of the critical
current IC and the first Shapiro step I1 versus normalized microwave current x =
IRF /ICω where IRF is the amplitude of the microwave current and ω = f e/f C . The
ratio of the amplitude of the second harmonic in CPR to the first one q = IC2/IC1
was determined according to the numerical approximation of the critical current and
Shapiro step amplitudes as functions of the microwave power [49, 50]. Due to the
influence of the second harmonic in CPR, the critical current and the first Shapiro
step have nonzero local minima (see Fig. 8b). Since it was assumed that IC1 ≈ IC
(valid for q < 1), then the values of q determined by this method are underestimated.
According to the theoretical study in [13] during the excitation of spin-triplet cor-
relations in the junction with bilayer interlayer, the second harmonic dominates in
CPR increasing with the disorientation angle of interlayer magnetization reaching a
maximum at angles close to π/2. According to the measurements obtained using the
SQUID magnetometer at low fields, the magnetization projection of the SRO film is
directed in the direction opposite to the magnetization of LSMO that determines the
magnetization direction angle for the LSMO film. At fields greater than the values of
the anisotropy field (200–300 Oe), the magnetization of the LSMO layer is directed
along the field. Therefore, we should observe the growth of the second harmonic in
CPR in small fields. However, in the microwave experiment on five mesa-structures,
we did not observe an increase of the second harmonic in range of magnetic fields
20–50 Oe as predicted in [12–14] and the ratio of amplitude of second harmonic to
the critical current did not exceed the value of q = 0.5.

5 Conclusion

The manifestation of an induced magnetic moment in the superconductor is experi-
mentally observed in the heterostructure based on the cuprate superconductor with
the ferromagnetic spin valve. The magnetic moment occurring in the superconduc-
tor coincides with the calculations for the magnetic moment of Cu atoms induced
due to the orbital reconstruction at the S/F interface. The typical penetration depth
of the magnetic moment into the superconductor is significantly greater than the
coherence length of the cuprate superconductor. It is experimentally shown that
in superconducting mesa-structures with the spin valve LSMO/SRO interlayer, the
superconducting current is observed when the total layer thickness is up to 50 nm.
This thickness of the interlayer is significantly greater than the coherence length. The
maximum value of the critical current density is observed at interlayer thicknesses
that are close to the coherence length of the ferromagnetic films. The oscillations of
periods of magnetic field critical current dependence arise due to the deviation of
the superconducting current-phase relation from the sinusoidal form. This feature is
confirmed by microwave measurements of the Shapiro step heights as functions of
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Fig. 8 A set of I-V curves
for the mesa-structure with
dSRO = 8.5 nm, dLSMO =
6 nm, L = 10 μm when
subjected to electromagnetic
radiation with a frequency
fe=41 GHz. The arrows
indicate the number n of the
Shapiro steps on the voltage
axis, n = 0 corresponds to
the critical current IC (a).
The dependence of the
critical current amplitude
and the first Shapiro step for
the mesa-structure with dSRO
= 5.6 nm, dLSMO = 15 nm, L
= 50 μm, f e = 3 GHz (b)

applied microwave power. The large value of the second harmonic in CPR up to 50%
of the critical current was evaluated. Another factor which may affect magnetic field
dependence of the critical current is the impact of magnetic domains in the interlayer.
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Nanodevices with Normal
Metal—Insulator—Superconductor
Tunnel Junctions

M. Tarasov and V. Edelman

Abstract Normal metal–insulator–superconductor (NIS) tunnel junctions, as well
as SIS junctions, are themain building blocks for superconducting electronics. Single
NIS junctions and arrays are used in microwave bolometers, cryogenic thermome-
ters, electron coolers, radiation detector. In such devices, junctions should fit differ-
ent parameters for area, transparency, material properties and thermal characteristics.
This leads to various fabrication methods and technique for measurements. Estima-
tions made for equilibrium measurement conditions can be controversial in the case
of microwave bolometers, ultra-low temperature thermometers, electron coolers.
In terahertz bolometers, as well as in electron coolers, the energy distribution of
electrons becomes different from Fermi distribution. In bolometers illuminated with
terahertz radiation, the density of electrons will increase at higher energies, and in
electron coolers, the distribution will be with reduced density at higher energies.
Andreev reflection and proximity effect at the superconductor-normal metal inter-
face induce changes in IV curve compared to simple SIN model. In this review, we
present two levels of description for practical applications; first approximation is
conventional with single-electron tunneling and equilibrium electron energy distri-
bution, and the second taking into account non-Fermi distribution, Andreev currents,
high-energy phonon creation and phonon escape.
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1 Introduction: The NIS Junction at a Glance

DC current across NIS tunnel junction in the first approximation is described by
single-electron tunneling from the normal metal to the superconductor �ns(E) and
in the opposite direction �sn(E). The net current is the difference of these rates [1]

I (V, Te) � −e
∫

[�ns(E) − �sn(E)]dE

For the normal metal, the Fermi function is expected as normalized density of states
n(E, T ) = 1/[exp(E/T )+1]. In such simplified case, the IV curve is given by

I (V, Tn) � 1

eRn

∫ ∞

−∞

|E |θ(
E2 − �2(TS)

)
√
E2 − �2(TS)

[ fN (E − eV, TN ) − fS(E, TS)]dE

where RN is the normal-state resistance, TN is the electron temperature in the normal
electrode. At temperatures much below the critical temperature of the supercon-
ductor, the integral can be approximated by asymptotic solutions for voltages V
<(� − kT)/e. The ideal SIN tunnel junction IV curve can be fitted as

I (V, T ) � 1

eRn

√
2kπ TeeVΔ exp

(
−eVΔ

kTe

)
sinh

(
eV

kTe

)
(1)

in which T is electron temperature, Tc is critical temperature of superconductor,
e—electron charge, k—Boltzmann constant, V—voltage. A simple figure of merit
for the normal-metal electrode temperature is the ratio of dynamic resistance at zero
bias to asymptotic resistance of NIS junction

rd � R(0)

Rn
�

√
2kbT

πeV�

exp
(
eV�

kbT

)

cosh
(

eV
kbT

) (2)

This formula can give correct estimation for electron temperature in Al-based NIS
junctions in the range 0.2–1 K if superconducting electrode is rather big and hot
quasiparticles do not overheat the superconductor and do not tunnel back to normal
electrode.

The actual dynamics in SINIS bolometers is more complicated due to electron
cooling, Andreev reflection, nonequilibrium, non-Fermi energy distribution of elec-
trons. When the superconductor temperature is raised, or athermal phonons due to
quasiparticle recombination are absorbed in the normal-metal, bolometer and refrig-
erator performance will be degraded. In reality, the shape of IV curve is not as sharp
as in simple model. For fitting, some authors use a semi-empirical Dynes parameter
in density of states [2]
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f (E) �
∣∣∣∣∣∣Re

E
�

− iγ√(
E
�

− iγ
)2 − 1

∣∣∣∣∣∣ (3)

The source of the additional tunneling that leads to use γ is not well understood
and may vary based on junction materials, quality of barrier, shape, and proxim-
ity to normal metal leads, environment conditions like external thermal radiation.
Proximity effect can change transition temperature of adjacent part of superconduc-
tor, its energy gap, and density of states. As a result instead of a single value of energy
gap and sharp density dependence, we have a combination of density dependencies
that in total leads to smearing of NIS IV curve. In general, it is necessary to solve
differential equation to calculate quasiparticle density vs position in a superconduc-
tor. Alternative to empirical Dynes model can be explanation taking into account
Andreev reflection using Hekking–Nazarov model, which is presented in the last
section of this article.

2 Fabrication Technology

Conventional SINIS bolometers (Fig. 1a) are fabricated onSi substrates, and absorber
is depositeddirectly on the substrate.Reducingheat losses in absorber canbeobtained
in traditional way by using SiN membrane and metal thin-film beams using rather
complicated technology [3]. In such a design, the volume and thermal capacity of
absorber together with membrane is reduced compared to the case of absorber on a
thick silicon substrate [4]. Further improvement can be achieved if the absorber is
suspended without any supporting membrane or substrate. For electron that absorbs
photon at 350 GHz, the electron–phonon and electron–electron scattering time is
about 0.2 ns and 1 ns, respectively. The excited electron creates a high-energy phonon
that can easily escape from the absorber if it is placed on a substrate, or connected
to electrodes of the same material [5]. Using absorber material different from that of
electrodes can improve thermal insulation further due to a high acoustic-impedance
mismatch and increased Kapitza resistance between the absorber and electrode.
Earlier bolometers (Fig. 1a) with the absorber made of a non-superconducting Al
thin film [6] leaks heat both into the substrate and electrodes. As an example of sus-
pended bridges, we can mention experiments where a suspended copper nanowire
10 × 0.3 × 0.03 μm3 on a SiN membrane demonstrated a better electron cooling
compared to the non-suspended device [7]. Another example is a suspended AuPd
beam 50 nm thick [8]. There is also suspended single-electron transistors [9] fabri-
cated with help of reactive ion etching of Si substrate under 100 nm thick islands. A
different techniquewas employed in [10] inwhich the suspended bridgewas achieved
by dry etching of the underlying organic polymer in oxygen plasma. Finally, wemen-
tion the successful chemical etching of 100-nm-thick aluminum layer under 100 nm
thick layer of Cu [11]. As alternative to NbN membrane technique, we can also
mention suspended parts supported from below by a silicon oxide layer left after
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Fig. 1 Conventional SINIS bolometer with absorber on the substrate (a), suspended bolometer
with proximity to Au wiring (b), and suspended bolometer with reduced proximity (c). Samples
fabricated on Si substrates (1, gray), superconducting Al electrodes (2, blue). Absorber (3, red) in
(a) is oxidized to form a tunnel barrier to superconducting electrode, and in (b), (c) superconducting
electrode is oxidized to make a tunnel barrier

backside etching in SF6 plasma [12]. The above examples use relatively thick copper
or gold thin films. For bolometer applications though it is advantageous to reduce
volume of the absorber and increase its electrical resistance for better matching to
the planar-antenna impedance.

Here we describe in more detail a novel design of SINIS bolometers [13, 14].
Compared to conventional SINIS bolometers (Fig. 1a), in the new design normal-
metal absorber is placed above the tunnel junctions in a suspended position (Fig. 1b,
c). The fabrication process is simpler compared to the previously used shadow evap-
oration technique. Films can be deposited by several methods such as thermal evap-
oration, electron beam evaporation, and magnetron sputtering. Patterning of both
layers can be done by simple liftoff process. Figure 1b shows a schematic view of
the simplest version of proposed structure. First, we deposit a trilayer of Ti (~10 nm)
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Au (~50 nm) Pd (~10 nm). This trilayer is patterned for antenna, wiring, and contact
pads (yellow). The next step is evaporation of SIN structure. Superconducting Al
(~100 nm) is deposited and oxidized about 10 min in an atmosphere of pure oxygen
at a pressure of 20mbar. On top of oxide, the absorber normal-metal layer (20–30 nm
of Pd, Hf, or Cu) is deposited. To form the suspended absorber bridge, we selectively
etch Al layer under the absorber in the region defined by a window in the resist.
Aluminum under the bridge region is completely removed by etching in a weak base
(Microposit MF CD 26 developer diluted 1:1). The results of etching are clearly
visible in scanning electron microscope (Fig. 3) and even in an optical microscope.
Etching in conventional acid mixture (80% H3PO4, 5% HNO3, 5% CH3COOH) was
neither controllable nor reproducible.

At the beginning, the suspended absorbers were made of Cu. It was observed that
Cu thin films are soft and have a tendency to sag down to the substrate. Besides that,
Cu is a good conductor at cryogenic temperatures and forms relatively low resistivity
bridges even at thicknesses approaching 20 nm.This restricts such devices impedance
matching with quasioptical antennas having impedances around 50 �. An absorber
of Cu (~20 nm) with a thin (~3 nm) layer of Cr was instead used to create rigid
suspended bridges. While Cr + Cu is a robust thin film, care needs to be taken during
subsequent fabrication steps involving resist development and liftoff. Each of these
steps need to be terminated using a critical point drying step in liquid CO2 to prevent
the collapse of already-formed bridges. Rinsing in acetone, ethanol, or methanol
instead of water and blow-dry with nitrogen can be alternative to critical point dryer
for hard and thick Pd and Hf suspended bridges.

To investigate the influence of proximity effect on superconductivity in S electrode
of NIS junction, we added in fabrication a one more step of chemical etching of Cu
in diluted 1:50 HNO3. By this, we were able to vary the distance from golden wiring
film (4, yellow) to S electrode of SIN junction (see Fig. 1c). SEM images of fabricated
samples are presented in Figs. 2 and 3.

3 Terahertz Band Conventional SINIS Bolometer

In SINIS bolometer, the absorbed THz radiation raises the electron temperature
that is seen by an increase of the tunneling current. For estimations of sensitivity,
it is usually expected that absorption of radiation is equivalent to the DC heating
at the same applied power. It is assumed that the electron system is overheated to
some enhanced electron temperature Te. In the case of rather high photon energy
hf >>kBTe, the energy distribution of electrons is affected by the electron–electron,
electron–phonon, phonon–electron, phonon–phonon interactions and tunneling of
the excited electrons in SIN junction. Here h is the Planck constant, f is the frequency
of incident radiation, kB is the Boltzmann constant, and Te is the temperature of the
electron system in the normal metal. The distribution function of electrons can be
substantially different from the Fermi distribution function. If the heat leakage to
the substrate and electrodes via phonons is reduced by decoupling the absorber from
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Fig. 2 SEM image of fabricated sample according to schematics Fig. 1 top, test structure with three
suspended bridges and four SIN junctions

Fig. 3 SEM image of the SINIS device according to schematics Fig. 1c. In this layout, the distance
from SIN junction to normal-metal wiring can be varied from 0.5 to 3 μm

the substrate phonon bath, the detector response would be improved by a factor of
hf /kBTe through the multiplication of excited electrons.

Combination of two NIS junctions and common normal-metal absorber makes
SINIS bolometer that can be used in Terahertz frequency band. In such bolometer,
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NIS junctions have several functions: temperature sensing, electron cooling, capac-
itive signal matching to the antenna [15, 16]. Under microwave irradiation, excited
electrons with excess energy lead to increase in tunneling current and/or decrease of
DC voltage and such response is dependent on applied power and frequency. Usually
for theoretical estimations, it is assumed that microwave radiation is equivalent to
DC heating at the same absorbed power. In such process, the electron temperature
of absorber is increased over the phonon temperature.

However, in normal metal for Terahertz radiation at frequency f � kT /h occurs
quantum absorption of photons with energyE = hf � kT by single electrons [17–20].
In this case, the distribution of electrons on energy is determined by a balance of pro-
cesses of photon quantum absorption, electron-electron, electron–phonon, phonon—
electron, phonon escape processes, and tunneling of excited electrons in a SIN
junction [17, 18]. This distribution function is significantly different from equilib-
rium Fermi distribution. Microscopic calculations of tunneling current in clean limit
[17, 18] for electron–electron and electron–phonon collision integrals show that
increase of response is dependent on multiplication of excited electrons with ener-
gies ε>kT due to electron–electron interactions and reabsorption of nonequilibrium
phonons that did not escape from absorber. Multiplication of nonequilibrium elec-
trons leads to increase of current response δI(P), in which P—absorbed power that
leads to increase in current δI for voltage bias mode. In such case, current response
δI of SINIS detector can exceed the photon counter limit of e/hf, but still being below
the bolometric response limit of e/kT . Studies and optimization of energy relaxation
in electron system at low temperatures can help to improve the practical optical
response of SINIS detectors.

In experiments [21, 22] ,voltage response δV (I) = VI , P=0–VI,P shows no thermal
equilibrium in electron system. Here we present detail analysis of experimental data
on IV curves, dynamic resistance, optical response to show absence of equilibrium
in electron system and significant tunnel current due to electrons with excess energy.

Bolometers containing SINIS structures were integrated in twin-slot antennas.
Bottom layer of conventional bolometer was made of normal-metal Al absorber
10 nm thick in which superconductivity was suppressed by underlayer of 1-nm-thick
Fe film [23]. For microwave signal, such bolometers were connected in parallel by
means of capacitive connection. Dimensions of elements: area of tunnel junctions
0.25μm2, length,width and thickness of normal-metal strip between tunnel junctions
1 × 0.1 × 0.01 μm3, DC resistance of single absorber~200 �. Parallel connection
for microwave signal makes optimal antenna load of 60 �. Tunnel junctions param-
eters were similar to [7, 8]. When cooling down to T<0.1 K, the resistance ratio
Rd(V = 0)/Rn (see (2)) approached Rd /Rn = 15000, and total resistance of array at
0.1 K approached Rd(V=0) = 300–400 M�.

Samplesweremeasured in dilution cryostat equippedwith a pulse tube refrigerator
[24]. Additional recondensing stage with liquefying of He gas in 0.125 l container
allows to keep temperature below 0.1 K during 4–6 h with compressor shut down.
Chip with SINIS receiver was mounted inside copper radiation shield at temperature
0.4–0.45K, in which inner wall was paintedwith black absorber containing Stycast®
2850FT.



98 M. Tarasov and V. Edelman

Silicon chip 0.35mm thick was attached to sapphire hyperhemisphere lens 10mm
in diameter that collect radiation to the planar antenna. Lens itself was glued with
Stycast® 1266 in copper holder screwed to the dilution chamber.Measurements with
RuO2 thermometer glued to Si plate instead of detector show that its temperature at
0.1 K differs by less than 2–3 mK from mixing chamber temperature measured by
LakeShore® thermometer with absolute error below 5 mK.

In front of lens in the bottom of radiation shield, it was a hole 5 mm in
diameter,whichwas coveredwith planar bandpass filters [25] formiddle frequency of
330 GHz and total passband of 50 GHz. Spectral transmission within 10% accuracy
is described by product of two Lorentz lines with halfwidth of 70 GHz. Transmis-
sion of filter in the maximum was over 90%. Distance from lens to filter is 2–3 mm,
between filters 2 mm, from filter to black body source 2–3 mm.

Radiation source is a black body made of Si wafer covered with NiCr film of
square resistance of 300 �. Wafer was mounted on heat insulating legs to 1 K pot.
Temperature of radiation source was monitored by resistance of calibrated RuO2

chip resistor and varied by current through the NiCr film in the range of 0.9–15 K.
Dissipated power was up to few milliwatts, time constant for heating/cooling of the
order of 0.1 s.

Power received by antenna was calculated using Planck formula for single mode

Pincident �
∫

d f
h f

exp
(

h f
kTR

)
− 1

∗ K1 ∗ K2 ∗ K3 (4)

in which TR—radiation source temperature, coefficients K1 and K2 accounted for
transmission of filters and spectralmatching of antenna. For antenna, we take Lorentz
linewith halfwidth of 100GHz andmaximumat 330GHz. Influence ofK2was rather
small, below 20%. Coefficient K3 = 0.82 takes into account reflection of sapphire-
vacuum interface.

Electron temperature in normal metal absorber was deduced from dependencies
of dynamic resistance Rd = dV /dI and comparison with dV/dI dependence of ideal
SIN junction at some effective electron temperature. In Fig. 4a, b presented IV curves
for two temperatures and calculation according to simple analytic relation (1). IV
curve of ideal SIN junction for voltages below the gap of superconductor V� = �/e
(in which �—energy gap of superconductor.), for single junction, can be presented
as (1) see [26]. In our case, we have six junctions connected in series, so measured
values of Rn and V are divided by six to fit with model curve. Voltage derivative
of current brings dynamic conductivity and inverse value is dynamic resistance. In
experimental curves, measured voltage corresponds to 6V sin in which VSIN—voltage
across the single SIN junction.

Gap voltage V� in (2) according to BCS theory corresponds to eV� = �(0) =
1.76 × kTc in which Tc—critical temperature. It can be determined from the depen-
dence, Rd(T , V = 0) which in the temperature range~0.3–0.5 K has exponential
shape. At higher temperatures, it should be accounted also the temperature depen-
dence �(T ), and at temperatures below 0.2 K dynamic resistance Rd , approaches
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Fig. 4 IV curves of SINIS bolometer at bath temperature 340 mK (a) and 70 mK (b). Solid lines
correspond to experimental data obtained at two radiation power levels of 4.8 pW and below 10 fW.
Stars and circles—calculated curves for 370 mK and 345 mK (a), and 235 mK and 205 mK (b)

constant value that is explained by overheating of electron system by external radia-
tion. Value of equivalent Te can be estimated by fitting with (2). In our case, using �

= k × 2.45 K, we obtained good correspondence of experimental calculated curves
in all figures. Small difference can be observed at V > 0.4–0.5 mV, where resistance
is higher compared to calculated one due to electron cooling. In our fitting, we use
value of � that corresponds to Tc ~1.4 K. In measurements at T = 1.5 K IV, curve is
linear and at 1.3 K nonlinearity is clearly visible, so Tc is within this range.

If electron system is excited by microwave radiation, then the dependence is
different from heating of sample, see Fig. 5. There is no more correspondence with
the simple thermal model. If we take Te for which Rd(V = 0) is the same as in model,
then at higher bias current the difference in resistance can be more than 10 times.
One can see that power response and temperature response are different at 70 mK
and coincide at 340 mK.

Dependencies of responsivity dV/dP on phonon and equivalent electron temper-
ature are presented in Fig. 6a, b for radiation power levels 0.22, 1.35, 2.95, 4.95 pW.
When plotted in dependence on electron temperature (b) the shape of dependence
is more natural and shows that responsivity is dependent on nonequilibrium elec-
tron temperature. When irradiated at 5 pW load, the responsivity is reduced by an
order of magnitude compared to 0.2 pW power load. When bath is heated to 0.34 K,
these responsivities become equal for all power loads which means that in this range
detector becomes linear, dV/dP is independent on power, and is determined by tem-
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Fig. 5 Voltage response dependence on DC voltage for temperatures 70 and 340 mK. Solid lines
under 4.85 pW irradiation, dashed response to equivalent increase in temperature without irradiation

perature. In this case, electron and phonon temperatures are equal. It means that
increase in bath temperature leads to increase of relaxation processes and thermal-
ization of electron system.

Losses in bolometer can roughly be estimated from power to current transfer
ratio, or current responsivity. Compare a number of incoming quanta IQ = 5 × 108

s−1 for 0.1 pW at frequency 330 GHz and number of excited electrons that tunnel
due to irradiation IS = 6 × 108 s−1 (current increase at this power load). Quantum
efficiency η = IS/IQ = 1.2 is close to unity, which means that one quantum produce
just one electron, that is a photon counter mode. There is no multiplication of excited
electrons number which was predicted in [17–19] for bolometric mode of operation.
If energy did not escape from electron system, then the number of excited electrons
with energies in the range~(0.2–1)� should be 30 times more. Bolometers with
suspended absorber are intended for improving quantum response over these values.

4 Mechanisms of Energy Relaxation and Time Scale

According to estimations [27], the difference of calculated and experimental curves
proves the absence of equilibrium in electron system when energy distribution for
electrons with energy above the Fermi energy and holes with energy below it does
not correspond to Fermi distribution with equivalent electron temperature. These
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Fig. 6 Responsivity dependence on bath temperature (a) and on equivalent electron temperature
(b) for radiation power levels 0.22, 1.35, 2.95, 4.95 pW

excited electrons can be viewed in two groups: thermalized and athermal. Impact
of thermalized electrons can be estimated assuming that their temperature corre-
sponds to calculated for the case when calculated curve tangenting experimental
at V = 0, and dynamic resistance of both are equal. In Fig. 4b, such assumption leads
to the electron temperature under irradiation estimation of 235 mK. The impact from
athermal electrons can be estimated as a difference between measured and calcu-
lated and can be up to 70% of the total response. When temperature increase, the
relaxation processes speed-up, and at 0.34 K, the impact from athermal electrons is



102 M. Tarasov and V. Edelman

much less. At the same time impact from thermalized electrons increase, they prevail
in tunneling current. As a result, the voltage dependence of response approaches the
calculated one.

Radiation power is collected in a normal-metal absorber with dimensions much
less compared to the wavelength, so it can be considered as a lumped element. When
absorbing the radiation quantum energy hf /k = 16 K, all this energy is transferred
to electron, it forms electron-hole pair with energies from 0 to hf above/below the
Fermi energy. The average energy of excited electron and hole is 8 K.

Excited electrons and holes diffuse toward the area of tunnel junctions with diffu-
sion time τdiff, after that transfer into superconducting electrode with time constant
τsin. During this period, energy is redistributed due to electron–phonon, phonon—
electron, electron–electron, phonon–phonon, and phonon escape processes. As a
result, energy of excited electrons is reduced, their number can increase, some power
escape into substrate and superconducting electrodes. Additional tunneling current
under irradiation depends on ratio of time constants of these processes. Since all
time constants are strongly dependent on excitation energy, the dynamics become
very complicated, especially taking into account transition from two-dimensional to
three-dimensional cases when changing temperature and power. Processes in super-
conducting electrode will be also ignored; we assume it as a thermal sink.

Microscopic model described in [28] assumes that as the result of electron–elec-
tron interaction, primary electron after each inelastic collision will produce three
new quasiparticles: two electrons and one hole. Each of them has hf/6 of initial
energy. Absorption of one phonon will produce two quasiparticles: one electron
and one hole, similar to photon absorption. Spontaneous emission of phonons pre-
serves the number of quasiparticles. Rate of electron–electron collisions that are
necessary for multiplication of electrons is an order of magnitude slower compared
to electron–phonon relaxation which reduce excitation energy and do not lead to
multiplication of quasiparticles. The phonon–electron process can slightly increase
bolometer response above the photon counter limit.

Model of thermalization in normal metal is also discussed in [29]. According to
this model, the most probable process for energy relaxation of electron from energy
level of E = � is down to �/4 and emerging of phonon with energy 3�/4. This
energy is much higher compared to thermal phonons, and we obtain a nonthermal
distribution for both phonons and electrons.

First, we estimate the diffusion constant for electrons in normal metal:

D � 1

e2Nρ
(5)

in which ρ = 0.07 � × μm, N = 2.3 × 1010 μm−3 eV−1 is electron density at Fermi
level, this brings D = 0.004 m2/s. Diffusion time for electrons to travel the distance
about 1 μm from the middle of absorber to tunnel junction area is T diff = 0.25 ns.

Relation of diffusion constant D with speed v and mean free path l is D = lv/3.
Taking Fermi velocity vF = 2 × 106 m/s, one can get the mean free path in absorber
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l = 6 nm. Thickness of absorber in our samples is 10 nm, which is comparable to
mean free path. Diffusion time through the thickness of absorber is 0.025 ps.

Onemore important parameter is characteristic time for tunneling in SIN junction.
Time constant for electrons to escape fromnormalmetal to superconducting electrode
is determined by time of many attempts providing close to unity probability to tunnel
through the barrier. Transparency of barrier is related to normal resistance of junction.
According to [17, 26], if in the bias point, differential resistance is close to normal
resistance Rn, then tunneling time constant for junction of area S and film thickness
t is

τsin � N (0)e2RnSt (6)

Opposite process of phonon-electron interaction is rather fast, according to
[6, 28]:

τpe � 234 NA nd k3

6Σ Θ3
D E2

(7)

in which NA × nd—atomic density that is for aluminum 6 × 1022 cm−3, ΘD =
428 K—Debye temperature. If we take the distribution of energy from electron with
initial energy 8 K to electron and phonon with the ratio 1:3, this corresponds to
τpe(6 K) = 5 ps.

The dynamics is quite different for electrons in the region of tunnel junctions.
For acoustic waves both normal and superconducting electrodes separated by barrier
below 2 nm thick is the same material and phonons can escape from normal into
superconductor metal in few picoseconds without returning energy to electrons in
absorber. Such process is a loss channel for energy that irreversibly escapes to super-
conductor or substrate. Characteristic time for such escape through the thickness of
absorber tabs is τescape = tabs/vsound = 2 ps.

Phonon relaxation time can be estimated in the case of scattering at boundaries
by dividing the characteristic length of our sample about labs = 3 μm by sound speed
τpp = labs/vsound = 600 ps.

Redistribution of energy among electrons is governedmainly by electron–electron
interaction. Equation for calculating of such time constant τee for two-dimensional
case corresponding to thin normal absorber taken from [26, 28]:

τee � hEF

π2E2 ln
( EF

E

) (8)

in which EF = 11.6 eV—is Fermi energy. At electron temperature of 8 K, this time is
τee =1ns, that exceedsτep =0.2ns for the sameelectron energy. For three-dimensional
case, τee is over order of magnitude as much compared to two-dimensional. Value of
τee becomes equal to τsin for temperatures in the range 1–1.3 K. Value of τep becomes
equal to τsin for electron temperatures~2 K.
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Fig. 7 Time constant dependencies on excitation energy plotted in Kelvins, i.e., E/k

From the above estimations, it is clear that due to complicated combination of
electron–electron, electron–phonon, phonon–electron interactions which vary with
signal frequency and power, the energy distribution of electrons is much different
from simple Fermi distribution. A nonequilibriumproperty of system ismainly deter-
mined by ratio of escape time for electrons due to tunneling τsin to electron–electron
and electron–phonon time constant. Finally, we can pick out two groups of time con-
stants, first is energy independent, it is diffusion time τdif = 0.25 ns, tunneling time
τsin = 40 ns, phonon escape time τesc = 2 ps, and phonon-phonon time τpp = 0.6 ns.
Energy-dependent time constants are second-order dependent 1/E2 electron–electron
time τee and τpe, and also a fourth-order dependent 1/E4 electron–phonon constant
τep. Dependencies are presented in Fig. 7.

Electron–electron and electron–phonon time constants become equal at energy
around 3.7 K, and for lower energies electron–phonon interaction get slower, so elec-
tron–electron interaction can become dominating. To increase bolometer efficiency,
the length of absorber should be increased providing diffusion time τdif longer com-
pared to τee and τep, value of τep should be increased by using absorber material with
lower electron–phonon parameter sigma; resistivity, density, and acoustic impedance
of absorbermaterial should be increased aswell. According to [17], the optimal resis-
tance of SIN junction should be around 10 k�.

For SINIS detectors, nonequilibrium in electron system plays the main role in
optical response performance. Ultimate parameters can be achieved for maximum
multiplication of electrons in absorber due to electron–electron interactions and
absorption of nonequilibrium phonons. Time of electron–electron collisions is rela-
tively big at the beginning of such process, and this factor diminishes multiplication.
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Nonequilibrium of phonon system is determined by freedom of phonon escaping to
superconducting electrode that is fabricated from the same aluminum as absorber.
The natural way to increase multiplication and response of detector is using material
with lower τee, higher τep, and higher acoustic mismatch with aluminum, which can
be Hafnium. Inversion of sequence of layers with placing absorber above supercon-
ductor can also reduce phonon escape to substrate.

5 Electron Cooling of Absorber and Overheating
of Superconductor

When biasing SIN junction slightly below the energy gap voltage, the junction
removes high-energy electrons from the normal metal to the superconductor. At
this optimal bias, the SIN junction keeps the electron temperature in the absorber Te

below the phonon temperature making the absorber more thermally sensitive even
at higher substrate temperatures.

Accurate relation for electron cooling is rather complicated integral equation, but
for bias voltages close to the energy gap, it can be presented by a simplified analytic
expression [1]

Pcool(τ, V ) �
√
2π�kbTe
2eRN

(
�

e
− V

)
exp

(
−� − eV

kbTe

)
(9)

The effective electron temperature τ can be determined in first approximation
from (10)

(
T 5
ph − T 5

e

)
Σν � Pcool(Te) − Pbgn − V 2

Rs
(10)

in which T ph is phonon temperature, V is DC bias voltage, Rs is shunting resistance,
Pbgn = 0.5hf�f = 6 × 10−14 W background power load, � = 3 × 109 W/m3 K5 is
material parameter, ν = 1.8 × 10−19 m3 is absorber volume.

Experiment with electron cooling in the test structure with 4 SIN junctions shows
the best cooling drop by about 200 mK [30, 31], see Fig. 8.

Efficient electron cooling was realized due to the improved geometry of the cool-
ing tunnel junctions and additional Au traps for hot quasiparticles just near junc-
tions. Normal-metal traps are expected to reduce returning of hot quasiparticles after
removing them from normal metal and absorbing phonons produced by quasiparticle
recombination. Later (see Fig. 9), we made separate experiment to investigate the
influence of such traps on electron cooling, energy gap smearing, and suppression.
Minimum in resistance corresponds to the energy gap edge where density of states
in superconductor sharply increases.

In Fig. 9, we present three dependencies for dynamic resistance of samples with
4 SIN junctions and distance from N wiring to S electrode of 1, 2, and 3 μm.
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Fig. 8 Electron temperature
dependence on bias voltage
for bath temperature 280 mK

Fig. 9 Dynamic resistance
of four SIN junctions
connected in series with
corresponding single energy
gap of 0.1, 0.155, and
0.2 mV for samples with
distance from normal-metal
trap to superconducting
electrode of 1, 2, and 3 μm
measured at 300 mK
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The corresponding energy gap for one SIN is 0.1, 0.155, and 0.2 mV. From these
dependencies, we can conclude that such direct N-traps do not help much for cooling
of S electrode but can significantly suppress the energy gap. Reducing of gap can be
explained by overheating of superconductor at high bias current around the energy
gap. Taking the relation for temperature dependence of the energy gap as

�(T ) � �0

√
2πkT

�0
exp

(
−�0

kT

)
or �(T ) � �(0)

√
Cos

(
πT

2Tc

)
,

we can estimate the temperature of overheated superconducting aluminum with
energy gap at 100 μV as 0.85 K, that is much higher compared to bath tempera-
ture of 280 mK. Improved cooling in [30, 31] with Au traps close to SIN junctions is
possible due to the specific feature of Au–Al interface that is actually an intermetal-
lic compound that can be treated as tunnel barrier with relatively high transparency.
Detail studies of optimal barrier for N-trap is performed in [37] where they discov-
ered that for NIS junction barrier the oxidation doze is 1.3 mbar 300 s and for NIS
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trap barrier it is 0.18mbar 1 s, that is about three orders lower.We assume that Al–Au
interface makes comparable barrier.

For presented electron cooling temperatures below 150mK, the estimated value of
temperature is not exactly corresponding to the case with Fermi energy distribution
of electrons. Actual distribution is nonequilibrium and non-Fermi and the estimated
value can be accepted only as a rough qualitative estimation of the electron cooling.
In the case of SINIS bolometer, the electron cooling leads to fast removing of hot
electrons that did not share energy and not thermalize, so the quantum efficiency is
low.

6 NIS Thermometer

The current through a NIS tunnel junction is proportional to the difference in the
tunneling rates between tunneling from the normal metal to the superconductor, and
tunneling from the superconductor to the normal metal integrated over all energies.
For estimation of the actual electron temperature, the natural way is to fit IV curve
of a real junction by ideal NIS tunnel junction IV curve that can be approximated as
(1). A subgap leakage current and Andreev current can affect both shape of IV curve
and electron temperature of the bolometer. Such subgap residual conductivity can
be due to imperfectness of the tunnel barrier, normal inclusions in superconductor,
etc. Another mechanism of subgap conductivity is two-electron tunneling when two
normal electrons can be converted into a Cooper pair, which is usually mentioned
as Andreev current [32]. Under subgap conditions, the Andreev current is found to
dominate the single-particle tunnel current [33]. The phase-coherent Andreev current
introduces a significant dissipation in the normal-metal absorber and corresponding
overheating. The heat balance equation should be written as 2Pcool +Peph + IAV = 0.

This effect dominates at temperatures below 200 mK; the electron temperature
in a small-volume bolometer saturates with phonon cooling. For samples with big
volume of normal metal that are intended for temperature sensing, such overheating
is smaller and SIN thermometer can operate down to 25 mK (Fig. 10). At very low
temperature, the electron temperature first increases with the bias due to Andreev
current heating before decreasing due to tunnel current-based cooling effect. Contrary
to ballistic regime, this current is not vanishing due to quasiparticles confinement
in the vicinity of the interface. Although the Andreev current IA is a small effect in
terms of charge current, it is much more important if one consider the heat current.
Andreev current contributes fully to heating as a Joule power IAV , while the tunnel
current cools with a moderate efficiency of Te/2Tc, which is below 5% at 100 mK
electron temperature (Fig. 11).

The dependencies from Fig. 10 are typical for single NIS junction connected to a
relatively big volumeof normalmetal that function as a trap for hot quasiparticles. The
important aspect of this device is using the Al film with suppressed by ferromagnetic
CrO2 or Fe superconductivity as N electrode. In this case, Andreev currents are
suppressed and we get IV curves more close to the perfect NIS junction as in (1, 2).
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Fig. 10 IV curves of CEB thermometer with large N electrode taken at temperatures from 25 to
400 mK

Fig. 11 Voltage versus temperature dependence for 100 junctions 2×2 μm2 area

For an array of 100 junctions, a temperature resolution of 5μK has been achieved
which is better than the result of 30 μK for 10 junctions. Increasing the number of
junctions in series allow us to achieve higher sensitivity, which enables use of NIS
tunnel junctions fabricated in direct-write technology for thermometry application
[34].
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7 Andreev Current and Hot Electron Traps

Andreev reflection that describes mechanism of current and heat conductivity in
NS contact is usually not taken into account in tunnel NIS junctions due to much
larger single-particle tunneling. In the case of long mean free path for electrons,
the probability for electron to tunnel with Andreev reflection is very low. But at
temperatures much below Tc and bias voltages much below the energy gap V�, the
single-electron current drops down exponentially and Andreev current can become
dominating. The additional factor for increase of Andreev current is that in thin-film
structures, the electron-hole pair can drop many times at the NS border that will
proportionally increase the probability of tunneling. According to [32], the Andreev
subgap current contains two terms In and Is related to electron transport in N and S
electrodes.

(11)

Isubgap(U, T ) � In + Is

� �

e3 R2
n Svn dn

tanh(eU + 2kT ) +
�

e3 R2
n Svs ds 2π

eU/�c√
1 − eU/�c

In this equation, νn, νs—electron densities in N and S electrodes, dn, ds, and S
thickness of electrodes and area,Rn asymptotic resistance of junction, U bias voltage.
At temperatures below 200 mK, such excess subgap current is clearly observed in
IV curves of NIS junctions with Cu normal electrode (Fig. 12). In junctions with
ferromagnetic CrO2 or Fe underlayer, it is not so clearly visible, but still presented.
Magnetic field leads to dephasing inCooper pairs and suppression ofAndreev current
(Fig. 13).

Single-particle tunneling is dramatically sensitive to normal magnetic field, and
the Andreev current is sensitive to the applied in-plane external magnetic field. We
measured magnetic field dependencies in tangential and normal direction of external
magnetic field, see Fig. 13.

With ferromagnetic layer, Andreev current dependence is not as clear as for pure
Cu absorber, nevertheless it is impossible to describe IV curve in the model of simple
NIS junction (Fig. 14). Taking into account smaller area of junctions with Fe, the
values of In and Is are in the same range as forCu samples. Explanation of discrepancy
from simple model using Dynes parameter (Fig. 15) gives worse fitting. So we can
assume that instead of unclear empirical Dynes parameter, it is more reasonable to
use Hekking–Nazarov model.

The important issue of SINIS bolometer and electron cooler development is a
proper cooling of superconducting electrode. The natural way is to increase the
thickness and volumeof S electrode thatwill help to spread injected hot quasiparticles
in a large volume, and finally this energywill be transferred to phonons and sink in the
substrate. Another popular method is using a normal-metal trap. One of pioneering
experimental works [35] shows some improvement in cooling of thin 18 nm Al with
28 nm Cu film deposited above Al over oxide barrier. They observed improvement
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Fig. 12 Measured NIS conductivity (lines) and calculated according to (1,2) circles for tempera-
tures from 95 to 415 mK

Fig. 13 Conductivity of NIS junction for in-plane magnetic field 0; 95; 140; 180; 235 G (a), and
normal to the substrate direction 0; 19; 29; 34 G (b), both at temperature 90 mK
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Fig. 14 IV curve (a) and dynamic conductivity (b) for NIS with Fe underlayer, (1) measured at
130 mK, (2) at 80 mK. Dashed in A calculated current, line (2) in B calculated full conductivity,
(3) calculated conductivity assuming absence of Andreev conductivity and shunting of junction by
80 M�

Fig. 15 Measured
conductivity of NIS with Fe
(black dots), approximation
with Hekking–Nazarov
model (line) and using
Dynes model (dash)

when reduced distance from junction to Cu film from 8 to 0.2 μm. Another option
is using direct contact of normal-metal trap [36] in which the measured trapping
efficiency, that is the ratio of absorbed to incident power, was about 10% near 100
mK.

In our earlier paper [31], see figure above, the normal-metal traps were made
of Au film 60 nm thick, above that 65 nm of Al makes superconducting electrode.
Actually contact between Au and Al is a sort of resistive intermetallic compound
with not very high transparency. In some sense, such contact can be viewed as a sort
of tunnel junction, similar to [35]. In the case of Fig. 1b, c, we have Pd at the top of
TiAuPd trilayer and the top Pd makes perfect contact to Al. As a result, when Pd is
ultimately close to Al, as in Fig. 1b, we have visible suppression of superconductivity
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Fig. 16 Energy diagram illustrating how hot quasiparticle (red) with energy above the gap crossing
the SN border and resulting in moving back of Cooper pair (two blue circles) hot quasi-hole (red)
from N electrode. This provides the conservation of charge and energy. Finally, no energy escapes
from superconductor, similar to NS process of conventional Andreev reflection

and no strong evidence of electron cooling. When introducing a separation of 1–2
μm as in Fig. 1c, we return back to the original value of a double energy gap of Al
that is about 380 μV. Cooling of superconductor by normal-metal trap with direct
NS contact seems to be not as effective as with NIS junction with relatively high
transparency. This assumption can be illustrated with energy diagram (Fig. 16).
Similar to N-S transport, in the case of S-N transport the hot quasi-electron transfer
from S to N is accompanied with transfer in the opposite direction of Cooper pair
and a quasi-hole. In this case, we satisfy to charge, energy, and pulse conservation.
It can be described using equation [38] for heat transfer from S to N:

P(T ) � f0
2
S ∗

(
2p0
h

)2 k2

h
T

√
πT� exp

(
− �

kT

)
� w0ST

√
T� exp

(
− �

kT

)

(12)

with p0—Fermi pulse, f 0 constant of the order of unity, S junction area. For the
temperature difference δT , the resulting thermal flux for low temperatures

Q � A

√
�3

T
exp

(
− �

kT

)
∗ δT (13)

The temperature drop δT determined by this equation occurs at each of the boundaries
between the S and N electrodes. According to this equation, the additional thermal
resistance increases by 5 orders of magnitude when cooling down to 0.1Tc.
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8 Current Response, Quantum Efficiency,
and Thermalization

In our earlier experiments with conventional bolometers directly placed on silicon
substrate, we measure voltage response, as in Sect. 3 of this article. If we study
instead a current response, it can bring a clear description of quantum efficiency of
bolometer that is the number of tunneling electrons induced by a single photon of
radiation η = ne/np.

For conventional bolometers, it was about η = 1.2–1.5 instead of expected
η = hf/kT = 50 as it is predicted in theory for bolometric response [39], contrary
to the photon counter limit with η = 1. In the case of our suspended bolometer with
current response as in Fig. 17 of 0.7 nA at the incident power of 0.06 pW, the current
responsivity is 1.1× 104 A/W. Such current of 0.7 nA corresponds to 4.3× 109 elec-
trons per second and radiation power 0.06 pW at 350 GHz corresponds to 2.8 × 108

photons per second. As a result, we have quantum efficiency over 15 electrons per
photon. This is direct proof of our initial design idea to disconnect absorber from
direct contact to substrate for improving of thermal insulation and increasing of
bolometer response.

The important feature of our suspended bolometer is similar shape of IV curve
and dynamic resistance to thermal and optical heating (see Fig. 18). This is clear
proving that in such bolometers, we can obtain thermalization of radiation heated
electrons, which in turn provide better quantum efficiency. In conventional bolome-
ters with absorber on substrate, we observed nonthermal optical response [27], see
also Fig. 5, that is reflection of nonequilibrium energy distribution that is different
from Fermi distribution. By means of suspending absorber disconnected from sub-
strate, we managed better thermalization of energy in the electron system, and as a
result, obtained higher quantum gain.

Fig. 17 Current response of
suspended bolometer 0.7 nA
corresponding to quantum
efficiency over 15 electrons
per single photon at 350 GHz
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Fig. 18 Dynamic resistance
for phonon temperatures 100
and 183 mK without
radiation, and for 100 mK
with 3.8 pW optical power
load
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9 Conclusion

We develop a robust and simple technology for fabricating a new type of bolome-
ter with a suspended normal-metal (N) thin-film bridges between superconducting
(S) aluminum electrodes with tunnel barriers (I) forming a SINIS structure. The
bridges represent effective bolometer absorbers with reduced heat losses to sub-
strates. Such SINIS bolometers integrated with planar antennas are intended for
operation in the THz-range of radiation. Samples with different absorber materi-
als like Pd, Cr, and Cu were fabricated, and current–voltage characteristics were
measured at 50–350 mK bath temperatures. NIS junctions with Al superconductor
and suspended Cu absorbers demonstrate low leakage at zero bias and a high sub-
gap resistance that makes them competitive to conventional SINIS detectors with
absorber directly placed on Si substrate. The electrical responsivity of over 109 V/W
was measured by heating the absorber through additional contacts. Optical response
of such bolometers measured at 300 GHz and 100 mK bath temperature was over
3 × 108 V/W. Current responsivity of 1.1 × 104 A/W and quantum efficiency over
15 electrons per 350 GHz photon was measured in such samples. Dependence of
subgap resistance on in-plane magnetic fields up to 30 mT shows zero-bias conduc-
tivity minimum which could be explained by Andreev reflections in such structures.
Contrary to that in the normal magnetic field, the zero-bias conductivity increase due
to Abrikosov vortices in Al thin film that is a type 2 superconductor in the case of thin
film.We investigated the influence of a normal-metal trap on the performance of NIS
junction and came to the conclusion that such trap does not bring significant cooling
for S electrode but suppress superconducting gap in close region of NIS junction.
Improvement in S cooling can be achieved by diluting hot quasiparticles in a big
volume of superconducting electrodes and by means of large area normal-metal trap
and sink made of high transparency NIS junctions.
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Multichroic Polarization Sensitive Planar
Antennas with Resonant Cold-Electron
Bolometers for Cosmology Experiments

L. S. Kuzmin and A. V. Chiginev

Abstract Two types of planar multichroic antennas are reviewed. Frequency and
beam characteristics of the antennas are calculated numerically. Both antennas are
shown to have characteristics satisfying the ESA requirements.

1 Introduction. ESA Requirements

The origin of the Universe and the physics of its early moments is one of the major
questions facing themodern science. Recently, a considerable progress in studying of
Cosmicmicrowave background (CMB) has beenmade, and on its basis parameters of
inflationary model of expansion of the Universe can be measured with an accuracy of
several percent. Though, such fundamental questions as the nature of the dark matter
and dark energy comprising 96% of Universe energy density, remain still open.
The mechanisms which caused inflation also remain still misunderstood. Future
observations of CMB could clarify all these issues, confirm, or disprove inflationary
model of expansion of the Universe. Tools with an unprecedented accuracy and
efficiency are necessary for the answer to these questions.

The American experiment, Background Imaging of Cosmic Extragalactic Polar-
ization (BICEP2) has recently announced the detection of gravitational waves [1].
Formed in the early times of theUniverse, gravitationalwaves had to leave their traces
in the form of vortex B-mode polarization of the CMB according with the present
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theoretical models. The observation of B-mode was performed by a phased array of
slot antennas. These results, however, contradict with Planck’s dust measurements
[2] and should be verified at other frequencies.

The measurement of the CMB polarization is a part of the ambitious COSMIC
VISION2015–2025 program of the European SpaceAgency (ESA). TheCOrE+and
SPICA space missions are under consideration by ESA. The important goal for the
ESA is to reduce size of the focal plane by arrangement of the multi-frequency
detector array for simultaneous data acquisition [3]. This approach would reduce the
aberration and improve uniformity of the beam pattern across the total focal plane.

In this review, we consider two kinds of antennaswhich can be used asmultichroic
ones. These are the seashell antenna and the cross-slot antenna. In addition to being
able to operate asmultichroic antennas, they also have polarization resolution needed
for COrE mission. We perform numerical simulations of both antennas and obtain
their beam parameters and frequency characteristics. At the end of the review, we
compare the characteristics of these antennas.

2 Seashell Antenna

An example of the multichroic systems is a novel “Seashell” slot antenna [4, 5]
(Fig. 1). This name of the antenna has been chosen due to the likeness of round loops
of slots for different frequencieswith a seashell. The seashell antennahas severalmain
advantages compared to other concepts of multichroic antennas: sinuous antenna [6,
7] and cross-slot antenna [8–10] (see below). The main advantage of the seashell
antenna in comparison with sinuous and cross-slot antennas is that it provides the
opportunity for independent tuning of separate slots for each frequency. It is also
quite compact and can be easily extended to a larger number of frequency channels
by addition of proper slots. Moreover, this extension will not enlarge of the entire
system because all new smaller slots will be placed inside larger slots.

The radiation patterns of the seashell antenna for 75 and 105 GHz channels are
shown in Fig. 2. The beam has angular width of 26.5 and 16.8° at 75 and 105 GHz,
respectively. The values of ellipticity of the beam at 75 and 105 GHz (defined as
(Wmax –Wmin)/(Wmax +Wmin)) are approximately 3.5 and 4.7%. This fits the COrE
requirements. The cross-polarization components are also good: −22 dB at 75 GHz
and −35 dB at 105 GHz. The levels of side lobes are −15.5 dB at 75 GHz and
−15.4 dB at 105 GHz. Thus, the beam characteristics of the seashell antenna with
lens are good.

Frequency characteristics of the antenna have been calculated with parameters
which are realistic for CEB: capacitance of the tunnel junction is 200 fF and absorber
resistance is 20�. It is seen that the frequency characteristics have resonant character
(Fig. 3a).However, the non-resonant absorption appears due toOhmic losses inmetal,
as it is seen on the S-parameter for 105 GHz slots. That is why the estimation of the
FWHM of the resonances by usual way meets certain difficulties.
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Fig. 1 a A view of the seashell antenna. Slots are shown by blue. Ports for excitation are located
in CEB places; b a view of the lens and Si substrate

Fig. 2 Radiation patterns for horizontal (a, b) and vertical (c, d) polarization, at 75 GHz (a, c) and
105 GHz (b, d)
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Fig. 3 Influence of Ohmic losses on resonance structure. a S-parameters; b ReZ; c ImZ plotted at
various σ. Y3: σ � 1.5× 108 �−1 m−1, Y10: σ � 4.5× 108 �−1 m−1, Y30: σ � 1.5× 109 �−1

m−1
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The influence of losses in metal on resonance structure is illustrated in Fig. 3. It
is seen that the resonances of ReZ and ImZ are less sharp at lower σ (Fig. 3b, c). At
the same time, the frequency of the serial resonance is almost unchanged (Fig. 3c).
On the other hand, ReZ increases near serial resonance with σ decrease and becomes
closer to the port impedance 25� (Fig. 3b). Thus, S-parameter has sharper resonance
at lower σ, and another smooth resonance at a lower frequency appears.

Figure 4 illustrates the influence of CEB capacitance to S-parameters of the
antenna. With capacitance decrease, the resonance shifts to a higher frequency and
its width decreases. Also, the decrease in CEB capacitance results in appearance
of another resonance at lower frequencies (Fig. 4a). The latter can be explained by
addition of the impedance of the capacitor ZC �1/iωC to the antenna impedance,
which unavoidably lowers the ImZ curve at lower frequencies (Fig. 4c). It leads to
appearance of another serial resonance to the left of the main parallel resonance. The
frequency of this serial resonance depends on C and shifts to the right at lower C.

We noted here that in this consideration we do not include the modeling of the
seashell antennawith RCEB, aswe dowith the cross-slot antenna (see below). This is
mainly due to the fact that seashell antenna provides good frequency characteristics
without any additional resonant circuit. However, it is also possible, if one wants to
correct the frequency characteristics given by bare electrodynamics.

3 Cross-Slot Antenna

Another example of themultichroic antennawhich can be used as part of the receiving
system for COrE project is the cross-slot antenna (Fig. 5). Initially, the antenna of this
kind was used as a single-frequency one [9, 10]. The main advantage of the cross-
slot antenna in comparison with the seashell antenna is its more simple design. This
antenna consists of four perpendicular slots, which cross each other at a distance of
a quarter slot length from the end of the slot. Using microstrip lines, the signal from
the opposite slots is applied to RCEBs, each tuned to its own resonant frequency.
RCEBs are connected into gaps of microstrip lines. This connection provides an in-
phase operation of the opposite slots, and hence the formation of the desired radiation
pattern. The dielectric layer separating the ground plane frommicrostrip line is made
from silicon. At the ends of the microstrip lines facing the antenna slots, shorting
capacities are located. By the adjustment of these capacities, one can obtain desired
frequency characteristics of the antenna. A lens with anti-reflective coating, located
at the other side of the substrate, is responsible for beam formation (Fig. 5b).

We start with the description of the antenna with microstrip lines acting as waveg-
uides. However, it is possible to use other kinds ofwaveguides, such as coplanar lines.

For numerical simulation, we use software package CST Microwave Studio. The
calculations were performed in time domain. For excitations of slots, we use two
ports located at RCEBs’ places. The parameters of the antenna are selected so as to
provide acceptable antenna characteristics in the two frequency bands required for
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Fig. 4 Effect of CEB capacitance on resonance characteristics. a S-parameter; b ReZ; c ImZ
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Fig. 5 a A view of the cross-slot antenna. Slots are shown in blue; b a cross-cut of the lens and Si
substrate

Fig. 6 Radiation patterns of the cross-slot antenna at 75 GHz (a) and 105 GHz (b). Solid curves
show the diagrams formain component of the field and dashed curves—the diagrams for cross-polar
components. A Ludwig-3 basis [11] is used. Different cross-sections of the radiation diagrams are
marked by different colors

COrEproject—75 and 105GHz. For simplicity,we restrict ourselves to consideration
of one of the two polarizations of the antenna beam.

The radiation diagrams of the antenna are shown in Fig. 6.
Figure 6 shows that the cross-slot antenna has satisfactory characteristics of the

radiation pattern. In particular, it should be noted that the presented antenna has a
high resolution in polarization within the beam angular width, −3 dB power limited
by a maximum (half-power). The characteristics of the antenna pattern are given in
Table 1.

Figure 7 shows the frequency characteristics of the cross-slot antenna. They are
calculated by connecting the ports with an impedance of 20 � into breaks of the
strip lines connecting opposing slots (Fig. 7a). The characteristics have a resonant
character, and the corresponding frequency resonances are close to the frequencies
required for the project COrE-75 and 105 GHz (Fig. 7a). The real part of the antenna
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Table 1 Characteristics of the dual-frequency receiving systems

ESA
requirements

Seashell antenna Cross-slot antenna

75 GHz
channel

105 GHz
channel

75 GHz
channel

105 GHz
channel

Bandwidth at −3 dB,
GHz

20% of
resonance
frequency

18.8 (H)
15.4 (V)

19.3 (H)
22.3 (V)

14.9 19.0

Beam width, ° 20 26.5 16.8 24.3 19.5

Beam ellipticity, % <5 3.5 (H)
2.7 (V)

4.3 (H)
4.7 (V)

4.2 0.3

Polarization resolution,
dB

30 −34.5 (H)
−28.6 (V)

−41.5 (H)
41.3 (V)

23.4 29.6

impedance of 3.5 � for channel 75 GHz and 34 � to 105 GHz channel (Fig. 7b)
However, as we will see below, this antenna provides good matching with the RCEB
and gives the necessary resonance characteristics of the receiving system. From
Fig. 7b, it is seen that thewidth of the resonance curves exceeds the values specified by
the requirements of the ESA. Therefore, to obtain the desired width of the resonance
curve we proposed to use the resonance properties of the RCEB.

For modeling of the RCEB, we used a series oscillatory circuit (Fig. 8a). Two of
the oscillatory circuits tuned to frequencies close to, respectively, 75 and 105 GHz
are connected to the ports. As a result of the calculation, we obtained the frequency
characteristics of the antenna with RCEB (Fig. 8b). The calculations used the fol-
lowing parameters of discrete elements: inductances L75�130 pH, L105�120 pH,
capacitances C75�41 fF, C105�18.5 fF. Active resistances of both circuits are
equal to 15 �, which corresponds to the resistance of the RCEB absorber. Resonant
frequencies of the oscillatory circuits are, respectively, 68.9 GHz and 106.8 GHz.
The shifts of the resonance frequency of the circuits are due to the fact that in order
to obtain the desired outcome of the resonant frequency of the complete system one
has to compensate the imaginary part of the respective components of the impedance
matrix at the resonant frequencies (Fig. 8b).

From Fig. 8b, it is seen that the frequency characteristics of the receiving system
based on the cross-slot antenna are of the formof the resonant curveswith frequencies
corresponding to ones required by ESA-75 and 105 GHz. The linewidth of these
resonances is 14.9 and 19.0 GHz in 75 and 105 GHz channels, respectively. These
values are quite good for COrE. It also seen that the mutual influence of the two
frequency channels is limited to the level of −10 dB.
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Fig. 7 Frequency characteristics of the cross-slot antenna. a S-parameters, b Re and Im parts of
the antenna impedances

4 Comparison and Discussion

The characteristics of the dual channel receiving systembased on the seashell antenna
and cross-slot antenna with RCEBs are given in Table 1. The indices H and V
near some characteristics denote the relation to horizontal and vertical polarization,
respectively.

Table 1 shows that the dual-frequency receiver system based on seashell and
cross-slot antennas has good radiation pattern parameters and frequency characteris-
tics, generally satisfying ESA requirements for the multi-frequency receiver systems
intended for COrE project. Each system, both seashell and cross-slot antennas, has its
own pros and contras. The seashell antenna has the following advantages—(a) each
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Fig. 8 a Equivalent circuit of the cross-slot antenna with RCEBs; b S-parameters of the cross-slot
antenna with serial oscillatory circuits which model RCEBs

channel can be tuned separately, (b) the number of channels can be easily increased.
The cross-slot antenna has more simple design and is numerically proved to work
properly as a dual-frequency antenna.

The work is supported by the Russian Science Foundation (Project 16-19-10468).
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Passive Millimeter-Wave Imaging
Technology for Concealed Contraband
Detection

Jing-Hui Qiu, Jiaran Qi, Nan-nan Wang and Aleksandr Denisov

Abstract In this chapter, we firstly introduce the fundamental radiation detection
theory of the passive millimeter-wave imaging technique for human-body security
inspections. A radiation temperature transfer model for the passive millimeter-wave
near-field imaging is then proposed. The method to analyze the temperature contrast
between the human body and the concealed objects under indoor and outdoor envi-
ronments is presented accordingly. Furthermore, several key technologies involved
in the passive millimeter-wave imaging systems are discussed in detail, including the
millimeter-wave radiometer, themillimeter-wave feed antenna, the focusing antenna,
and the quasi-optical theory. Finally, a prototype of a Ka-band passive millimeter-
wave imaging system based on the focal plane array is manufactured. The system
design process and themeasurement results for some typical scenarios are elucidated.

1 Introduction

Objects in nature radiate electromagnetic waves of different spectra. Among them,
the frequency band spanning from 30 to 300 GHz is usually referred to as extremely
high frequency, with the corresponding wavelength varying from 1 cm to 1 mm,
known as millimeter-wave. The millimeter-wave band lies between the infrared band
and the microwave band, and hence has together their characteristics. Compared
with the microwave frequency band, the millimeter-wave has shorter wavelength,
indicating that a higher angular resolution can be obtained by the antenna of the same
size. Meanwhile, the spectrum resources are very rich benefiting from the extremely
wide frequency band. Compared with the infrared and visible light, millimeter-wave
imaging system has a relatively low spatial resolution, but it can penetrate fog, cloud,
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and dust at atmospheric windows including 35, 94, 140, and 220 GHz. This property
enables millimeter-wave imaging systems to operate in harsh weather conditions,
which is of great significance in applications such as remote sensing, navigation,
satellite communications, and military applications. Besides, millimeter-wave has
the ability to penetrate the fabric, which makes it the most appealing technology in
the airport security control, and other anti-terrorism applications [1, 2].

In recent years, terrorism has become increasingly rampant and security issues are
receiving accordingly more and more attentions. The reliability and intelligence of
the security system become very demanding. Currently, traditional security control
devices applied in airports can only detect metallic objects in proximity to the human
body and cannot locate the non-metallic objects. Although the X-ray backscatter
human scanners can detect concealed objects of different material properties under
the human clothing, its radiation is harmful to the human body, and it is thus not suit-
able for the general security check applications. Infrared imaging system based on
the detection of surface temperature cannot achieve useful images when the targets
are covered by the fabric. The millimeter-wave imaging system can, however, detect
hazardous article concealed under the human clothing, including metal objects, plas-
tic pistols, and explosives. The detected information by the millimeter-wave imaging
system is more detailed and accurate and will greatly reduce the false alarm rate.
Moreover, the passive millimeter-wave imaging technology is completely radiation-
free, which promises it broad application prospects [3].

2 Theory of Passive Millimeter-Wave Imaging

All the media (such as gas, liquid, solid, and plasma) radiate electromagnetic energy,
while the liquid and solid have continuous radiation spectra, which means that they
radiate electromagnetic energy in the whole frequency band. The main principle
of the passive millimeter-wave imaging technique is to receive the electromagnetic
radiation of the target and background passively using the radiometer array, whose
output voltage values are applied to measure the difference of the brightness temper-
atures and accordingly to produce the millimeter-wave image of the target and the
background. The temperature sensitivity, in other words, the minimum temperature
difference that can be detected, is one of themost important technical requirements of
the passive millimeter-wave focal-plane-array imaging system. Many factors have a
great influence on the temperature sensitivity of the imaging system, including emis-
sivity, transmittance and reflectivity of the material, efficiency of the feed antenna,
transmission characteristics of the focusing antenna, matching of the quasi-optical
path, and the performance of the radiometer. Therefore, the analysis of the bright-
ness temperature variation from the radiation source to the radiometer input, the
millimeter-wave radiation characteristics of different substances, the optimization of
the various parts of the imaging system, and the method to improve the temperature
sensitivity play important roles in developing the passive millimeter-wave imaging
system.
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In this chapter, the radiation detection principle and approximate condition of
the object in the millimeter-wave band are firstly analyzed based on Planck’s radia-
tion law, and the radiation temperature transfer model of the concealed items under
human clothing is thus established. Then, brightness temperature variation from the
target to the radiometer is discussed, and the brightness temperature of the object is
thus mathematically expressed by the power-distribution function projected to the
antenna aperture and themeasured power received by the antenna. Finally, the factors
affecting the temperature sensitivity of the passive millimeter-wave imaging system
are elucidated.

2.1 Planck’s Radiation Law–Blackbody Radiation Detection
Theory

In general, when electromagnetic waves are radiated onto the surface of the solids
(or the liquids), part of the energy is absorbed while the rest is reflected or scattered.
The blackbody can be defined as the ideal opaque material that absorbs all incoming
radiation at all frequencies with no reflection. Thermodynamic equilibrium condi-
tions indicate that the blackbody is not only a complete absorber, but also a complete
emitter.

In 1901, the German physicist Planck proposed a quantitative description of the
blackbody radiation characteristics of Planck’s law based on quantum theory. It
predicts that the blackbody radiates the energy at the same spectral brightness in all
directions, that is, the spectral brightness of the blackbody is non-directional, and
is only a function of temperature and frequency, which characterizes the unit solid
angle, unit area, unit bandwidth radiation power. The expression of this law is as
follows (2.1):

B f � 2h f 3

c2

(
1

eh f/kT − 1

)
(2.1)

where Bf is the blackbody radiation spectrum brightness, unit W ·m−2 ·Sr−1 ·Hz−1,
h is Planck’s constant, 6.63×10–34 J s, f is the frequency, unit Hz, k is Boltzmann’s
constant, 1.38×10−23 J K−1, T denotes the absolute temperature, unit K, and c is
the speed of light.
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Fig. 1 Planck’s radiation law curve

In (2.1), there are only two variables f andT.Figure 1 illustrates the variation of the
Planck blackbody spectrum brightness with the frequency at different temperatures.
It can be seen from the figure that the total level of the spectrum brightness increases
with the increase of the temperature T ; while the frequency at the maximum value
of Bf also increases with T . In the microwave band, as the frequency increases, the
value of Bf also grows.

When h f/kT<<1, that is, when the frequency is low enough, we have (x<< 1)

ex − 1 � (1 + x +
x ′

2
+ · · ·) − 1 � x (2.2)

Equation (2.1) can be reduced to

B f � 2 f 2kT

c2
� 2kT

λ2
(2.3)

where λ is the wavelength.
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Fig. 2 Approximate comparison of Planck’s law and Rayleigh–Jeans law when T = 293 K

Equation (2.3) is called the Rayleigh–Jeans formula. In the microwave range, the
Rayleigh–Jeans formula and the Planck blackbody radiation formula have little error
and are simple in mathematics. If Bf (P) is used to represent the spectral brightness
calculated by the Planck blackbody formula, and the spectral brightness calculated
by the Rayleigh–Jeans formula is expressed by Bf (R), the error can thus be expressed
as

�B f � B f (P) − B f (R)

B f (P)
× 100% �

[
1 − kT

h f

(
eh f/(kT ) − 1

)] × 100% (2.4)

When T equals the room temperature 293 K, the approximate analysis of Planck’s
law and Rayleigh–Jeans formula is shown in Fig. 2. It can be seen from the figure
that when the frequency is less than 3 THz, the error of the two is less than 1%.
In particular, when the frequency is around 35 GHz, the error is about 0.008%, and
when the frequency is 94 GHz, the error is about 0.02%.

According to [1], the losslessmicrowave antenna is placed in an anechoic chamber
maintained at a constant temperature T , and the total power received by the antenna
is

P � Ar

∫ f +� f

f

�
4π

B f (θ, ϕ)Fn(θ, ϕ)dΩd f (2.5)



134 J.-H. Qiu et al.

Fig. 3 Radiation temperature transfer model

If the Rayleigh–Jeans formula is substituted into the above equation, the linear rela-
tionship between the temperature T and the powerP can be observed in the frequency
range�f , as shown in (2.6). This result is of great importance, indicating that in some
cases the temperature T and the power P can be equivalent [4–6].

P � kT� f (2.6)

2.2 Radiation Temperature Transfer Model of the Passive
Millimeter-Wave Near-Field Imaging

Figure 3 shows the radiation temperature transfer model of the passive millimeter-
wave near-field imaging. The relationship between the radiation source and the input
power of the radiometer is mathematically determined by analyzing the relationship
between physical temperature and brightness temperature of the radiation source,
brightness temperature and the apparent temperature of the antenna, and the apparent
temperature of the antenna and the measured radiation temperature of the antenna.
Meanwhile, with the help of the radiometer calibration equation, the relationship
between the radiation source and the output voltage of the radiometer is further
established, which lays a theoretical foundation for the study of the contrast between
concealed objects and human body.

As shown in Fig. 4, the apparent brightness temperature of human body and
target mainly includes three parts: firstly, the clothing itself to the antenna radiation;
secondly, the temperature of the environment after the reflection of the antenna
radiation; thirdly, radiation from the bright temperature transmitted from clothing.
In the third part, radiation from the bright temperature transmitted from clothing
is complex, and it includes two parts, i.e., the radiation of the human body or the
hidden object and the reflection from the human body on the equivalent ambient
temperature. The equivalent ambient temperature includes the transmission of the
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Fig. 4 Schematic diagram of apparent brightness temperature difference between human body and
concealed target

ambient temperature through the clothing, the radiation of the clothing itself, and
the brightness temperature of the human body or the hidden object reflected by
the clothing. According to this principle and radiation temperature transfer model
of the passive millimeter-wave near-field imaging, we can calculate the brightness
temperature differences betweenmetals, non-metal concealed objects, and the human
body under indoor and outdoor environments.

3 Millimeter-Wave Radiometer

Millimeter-wave radiometer is a kind of high-sensitivity receiver, and it measures
the radiation from the objects under test in the millimeter-wave band. Nowadays,
it has already been widely used in atmospheric, land, and marine remote sensing,
providing an efficient method for us to sense our living environment.

3.1 Key Technical Parameters of Millimeter-Wave
Radiometer

The key technical parameters of millimeter-wave radiometer include temperature
sensitivity, noise coefficient, bandwidth, integral time, veracity, and stability.

As aforementioned, temperature sensitivity is an important parameter to evaluate
the performance of the radiometer. It matters whether the concealed objects under
the human body could be detected by the imaging system.
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According the literature [7, 8], the minimum detectable temperature difference is
expressed as

�Tmin �
√

�T 2
N + �T 2

G (3.1)

where �TN is the indeterminacy caused by the system noisy temperature and �TG

is the indeterminacy caused by the system gain fluctuation.
In (3.1), the indeterminacy caused by the system noisy temperature is defined as

�TN � αTsys√
Bτ

(3.2)

where T sys is the equivalent temperature of the system, α represents the constant of
the radiator, B denotes the equivalent bandwidth of the radiator before demodulation,
and t is the integral time constant.

In the formula (3.1), the indeterminacy caused by the system gain fluctuation is
defined as

�TG � TNE
�G
G (3.3)

where �G is the system gain fluctuation and TNE denotes the weighted value of
the gain by the noisy temperature. The temperature sensitivity has a little difference
because different kind of radiator has different radiator constants.

The direct detection radiometer belongs to full-power type of radiometer. Its
temperature sensitivity mainly depends on the indeterminacy caused by the system
noise temperature and the fluctuation of system gain. Equation (3.2) can be further
expressed as

�TN � aTsys√
Bτ

� a(TAP + TREC)√
Bτ

(3.4)

where TREC is the noisy temperature of the receiver itself, TREC = (Nf − 1)Tsl, TAP

denotes the received temperature,Nf is the receiver’s noisy temperature, and it equals
to the specific value of input SNR and output SNR, and Tsl denotes the environment
temperature.

For the direct detection radiometer,a =1.AsTAP varies little,Nf make anvital role
in temperature sensitivity, and thus the important parameter are the noisy temperature
Nf of the receiver, the equivalent bandwidth B of the radiator before demodulation,
the integral time constant t, and the matching condition of each parts. A smaller Nf ,
a bigger the B, and a longer t will lead to a higher temperature sensitivity.
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Noisy figure Nf and noisy coefficient F are used to measure the system perfor-
mance. The noisy coefficient F is defined as the specific value of input SNR and
output SNR,

F � SN Ri

SN RO
(3.5)

The logarithmic of F is defined as the noisy figure,

N f (dB) � 10lgF (3.6)

The cascaded system’s noisy coefficient is (assuming the bandwidth is same)

Frn � F1 +
F2 − 1

G1
+
F3 − 1

G1G2
+ · · · (3.7)

where F1, F2, and F3 are the noisy coefficients of the first-, the second- and the
third-order low-noise amplifiers, while G1 and G2 denote the gains of the first- and
the second-order low-noise amplifiers.

It is obvious that the gain and the noisy figure of the first low-noisy amplifier have
the most significant influence on the temperature sensitivity.

3.2 Millimeter-Wave Direct Detection Radiometer

Direct detection radiometers have the advantages of small size, low power con-
sumption, and wide operating bandwidth. We introduce in this section a Ka-band
miniaturized direct detection radiometer. By optimizing the receiver structure, the
radiometer is improved to have higher temperature sensitivity, better stability, and
better consistency. The presented radiometer is suitable to form the receiver array of
a passive millimeter-wave focal-plane-array imaging system.

The schematic diagram of the circuit of the direct detection radiometer is shown
in Fig. 5. The radiometer applies the antipodal fin line at the input to achieve the
waveguide-to-microstrip transition, and three cascaded low-noise amplifier (LNA
MMIC) follows to achieve about 60 dB of radio frequency amplification on the
input noise. After the square law detection, filtering, low-frequency amplification
and integration, the radiometer finally outputs the voltage value corresponding to the
brightness temperature of the target under test.
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Fig. 5 Schematic diagram of the circuit of the direct detection radiometer

Fig. 6 Schematic diagram of the waveguide-to-microstrip transition structure based on the antipo-
dal fin line

Fig. 7 Photograph of direct detection receiver

The front end of Ka-band miniaturized direct detection radiometer applies the
antipodal fin line structure to achieve the waveguide-to-microstrip transition. As
shown in Fig. 6, both the top and the bottom metal coatings follow the exponential
curve. The RT/Duroid5880 substrate with the relative permittivity of 2.22 and the
thickness of 0.254 mm is chosen to support the structure. The total length of the
waveguide-to-microstrip transition is 12 mm. The return loss and the insertion loss
of the transition structure are simulated byCSTMicrowave Studio®. In the frequency
range from33 to 37GHz, the return loss is less than 16 dB and the insertion loss is less
than 0.12 dB. Figure 7 illustrates the appearance of the Ka-band miniaturized direct
detection radiometer. The measured key specifications of the Ka-band radiometer
are listed in Table 1.
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Table 1 The measured key specifications of the Ka-band radiometer

Technical specifications Measured values

Working frequency 35 GHz ± 1.8 GHz

RF gain 60 dB

Range of the detected brightness temperature 263–333 K

Tangent sensitivity −86 dBm

Integration time 0.5 ms

Noise figure ≤3.5 dB

Linearity ≥0.999

Stability (72 h) <2 K

High frequency gain 60 dB

Dimensions of RF front end 14 mm×14 mm×80 mm

Operating mode Direct detection

3.3 Calibration Method for the Radiometer Array Adopted in
the Passive Millimeter-Wave Imaging System

The calibration of the millimeter-wave radiometer arrays is a key technology for the
imaging applications. Its precision affects directly the image quality based on the
detected millimeter-wave radiation.

The focal-plane-array imaging system usually adopts a sensor array, i.e., the
radiometer array in our passivemillimeter-wave imaging system, to realize the spatial
sampling of the detected objects. In order to make every channel of the multi-channel
radiometer array have good consistency, the calibration method has to be adopted
properly. Radiometer calibration is basically to determine the corresponding linear
relationship between the radiated noise power (equivalent to the antenna tempera-
ture TA) and the output voltage V out of the radiometer. Theoretically, the following
expression holds for a radiometer with acceptable linearity,

Vout � aTA + b (3.8)

where a and b are the coefficient to be determined by the calibration, V out denotes the
radiometer output voltage, and TA is the antenna temperature. In order to determine
the two calibration coefficients, we need to select two calibration sources as a priori
including a room temperature source and a heated calibration source.

Assume that for the ith radiometer the measured voltage output is VCOUT when it
measures the room temperature source, and the measured voltage output reads VHOT

when the heated temperature source is measured, we should have,

V i
cout � ai Tcold + bi , V i

hout � ai Thot + bi (3.9)
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We can then fix the coefficients of the ith radiometer by

ai � Thot − Tcold
V i
hout − V i

cout

, bi � V i
houtTcold − V i

coutThot
V i
hout − V i

cout

(3.10)

After determining the calibration coefficient, the linear relationship between the
radiometer output voltage and noise temperature will be established, which reads

V i
out � ai TA + bi (3.11)

For different radiometers, when the input antenna temperature TA is identical, their
output voltages may be different since the calibration coefficients can be different.
A proper calibration method has to be adopted to compensate the discrepancies of
the multi-channel radiometers. One commonly applied algorithm is introduced as
follows:

For an array of totally N radiometers, the mean values a0 and b0 of the two
calibration coefficients ai and bi (i = 1, 2,…,N) are selected as a calibration standard.
When the input antenna temperature isTA, the calibrated output voltage should follow

V 0
out � a0TA + b0 (3.12)

The output voltage value of the ith radiometer before calibration reads

V i
out � ai TA + bi (3.13)

After calibration, its output voltage reads

V i
out′ � (ai + �ai )TA + (bi + �bi )

� ai TA + �ai TA + bi + �bi

� V i
out + �ai TA + �bi (3.14)

where Vi
out is actual output voltage of the ith radiometer, �ai = a0–ai and �bi =

b0–bi. The calibration method makes every radiometer in the array have the same
linearity. Hence, the output voltage values will be same when the input power is
identical.

As to the selection of calibration source, it is better to choose theminimum and the
maximum values of the possible input antenna temperatures of the imaging system.
In human-body security inspection systems, we can adopt the absorbing materials
to construct the calibration sources for their low reflectivity and high emissivity.
Furthermore, copper plates/shells are chosen to support the absorbing materials,
and provide calibration sources of different temperature with the help of heating
devices. The room temperature (293 K) and 40 °C (313 K) are suitable for the
room temperature source and the heated source for calibration. As shown in Fig. 8,
the heated calibration source is realized by a copper shell uniformly coated with
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the absorbing materials. The attached heater is controlled by a programmable PID
regulator to keep the temperature of the heated source constantly at 40 °C. The room
temperature calibration source can simply be realized by attaching uniformly the
absorbing material inside the copper shell.

According to (3.3), the calibration process can reduce the influence of the system
gain fluctuation on the temperature sensitivity and thus improve the output consis-
tency of the radiometer array. We can hence ignore the influence of �TG on the
temperature sensitivity �Tmin.

4 Passive Millimeter-Wave Near-Field Imaging Feed
Antenna

In the passive millimeter-wave focal-plane-array imaging system, the feed antennas
on the focal plane of the focusing antenna are required to distribute close to every
other in order to provide sufficient spatial resolution, and thus it is necessary to
adopt a feed antenna with a small cross section. On the other hand, the feed antenna
must provide efficient illumination for the focusing antenna with the lowest possible
overflow losses. The feed antenna has to provide high gain, which often requires the
antenna to have a large cross section. This contradiction needs to be properly handled
during the design of the focal plane antenna array. Many authors have proposed horn
antennas, printed dipole, or tapered slot antennas. However, these feed antennas may
fail to provide good illumination for the reflector or the focusing antenna, cannot be
tightly arranged, or have poor cross-polarization isolation.

In this section, a novel dielectric rod antenna is proposed and optimized by the full-
wave simulation. Experimental results confirm it a good candidate as a feed antenna
for the passive millimeter-wave focal-plane-array imaging system. The antenna gain
can be adjusted by changing the length of the dielectric rods rather than its cross
section, which make it possible to realize a tightly arranged feed antenna array, with
low overflow losses to achieve efficient illumination to the focusing antenna. These
merits make the dielectric rod antenna as the feed suitable for the millimeter-wave
focal-plane-array imaging.

Fig. 8 Calibration source model (left), the heated and the room temperature calibration sources
(middle), the PID controller (right)
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Fig. 9 Geometrical details of the proposed dielectric rod antenna

The novel dielectric rod antenna is shown in Fig. 9. A rectangular waveguide is
chosen to feed the antenna, while cylindrical dielectric rods form the main radiator.
Firstly, a circular cone is truncated by the rectangular dielectrics forming a good
transition from the rectangular cross section of the feed to the circular cross section
of the radiator. Such a structure is convenient to install and feed, and can also opti-
mize the radiation characteristics. Secondly, the dovetail matching and the circular
cone transition are adopted to further smooth the transition from the feed to the radi-
ator. These structures can reduce the input return loss, broaden the bandwidth, and
increase the gain. These sections are inserted into the feed waveguide, whose inner
wall is tightly attached to the dielectric rod antenna. Finally, two tapered cylindrical
dielectric rods are optimized as the radiation segments of the antenna to reduce the
antenna sidelobe level and thus to minimize the mutual coupling between the array
elements.

The antenna prototype is shown in Fig. 10, which is mainly composed of Teflon,
and the inner and outer surfaces of the feeding waveguide are coated with gold to
reduce the metal losses. According to the analysis of the quasi-optical path, the
radiation segment of the novel dielectric rod antenna has a length of 50 mm, while
the dovetail matching of the antenna is fixed at 2λ0.

Figure 11 shows the simulation andmeasurement results of the proposed dielectric
rod antenna. It can be seen that the VSWR of the antenna is less than 1.3 within the
wide frequency range from 26.5 to 40 GHz, and in particularly, the VSWR is less
than 1.2 in the frequency range from 28.5 to 37.3 GHz. The experimental results are
in good agreement with the simulation ones.
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Fig. 10 Physical structure of a new type of dielectric rod antenna

Fig. 11 Simulated and measured VSWR of the antenna prototype as a function of frequency

Figure 12 shows simulated andmeasured radiation pattern of the proposed dielec-
tric rod antenna. It is indicated that at 33, 35 and 37GHz, the 10 dB beamwidth of the
antenna is about 44°, and the measured gain is 16.3, 16.9 and 17.3 dB, respectively.
The E-plane and the H-plane patterns have good symmetry. The first sidelobe level
is about –20 dB, which is in good agreement with the simulation results.

Figure 13 shows the co-polarization and cross-polarization pattern of the dielectric
rod antenna at 35 GHz frequency. It is shown that the measured cross-polarization
level is less than –20 dB in the main radiation direction.

The coupling between antennas can make the radiation pattern worse, and the
radiation characteristics of each element in the array will further be inconsistent. In
the feed array of millimeter-wave imaging system, the space between the antenna
elements is small, so the antenna coupling should be carefully considered. As shown
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(a) E-plane =33GHz (b) E-plane =33GHz 

(c) E-plane =35GHz (d) H-plane =35GHz 

(e) E-plane =37GHz (f) H-plane =37GHz 

Fig. 12 Radiation pattern of the dielectric rod antenna ( Simulation Results, Test Results)
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Fig. 13 Measured co-polarization and cross-polarization levels of dielectric rod antenna

No.

No.

  1     2     3     4     5 

  7     8     9     10 6

Fig. 14 2×5 elements dielectric rod antenna array

in Fig. 14, a dielectric rod antenna array consisting of 10 elements is constructed
in the full-wave simulator, whose radiation length is set to 30 mm, and spacing is
1.5λ0. As shown in Fig. 15, the reflection loss of a single antenna element is less
than –18 dB in the frequency band of 26.5–40 GHz, and the isolation of No. 3 from
other antennas is more than 30 dB. According to the symmetry, the mutual coupling
between the elements of the antenna array is less than –30 dB.
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Fig. 15 Simulation results of S-parameter of dielectric rod antenna array

5 Quasi-optical Theory and Focusing Antenna for Passive
Millimeter-Wave Near-Field Imaging

In the passive millimeter-wave near-field imaging system, the objects under detec-
tion are often of small size. In order to get more details of the human body and the
objects, we need to achieve high spatial resolution image. To fulfill this goal, we need
to implement a focusing antenna between the feed antenna and the object plane. In
order to improve the spatial resolution in the plane of the object under detection, we
carefully design the quasi-optical path of the imaging system. Meanwhile, in order
to improve the frame rate of the system to achieve real-time imaging, we implement
further the mechanical scanning with the focal plane array. Such an imaging mech-
anism requires the shape distortion of the focal spot on the object planar as small as
possible when the feed antenna deviates away from the focus of the focusing antenna.

The passive millimeter-wave imaging system usually requires a focusing antenna
with double focal spots, which mainly includes the dielectric lens antenna and the
ellipsoid reflector antenna. As an example, we will discuss the quasi-optical path
design and the curvature selection for the dielectric lens antenna.

5.1 Quasi-optics Design Method

Considering the calculation speed, the complexity, and the accuracy, fundamental
mode Gaussian beam method is adopted to design the millimeter-wave imaging
quasi-optical system. Gaussian beam method is a fitting to the characteristics of the
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Fig. 16 Quasi-optical path of a given dielectric lens antenna

electromagnetic wave propagation, whose fundamental mode has analytical expres-
sions, and is of high accuracy in the millimeter-wave band [9, 10].

As shown in Fig. 16, the electromagnetic wave radiation from the object plane
propagates as a Gaussian beam and is cut by the lens. Proper phase shifts are added
by the lens so that the wave can be focused to the phase center of the receiving
antenna, allowing highly efficient energy harvesting. If r is the distance for a field
point to the shaft, w is the beam radius when the field strength decays to 1/e on the
optical axis, R is the radius of spherical wave front, λ is the wavelength, then the
normalized field intensity according to the Gaussian distribution on the plane z (z is
a definition value) reads

E(r)
/
E(0) � exp

[
−(

r
/
w(z)

)2]
(5.1)

The beam waist plane is then defined as the plane where the minimum radius of the
beam is observed. The minimum radius of the beam is called the waist radius w0. w0

and w satisfy the following relations, which read

w � w0 ·
[
1 +

(
λz

/
πw2

0

)2]0.5
(5.2)

Radius of the spherical wave front satisfies the following formula, which reads

R � z +
(
πw2

0

/
λ2

)/
z (5.3)
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5.2 The Design of the Optical System Parameters

System parameters include the center wavelength λ, sight range a×b, and the size
of the focal spot 2δ. Besides, the receiving antenna array is linearly configured.

(1) In order to determine the object distance z2 by the scanning angle and the field
of view of the dielectric lens antenna, we have

z2 � a

2 tan θ
(5.4)

(2) In order to determine the size of the lens, we have

δ � w02

√
ln

√
2 � 0.59w02 (5.5)

Considering the fact that the focal spot is getting larger when the feed is offset from
the axes, we could get the following equation by letting w02 = δ, which reads

w � δ
[
1 +

(
λz/πδ2

)2]1/2
(5.6)

According to the normal distribution characteristics of the Gaussian beam, limited
aperture of the lens must have the truncation effect on the Gaussian beam. Lens
diameter can be estimated by the following formula, which reads

D � 0.6784w · [TE (dB)]
1
2 (5.7)

where D is the diameter of the lens and TE is the truncated size.

(3) In order to determine the image distance z1, one needs to comprehensively
consider the arrangement of receiving antenna. Usually, the image distance is
fixed by

z1 � 1.2D (5.8)

(4) Waist radius of the antenna w01. In order to realize plane wave in the dielectric
lens, the asymmetric structure is adopted. According to (2), we could get

w � w0 • λz

πw2
0

[
1 +

(
πw2

0

λz

)2
] 1

2

≈ λz

πw0
(5.9)



Passive Millimeter-Wave Imaging Technology … 149

(5) The gain of receiving antenna reads

G ≈ 4π

θ2
HPBW

(5.10)

The beam width at the distance z away from the antenna aperture follows

2w′ � θHPBW · z (5.11)

Using the Gaussian beam method, we could express the antenna beam width by
Taylor expansion, which reads

w � w0 • λz

πw2
0

[
1 +

(
πw2

0

λz

)2
] 1

2

≈ λz

πw0
(5.12)

Considering the half-power beam width and the 1/e field intensity distribution, we
could get

θHPBW ≈ 1.18λ

πw01
(5.13)

The gain of the receiving antenna can finally be calculated by

G ≈ 89.1w2
01

λ2
(5.14)

5.3 Design of Lens Curvature

After determining the optical path parameters of the system, we should design an
appropriate lens. As shown in Fig. 16, the spherical wave 1 emitted from a primary
antenna is converted into a plane wave by the illumination surface of the lens. Based
on the reversibility of optical path, the plane wave becomes a spherical wave 2 and
converges to the image point after passing through the dark side of the lens. As shown
in Fig. 17, aplanatic conditions of ray 1 and ray 2 emitted from point O are as follows:

R

λ0
� L

λ0
+
R cos θ − L

λd
(5.15)

where L is the distance from the feed antenna to the lens; λd is the wavelength of the
electromagnetic wave in the lens. In the rectangular coordinate system with O as the
source point and the x-axis as the optical axis, the following expression is available:



150 J.-H. Qiu et al.

Fig. 17 Schematic of length
of dielectric lens
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It can be seen that the above equation is a hyperbolic one, that is, the focusing lens
is designed as a hyperbolic lens. In one face, the spherical wave is modified to plane
wave. The same idea can be used to design the other side of the lens shape. The
plane wave is modified to another spherical wave and converges in a point in space.
The dielectric lens should be selected with a material with small loss and moderate
dielectric constant, such as Teflon, cross-linked polystyrene, and polystyrene.

The center frequency of the actual quasi-optical path system is 35 GHz, and the
operating wavelength is about 8.57 mm, requiring a focal spot size of 2δ = 100 mm,
and linear array antenna sight width of a = 600mm. The designed system parameters
are listed as follows: z2 = 2854 mm, w = 188 mm, D = 572 mm, z1 = 686 mm, w01 =
9.97 mm,G = 20.8 dB, R1 = 686 mm, and R2 = 2854 mm. The calculated parameters
also meet the application conditions of the Gaussian beam method and hence can be
used to design the corresponding double-sided lens. Let f 1 =R1, f 2 =R2 and choosing
Teflon with refractive index n = 1.45 as the lens material, the contour lines of the
lens can be obtained from (5.17) and (5.18). To realize the assembly of the lens, there
is a 10 mm×10 mm ring around the edge of the lens, and the corresponding lens
contour equation is as follows:

(x + 390.6)2

78400
− y2

86436
� 1(x ≤ 0) (5.17)

(x − 1196.3)2

1356987
− y2

1496078
� 1(x ≥ 0) (5.18)

where (5.17) is the contour equation of the lens illumination surface, and (5.18) is
the lens dark side contour equation. The profile and the prototype of the lens are
shown in Figs. 18 and 19.
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Fig. 18 Profile of the dielectric lens

(b) Side view of a dielectric lens.(a) Front view of the dielectric  lens

Fig. 19 Photographs of the dielectric lens
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Fig. 20 Biased ellipsoidal reflector antenna

Similarly, the ellipsoidal reflector antenna can be designed using the fundamental
mode Gaussian beam method. The biased ellipsoidal reflector antenna is shown in
Fig. 20.

6 Passive Millimeter-Wave Near-Filed Imaging System

The key technologies about the multi-channel millimeter-wave focal-plane-array
(FPA) imaging system are introduced in the previous sections of this chapter, i.e.,
analysis and design of quasi-optical path, focusing antenna, Ka-band miniaturized
direct detection radiometer and dielectric-rod feed antenna with features of small
cross section and low sidelobe level, respectively. Based on these research results,
the overall multi-channel millimeter-wave focus plane array imaging system will be
presented in this section including system structure and scanning method, sampling
and focus plane array arrangement, and calibrationmethodof system.The 20-channel
and 70-channel PMMW imaging systems will be introduced as two examples.
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Fig. 21 Illustration of PMMW focus plane array imaging system

6.1 20-Channel FPA System for Hidden Object Detection
Under Human Clothing

According to the previous analysis, a multi-channel millimeter-wave FPA imaging
system is presented in Fig. 21. This system operates in the Ka-band. Its horizon-
tal view sight is covered with 20-channel radiometers and feed arrays while the
vertical view sight is covered with mechanical scanning of reflector in the range
of ±4.75°. With the help of the ellipsoidal reflector antenna, the electromagnetic
wave will be focus on the plane of z2 = 3 m. On this plane, the area of sight view is
0.6m(H)×1m(V). The diagram of system structure and themanufactured prototype
are shown in Fig. 22 and Fig. 23, respectively.

As shown in Fig. 24, we took constant temperature water tank as background and
set its temperature to 40 °C. In front of the tank was an iron ruler of 4 cm width. The
millimeter-wave imaging picture is then presented in right one of Fig. 24. The ruler
can be clearly seen so the spatial resolution is no bigger than 4 cm.

The optical picture andmillimeter-wave image of a humanwith ametalwrench are
shown in Fig. 25. The results indicate that this system can detect the metal and non-
metal prohibited hidden objects under human clothing. Its temperature sensitivity is
less than 1 K, and spatial resolution is no bigger than 4 cm. The system can be used
for detecting the concealed objects under the clothing in the indoor environment.
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Fig. 22 Diagram of PMMW focus plane array imaging system

6.2 High Spatial Resolution 70-Channel FPA System for
Concealed Object Detection Under Human Clothing

The diagram of 70-channel PMMW imaging system is shown in Fig. 26. The whole
machine is composed of cabinet shell, scanning reflector rotating structure, elliptical
surface focusing antenna, radiometer array, calibration system, and control device.
The assembly process is from bottom to top.

The PMMW imaging system mainly consists of system framework subsystem,
quasi-optical subsystem, radiometer array subsystem, data acquisition subsystem,
data processing subsystem, and electronic control subsystem. The manufactured
prototype of the 70-channel PMMW imaging system is presented in Fig. 27, and the
test pictures from the imaging system can be seen in Fig. 28. Several key technical
specifications can be found in Table 2.
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Fig. 23 Practical machine of 20-channel PMMW focus plane array imaging system (the left is
front view and the right is side view)

Fig. 24 Constant temperature water tank, iron ruler, and millimeter-wave imaging picture
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Fig. 25 Detection test of hidden objects under human clothing (the target is a mental wrench, left
one is optical picture while right one is millimeter-wave picture)

Fig. 26 Diagram of system structure
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Fig. 27 70-channel PMMW imaging system machine

(a) metal (b) washing 
powder

(c) transparent     
soap

Fig. 28 Picture from the 70-channel PMMW imaging system
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Table 2 Several key technical specifications of he 70-channel PMMW imaging system

Technical specifications Measurement results

Image primitive pixels V174×H70

Sight view (FOV) V2 m×H0.8 m

Center frequency 35 GHz

3 dB bandwidth 4 GHz

Diameter of focus antenna 1.3 m

System spatial resolution 20–40 mm

System temperature sensitivity <1 K

Imaging distance 0.8 m (the distance between front panel and
human body)

Imaging rate 2 Hz

Imaging output pixels V348×H140

Working temperature 0–40 °C

Bright temperature input 263–343 K

Human humidity 10–95% (No condensation)

Data storage Data of more than 10,000 human (decide by
computer’s memory)

System size Width 1.4 m × thickness 1.6 m × height 2.3 m
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Coupled Spin and Heat Transport in
Superconductor Hybrid Structures

Detlef Beckmann

Abstract Superconductor–ferromagnet nanoscale hybrid structures have attracted
considerable theoretical and experimental efforts, both due to the fundamental ques-
tion of the competition of superconductivity and magnetism, and possible applica-
tions in superconducting spintronics and quantum information processing. Most of
the attention has recently been focussed on magnetic Josephson junctions and the
triplet proximity effect, and several chapters in this book are devoted to this topic.
In addition to triplet Cooper pairs, superconductor–ferromagnet hybrid structures
feature spin-polarized quasiparticle transport. Quasiparticles are exclusively respon-
sible for heat transport in superconductors, since the Cooper pairs carry no entropy.
In this chapter, we discuss recent developments in the investigation of coupled quasi-
particle spin and heat transport in nanoscale superconductors with a spin splitting of
the density of states. The coupling of spin and heat transport leads to very slow spin
relaxation and giant thermoelectric effects, which could lead to interesting applica-
tions in thermometry or microrefrigeration.

1 Introduction

Hybrid structures of superconductors and ferromagnets have been studied intensely
both experimentally and theoretically over the past few decades. These studies have
been motivated by emergent phenomena due to the competition of superconductivity
and magnetism [1–7]. The proximity effect between superconductors and ferromag-
nets gives rise to an induced Fulde–Ferrell–Larkin–Ovchinnikov state in the ferro-
magnet, which is characterized by an oscillatory dependence of the pair amplitude in
the ferromagnet, and the presence of triplet Cooper pairs with zero projection along
the magnetization axis. The oscillatory dependence leads to Josephson junctions
with an intrinsic phase shift of π at certain film thicknesses (or even arbitrary ϕ in
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suitable structures), with possible applications in superconducting digital and quan-
tum circuits [8]. In addition, magnetic inhomogeneity can induce long-range spin-
polarized supercurrents due to equal-spin triplet Cooper pairs [1]. Spin-polarized
quasiparticle tunneling [9, 10] can be used, for example, as a tool to investigate spin-
dependent material properties. Transport properties of superconductor–ferromagnet
hybrid structures are now actively investigated as building blocks for superconduct-
ing spintronics.

Spintronics, in general, aims at implementing electronic functionality by utiliz-
ing the spin degree of freedom of the electron [11]. Spintronics is characterized by
nonequilibrium spin accumulation and coupling of spin and charge currents. Spin
caloritronics is a subfield of spintronics that emphasizes the coupling of spin and heat
currents [12] and may eventually eliminate the charge degree of freedom entirely by
using magnons [13]. A key consequence of the coupling of spin and heat currents
is the generation of spin-dependent thermoelectric effects, with possible applica-
tions in thermometry and thermoelectric power conversion. In this chapter, we will
discuss recent progress in the investigation of coupled spin and heat transport in
superconductor hybrid structures.

2 Nonlocal Spin Transport

Nonequilibrium transport in spin-degenerate superconductors is characterized by
quasiparticle distribution functions which reflect the twofold particle-hole degree
of freedom, leading to two distinct modes of nonequilibrium. These are commonly
called the longitudinal (or energy) mode and the transverse (or charge imbalance)
mode. In quasi-equilibrium, where the distribution functions can be approximated
by Fermi functions, the two modes are characterized by an effective temperature
T * and a chemical potential shift �μ of the quasiparticles (relative to the Cooper
pairs) [14, 15]. Adding the twofold spin degree of freedom to the picture doubles
the number of modes [16]. In addition to spin-dependent distribution functions, the
quasiparticle spectrum can be spin-dependent in the presence of a Zeeman splitting
[17, 18] or exchange interaction with a magnetic material [19, 20]. This leads to
two possible realizations of spin accumulation in superconductors: spin-degenerate
spectrum with spin-dependent distribution and spin-dependent spectrum with spin-
degenerate distribution. We will be concerned here with the latter case.

It has been well known since the 1970s [17, 18] that thin superconducting films
in an in-plane magnetic field can exhibit a sizeable Zeeman splitting of the quasipar-
ticle density of states. The prime example is aluminum, where the weak spin-orbit
scattering leads to well-resolved spin bands with negligible mixing between the two
spin projections [21]. Figure 1 shows a scheme of spin injection and detection in
high-field superconductors. In the following, we will deal only with tunnel junctions
and denote ferromagnets, normal metals, insulators, and superconductors by F, N,
I, and S, respectively. A ferromagnetic injector is biased at voltage V relative to
the superconductor. The density of states in the superconductor is spin split, either
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Fig. 1 Scheme of spin injection and thermal spin transport in spin-split superconductors

by the Zeeman effect due to an applied magnetic field or by exchange interaction
with a ferromagnetic insulator. Electrons tunneling from the injector into the super-
conductor create a nonequilibrium quasiparticle distribution, which contains charge
imbalance, spin imbalance, and excess energy. In general, this will be a nonthermal
distribution which cannot be described by an effective temperature and chemical
potential. Charge imbalance relaxes over the length scale λQ∗ � 1μm at high mag-
netic fields [22]. The spin asymmetry of the distribution function decreases on the
length scale λsf. λsf � 1μm in aluminum in the normal state [23–25] and tends
to decrease in the superconducting state [26]. While charge and spin relaxation are
mostly elastic under these conditions, the excess energy is subject to inelastic relax-
ation. Coulomb scattering leads to a thermalization of the quasiparticles among each
others on the length scale λee, leading to a hot quasiparticle distribution character-
ized by an effective temperature T ∗ � T + δT . While λee is not precisely known
in the superconducting state, some features related to the thermalization process
[27] may have been observed in experiments [28]. Due to the spin splitting of the
density of states, the hot quasiparticle distribution is accompanied by a nonequilib-
rium spin accumulation, i.e., the quasiparticle heat current in the superconductor is
accompanied by a spin current. The nonequilibrium spin accumulation is detected
by observing the current flowing out of a FIS junction at zero bias. The generation
of the detector current can be understood as a spin-dependent thermoelectric effect
driven by the temperature difference between the hot quasiparticles and the cooler
ferromagnetic detector, which will be described in more detail in Sect. 3. Finally,
the quasiparticles cool to the bath temperature by electron–phonon scattering on the
length scale λep � λee [27, 29–31]. A detailed description of the different relaxation
stages can be found in [27].

High-field spin transport in superconducting aluminum has recently been inves-
tigated experimentally [28, 32–37]. In Fig. 2a, the nonlocal conductance gnl of an
iron–aluminum spin-valve structure is shown for different magnetic fields B [32].
gnl is negligible at energies below the gap. At zero applied field, a small positive
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(a) (b)

Fig. 2 aNormalized nonlocal conductance gnl/GinjGdet as a function of injector biasV for different
magnetic fields B in an iron–aluminum nonlocal spin valve at T = 50 mK. b Spin relaxation length
λS for different samples as a function of magnetic field B. Data taken from [32, 33]

contribution due to charge imbalance is seen, which is symmetric with respect to
bias polarity (i.e., the current is an odd function of bias). Upon increasing the field,
a large signal develops in the bias range corresponding to the Zeeman splitting. This
conductance signal is mainly odd in bias, i.e., the nonlocal current is an even func-
tion of bias. The symmetry of the signal reflects the thermal origin of high-field spin
transport, since heating does not depend on bias polarity. Figure 2b shows the spin
relaxation length λS as a function of magnetic field for different samples [32, 33],
determined by tracking the decay of the nonlocal spin signal as a function of contact
distance. It is of the order of 5 μm and increases with magnetic field. λS exceeds the
normal-state spin relaxation length by about an order of magnitude. The slow spin
relaxation in the superconducting state reflects the freeze-out of electron–phonon
scattering at low temperatures.

3 Spin-Dependent Thermoelectric Effects

Thermoelectric effects are usually described by a matrix of transport coefficients
connecting the driving forces (electric field E and thermal gradient ∇ T ) to the
resulting currents (charge current density jc and heat current density jQ) [38]:(

jc
jQ

)
�

(
L11 L12
L21 L22

)(
E

−∇T

)
. (1)

Each of the coefficients Lij is in general a tensor. The off-diagonal coefficients encode
the thermoelectric effects, and in the linear-response regime they obey the Onsager
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reciprocity relation [39] L21 � TL12. Experimentally, one usually does not measure
these coefficients directly (except for the electric conductivity σ � L11). The heat
conductivity is defined by jQ � −κ∇T under the condition E = 0 and is given by
κ � L22 − L21L

−1
11 L12. The Seebeck coefficient (also known as the thermopower) is

defined by E = S∇T under the condition jc = 0 and is given by L−1
11 L12. The Peltier

coefficient is defined by jQ � Π jc under the condition ∇T = 0 and is given by Π =
TS.

For ordinary metals, within the Sommerfeld expansion, the Seebeck coefficient
is given by the Mott relation [40]

S � −eL0T
d ln σ (ε)

dε

∣∣∣∣
ε�εF

, (2)

where L0 � π2k2B/3e2 is the Lorenz number and σ (ε) is the energy-dependent spec-
tral conductivity. In the same approximation, the thermal conductivity is given by
κ ≈ L22 ≈ L0Tσ (the Wiedemann–Franz law). From (2), it is apparent that ther-
moelectric effects only appear when particle-hole symmetry is broken. Also, one
can infer that large thermoelectric effects require a spectral conductance that varies
strongly on the energy scale kBT . For ordinary metals, for example, σ (ε) varies on
the energy scale of the Fermi energy εF, and one finds S ∼ (kB/e)kBT/εF , which
is O(1μV/K) at room temperature, and vanishes for T → 0. Large thermoelectric
effects at low temperatures can be obtained, e.g., with Kondo alloys [41] or quan-
tum dots [42]. Superconductors also have strongly energy-dependent spectra at low
energies, but their intrinsic particle-hole symmetry and zero resistance seem to make
them unsuitable for thermoelectricity, at least at first glance.

Nevertheless, the question of thermoelectric effects in superconductors is actu-
ally an old subject, dating back to Ginzburg’s work in the 1940s [43]. The super-
conducting condensate itself carries no entropy, and therefore has neither thermal
conductivity nor thermopower. A thermal gradient applied to a superconducting wire
will, however, drive a quasiparticle current. The corresponding thermal and charge
currents are reduced compared to the normal state by the opening of the energy gap.
In addition, the thermoelectric current carried by the quasiparticles will be compen-
sated by a counterflow of supercurrent, such that no thermoelectric voltage develops
along the superconductor. Nevertheless, the thermoelectric current has an observ-
able consequence: The supercurrent produces a phase difference between the ends
of the superconducting wire. In bimetallic loops with different normal-state Seebeck
coefficients, a net phase difference will remain, driving a circulating current around
the loop. This current produces a measurable magnetic flux [44]. Numerous exper-
iments have been performed, with sometimes contradictory results, and the subject
continues to attract experimentalists [45].

A second type of thermoelectric effect can be observed in superconductor hybrid
structures even if one neglects the normal-state Seebeck effect, i.e., when particle-
hole symmetry is exact. In the presence of a supercurrent, the quasiparticle spectrum
becomes anisotropic. In the clean limit, this can be described as a Doppler shift of the
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(a) (b)

Fig. 3 bSchematic viewof the generation of spin-dependent thermoelectric effects in aFIS junction
with a spin-split superconductor. a False-color scanning electron microscopy image of a sample
with measurement configuration for thermoelectric measurements [55]

quasiparticle spectrum, with different excitation energies for quasiparticles moving
parallel or antiparallel to the supercurrent. A thermal gradient then generates charge
imbalance [46], which can be measured using normal metal junctions attached to the
superconductor. Note that in this case, the problem of the superconducting short cir-
cuit is avoidedbydirectlymeasuring the quasiparticle electrochemical potential using
tunnel probes. In the diffusive limit, the resulting thermoelectric effect appears as a
coupling term between longitudinal and transverse mode nonequilibrium [15, 47].
This mechanism of thermoelectric current generation can be observed in supercon-
ducting wires [48] and Andreev interferometers [49–51]. In the latter case, it leads to
phase-dependent thermopower oscillations, which are accompanied by oscillations
of the heat conductance [52]. Phase-dependent heat transport has recently also been
observed in Josephson junctions [53, 54].

Recently, it has been predicted that a new type of spin-dependent thermoelectric
effect can be observed in superconductor–ferromagnet hybrid structures [56–60].
The generation of thermoelectric currents in these structures is shown schematically
in Fig. 3a. The density of states in the superconductor (S) is spin split, which can be
either due to an applied magnetic field [58] or due to the proximity effect with a fer-
romagnet [56]. While the overall density of states still obeys particle-hole symmetry,
the density of states for each spin breaks particle-hole symmetry. If a ferromagnet
(F) is attached to the superconductor via a tunnel barrier, the junction conductance
has a finite spin polarization P. Thermally excited electrons tunneling into and out of
the superconductor are spin-selected by the Zeeman splitting of the density of states
in the superconductor, and in conjunction with the finite polarization P, this leads
to a net thermoelectric current. The charge current through the junction for arbitrary
voltage bias V and temperature difference δT can be written as [58]

Ic(T , δT ,V ) � GT

e

∫ [
N0(ε) +

PNz(ε)

2

]
× [

f0(ε − eV ,T + δT ) − f0(ε,T )
]
dε, (3)
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where GT is the junction conductance in the normal state, N0 � (N+ + N−)/2,Nz �
(N+ − N−),N± are the densities of states for the two spin projections in the super-
conductor, and f 0 is the Fermi function. The term PNz is an odd function of energy
and gives rise to the thermoelectric current. In the linear regime, in analogy to (1),
the charge current Ic and the heat current IQ through the junction can be written as
[58] (

Ic
IQ

)
�

(
g η

η gthT

)(
V

δT/T

)
, (4)

where g is the electric conductance, gth is the thermal conductance, and η is the ther-
moelectric coefficient. The matrix has been written such that the Onsager symmetry
between Seebeck and Peltier effect is explicit. For the spin current Is and the spin
heat current IQs, one can write an additional matrix as(

Is
IQs

)
�

(
Pg α

α gGthT

)(
V

δT/T

)
, (5)

where α describes a thermally driven spin current across the junction. It is related to
the thermoelectric coefficient by η = Pα. Thus, the spin-dependent thermoelectric
effect in these junctions is directly linked to the coupled spin and heat currents.

Figure 3b shows a scanning electron microscopy image of a hybrid structure used
tomeasure spin-dependent thermoelectric effects.A thin aluminumoxide layer forms
a tunnel barrier between a superconducting aluminum wire and a ferromagnetic iron
wire. A superimposed copper wire serves as additional measurement lead. An ac
heater current is passed along the iron wire to create a temperature difference δT
across the junctions, and the resulting thermoelectric current is measured using one
of the copper leads using second harmonic detection.

Figure 4a shows the normalized thermoelectric coefficient eη/GT�0 as a function
of magnetic field for a FIS junction at different base temperatures T 0. Symbols are
experimental data, lines are fits using (3). For these fits, the spectral properties of
the superconductor were calculated self-consistently, using the model of [62]. To
illustrate the physics, Fig. 4b shows Nz as a function of energy and magnetic field
for the fit at T 0 = 100 mK. At zero field, i.e., in the absence of spin splitting, Nz

= 0, and consequently there is no thermoelectric current. Upon increasing the field,
Nz becomes nonzero, and the spectral gap is gradually reduced. The thermoelectric
current then becomes finite and increases up to the field where the spectral gap goes
to zero, about 1 T for this sample. At higher fields, the spin bands overlap, and
the thermoelectric current decreases again, until it vanishes at the critical field of
about 1.2 T . Increasing temperature increases the thermoelectric current, especially
at small fields, due to thermal excitation above the gap. The Seebeck coefficient S =
η/gT calculated from the thermoelectric coefficient and the zero-bias conductance g
can be as large as −100 μV/K for these samples [55].



168 D. Beckmann

(a) (b)

Fig. 4 a Thermoelectric coefficient η as a function ofmagnetic fieldB of a FIS junction for different
base temperaturesT0 [55].bNz � N+−N− as a function ofmagnetic fieldB and energyE calculated
self-consistently for the same sample at T = 100 mK [61]. Vertical lines correspond to the traces in
Fig. 5a

4 Possible Applications

4.1 Thermometry

A typical application of thermoelectric effects is thermometry. Many different local
electron thermometers have been developed for low-temperature mesoscopic sys-
tems, based, e.g., on NIS junctions, Coulomb blockade, or noise [63]. Apart from
being useful for mesoscopic transport experiments, these thermometers can also be
used for particle or radiation detectors. A thermometer should ideally have a linear
response to temperature and a constant (and high) sensitivity. Figure 5a shows the
dependence of the thermoelectric current on thermal excitation δT for a FIS junc-
tion for different magnetic fields B. The signal is nonlinear at small fields, increases
with increasing field, and is nearly linear for fields around 1 T . This behavior can
be understood in terms of the density of states factor Nz shown in Fig. 4b: At small
fields, there is a finite spectral gap, and the nonlinearity of the thermoelectric current
stems from excitation above the gap. Upon increasing the field, the gap decreases,
and the thermoelectric current increases. At around 1 T , the superconductor becomes
gapless, and the thermoelectric response is nearly linear. This regime is favorable for
thermometry applications.

An interesting figure of merit for a thermometer is the intrinsic noise level
sT � sI/|τI |, where sI is the current noise and τ I is the temperature-to-current
transfer function. Both can be calculated within the tunnel limit [64]. sT scales with√
RT and can be made small by using large-area, low-resistance junctions. For local

thermometry, however, small junctions are needed, which are typically in the k�

https://doi.org/10.1007/978-3-319-90481-8_5
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(a) (b)

Fig. 5 a Thermoelectric current as a function of thermal excitation δT for different magnetic fields
B [61]. b Intrinsic noise level sT for a junction with R = 1 k� and P = 1 as a function of temperature
difference δT for different base temperatures T0

range. Figure 5b shows the sensitivity of a hypothetical FIS thermometer, using the
spectral properties of the actual sample shown in Fig. 5a, but a junction with RT =
1 k� and optimized spin polarization P = 1. Spin polarization close to unity can be
achieved by using a spin-filter tunnel barrier, such as EuS or EuO [65–67]. The mag-
netic field is chosen such that the superconductor is gapless, giving best sensitivity.
The predicted sensitivity is nearly independent of temperature difference and better
than 1μK/

√
Hz at low temperatures. This is quite competitive with other nanoscale

local thermometers. Also, unlike NIS junction thermometers, the FIS thermometer
is sensitive to the temperatures of both the normal metal and the superconductor.
While the intrinsic sensitivity may be exceptional, it is crucial not to degrade sen-
sitivity with the read-out scheme. Different read-out schemes based on solid-state
amplifiers, SQUIDs, and temperature-to-frequency conversion by Josephson junc-
tions have been analyzed in [64]. Achieving the favorable gapless state requires both
spin splitting and a certain level of depairing, since pure spin splitting never leads
to a gapless state. In the present experiments, the applied field provided both spin
splitting via the Zeeman effect and Abrikosov–Gorkov-type depairing due to orbital
effects [68, 69]. In principle, an external field can be omitted if the spin splitting is
provided by exchange interaction [65–67] and the depairing is provided by magnetic
impurities [68].
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4.2 Cooling

A second application of thermoelectric effects is Peltier cooling. Local cooling of
mesoscopic structures can be performed, e.g., by superconducting microrefriger-
ators based on NIS junctions [63, 70]. These operate under bias conditions just
below the superconducting energy gap and provide cooling of the normal metal by
“evaporating” electrons from the high-energy tail of the Fermi distribution into the
superconductor. Indirectly, this electronic cooling can also be used to cool the lattice
and nearby devices such as detectors.

According to Onsager reciprocity, the spin-dependent thermoelectric currents
described above are accompanied by the Peltier effect. While thermoelectric coef-
ficients (and Onsager relations) are usually defined in the linear transport regime,
cooling requires finite bias and power to be useful. Therefore, an extension of the
experiments to finite voltage bias is needed. Here, the thermoelectric transport coef-
ficient is generalized to

η(V ) � ∂Ic
∂δT

. (6)

In the experiment, a dc voltage bias is combined with an ac heater current and second
harmonic detection, as before. Figure 6a shows the thermoelectric coefficient of a
NIS junction as a function of voltage bias for different magnetic fields. While η(V
= 0) is zero due to particle-hole symmetry, η becomes nonzero at finite bias. In the
NIS junction, η is an odd function of bias and sharply peaked near the energy gap.
At finite magnetic field, the spin splitting of the density of states is also visible. It
should be noted that at high bias, the signals are at least an order of magnitude larger
than the linear effect in the FIS junction shown in Fig. 4a. The nonlinear η(V ) in a
FIS junction is shown in Fig. 6b. It is generally similar to the NIS sample, with the
addition of the (small) linear effect at V (0), which is hardly visible at this scale.

To elucidate the physics of the nonlinear thermoelectric coefficient, we compare
it to the known cooling power of NIS microrefrigerators. After measuring Ic(V ) and
η(V ), the cooling power for δT → 0 can be determined using a generalization of
Onsager relations to the nonlinear case [61],

IQ(V ) �
∫

(η(V ) − Ic(V ))dV . (7)

Figure 7a shows the cooling power for the FIS junction derived from the experimental
data in Fig. 6b using (7). The data reproduce the known results fromNISmicrorefrig-
erators [63], with the addition of a small asymmetry due to the linear Peltier effect
stemming from broken particle-hole symmetry. Again, this effect is fairly small for
the samples investigated here, mainly due to the small spin polarization P ≈0.08.

One can nevertheless use the experimental data to estimate the performance of
an optimized device with P = 1. It is customary to define a coefficient of perfor-
mance for coolers as the ratio of cooling power IQ to electric input power IcV , i.e.,
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(a) (b)

Fig. 6 Nonlinear thermoelectric coefficient η(V ) as a function of bias voltage V for different
magnetic fields B for a NIS sample (a) and for a FIS sample (b) [61]

(a) (b)

Fig. 7 a Cooling power inferred from the experimental data in Fig. 6b. b Predicted coefficient of
performance for a NIS cooler (dashed lines) and a FIS cooler with P = 1 (solid lines)

COP � IQ/IcV . Figure 7b compares the coefficient of performance of two hypothet-
ical coolers, a NIS cooler (dashed lines) and a FIS cooler withP = 1 (solid lines), both
with the spectral properties of the actual sample shown in Fig. 7a. For a wide range
of magnetic fields and cooling powers, the FIS cooler is predicted to outperform the
NIS cooler.
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5 Conclusion and Outlook

We have discussed recent experimental and theoretical progress in the investigation
of coupled spin and heat transport in nanoscale superconductors with a spin split-
ting of the density of states. In these systems, long-range thermal spin transport is
observed, which is ultimately limited only by slow electron–phonon relaxation, at
length scales exceeding the normal-state spin diffusion length by at least an order
of magnitude. Coupled spin and heat transport leads to large spin-dependent ther-
moelectric effects, with Seebeck coefficients of the order of −100 μ V/K. These
effects could have applications in superconducting spintronics, thermometry, parti-
cle and radiation detection, and microrefrigeration. While the samples used for the
first proof-of-principle experiments were far from optimized, improved structures,
e.g., using ferromagnetic insulators, could have exceptional performance [71]. Fur-
ther efforts are needed to implement improved read-out schemes [64] and probe
nonlocal effects and Onsager relations [56].
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Lasing in Circuit Quantum
Electrodynamics

G. Oelsner and E. Il’ichev

Abstract This chapter is devoted to special realizations of lasing on single artificial
atoms. It is demonstrated that special properties of quantum systems, implemented
as an electrical circuit, may be explored to repeat original quantum optic experiments
and extend them to new regimes. As we will discuss, this can, for example, lead to
the realizations of lasing that only requires two states of the artificial atom. There
we make use of the relaxation and of special coupling properties that naturally are
achieved in the field of the circuit quantum electrodynamics.

1 Introduction

Rapidly progressingminiaturization of solid-state scalable cryogenic devices reveals
exciting novel physical phenomena and creates new challenges for their acceptable
interpretationwithinmodern quantum theory. Recent experiments have convincingly
demonstrated that superconducting Josephson circuits, routinely used for supercon-
ducting electronics, under certain conditions, can be in a superposition of macro-
scopically distinct quantum states.

For such devices, fundamental concepts of quantummechanics—quantum coher-
ence and entanglement—plays a crucial role for describing of intriguing properties
of superconducting structures discovered in last years. The better understanding of
fundamental limitations on quantum coherence and entanglement in realistic Joseph-
son circuits is extremely important from both fundamental and technological points

G. Oelsner · E. Il’ichev (B)
Leibniz Institute of Photonic Technology, P.O. Box 100239, 07702 Jena, Germany
e-mail: evgeni.ilichev@leibniz-ipht.de
URL: https://www.leibniz-ipht.de

G. Oelsner
e-mail: gregor.oelsner@leibniz-ipht.de

E. Il’ichev
Novosibirsk State Technical University, 20 Karl Marx Avenue,
630092 Novosibirsk, Russia

© Springer International Publishing AG, part of Springer Nature 2018
A. Sidorenko (ed.), Functional Nanostructures and Metamaterials
for Superconducting Spintronics, NanoScience and Technology,
https://doi.org/10.1007/978-3-319-90481-8_9

175

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-90481-8_9&domain=pdf


176 G. Oelsner and E. Il’ichev

of view. In general, these specific quantum phenomena can be exploited to develop
new scenarios for quantum information processing, sensing, and imaging.

The unit cell of such Josephson circuits is an effective two-level quantum system
in a microwave domain, which is usually called a quantum bit or qubit. The imple-
mentation of Josephson quantum circuits for certain applications requires control
and manipulation of qubits states. Because qubits are basically individual quantum
systems; this task is similar to the well-known long-standing problem in quantum
optics—realization of the control andmanipulation of the dynamics of a microscopic
quantumparticle. This field has attracted the interest of experts since it can potentially
lead to an emergence of novel physics.

One of the main systems providing certain achievement of these goals is cavity
quantum electrodynamics (QED) in the regime of strong particle–photon coupling
[1]. This strong interaction between the particle (for instance, a natural atom) and the
cavity field (usually in the optical domain) is enabled by high resonator quality, allow-
ing coherent interactions to dominate over dissipation. In particular, these systems
can be used for investigations of quantum feedback and control, real-time observa-
tion of quantum dynamics [2], and more generally the study of quantum coherence
features. Note that this activity has been awarded the Nobel Prize in Physics in 2012
(Serge Haroche and David J. Wineland “for ground-breaking experimental methods
that enable measuring and manipulation of individual quantum systems”).

In contrast to cavityQED, in the field of circuitQEDmicrowave photons are stored
in a resonator (for instance, on-chip, superconducting, and quasi-one-dimensional)
and coupled to a solid-state qubit, which can be seen as superconductingmacroscopic
quantum system.

Properties of the systems based on the cavity QED or circuit QED are defined
by the fundamental interaction between light and matter. For instance, to realize
amplification of the optical signal, we can put many atoms to a cavity, excite them
to get population inversion and, by making use of a simulated emission, obtain
amplification. This effect is well known as lasing. For a single atom in a cavity QED
system, it is more complicated to achieve because of the relatively weak atom–cavity
coupling.

In contrast, for circuit QED, because of the relatively large size of the supercon-
ducting qubits, a reasonable coupling can be easily achieved. Recently even ultra-
strong coupling [3] has been experimentally demonstrated. Therefore, single atom
lasing can be realized.

In this chapter, we present results of the recent activity aiming to implement single
atom lasing based on the circuit QED hardware.

2 Requirements for Lasing

A laser relies on the possibility of creating an inverse level population for a certain
material and the coupling of the corresponding transition energy between the levels
to a single mode of a low-loss cavity. Different schemes for achieving this population
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Fig. 1 Simplified
illustration for lasing in a
three-level system, as
explained in the main text

inversion have been discussed and realized. Especially, the first realization of lasing
reported in the microwave domain [4] used a quite simple idea. There, the molecules
that showed level inversion are sorted from the rest and brought into a cavity. Still
the usual way of introducing a laser is done on explaining the relevant processes on
a three-level system [5].

The system is strongly driven with a frequency νD between the lowest (first) and
the highest (third) energy level (see Fig. 1). This driving approximately equalizes the
population between these states since the rates for stimulated emission and absorption
are equal. With a fast relaxation �32 from the highest to the middle energy state
together with a very small one �21 between the lowest two levels, the population is
concentrated on the second level. Thus, population inversion for these lowest states
is achieved. In principle, the above-described processes can be summarized by an
effective excitation rate �eff between the levels 1 and 2. Bringing this system into
a cavity with high-quality factor leads to light amplification and thus lasing. This
simple scheme is illustrated in Fig. 1.

For achieving this lasing effect, the ratio between the rates is of critical importance.
The effective rate of excitation (due to pumping and relaxation) should be much
faster than the coupling of the cavity field to the transition between the lowest levels.
That is because the level inversion needs to be achieved before a photon can be
absorbed by an atom. Still this coupling should be faster than the loss rate of the
cavity for one photon inside to create another by stimulated emission before leaving
the cavity. These requirements lead to the introduction of a lasing threshold given by
the combined losses of the medium and the cavity that needs to be compensated by
the pumping power. Note, more complicate level schemes can be used to improve
the order of level inversion. For example, another level zero can be introduced below
the lowest one on Fig. 1. The pumping is then carried out between this new lowest
(zero) and the highest (third) level. An additional fast relaxation from the first to the
zero state then lowers the population of level one and therewith increases the amount
of population inversion between first and second level.
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Usually in lasers, the coupling of an individual atom ormolecule to the cavity field
is rather weak. In this case, a large number of atoms is required to achieve the lasing
effect. Furthermore, single atoms only have a negligible impact to the dynamics of
the laser. A special case is realized if only a single atom is used. Such a single atom
laser was only recently experimentally demonstrated in the optical domain [6]. There
the regime of strong coupling between atom and cavity is required. The experimental
realization here is based on the trapping of individual atoms [7–9] and their laser
cooling [10, 11]. Those are methods that were developed in the field of cavity QED
[12].

A single atom laser has certain difference to its counterparts involving a gain
medium. First, as shown in the experiment, no pumping laser threshold is observed,
meaning that at any pump power the light amplification is achieved. With choosing
the right atom and a certain atomic transition together with achieving the required
high quality of the cavity, all requirements as discussed in Fig. 1 are already fulfilled.
In other words, as soon as the driving is started the internal rates of the system create
the level inversion.As there is no additionalmedium, no other dissipative channels are
present. Second, additional effects connected to the strong atom–photon interaction
may occur. As example, the splitting of the states due to the driving (Autler–Townes
effect) may be large for strong applied powers, such that atomic transition can be
detuned from the cavity mode. Such “parasitic” effects, in principle, could interrupt
the lasing process.

3 Circuit QED with Superconducting Quantum Systems

Superconducting macroscopic quantum systems rely on the quantization of the mag-
netic flux inside a closed loop [13, 14] or the quantization of the number of Cooper
pairs on a superconducting island. Circuits of the first kind are usually called flux
qubits [15] while members of the second type are named as charge qubits [16] or
transmons [17].1 Josephson junctions [18] serve as main building block for such
quantum systems. The usual tunnel junction realization used in this field consists of
a thin insulating layer usually formed by aluminumoxide between two superconduct-
ing electrodes. Then, Cooper pairs can tunnel between the superconducting islands
and a flux quantum can cross a superconducting weak link providing a coupling of
different charge or flux states, respectively. In Fig. 2, the flux and charge qubit are
depicted schematically.

The type of qubit is defined by the parameters in the junction. Namely, the ratio
between the Josephson coupling energy EJ � IC�0/2e and the charging energy
EC � 2e2/C defines the well-defined quantum variable phase or charge. Here, IC
and C are the junction’s critical current and capacitance, respectively. The magnetic
flux quantum �0 and the fundamental electric charge e both also enter into the def-

1Note, this objects were first and are still considered as promising candidates to be main building
blocks for quantum computing. That is the origin for the term qubit, as quantum bit.
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Fig. 2 Schematics of a flux and a charge qubit are shown in the left and right image, respectively.
Josephson junctions are indicated as crosses. The flux qubit consists of a superconducting ring
interrupted by several Josephson junctions. Here, we present on possible realization with three
junctions. The sizes and properties of the junctions define the qubit’s parameters and the inductance
of the ring is a measure of its coupling to external fields. Also, a flux bias �e is required for proper
qubit operation. The charge qubit is quite similar. The parameters here are defined by parameters
of the Josephson junction as well and a voltage bias via a capacitance is required

Fig. 3 SEM-image of a single sub-micron Josephson junction fabricated by the shadow evaporation
technique. The junction is formed in the overlap region of the two strips in the middle. A more
detailed description of the fabrication process is presented in [19]

initions. In standard processes as, for example, the two-angle shadow evaporation
technique for fabrication of aluminum-based Josephson junctions, the above ener-
gies can be influenced by the junction’s size and by the thickness of the isolating
barrier. As discussed in [19], sub-micron-sized junctions are required for achieving
the appropriate energy scale. The picture of a typical junction is shown in Fig. 3.

Two main contributions to the qubit energy can be identified. They are first the
self-energy of the corresponding qubit in an external magnetic or electric field for a
certain number of quanta and secondly the coupling between different such number
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Fig. 4 The four lowest energy levels of a flux qubit with its typical parameters are shown as a
function of the external control field. As it is visible, the energy difference between the lowest to
states is significantly smaller than to the other levels

states. The corresponding parameters for the lowest to levels can be introduced,
respectively, as the energy bias ε and the tunnel splitting at the energetic degeneracy
�. The interplay of self-energy and coupling forms a discrete energy spectrum and
enables the coupling of external fields. They can be used for themodulation of energy
splittings and transitions between energy levels. As example, numerical estimates of
the lowest four levels of a typical flux qubit are given in Fig. 4.

Furthermore, the nonlinearity in the current-phase relation of the Josephson junc-
tion makes the energy levels non-equidistant. This property allows an individual
addressing of state transitions, and a complete analogy to real atoms is achieved.
Therefore, the term artificial atom is often used for corresponding superconducting
circuits, although the transition frequencies lay in the GHz range and thus about six
orders of magnitude below the optical ones of atoms. The dynamics of the lowest
two states can be described by the use of the Pauli matrices σx , σy , and σz . The
Hamiltonian of such undisturbed qubit is

Hq � hυq

2
σz . (1)

Here, the transition frequency of the qubit is introduced as υq . Its value depends on
the energy bias and tunnel splitting as νq � √

ε2 + �2.

An important difference between real and such superconducting artificial atoms is
their size and therewith their coupling to external fields. For example, the diameter of
a flux qubit is of the order of ten microns and the states of the qubit have a persistent
current of about 100 nA. These values result in a magnetic moment that is about 106

times the value of the Bohr magneton. This makes it rather easy to achieve the strong
coupling regime as required for single atom lasing. SEM images from fabricated flux
and charge qubits are shown in Fig. 5.

The role of the optical cavity is taken by superconducting resonators. Often,
coplanar waveguide designs are used [20]. The central line is then interrupted twice,
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Fig. 5 SEM images of a flux and a charge qubit are shown in the left and right picture, respec-
tively. Josephson junctions are colored in yellow. The flux qubit consists of a superconducting loop
interrupted by three junctions. The charge qubit is formed by the blue-colored island together with
two gate electrodes. The green is heavily filtered and used for applying an energy bias. The red
connects the charge qubit to a microwave line which can be used for a qubit spectroscopy

and the distance of the so formed capacitances defines the resonant frequency υr .
Due to the use of losslessmaterials, high-quality factors are achievable [21]. Standard
quantum oscillator theory can be applied for the resonators [22], and for describing
the dynamics, the photon creation a† and annihilation operators a can be used.

The coupling between an artificial atom and such a cavity can be engineered by
special circuit design. The magnetic and electric oscillating fields produced by the
standing electromagnetic wave inside of the resonator will couple over the mutual
inductance or capacitance to the flux or charge qubit, respectively. In both this cou-
pling process can be described by a coupling Hamiltonian

Hc � (gxσx + gzσz)
(
a + a†

)
, (2)

where gx and gx are the corresponding transverse and diagonal coupling terms. The
occurrence of the diagonal coupling is a unique feature of tunable two-level systems
at results from the superposition of flux and charge states for the respective qubit
type. It can lead to effects that are not observable in first order at comparable real
atoms. An example will be discussed below.

The large achievable coupling constant of the superconducting quantum bits is
connected to similar strong couplings to external noise fields. Thus, strong dissipative
processes are introduced which need to be considered for planning experiments and
theoretical analysis. They are caught theoretically by introducing Lindblad terms to
the corresponding equations. For a qubit, this includes relaxation with rate �r and
pure dephasing �ϕ caused by low-frequency noise. The Lindblad term then reads
[22, 23]

L � �r

2
(2σ−ρσ+ − σ+σ−ρ − ρσ+σ−) +

γϕ

2
(σzρσz − ρ). (3)
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Here ρ denotes the density matrix. Note, a thermal excitation can be neglected
because the system is cooled far below a temperature that corresponds to the tran-
sition frequencies (cooled to about 10 mK while 120 mK–1 GHz). Both rates are
typical in the order of MHz. With reducing the controllability of the artificial atoms
also better coherence values are achievable [17, 24].

To conclude, with the superconducting artificial atoms and resonators, their cou-
pling and relaxations, a complete analogy to the field of cavity QED in optics is
achieved. This field is called circuit QED since all components can be engineered
and are of macroscopic size. The strong coupling regime is therefore easily achieved,
and prominent experiments as the vacuum Rabi splitting [25, 26], electromagneti-
cally induced transparency [27], or the Autler–Townes effect [28] have been repeated
at the microwave frequency range. In the following, several realized lasing schemes
are presented.

4 Lasing by Single Superconducting Artificial Atoms

4.1 Standard Lasing Scheme

The first realization of the lasing effect with a single artificial atom (in that case
a Josephson-junction charge qubit) embedded in a superconducting resonator was
demonstrated quite recently [29]. Such type of qubits is convincingly described by
two different charge states. These states differ by one Cooper pair in the island.

In order to create a population inversion of the qubit levels, a special drain elec-
trode was fabricated. This electrode is connected to the island via a tunnel junction
(schematic see Fig. 6). A voltage applied to the drain electrode above the thresh-
old value of (2G + EC)/e (where G is the superconducting gap energy) causes two
sequential single electron tunneling events by breaking a Cooper pair on the island.
This process is described by the transition between energy levels which correspond
to one |1〉 and zero |0〉 Cooper pairs on the island, respectively. After a tunneling
of the “first” electron, the energy of the island increases the order of G providing
system “pumping”, which is schematically shown in Fig. 1 by a transition between a
first and a third level. The tunneling of the “second” electron provides the relaxation
from the third level to the |0〉 energy level.

As it is well known from charge qubits dynamics, for relatively large positive
gate voltage, the upper eigenstate of the qubit is nearly the |0〉 state. This means that
the mechanism described above results a level population inversion. When the qubit
level spacing is adjusted to the resonant frequency of a superconducting resonator
of this integrated system, the energy accumulated in the qubit is transferred into the
resonator as a photon. Here, the photons are generated by the same atom and one by
one. This example clearly demonstrates that as soon as any weak pumping is applied,
the lasing takes places. Therefore, for a single atom lasing, as we discussed above,
there is no pumping threshold.
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Fig. 6 Schematic of the measurement setup for creating level inversion on a charge qubit. A drain
electrode is added to break Cooper pairs and remove single electrons from the island. Also, a
coupling to a resonator is provided by a capacitance

4.2 Dressed-State Lasing

In contrast to the above presented and generally discussed lasing principle, for the
dressed-state lasing only two instead of the minimal three levels are required to
achieve the needed inverse population. In the following, the description is restricted
to a flux qubit coupled to superconducting coplanar waveguide resonator. Still, the
same applies to any tunable system with similar coupling to cavity fields.

In a first step, the inverse population needs to be created. For that purpose, a strong
driving signal is applied close to one of the resonators harmonics. This ensures a good
coupling of the microwave field to the artificial atom and large achievable photon
numbers. The Hamiltonian for such a coupled and driven system is given by

Hd � hυh

(
a†hah +

1

2

)
+
hυq

2
σz + h(gxσx + gzσz)

(
ah + a†h

)
(4)

Here, the subscript h denotes the resonant frequency and ladder operators (ah a†h)
of the considered harmonic. Close to the resonant point υh � υq , the transverse
coupling leads to an avoided level crossing due to the superposition of the states
|gN + 1〉 and |eN 〉, where N is the mean photon number inside the cavity and g (e)
denotes the qubit’s ground (excited) state.

Therefore, a new basis of states given by

|1N 〉 � cos θ |eN 〉 + sin θ |gN + 1〉,
|2N 〉 � sin θ |eN 〉 − cos θ |gN + 1〉, (5)

can be used to discuss the systemdynamics.Here, θ denotes themixing angle between
the states. The Hamiltonian is then modified to
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H � hυhn̂ + h
�
∧

R

2
. (6)

The newly introduced diagonal operators n̂ � ∑
N N (|1N 〉〈1N | + |2N 〉〈2N |) and

�
∧

R � ∑
N �R(N )(|1N 〉〈1N | − |2N 〉〈2N |) [22, 30] describe, respectively, the total

number of excitations in the systems and the Rabi splitting. Note that the coupled
qubit–harmonic field system is now written in the dressed-state basis. The obtained
energy level structure is just a ladder of Rabi-split states. At each step of this ladder,
the total number of photons, where the qubit’s excited state is calculated as one and
the ground state as zero, is conserved. The splitting of the two states at each step is
given by the generalized Rabi frequency

�R �
√

δ2qh + �2
0, (7)

which includes the detuning δqh � υq − υh between harmonic and qubit and the
on-resonance splitting �0.

Furthermore, for high driving, the dependency of theRabi frequency on the photon
number can be neglected. Assuming a constant value�R(N ) � �R(〈N 〉), the photon
degree of freedom can be traced out and an effective two-level system is found. Here,
〈N 〉 is the mean value of photons of the coherent state in the driving resonator mode.
The Hamiltonian of this effective two-level quantum system is the one of a two-level
system and reads

H
∧

� h�R

2
σz . (8)

It is important to note that together with the rescaling of the energy levels also the
populations of the levels are modified as well by the driving. It can be understood
by making use of a simple example: A direct resonance of a strong driving with a
two-level system equalizes the population on these two states. On the other hand, as
seen in Fig. 7, for large positive detunings the lower Rabi level |2N 〉 is formed by
the qubit’s ground state (horizontal levels in the figure), while for negative detunings
the excited qubit state (hyperbolic line) defines the ground state. Assuming that a
relaxation process brings the qubit always from the excited to the ground state, one
can conclude that the level population in the dressed-state basis depends on the
qubit–resonator detuning. This effect is illustrated in Fig. 8.

These illustrative considerations can be theoretically described by transforming
the dissipative processes of the qubit that are described by (3), to the dressed-state
basis [22, 30, 31]. For a change of the population, an effective excitation rate is
introduced. The Lindblad term for the effective two-level system is modified and
compared to the corresponding term for the qubit, to
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Fig. 7 Illustration of the construction of the dressed-state basis in the vicinity of the resonance
between the qubit’s level splitting and the driving signal

Fig. 8 For a pair Rabi-split states at a high photon number in the resonator, the population of the
levels is indicated by the strength of the line. At the resonance point close to a bias of 5GHz, an equal
distribution between the upper and lower Rabi level is achieved because of perfect superposition.
In other words, the mixing angle θ between the states is π/4. If the qubit frequency is lower than
the one of the driven resonator mode, level inversion of the Rabi-split states is achieved

L
∧

� �
∧

r

2
(2σ−ρσ+ − σ+σ−ρ − ρσ+σ−) +

�
∧

e

2
(2σ+ρσ− − σ−σ+ρ − ρσ−σ+)

+
γ̂ϕ

2
(σzρσz − ρ). (9)

Here, the effective rates of relaxation �
∧

r , excitation �
∧

e, and pure dephasing γ̂ϕ are
used. Their dependency on the detuning and on-resonance Rabi splitting can be
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found as it is demonstrated for example in [22]. Importantly, the difference between
excitation and relaxation is given by

�
∧

e − �
∧

r � − δqh

�R
. (10)

Above equation describes an equal effective relaxation and excitation in direct reso-
nance at δqh � 0. Away from the resonance point, the size of the detuning determines
whether excitation (δqh < 0) or relaxation is dominant (δqh > 0). Therefore, in con-
sistency with Fig. 8, it predicts a level inversion of the Rabi-split states.

Beside the realized level inversion, a coupling of this effective two-level system
to the mode of a cavity is required for lasing. Here we note that the electric dipole
moment of real atoms does not allow transitions between the pair of dressed states
on one step of the dressed ladder. Also in optics, the achievable Rabi splittings is
well below the eigenfrequencies of the system. On the other hand, strong couplings
can be achieved for artificial atoms [3] providing level splittings of the size of the
transition frequencies of the system already for moderate driving photon numbers.
Additionally, it can be shown that the diagonal coupling term (proportional to σz in
(2)) results in the required coupling between the effective two-level system (given
by (8) and (9)) and the cavity mode [22, 30]. The dressed qubit–resonator system
then shows complete analogy to a standard qubit–resonator system. This statement
can be summarized by the Hamiltonian

H
∧

� hυh

(
a†a +

1

2

)
+
h�R

2
σz + h

(
gz�R0

�R
σx +

gzδqh
�R

σz

)(
a† + a

)
(11)

A possible experimental realization of lasing using a dressed system is as follows.
A system of an artificial atom coupled to a cavity is strongly driven at one of the
harmonics of the resonator. This driving rescales the energy levels and populations
as discussed above. That system is probed with a weak input signal at the resonator’s
fundamental mode. If for a certain driving power and energy bias the effective two-
level system that is created by dressing the qubit states is in resonance with the
cavity mode, amplification and damping are observable. Whether higher or lower
transmission is measured depends on the sign of the qubit’s detuning δqh .

In the following, the artificial atom is realized as a flux qubit coupled to a copla-
nar waveguide resonator. Its minimal level splitting �/h is 6 GHz, and the coupling
constant between atom and cavity is 8MHz. These parameters can be extracted from
spectroscopic or ground-state measurements [32]. The resonator has a fundamen-
tal mode frequency υr of 2.5 GHz and a quality factor of about 70,000. A strong
microwave signal is applied at the resonators fifth harmonic frequency and a weak
probe signal close to its fundamental mode. The transmission amplitude for varying
energy bias ε of the qubit is shown in Fig. 9.
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Fig. 9 Transmission amplitude at different energy bias and for varying probing frequency υp . At
each bias point, the transmission as a function of the probe frequency reveals a Lorentzian-shaped
curve. The system is strongly driven at the fifth harmonic. Its resonance with the qubit thus lays
at an energy bias of about 11 GHz. At lower values, two regions of amplification are found. They
correspond to the one- and two-photon resonance of theRabi-split stateswith the qubits fundamental
mode, �R � kνr , with k ∈ {1, 2}. Also, the corresponding damping processes are visible at the
resonance points with positive detuning

Experimentally, two bias values for amplification and damping are found. One is
always corresponding to the one-photon interaction of the cavitymodewith the Rabi-
split stateswhile the other is the similar two-photon process. The experimental results
demonstrate a maximal increase of transmission in the order of 25% compared to
undisturbed resonator. To estimate the influence of the external control parameters
to this amplification effect, first, the probe power can be varied. Results of such
experiment are presented in Fig. 10 for the two-photon amplification.

With decreasing probing powers the measured amplification is increased while
it is always observed at the same energy bias. As discussed before for single atom
lasing, the contributing rates, namely effective excitation, coupling to the cavity,
and loss rate of the cavity, will define the power transferred to the cavity mode.
Therefore, the amplification adds a constant signal to the probe beam. The increase
in transmission then leads from its definition as output signal divided to input signal.
Due to this division with decreasing probe signal and constant added signal by the
resonance interaction with the level inversed Rabi levels, these measurement results
are observed.
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Fig. 10 Probe power dependence of the two-photon amplification. Varying the probe power has no
influence to the resonance condition that is�R � 2νr . In otherwords, the bias point for amplification
is stable. Still, the magnitude of amplification depends strongly on the probing power. With higher
probing powers, the measured amplification is decreased

As seen from (7), two values contribute to the Rabi frequency. The first is the pho-
ton number in the driven harmonic of the resonator, represented by the on-resonance
Rabi frequency�R0. The second is the qubit’s energy bias that enters to the detuning.
To keep the resonance condition �R � kνr at any energy bias, the driving strength
should be adjusted. The result of an experimental test of this statement is shown in
Fig. 11 for the two-photon amplification.

Note, the qubit’s resonance with the driven harmonic is at a bias value of around
11 GHz. Thus for smaller values of the bias, the detuning is increased. To keep the
resonance condition between the Rabi-split states and the fundamental cavity mode,
the driving strength must be decreased. This explains the shift of the amplification
point in the bias—driving power plane. Furthermore, the value of amplification also
depends on the chosen parameters. An optimal point with maximal amplification is
observed at a bias of about 7.6 GHz. The occurrence of optimal conditions results
from thedetuning-dependent effective excitation and coupling constant. Thediagonal
coupling inHamiltonian (11) scales for small on-resonance splitting or large detuning
with 1/δqh while the difference between excitation and relaxation rate scales with
δqh .

Finally, because the amplification depends on the input probing power, it is worth-
while to determine the power emitted from the dressed qubit–resonator system. For
this purpose, a special sample was designed, where a gold resistor is placed next
to the flux qubit to enhance the relaxation [30]. This is because of the relaxation of
the artificial atom changes to the effective excitation in the dressed basis at negative
detunings. The qubit and resonator parameters, as well as optimal conditions for
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Fig. 11 Driving power dependence. The transmission amplitude is plotted as a function of the
energy bias and the driving power. To achieve amplification, the splitting of the Rabi-levels should
correspond to the one of the cavities fundamental mode. This is demonstrated by the bias–power
dependence of the amplification point. Also, an optimal working point with highest amplification
is observed

amplification, are found similar to explained above. Still, in the experiment shown
below, the strong drive was applied to the third instead of the fifth harmonic.

In order to measure the emission, the energy bias and driving strength at the third
harmonic are both set to the optimal amplification point while no probe beam is
applied. Then in consequence the driving signal is switched on and off, and in each
case a spectrumaround the resonators fundamental frequency is recorded. This proce-
dure is repeated over 20,000 times. The averaged signals are plotted in Fig. 12. There
a clear increase of the emitted power and a linewidth narrowing are visible if the driv-
ing signal is switched on. Both measured results indicate an energy transfer between
dressed qubit system and the fundamental cavity mode so that “self-sustained oscil-
lations” inside of the cavity are observed. This effect is thus single artificial atom
lasing.

4.3 Landau–Zener–Stückelberg Lasing

The above-discussed dressing of the states of an artificial atom is theoretically ana-
lyzed close to the resonance point between the qubit level spacing and frequency
of the driving signal. Basically, this is caused by the fact that the diagonal coupling
of the Rabi-split states to the fundamental cavity mode is reduced with increasing
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Fig. 12 Emission from the dressed system. Compared to the thermal response at 20 mK (red stars),
the emission with the dressing signal applied at the third harmonic of the resonator is more than
doubled. Also, a linewidth narrowing of about 20% is observed. The linewidths are extracted from
Lorentzian line fits as shown by the dotted and dashed lines. The noise background was subtracted

detuning. Nevertheless, as we demonstrate below, also for large values of detuning
an inverse population and therefore lasing can be created.

This different lasing process requires similar experimental conditions. An artifi-
cial atom is placed inside and coupled to the field of a resonator. A strong microwave
signal is applied to one of the harmonics, and a probe beam can be used at the
fundamental mode to detect amplification. Here, the explanation is based on Lan-
dau–Zener–Stückelberg interferences during a drive period [33].

For understanding the process, let us note that the potential of an artificial atom is
symmetric only at zero energy bias. For finite values, the asymmetry of the potential
allows multiphoton interactions that are forbidden at real atoms because the dipole
operator can only couple states with different parities [34, 35]. This occurrence of
multiphoton processes can also be explained by the special situation of both, diagonal
and off-diagonal coupling in the Hamiltonian (4) of such tune-able quantum system.
As seen before, the diagonal coupling for examples couples the Rabi-split states that
are already not allowed for real atoms. The system of eigenstates for such a qubit
coupled to the fundamental mode of a cavity is sketched in Fig. 13.
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Fig. 13 Energy level diagram of a tunable two-level system coupled to a cavity mode. The states
with negative and positive curvature correspond, respectively, to the qubits ground and excited state
for different number of photon in the cavity fundamental mode. At each crossing point of the levels,
the degeneracies are lifted because of the interplay of diagonal and transverse coupling

It consists of a series of ground and excited states that are shifted due to different
photon numbers in the cavity. For all states with negative curvature, the qubit is in its
ground state. At each crossing point of two levels, their degeneracy is lifted because
of the atom–field coupling. A strong driving signal applied to the qubit can now
be seen as modulated energy bias. The phase acquired by the wave function during
one period depends on the energetic state of the system. This statement immediately
follows from the Schrödinger equation i��̇ � H�,with� being the wave function.

In addition, Landau–Zener transitions can occur close to the avoided level cross-
ings adding certain phase values. Treating the problem numerical, the probability
amplitudes for the levels can be determined from the Schrödinger equation. For the
upper (and also lower) energetic state oscillations of the population are observed at
certain energy biases and driving amplitudes. These are namedRabi-like oscillations.
At pointswere their frequency consisting of one of the cavity amplification, and lasing
can be observed. Note, the regions of amplification follow the typical Landau–Zener
interference pattern as can be seen in Fig. 14. This effect was demonstrated on flux
and newly created quantum phase slip qubits.
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Fig. 14 Landau–Zener–Stückelberg interference pattern measured in transmission on a supercon-
ducting flux qubit–resonator system. Amplification is observed when the frequency of the Rabi-like
oscillations matches one of the cavity

5 Summary and Conclusion

The special properties of the circuit QED, especially the strong achievable (artificial)
atom-field coupling, allow the repetition and extension of originally quantum optic
experiments. Here, we focused on the field of a single atom lasing. The standard
three-level lasing scheme was realized with a charge qubit. There the third level was
formed by quasi-particle states.

Themain focus in our discussionwas put to dressed-state lasing because it extends
the frame of lasing to unusual systems. As discussed, the special coupling conditions
allowed the use of only two states of the artificial atom for creating population
inversion. The used coupling to the Rabi-split states is forbidden in quantum optics
at atoms since their dipole moments thus not have corresponding transition elements.
Furthermore on experimental results, the properties of amplification and lasing were
determined.

We concluded our discussion with the extension of the dressed-state lasing to
regimes of large detuning. There the amplification and lasing effect is explained by
the resonance between Rabi-like oscillations and the resonator.
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Topology-Driven Effects in Advanced
Micro- and Nanoarchitectures

V. M. Fomin

Abstract An overview is given about some of topological effects, owing to special
geometries in real space, implemented by the high-tech self-organization techniques
to fabricate micro- and nanoarchitectures. Self-assembled quantum volcanos, which
are singly connected, surprisingly exhibit the Aharonov–Bohm behavior in experi-
ment. This is explained by the fact that in a quantum volcano the electron wave func-
tions are identical to the electronwave functions in a quantum ring from a topological
point of view. Combination of a geometric potential and an inhomogeneous twist ren-
ders an observation of the topology-driven effects in the electron ground-state energy
in Möbius rings at the microscale into the area of experimental verification. In inho-
mogeneous Möbius rings, a “Delocalization-to-localization” transition is found for
the electron ground state. Advances in the high-tech roll-up fabricationmethods have
provided qualitatively novel curved superconductor micro- and nanoarchitectures,
e.g., nanostructured microtubes, microhelices and their arrays. Vortex dynamics in
open superconductor microtubes in the presence of a transport current are influenced
by the interplay between the scalar potential and the inhomogeneous magnetic field
component, which is normal to the surface. The rolled-up conical-shaped asym-
metric microcavities provide a background to realize the spin–orbit interaction of
light for the analysis of topological effects in the course of a non-Abelian evolution.
Robustness of the topologically induced geometric phase of light opens novel ways
of manipulating photons and thus implies promising perspectives of applications in
on-chip quantum devices.
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1 Introduction

Study of topological matter is one of the fascinating main roads of modern physics.
Topology-driven concepts, like the geometric phase, the Aharonov–Bohm effect,
topologic phases and phase transitions, topological origin of the quantumHall effect,
topological insulators, topological semimetals, topological superconductors, Majo-
rana fermions, have revolutionized condensed matter physics.

The realm of topological matter can be conventionally subdivided into two cat-
egories. First, non-trivial topology occurs due to a special geometry of structures
or fields in real space, e.g., quantum rings [1], Möbius rings [2], metamaterials of
interlocked hollow semiconducting tori [3], optical waveguides [4], multi-terminal
Josephson junctions [5], Skyrmions [6], and other topological spin andmagnetic tex-
tures [7, 8]. Second, topologically protected surface/edge states governed by Dirac
physics and/or topologically non-trivial electronic structure in the momentum space
underlie quantumHall effect [9, 10], quantum spin Hall effect [11], quantum anoma-
lous Hall effect [12], topological insulators [13], topological superconductors [14],
Weyl fermion semimetals [15], topological photonic crystals [16], topological acous-
tic metamaterials [17].

In this chapter, an overview is given about some of topology-driven effects, owing
to special geometries in real space, implemented by the high-tech self-organization
techniques to fabricate micro- and nanoarchitectures.

Advances of high-tech techniques for nanostructure fabrication have enabled gen-
erating topologically non-trivial manifolds at the micro- and nanoscale with man-
made space metrics, which determine electronic, transport, optical and magnetic
properties of such structures and novel potentialities of nanodevices due to their
unique topology. Investigation of topologically non-trivial manifolds at the micro-
and nanoscale is of immense importance for semiconductor, superconductor, and
graphene physics as well as for electronics, magnetism, optics, optoelectronics,
thermoelectrics, biophysics, and quantum computing. Doubly connected quantum
ring-like structures provide a playground for the fundamental concepts pertinent to
the quantum-mechanical paradigm, including the geometric phase and the related
Aharonov–Bohm effect [1]. Self-assembled quantum volcanos, which are singly
connected, surprisingly exhibit the Aharonov–Bohm behavior in experiment. This
is explained by the fact that in a quantum volcano the electron wave functions are
identical to the electron wave functions in a quantum ring from a topological point
of view. Combination of a geometric potential and an inhomogeneous twist renders
an observation of the topology-driven effects in the electron ground-state energy in
Möbius rings at the microscale into the area of experimental verification. In inho-
mogeneous Möbius rings, a “Delocalization-to-localization” transition is found for
the electron ground state [2].

Advances in the high-tech fabricationmethods [18, 19] haveprovidedqualitatively
novel curved micro- and nanoarchitectures of superconductors, e.g., nanostructured
microtubes, helical microcoils and their arrays. Their superconducting properties
as well as possible applications remain largely terra incognita. Vortex dynamics in
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rolled-up superconductor microtubes in the presence of a transport current [20] are
determined by the interplay between the scalar potential and the inhomogeneous
magnetic field component, which is normal to the surface. Rolling up a supercon-
ductor Nb nanomembrane into open tubes and helical microcoils allows for a new,
highly correlated vortex dynamics regime that reveals a surprising (by a factor of 3)
increase of a critical magnetic field for the beginning of vortex motion and a tran-
sition magnetic field between single- and many-vortex dynamic patterns in an open
nanotube [20].

Production of curved superconductor structures opened up a possibility to influ-
ence the current density distribution by changing curvature. The combined effect of
a curved geometry and pinning centers strongly depends on the location of those
centers in an open superconductor microtube [21]. On both sides of the tube with
respect to the magnetic field applied orthogonally to the tube axis, there occurs the
branching of vortex nucleation periods [22]. Using an inhomogeneous transport cur-
rent enables an efficient control over the branching and allows for a reduction of the
average number of vortices that occur in the microtube per nanosecond [23].

The rolled-up conical-shaped asymmetric microcavities provide a background to
realize the spin–orbit interaction of light for the analysis of topological effects in the
course of a non-Abelian evolution [4]. In asymmetric microcavities, the geometric
phase is straightforwardly detected through the polarization tilt angles, while the
eccentricity of the elliptical polarization of light provides a measure of conversion
between the clockwise- and counterclockwise-polarized components of a circular
basis. Those topological effects open novel ways of manipulating photons and thus
imply promising perspectives of applications in on-chip quantum devices.

2 Topologic Effects in Quantum Rings by Virtue of Doubly
Connectedness

Among nano-objects with non-trivial shape and tailored energy spectra, which mod-
ern fabrication techniques are capable of producing, quantum rings [1, 24] are espe-
cially valuable. They are not singly connected quasi-zero-dimensional clusters of
atoms or molecules on a 2D surface or in a 3D matrix, as long as they combine sizes
at nanoscale with non-trivial topological properties, e.g., doubly connectedness for
a ring or one-sidedness for a Möbius strip. Doubly connected (that is, ring-like)
structures of size at the scale of nanometers are called quantum rings. They possess
a unique density of states for charge carriers and various quantum fields and there-
fore reveal a broad variety of physical properties, which are fundamentally distinct
from those of singly connected structures (e.g., quantum dots or quantum rods).
This density of states gives rise to unique physical phenomena, in particular, persis-
tent currents, and provides an unparalleled playground for the quantum-mechanical
paradigm. Those physical properties can be governed by tuning the magnetic flux
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threading the ring and changing the ring geometry, aswell as by producing assemblies
of quantum rings (see [1, 24] and references therein).

An unrivaled fundamental role of doubly connectedness (ring-topology) for man-
ifestations of the quantum-mechanical paradigmwas demonstrated in the framework
of the theory of geometric phase [25–28]. Berry [28] suggested an intuitively appeal-
ing derivation of the geometric phase, which is recalled below. Let us consider a
system with a Hamiltonian H, which depends on a set of time-dependent param-
eters R � R(t) that form a closed path C when time evolves between the initial
instant t�0 and the final instant t�T : R(0) � R(T ). The corresponding evolution
of the quantum-mechanical state of the system under analysis obeys the Schrödinger
equation:

i�|ψ̇(t)〉 � H
∧

(R(t))|ψ(t)〉. (2.1)

The eigenstates at any instant t satisfy the stationary Schrödinger equation

H
∧

(R)|n(R)〉 � En(R)|n(R)〉, (2.2)

where the wave function |n(R)〉 is single-valued in the area, which includes C.
Within the framework of the adiabatic approximation [29] (for a generalization
to non-adiabatically evolving quantum systems, see [30]), the system, which has
been prepared in one of the states |n(R(0))〉 at the initial instant, will evolve with
the Hamiltonian H

∧

(R(t)), and it will occur in the state |n(R(t))〉 at the instant t. The
Schrödinger equation (2.1) acquires then the solution

|ψ(t)〉 � exp

[
− i

�

∫ t

0
En(R(τ ))dτ )

]
exp[iγn(t)]|ψ(0)〉, (2.3)

where the geometric phase γn(t) satisfies the equation

γ̇n(t) � i〈n(R(t))|∇Rn(R(t))〉.

As a consequence, the phase change of the state represented by (2.3) accumulated
on the path C

|ψ(T )〉 � exp

[
− i

�

∫ T

0
En(R(τ ))dτ )

]
exp

[
iγn(C)

]|ψ(0)〉 (2.4)

contains the geometric phase

γn(C) � i
∮

C
〈n(R)|∇Rn(R)〉 · dR

next to the dynamic phase
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− i

�

∫ T

0
En(R(τ ))dτ ).

Let us consider further a magnetic flux tube [31], which carries a magnetic flux
�. At those positions R, which are outside of the flux tube, the magnetic field is
absent, but there exist vector potentials A(R), which are gauge equivalent. For any
closed path C, which is threaded by the magnetic flux tube, the equation

∮

C
A(R) · dR � �

holds true. For a particle carrying an electric charge q, the geometric phase accumu-
lated along the path C

γn(C) � q

�

∮

C
A(R) · dR � q

�
� (2.5)

does not depend on the state |n(R)〉. In other words, a charged particle gains the
geometric phase when its coordinate encircles the magnetic flux tube over a closed
path:

|ψ(ϕ � 2π )〉 � exp

(
i2π

�

�0

)
|ψ(ϕ � 0)〉. (2.6)

Here, �0 � h/e is the magnetic flux quantum, and e is the elementary electric
charge. The geometric phase occurring in (2.6) leads to numerous manifestations [1]
of the quantum-interference effect, usually called Aharonov–Bohm effect [31, 32]
(Fig. 1).

The cutting-edge fabrication and structural characterization techniques as well as
the most advanced state-of-the-art theoretical approaches provided an insight into
the structure of self-assembled InGaAs quantum rings [33, 34]. A high level of
complexity of modeling was demonstrated to be needed for an adequate capture of
the shape, size, and composition effects in quantum rings.

Based on the X-STM characterization data, a theoretical model describing the
geometry and chemical composition of self-assembled quantum rings was devel-
oped [33, 35]. A model of the quantum ring shape (anisotropic “Quantum volcano”)
represented with an InGaAs layer of varying thickness, which is embedded in an
infinite GaAs matrix, as well as the effective adiabatic electron potential, is shown
in Fig. 2.

Though such a quantum crater is singly connected, it was shown that the
Aharonov–Bohm-type behavior, which is attributed to doubly connected topologies,
survived in such structures due to the exponentially rapid decay of electron wave
functions toward the crater center. The resulting theory allowed for a quantitative
explanation of the Aharonov–Bohm oscillations in the magnetization detected by
using the torsion magnetometry on those quantum volcanos [36], as shown in Fig. 3.
The anisotropic model of a quantum volcano [33, 35] has been widely exploited for
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Fig. 1 (l.h.s.) AFM image on surface of a quantum ring. (r.h.s.) X-STM image of filled states in a
cleaved quantum ring in the (1–10) and (110) planes, V sample �−3 V. The height changes from 0
(dark spots) to 0.25 nm (bright spots). (Adapted from [33] with the permission of AIP Publishing.)

interpretation of experiments on self-assembled InGaAs quantum rings, for instance
magnetic response of excitons and biexcitons in a quantum ring [37] and polariza-
tion dependence of photoluminescence due to excitons and biexcitons in a quantum
ring [38]. Deep analogies between the persistent currents in semiconductor quantum
rings and superconducting currents in superconductor rings are of immense heuris-
tic value for a unified description of topology-driven effects in semiconductors and
superconductors [39].

For an extensive overview of the physics of quantum rings, from fundamental
concepts through great challenges that were brilliantly overcome by both theory and
experiment to unprecedented application perspectives, see [1].

3 Topologic Effects in Möbius Rings

The parametric representation r(u, v) of the infinitely thin 2D Möbius band centered
at the origin of the xy-plane of central radius R and width Ly is [40]
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x(u, v) �
[
R +

Lyv

2
cos

(u
2

)]
cos(u),

y(u, v) �
[
R +

Lyv

2
cos

(u
2

)]
sin(u),

z(u, v) � Lyv

2
sin

(u
2

)
, (3.1)

where 0 ≤ u ≤ 2π,−1 ≤ v ≤ 1. The centerline of the Möbius band is a circumfer-
ence represented by (3.1) at v � 0. A key topological property of the Möbius band

Fig. 2 a Shape of an unstrained In0.6Ga0.4As quantum volcano. b The adiabatic potential, which
determines the electron motion in the quantum volcano. c Energies of the ground (solid line) and
excited (dotted lines) states calculated for a quantum volcano. All energies are counted from the
bottom of the conduction band in unstrained InAs. A dashed line, which indicates the region of
continuum, is obtained from the numerical simulation; it is a guide to the eye. Inset: magnetic
moment of the quantum volcano calculated at T=0. (Adapted from [35])
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Fig. 3 Magneticmoment per electron in self-assembled InAs/GaAs quantumvolcanos, at 1.2K and
4.2 K, as a function of the magnetic field. a Experiment: After subtracting the linear background
from the measured signal, it was divided by the total number of electrons and averaged over a
number of measurements. The first derivative of the measured magnetic moment with respect to the
magnetic field at T �1.2 K (inset). b Theory: Simulated magnetic moment and its first derivative
(inset) for a single electron in a quantum volcano at different temperatures. (After [38])

is implemented in the transformation of the coordinate under one rotation along the
centerline:

r(u, v) � r(u + 2π,−v). (3.2)

The quantum-mechanical consequence of this property is that the boundary condition
for theDirichlet boundary problem for the scalar Schrödinger equation on theMöbius
band is

ψ(u, 1) � ψ(u,−1) � 0, ψ(u + 2π, v) � ψ(u,−v). (3.3)

The single-valuedness of the wave function when the coordinate u describes one
rotation about the opening (u → u + 2π ) requires a simultaneous reflection of the
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Fig. 4 Wave functions with quantum numbers (nu , nv) on a 2DMöbius band. The positive to nega-
tive values of the wave functions are represented by the colors red to blue, with green corresponding
to zero. States with nv � 1 and an integer number |nu | of wavelengths along the centerline (a) are
similar to corresponding states in a quantum ring. States with nv � 2 and a half-integer number
|nu | of wavelengths along the centerline (b, c) are specific for a Möbius band. (Reprinted with
permission from [40]. © 2012 by the American Physical Society)

coordinate v, which allows for a description in terms of an additional topological
phase shift by π due to the twist:

v → eiπv. (3.4)

Using the adiabatic ansatz for the wave function

ψ(u, v) � ψ1(u)ψ2(v) (3.5)

and discarding the effects of curvature on the Laplace–Beltrami Hamiltonian [41],
the wave functions can be approximately represented as a product of (i) a propagating
wave ψ1(u) � exp(ikuu) with the wavenumber ku � nu/R and the corresponding
wavelength λ � 2π/|ku | in the centerline direction and (ii) a standing wave

ψ2(v) �
{
cos(πnvv), nv � 1, 3, 5, . . .

sin(πnvv), nv � 2, 4, . . .
(3.6)

with the wavenumber kv � πnv/Ly, where nv � 1, 2, . . . , in the direction orthogo-
nal to the centerline. As follows from the relation 2πR � |nu |λ, the number of waves
along the centerline of the Möbius band is |nu |. If nv is odd, then ψ2(−v) � ψ2(v),
and ψ1(u + 2π ) � ψ1(u), so that the number of wavelengths on the centerline is
an integer |nu | � 0, 1, 2, . . ., similar to a quantum ring (Fig. 4a). If nv is even, then
ψ2(−v) � −ψ2(v), and ψ1(u + 2π ) � (−1)iπψ1(u), so that the number of wave-
lengths on the centerline is half-integer |nu | � 1/2, 3/2, . . . (Fig. 4b, c). In the latter
case, a half-integer number of waves along the centerline is complemented with an
effective additional half-wave due to the twist-induced topological phase shift by
π , what allows for a constructive interference of the propagating waves. In analogy
with this behavior, a Möbius-type soliton in a nonlinear ring describing spin-wave
propagation in a magnetic film with low loss subject to a longitudinally applied field
requires two rounds about the ring, in order to return to the initial phase condition
[42].
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Fig. 5 Construction of a Möbius ring with inhomogeneous twist out of the parallelepiped-shaped
strip with length Lx , width Ly, and thickness Lz. Twist over the length interval Lx2 is followed by
rolling up to produce theMöbius ring with characteristic radius R=Lx/2π . The relative extent of the
untwisted part of the Möbius ring is denoted as η=Lx1/ Lx (the ratio of the length of the untwisted
part of the ring Lx1 to the whole circumference Lx). A magnetic flux � threads the Möbius ring
through its opening. (After [2])

The Möbius band is a 2D parametrized surface with only one side and only one
boundary. Twisting a planar parallelepiped-like strip by 180° around the axis along
its long side, rolling it up, and joining the butt ends orthogonal to that axis according
to the procedure proposed by Möbius [43] for fabrication of a Möbius band out
of a 2D rectangular strip result in a 3D object, which is called Möbius ring (see
Fig. 5). It is bounded by two surfaces, one of width Ly and another one of width Lz.
Those surfaces are double-sided. But moving on one of these surfaces of the Möbius
ring from any point, after one revolution (2π rotation) around the y-axis, one arrives
at the opposite size of the Möbius ring; it is necessary to perform two revolutions
(4π rotation) around the y-axis, in order to return to the original point.

A “Delocalization-to-localization” transition has been predicted [2] for the elec-
tron ground state in a nanoscale Möbius ring with inhomogeneous twist. Such struc-
tures attract increasing interest because of the advances in fabrication techniques.
When increasing the relative extent of the untwisted part of the Möbius ring η=Lx1/
Lx, the ground-state wave function occurs expelled from the twisted region (Fig. 6a),
while the first excited state wave function penetrates the twisted region (Fig. 6b).
This occurs due to the twist-dependent contribution to the kinetic energy operator
of the electron, which is equivalent to a decrease of the electronic effective mass in
the twisted region. Owing to the geometric potential [44], the ground-state energy of
an electron in a cylindrical ring shifts downward (Fig. 7a). As compared to the case
of a cylindrical ring of the same width, thickness, and circumference, the ground-
state energy of an electron in a Möbius ring shifts upward (Fig. 7a). As seen from
Fig. 7a, the contribution of twist to the kinetic energy operator is much larger than
that of the geometric potential. A tailoring of the energy spectrum can be performed
in a non-ideal quantum ring with inhomogeneous radius due to the occurrence of
an inhomogeneous geometric potential, but it is less prominent as compared to the
effect of twist in an inhomogeneous Möbius ring.

The upward shift of the ground-state energy of an electron in a Möbius ring (as
shown in Fig. 7a) has the same topological origin as the increase of the vacuum
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Fig. 6 Squared modulus of the wave function for the ground a and first excited states b for an
electron in aMöbius ring, which possesses inhomogeneous twist, as a function of the relative extent
of the untwisted part of the ring. A reducing color intensity represents three isosurfaces of the
squared modulus of the wave functions at the levels of 0.7, 0.5, and 0.3 of their respective maximal
values. The structural parameters taken for the finite-difference calculation are: radius R=Lx /2π
=10 nm, width Ly =8 nm, and thickness Lz =2 nm. (After [2])

Fig. 7 Ground-state energies for an electron confined to a Möbius ring as a function of the relative
magnetic flux. a Comparison of the ground-state energies for electrons in an ideal quantum ring
(black line), a quantum ring with geometric potential (light gray line) and a Möbius ring (gray
line). b When the relative extent of the untwisted part increases, expulsion of the electron wave
function from the twisted region gives rise to flattening of the ground-state energy as a function of
the magnetic flux owing to an enhanced localization. Parameters are the same as in Fig. 6. (After
[2])

energy of quantum fields in cosmological theories of twisted fields and/or twisted
space in a closed Universe [45–48]. For instance, a twist at the ultra-large scale
(introduced by the size of the Universe a~3 × 1027 m) raises the average vacuum
energy density of a scalar massless quantum field only by a tiny quantity 6 × 10−118

eVm−3, which is far beyond the limits of experimental accessibility. Remarkably, in
a Möbius ring of volume V=1 × 103 nm3 represented in Fig. 5, the twist-induced
shift of the ground-state energy without a magnetic field constitutes ΔE=22 meV,
what corresponds to the energy density as high as 2.2 × 1022 eVm−3. Therefore, the
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Fig. 8 A “Delocalization-
to-localization” transition in
a Möbius ring with
inhomogeneous twist
manifested in terms of a
persistent current as a
function of the relative extent
of the untwisted part. The
values of the persistent
current are calculated at
�/�0 � 0.25. Parameters
are the same as in Fig. 6.
(After [2])

effects of twisted fields on the energy density in a closed Universe can be modeled
in the laboratory on the Earth due to advancements in fabricating self-assembled
micro- and nanostructures possessing non-trivial topology.

The enhanced trend to localization leads to flattening of the ground-state energy
of an electron as a function of the magnetic flux as shown in Fig. 7b. The persistent
current in thenth eigenstatewith the eigenenergy En(Φ) is determinedby the equation
In(Φ) � −dEn(Φ)/dΦ. As seen from Fig. 8, above a certain critical value of the
relative extent of inhomogeneity ηcr ~12%, the electronic state becomes appreciably
localized near the untwisted region. The delocalized (at η<ηcr) states manifest a
slow, quadratic decay of the persistent currentwith increasing the relative extent of the
untwisted part η. At the same time, the localized (at η>ηcr) states are characterized by
a fast, exponential decay. In summary, a “Delocalization-to-localization” transition
occurs at ηcr. Importantly, the position of this transition can be effectively controlled
by the geometric characteristics of both twist (Lx1, Lx2) and rolling up (R).

4 Superconducting Vortices: Topological Defects in Micro-
and Nanoarchitectures

The ring is topologically equivalent to both the open cylinder and the punctured
plane. If the superconductor order parameter

ψ(r, ϕ) � f (r )exp(inϕ) (4.1)

winds around an opening in the plane at r=0, then we are dealing with a topological
defect [48], which cannot be eliminated (that is, the winding number n cannot be
changed) in a continuous way. In this terms, an Abrikosov vortex (antivortex) [49] is
a topological defect with winding number n=1 (n=−1) and f (0) � 0. The pattern
of superconducting vortices in a micro- or nanoarchitecture represents therefore an



Topology-Driven Effects in Advanced Micro- and Nanoarchitectures 207

Fig. 9 a Schematic image of an open superconductor tube. An applied transport current is shown
with heavy red arrows. Electrodes connected to both banks of a slit are represented semitransparent.
bSchematic representation ofMeissner currents in the open superconductor tube. Themagnetic field
BM, which is induced by Meissner (screening) currents, partly compensates the applied magnetic
field B. c Distribution of the superconducting order parameter at three values of the magnetic flux
for the dimensionless transport current density j=1.65 (the unit of current density is 8.57×109

Am−2) in an open Nb tube with radius R �500 nm, length L=3.5 μm, and a slit width 105 nm
(Reprinted with permission after [20]. © 2012 American Chemical Society.)

important study case for arranging topological defects in confined geometries. If an
open tube is subjected to a magnetic field applied orthogonally to its axis (Fig. 9a),
two disconnected Meissner currents jM arise in the upper and lower half-cylinders
represented in Fig. 9b with red and pink, correspondingly. As distinct from that, only
a single Meissner current flows in a planar film along its edges.

The vortex matter in the open microtube was described using the time-dependent
Ginzburg–Landau equation for a 2D model (which dealt with vortex “slices” rather
thanwith long vortex lines implemented in 3D)with appropriate boundary conditions
of no normal superconducting current at surfaces except electrodes. A transport
current with density j= jeϕ was imposed through the electrodes attached to both
banks of the slit as schematically represented in Fig. 9a [20]. In the subsequent
work, the effect of pinning centers, the renormalization of the magnetic field in tubes
of finite thickness, the evolution of the scalar potentials described by the Poisson
equation, and inhomogeneity of the transport current were included in the analysis.

The normal component of the magnetic field is maximal (Bn �B) in the domains
on the microtube, where the normal vector is close to or coincides with the direc-
tion of the external magnetic field, and minimal in the domains, where the normal
vector is close to or coincides with the direction opposite to the external magnetic
field. The above-mentioned domains are favorable for the presence of vortices. For



208 V. M. Fomin

Fig. 10 Schematic image of a helical microcoil. The z-axis is selected along the helix axis. The
y-axis is selected along the magnetic field B, which is orthogonal to the helix axis. a [b] Schematic
representation of the domains with the maximal [minimal] normal components of the applied
magnetic field Bn �B [Bn �−B]. c [d] Schematic image of the screening (Meissner) currents in
the top [bottom] helix half-turns (After [50]. © IOP Publishing. Reproduced with permission. All
rights reserved.)

a superconductor helical microcoil with N windings [50], there are 2N disconnected
areas favorable for the occurrence of vortices in each half-turn as shown in Fig. 10.

Each vortex moves being governed by the Lorentz force of density F � jtot ×
B owing to the total current density jtot � j + jM + jvortices, which includes the
transport current density j= jeϕ , a Meissner (screening) current density jM, and a
current density jvortices of other vortices. The presence of two systems of Meissner
(screening) currents as shown in Fig. 9b is crucial for the novel dynamical properties
of superconducting vortices in the open microtube as a function of its dimensions,
the applied magnetic field, and the transport current [20]. When the magnetic field
exceeds a certain value Bcr, the vortices systematically nucleate at each edge, move
along the tube and denucleate at an opposite edge (see Fig. 9c).

Vortices move in opposite directions in the upper and lower half-cylinders, as
soon as they meet there opposite directions of the transport current. The resulting
Lorentz force possessing opposite directions at ϕ�π/2 and ϕ�3π/2 is illustrated
in Fig. 8a with heavy black arrows. Such a behavior is typical of open tubes. When
the magnetic field further increases beyond a certain value, no vortices occur owing
to strong Meissner (screening) currents.

In order to quantify the vortex dynamics in the system, two characteristic times are
introduced as shown in Fig. 11a, b: the period of vortex nucleation at an edge (�t2)
and the duration of movement of a vortex along the tube (�t1). The dependence of
�t1 (�t2) on the magnetic field applied to a system is shown in Fig. 11c for different
radii of the nanotube. The key conclusion of that research is that the critical magnetic
field for beginning of vortex dynamics increases by a factor of more than 3 for the
nanotube in comparisonwith a planarmembrane (see a heavy arrow in the upper inset
to Fig. 11c). These results demonstrate perspectives of tailoring non-equilibrium
properties of vortices in curved superconductor nanomembranes leading to their
application as tunable superconducting flux generators for fluxon-based information
technologies.
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Fig. 11 Vortex dynamics at a �/�0 � 8.5 and b �/�0 � 11 in open Nb tubes possessing L
�3.5 μm and R �280 nm. Solid (dashed) lines represent vortex trajectories on the lower (upper)
half-cylinders. c Two characteristic times of vortex dynamics: the time-of-flight �t1 (solid lines)
and the period nucleation at an edge �t2 (dashed lines) as a function of the magnetic field. Upper
inset: characteristic times of vortex dynamics for a planar film possessing Lx �3.5 μm and Ly
�2π×420 nm≈2.6 μm. Lower inset: Critical magnetic field for the start of vortex motion Bcr and
transition magnetic field Btr in tubes possessing L �3.5 μm (Reprinted with permission after [20].
© 2012 American Chemical Society)

The dynamics of superconducting vortices in upper and lower half-cylinders are
strongly correlated in symmetric pure open tubes [20]. The presence of pinning cen-
ters [21] or inhomogeneous currents [23], which lift the symmetry of half-cylinders
with respect to reflection in the plane that includes the tube axis and the centerline of
the slit, reduces those correlations. If an inhomogeneous transport current is intro-
duced into an open Nb nanotube through multiple electrodes, a tunable branching
of the vortex nucleation period occurs [23] (Fig. 12). The average number of vor-
tices that occur in the microtube per nanosecond can be significantly decreased by
using the inhomogeneous transport current. This effect is of immanent importance
for energy dissipation reduction in diverse superconductor applications, for instance,
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Fig. 12 a Schematic image of an open Nb nanotube with inhomogeneous electrodes. b Vortex
dynamics at the magnetic field B=10 mT, T �0.95T c. Typical distribution of the order parameter
and denotations of the nucleation periods in the proximate �t (1)2 and distant �t (2)2 parts of the tube.
c Branching of the nucleation period due to inhomogeneous transport current in the tubes with R
�400 nm (red) and 600 nm (blue), L �3.36 at I in �1.7 mA μm as a function of the control current
(After [23]. © IOP Publishing. Reproduced with permission. All rights reserved.)

Fig. 13 Average numbers of vortices per half-turn calculated as a function of the radius of a helical
microcoil made from the strip of widthW �3 μm with the pitch distance P �6 μm at the applied
magnetic fields B �1 mT, 3 mT, and 5 mT. The length of the helical coil along the centerline L is
shown with a dotted line. Insets: distributions of the order parameter for three values of the radius R
�0.72 μm, 1.68 μm, and 2.4 μm (gray: |ψ | � 1, white: |ψ | � 0). (After [50]. © IOP Publishing.
Reproduced with permission. All rights reserved.)

for extension of the spectrum of superconductor-based sensors to the low-frequency
range.

For superconductor helical microcoils, the distribution and number of vortices in
a quasi-stationary pattern are governed by their confinement to the ultrathin helical
microcoil. Consequently, they can be controlled by the helical radius (see Fig. 13), the
helical pitch distance, and the helical stripewidth [13]. In the helicalmicrocoil, quasi-
degeneracy of vortex patterns is revealed to occur under the condition that the total
number of vortices is incommensurable with the number of half-turns. Interestingly,
superconductor helical microcoils with decreasing radius provide a realization of
a transition from the vortex pattern peculiar to a planar stripe to that of an open
microtube.
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5 Topologic States of Light in Microcavities

Modern advances in nanofabrication have provided novel high-tech materials for
nanophotonics with tailored optical properties. A Möbius-ring resonator [51] and a
rolled-up asymmetric microcavity [4] are representative examples, which give rise
to fascinating topological effects by virtue of Möbiosity, spin–orbit coupling, and
non-Abelianism.

5.1 Resonant Modes of Light in a Möbius-Ring Resonator

In-plane polarized light reveals a non-trivial topological evolution in the course of
a resonant propagation in a Möbius-ring resonator made of a twisted dielectric strip
with the refraction index n [51]. The strip thickness Lz is assumed to be much smaller
than the lightwavelength: d<λ/n, so that the electric field is assumed to be stringently
confined within the strip in the course of propagation. The strip width is taken larger
than thewavelength, and the strip length is selected in themicrometer range to support
optical modes in the visible spectral range. Figure 14 shows amplitude profiles for
resonance modes of light in a cylindrical ring resonator and a Möbius-ring resonator
with nu � 8 and nu � 7.5, respectively, as well as the numbers of antinodes along
the centerline.

The integer linearly polarized resonance modes in a cylindrical ring are invariant
under rotations at 2π around the z-axis,which is analogous to the rotational symmetry
of a boson field:

E(u + 2π ) � E(u). (5.1)

In a cylindrical ring, a translation of the electric field around the z-axis by 2π returns
it to the original position (Fig. 15a). The half-integer linearly polarized resonance
modes in a Möbius ring are invariant under rotations at a minimum of 4π rather than
2π around the z-axis, in analogy to the rotational symmetry of fermions [52]:

E(u + 2π ) � −E(u), E(u + 4π ) � E(u). (5.2)

Due to the twist, a translation of the electric field around the z-axis by 2π results in
a vector reversal (Fig. 15b). Thus, Möbiosity introduces a key property of fermions
to the bosonic electromagnetic field.

The structure of the amplitude profiles for resonance lightmodes reveals a remark-
able similarity to the structure of the electronic wave function in a Möbius ring with
a half-integer number nv shown in Fig. 4 (lower panel). However, when a linearly
polarized light enters the Möbius-ring resonator with an appreciable contrast of
refractive indices, the optical electric field is forced to remain parallel to the plane of
the twisted strip, and consequently, the polarization orientation continuously varies
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Fig. 14 Amplitude profiles for the resonance modes of light with integer and non-integer number
of wavelengths along the centerline for a cylindrical ring resonator a at nu � 8 and a Möbius-ring
resonator b at nu � 7.5. Both structures are formed, as shown in Fig. 5 for a Möbius-ring resonator,
of equivalent strips with Lx �2510 nm, Ly=320 nm, Lz=80 nm with a refractive index n �3.5 and
immersed in air. Numbers of antinodes along the centerline are N=16 and N=15, correspondingly.
c Calculated resonant spectra of intensity for two resonant modes of the cylindrical ring resonator
(nu � 7, 8) and two resonant modes of the Möbius-ring resonator (nu � 7.5, 8.5). (After [51])

Fig. 15 Distributions of the electric field E (solid line) and intensity I (open circles) for linearly
polarized resonance modes around the centerline (dashed line) in the tangential plane for (a) a
cylindrical ring resonator (nu � 8) and (b) a Möbius-ring resonator (nu � 7.5)



Topology-Driven Effects in Advanced Micro- and Nanoarchitectures 213

Fig. 16 a Rolled-up cone-shaped microtube cavity and the elliptical polarization state of light
occurring due to the basis conversion. b Conversion between the clockwise (light gray) and anti-
clockwise (black) basis states. Lines represent the squared amplitudes of the circularly polarized
waves as a function of the geometric phase calculated according to (5.11). The experimental data
are shown with circles. (After [4]. This work is licensed under a Creative Commons Attribution 4.0
International License, http://creativecommons.org/licenses/by/4.0/.)

along the twisted strip during propagation. This behavior represents an adiabatic
parallel transport of linearly polarized light in a smoothly curved Möbius ring [53]
and allows for an interpretation [51] in terms of a geometric phase introduced by the
twist as given by (3.4).

Similar numerical simulations revealed occurrence of half-integer plasmonic
modes in metallic Möbius rings at the nanoscale [54].

5.2 Optical Spin–Orbit Coupling and Non-Abelian Evolution
of Light in Asymmetric Microcavities

In conical-shaped asymmetric microcavities, the optical spin–orbit coupling is
enabled, and as a consequence, a non-cyclic optical geometric phase acquired in
the course of a non-Abelian evolution is observed [4]. Namely, in a rolled-up asym-
metric microcavity being pumped by a laser beam (532 nm), the incoming linearly
polarized light is found to evolve as the elliptically polarized one, the major axis
being tilted out of the tube axis by an angle ϕ (Fig. 16a).

Propagation of light in an inhomogeneous anisotropic dissipationless medium
with dielectric permittivity tensor ε̂(r) is described by the wave equation [55, 56]

[L2� − L2∇∇ + ε̂(r)]E � 0, (5.3)

where L � c
ω
is the vacuum wavelength divided by 2π . In a weakly anisotropic

medium,

http://creativecommons.org/licenses/by/4.0/
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ε̂(r) � ε0(r)I
∧

+ �
∧

(r,p),

where hats denote matrices; I
∧

is a unit matrix. The wave equation (5.3) is solved

in the first weak-anisotropy
(
μA � �

ε0
	 1

)
and geometric-optic

(
μGO � λ

L 	 1
)

approximations [56]. The evolution of the polarization along a ray from the initial
polarization a(0) is approximately described by the path integral over the phase
coordinates (p, r) of the zero-approximation light ray:

a(L) �
∫

exp
[
i�
∧

]
DpDr a(0) (5.4)

with the phase

�
∧

� 1

L
∫

L
p · dr I

∧

+
∫ L

0
a( p) · ṗσ̂zd� +

1

2L
∫ L

0
δ̂(p, r)d�. (5.5)

The first term in (5.5) describes classical dynamics of the center of a wave packet
in the circular basis; it is the same for both polarizations and does not change the
polarization characteristics. In what follows, it will be disregarded without loss of
generality. The second term in (5.5) is the spin–orbit interaction, which gives rise to
the geometric phase, like in (2.3). The third term stands for the effect of the weak
anisotropy of the medium; δ̂( p, r) is a transform of the tensor �

∧

(r,p). Unlike the
spin–orbit interaction, the third term in (5.5) contains all three Pauli matrices. The
component proportional to σ̂z renormalizes the spin–orbit interaction. The compo-
nents proportional to σ̂x and σ̂y are anticommutative with each other and with the
spin–orbit interaction [57]. This implies the non-Abelian evolution of light repre-
sented by (5.4).

5.3 Non-Abelian Evolution of Light Polarization

An approximate description of the evolution of polarization in a non-Abelian system
is introduced by (5.4) and (5.5). A parametrization of that evolution is performed in
terms of two parameters along the ray, ϕ � ϕ(L) andCA � CA(L), describing the
geometric phase and the magnitude of the anisotropy effect:

a � a(L) � M
∧

a(0). (5.6)

The mapping matrix

M
∧

� exp[i(ϕσ̂z + CAσ̂x )] (5.7)
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is analytically calculated by expanding the exponential in a power series of its argu-
ment:

M
∧

� I
∧

+ i(ϕσ̂z + CAσ̂x ) − 1

2!
(ϕσ̂z + CAσ̂x )

2 − i

2!
(ϕσ̂z + CAσ̂x )

3 + · · ·

Taking into account the basic properties of the Pauli matrices [57]:

σ̂ 2
x � σ̂ 2

z � I
∧

, σ̂z σ̂x + σ̂x σ̂z � 0,

we arrive at

M
∧

� I
∧

+ i(ϕσ̂z + CAσ̂x ) − 1

2!
(ϕ2 + C2

A)I
∧

− i

3!
(ϕσ̂z + CAσ̂x )(ϕ

2 + C2
A) + · · ·

Arranging coefficients for each of the independent matrices, we find an analytic
representation

M
∧

� I
∧

cos

(√
ϕ2 + C2

A

)
+ i(ϕσ̂z + CAσ̂x )

sin

(√
ϕ2 + C2

A

)

√
ϕ2 + C2

A

. (5.8)

or in the explicit form (χ �
√

ϕ2 + C2
A)

M
∧

�

∣∣∣∣∣∣∣

cosχ + iϕ sin χ

χ
iCA

sin χ

χ

iCA
sin χ

χ
cosχ − iϕ sin χ

χ

∣∣∣∣∣∣∣
. (5.9)

It is noteworthy that both parameters responsible for the geometric phase ϕ and the
magnitude of the anisotropy effect CA are entangled in each matrix element due to
the non-Abelian nature of the system.

According to (5.9), the action of the mapping matrix on a linearly polarized initial

basis a(0) � 1√
2

(
1
1

)
results in

(
a+
a−

)
� M

∧ 1√
2

(
1
1

)
� 1√

2

⎛

⎜⎝
cosχ + i(CA + ϕ) sin χ

χ

cosχ + i(CA − ϕ) sin χ

χ

⎞

⎟⎠. (5.10)

Due to the anisotropy effect, the squared amplitudes of the circularly polarized com-
ponents

|a+|2 � 1

2

(
1 + 2CAϕ

sin2 χ

χ2

)
, |a−|2 � 1

2

(
1 − 2CAϕ

sin2 χ

χ2

)
(5.11)
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become different, which implies an elliptical polarization of the electromagnetic
wave. This is a manifestation of the conversion of basis occurring due to the non-
Abelian dynamics of the system. According to (5.11), the norm of the polarization
vector is conserved: |a+|2 + |a−|2 � 1. The plots of the squared amplitudes of (5.11)
in Fig. 16b represent conversion of the circular basis.

A correspondence principle to the emergence of geometric phase in isotropic
systems is demonstrated in the limit CA → 0, when the basis

(
a+
a−

)
� 1√

2

(
exp(iϕ)

exp(−iϕ)

)
(5.12)

describes the geometric phase ϕ for the clockwise and −ϕ for the anticlockwise
circular polarizations.

Introducing the inverse function toϕ � ϕ(L) ⇒ L � L(ϕ), the dependence of the
anisotropy parameter on the ray length gives rise to the link between the parameters,
which determine the mapping matrix: CA � CA(L(ϕ)) → CA(ϕ).

The resonant light experiences the non-Abelian evolution in the rolled-up asym-
metricmicrocavity. The polarization state, as described by the eccentricity and the tilt
angle, continuously changes during the resonant light propagation in themicrocavity,
as shown in Fig. 16a. It is experimentally detected, when the light escapes from the
microcavity. At that point, the final state of the evolution of light has been reached.
The ray length from the light pumping until the light escape is determined by the
quality factor of the asymmetric microtube cavity. In the course of this process, the
major axes of the evolving polarization state trace a helical spiral around the axis of
the microtube. Matching (5.11) to the experimentally detected squared amplitudes of
the circularly polarized components for ϕ ranging from 0 to 44.5° (Fig. 16b) allows
for the following numerical fitting:

CA � 0.318 × ϕ−0.433. (5.13)

Using the mapping matrix (5.10) and the numerical fitting (5.13), a plot of the non-
Abelian evolution on the Poincaré sphere is obtained that is represented in Fig. 17.
For the interval 0 to 44.5°, the calculated curve nicely matches the experimental
data shown with circles [4]. In Fig. 17, the plot is continued until ϕ �720°, beyond
the experimentally achieved range. The curve encircles the z-axis, and at every next
round, it steadily approaches the equator of the Poincaré sphere, which corresponds
to the linear polarization of light. In summary, in rolled-up asymmetric microtube
resonators, the non-cyclic geometric phase as well as the photon basis conversion
occurs during a non-Abelian evolution.
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Fig. 17 Illustration of the non-Abelian evolution calculated using (5.10) and (5.13) as a curve
on the Poincaré sphere. In order to facilitate perception, the Poincaré sphere is represented from
different points of view. The experimental data of [4] are shown with circles

6 Conclusions

Ring-like (doubly connected) and twisted micro- and nanoarchitectures possess
unique densities of states for electrons, holes, spins, plasmons, photons, and phonons
and hence exhibit a broad variety of non-trivial quantum-interference effects, which
can be efficiently controlled by the geometric parameters of a ring-like system and
tuned by themagnetic flux piercing it. Those effects open new pathways for advances
in such fields as photon-, fluxon-, and spin-based quantum computing, magnetic
memory, photonic detectors and emitters, as well as engineering of novel electronic,
magnetic, spintronic, plasmonic, photonic, and phononic metamaterials.

Both quantum relativity and cosmic topology reveal remarkable analogies to con-
densed matter physics, although these disciplines consider systems of length scales
many orders apart. The observation of non-uniform quantum states of the electron
or other quantum fields in inhomogeneous Möbius rings would enable the table-top
demonstration of the forces that contributed to shaping the spatial structure of the
Universe.
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In an open superconductor micro- or nanotube, characteristic times of supercon-
ducting vortex dynamics are cardinally distinct from those in a planar film of the
same size at the same applied magnetic field. This difference occurs not only due to
inhomogeneity of the component of the magnetic field, which is normal to the cylin-
drical surface, but also due to correlation between the patterns of the superconducting
order parameter in the opposite half-cylinders. Tailoring properties of vortex matter
in rolled-up superconductor nanoarchitectures implies their promising applications,
e.g., as tunable flux generators for fluxonic information processing technologies, in
particular, quantum computing.

Optical spin–orbit coupling occurring in rolled-up asymmetricmicrocavities gives
rise to a non-cyclic optical geometric phase acquired in the course of the non-
Abelian evolution. This novel study case of non-Abelianism implies great applica-
tion perspectives for asymmetric microcavities in on-chip quantum devices through
topology-driven manipulation of photons.

In summary, topology-driven physical effects occurring owing to a special geome-
try of novelmicro- andnanostructures in real space openup a cornucopia of efficiently
controllable properties and hence reveal new avenues to boost the development of
strategic areas of nanotechnology.
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Functional Magnetic Metamaterials
for Spintronics

Yu. P. Sharaevsky, A. V. Sadovnikov, E. N. Beginin, A. Yu. Sharaevskaya,
S. E. Sheshukova and S. A. Nikitov

Abstract An overview of functional magnonic metamaterials is presented. We con-
sider three types of the magnetic structures. First, we demonstrate the frequency-
selective spin-wave transmission in irregular tapered magnonic strip with a period-
ical width modulation. By using space- and time-resolved Brillouin light scattering
spectroscopy technique, we measured the features of the intermodal interaction and
scattering at the boundaries of the periodical structures. In the vicinity of the band-
gap frequency region, the spin-wave spatial patterns depend on the mode interaction
in the width-modulated confined magnonic structure. We believe that these results
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are important for control of the spin-wave propagation in width-modulated mag-
netic structures for future spintronic and magnonic devices. Second, we consider the
irregular magnetic strip with the tapered region. We show that the broken transla-
tional symmetry leads to the switching of the mode interferential pattern. We also
demonstrate that the non-uniform magnetic field profile forms the conditions for the
local three-magnon decay in the irregular magnetic strip. These findings are impor-
tant for the planar magnonic network concept as the “Beyond CMOS” computing
techniques. Next, we propose the side-coupled magnonic crystal with the defect area
inside. The coupling of the defects leads to the complicated spin-wave transmission
spectra due to the coexistence of the multiple defect modes inside the frequency
range of the magnonic band gap. Finally, we present the results of the study of the
transformation of dynamic magnetization patterns in a bilayer multiferroic structure.
This phenomenon is described with a simple electrodynamic model based on the
numerical finite-element method. The studied confined multiferroic strip can be uti-
lized for the fabrication of integrated dual tunable functional devices for magnonic
applications.

1 Introduction

The concept of the metamaterials as the composite media with artificially created
periodic or irregular structural elements is widely recognized (see, e.g., [1] and ref-
erences therein). The demonstrative example is the photonic crystals which can be
referred to as the metamaterials based on dielectric mediums with periodic variation
of the refractive indices [2]. It is possible to effectively control the wave characteris-
tics in metamaterials by choosing parameters of structural elements (sizes, geometry,
and period). This opens the possibility of fabrication of metamaterial-based signal
processing devices in the optical frequency range. It should be noted that the basic
concepts of metamaterials can be used effectively for magnetic and multiferroic
materials, which can be tuned by external electric and magnetic fields (saturation
magnetization, magnetic permeability, etc.).

The study of the physical processes in the magnetic metamaterials led to the for-
mation of a new scientific direction—magnonics [3–6]. In the framework ofmagnon-
ics, the magnetization dynamics is studied in magnetic media with different spatial
dimensions of one- and two-dimensional structural elements. In particular, magnonic
crystals (MCs) have been fabricated on the basis of magnetic metamaterials, as an
analogy of photonic crystals [7]. The wave processes in MCs are determined by the
spin-wave propagation in magnetically ordered media. Spatial variations of material
parameters of the medium, magnetic fields, or boundary conditions can form the
magnetic metamaterial (periodic or irregular).
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The number of unique properties of magnetic metamaterials should be empha-
sized, e.g.,

• The characteristic frequencies of the wave processes depend on magnitude and
direction of the external magnetic field and can be tuned by in a wide frequency
range from MHz to THz [8].

• Thedispersion characteristics ofwaves dependon thedirectionof their propagation
relative to the direction of the static magnetic fields. Moreover, the dispersion can
be either positive or negative [9].

• Dispersion characteristics of spin waves in structures based on magnetic metama-
terials strongly depend on the boundary conditions.

• The spin-wave wavelength varies from 0.1 to 1000 μm for a fixed value and
orientation of magnetic field.

These features of wave processes in magnetic metamaterials provide a possibility
to create the MCs with functional properties by the decrease in structural elements’
size to the nanometer scale. Magnon spintronics is formed in the last decades as a
new promising scientific direction [6]. In contrast to electronic devices, where the
transfer of electric charge is essential, in spintronics devices the spin transfer (spin
current, spin waves, spin-polarized current) in ferromagnetic structures is consid-
ered. Integration of spintronics and magnonics elements in the semiconductor-based
electronics makes possible the fabrication of the functional devices for signal pro-
cessing, storage, and transmitting the information flows with the high speed and low
power consumption.

Nowadays, the next problems in spintronics and magnonics based on magnetic
metamaterials should be addressed:

• Fabrication of micro- and nano-sized magnetic structures with optimal conditions
for the spin transport and spin-wave propagation;

• Improvement of the efficiency of interaction between magnetic and electronic
subsystems (spin waves and spin current);

• Tunability of the magnetic metamaterials, in particular, fabrication of electrically
controlled metamaterials by the variation of the dielectric and magnetic perme-
abilities.

In this chapter, we present the theoretical and experimental results of spin-wave
properties in magnetic metamaterials. We demonstrate the spin-wave control in the
confined magnetic waveguiding structures. Both the frequency filtering and spatial
filtering are considered. We focus on the magnonic crystals and irregular magnonic
and multiferroic waveguides, which are the building blocks of any complex integral
magnonic network, acting as the transmission line between signal processing devices.
We also address the coupling of spin waves in the side-coupled topology of the
magnonic architecture.
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2 Spin Waves in Width-Modulated Magnonic Crystal

Periodic magnetic structures have been extensively studied in the past decades. The
periodicity can be created by, e.g., the modulation of the magnetic properties of
materials [10], periodically varying geometrical parameters: the thickness or width
of planar spin-wave (SW) waveguides [7], fabricating periodic arrays of magnetic
nano-dots [4], spatial modulation of the applied magnetic field [11]. Such artificially
fabricatedMCs [7] demonstrate the formation ofmagnonic bandgaps (frequencies, in
which the SWs are exponentially decayed due to theBragg reflections). Fabrication of
MCs based on yttrium iron garnet (YIG) films leads to the extension of the application
area of magnetic thin films in the perspective direction of functional magnonics and
spintronics [12–17]. In [18], the spin-wave filters based on the width-modulated
MCs were studied theoretically. MCs based on thin film of YIG can be used as the
element base for the fabrication of various devices for the signal processing in the
microwave frequency range (couplers, power dividers, delay lines, and tunable filters)
and offer the possibilities to flexibly control the SW characteristics due to small
magnetic losses in YIG. In [19], the MC-based tunable microwave phase shifter
has been proposed. The characteristics of SW in MCs can be varied over a wide
range with variation of an external magnetic field and the existence of variety of the
dispersion types of propagating waves (surface and volume, forward and backward)
[9]. The downscaling of YIG waveguiding strips to micro- and nano-sizes leads
to the practical applications as “Beyond CMOS” systems and integration in the
semiconductor signal processing, generation, and storage systems [20]. It is worth
to note that the miniaturization of the planar YIG waveguides and fabrication of
magnetic micro- and nano-strips leads to the necessity for the control of the mode
excitation and propagation along the waveguides [21, 22].

Experimental measurement of the spatial distribution of the spin-wave amplitudes
can be performed by various methods, for example, microwave probes. It is known
that the spatial resolution of the probe methods becomes insufficient for the micro-
and nano-sized waveguides. We use the Brillouin light scattering (BLS) technique
of magnetic materials [23] as an instrument for spatial and spatiotemporal properties
of SW propagation in irregular YIG strip with periodically modulated width.

The laser patterning technique is themost quick and convenient methods forMCs’
fabrication [24, 25]. The monocrystalline d = 10-μm-thick Bi-doped YIG film with
saturation magnetization of 4πM0 = 1350 G was used for laser patterning in the fab-
rication of width-modulated MC. YIG film was grown on gadolinium gallium garnet
(GGG) substrate with the thickness of 500 μm. The fabricated irregular magnonic
waveguide consists of two sections: the regular waveguides with the width of w01

= 2000 μm and w0 = 353 μm. Both sections were connected by taper region with
linear variation of width (see Fig. 1a).

Magnonic crystal with periodic sequence of rectangular notches on the edges
was fabricated in narrow section by laser scribing technique [24]. The geometrical
dimensions of this structure are shown in Fig. 1a. The edge width was b = 60μm and
heighta=60μm.The total length of irregularwaveguidewas 7.04mm, and the length
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Fig. 1 a Photograph of the width-modulated section of periodic waveguide with the following
dimensions: L = 122 μm, w0 = 353 μm. b The spatial distribution of MSSW intensity I(y, z)
(frequency f = 2.541 GHz). c The transmission characteristic of MSSW. The red circles indicate the
frequencies, where the BLS measurements were performed: f 1 = 2.519 GHz, f 2 = 2.55 GHz, f 3 =
2.608 GHz. Regions I, II, and III denote the areas with different spin-wave dynamics. d Dispersion
of MSSW in width-modulated magnonic strip

of narrow waveguide with MC was 5 mm. The 30-μm-width microstrip antennas of
length of 3mmare used formagnetostaticwave (MSW) excitation. The input antenna
is attached to the wide part of the irregular waveguide at 1.5 mm from the beginning
of the periodic structure in the narrow waveguide. The output antenna is located in
the narrow part at distance of h = 5 mm from the input. The applied magnetic field
H0 = 444 Oe is oriented in the plane of the waveguide along the microstrip antenna
(along z-axis). In this case, surface magnetostatic waves (MSSWs) are excited.

The transmission characteristic of MC was measured by vector network analyzer
(VNA). Spatiotemporal distribution of intensity ofMSSWinMCwasmeasured using
BLS technique. Figure 1b demonstrates the spatial distribution of MSSW intensity
I(y, z), at the frequency of 2.541 GHz. The transmission characteristic (amplitude
of S21 coefficient) measured at input power of Pin = –30 dBm was shown in Fig. 1c.
The dispersion characteristic of MSSW k(f ) (Fig. 1d) (k is a wave number) was
obtained bymeans of the phase-frequency shift ofwave betweenmicrostrip antennas.
Three typical frequency regions with different levels of attenuation of MSSW in the
transmission characteristic can be distinguished in Fig. 1c. Region I is located near
the lower cutoff frequency of MSSW with the wave numbers about k ~100 cm−1.
In the region III, the wave propagates with wave number of k ~ 240 cm−1. MSSW
propagates with relatively low attenuation of –30 dB in the region II.

The spatial distribution of the MSSW intensity in MC at different frequencies
was investigated by BLS technique. The microwave pulses with duration of τ =
200 ns, input power Pin = –10 dBm, and repetition period Ti = 1.5 μs were used for
waveguide excitation. Spatial scanning was performed with resolution �y � �z �
0.03 mm. The intensity of scattered light on MSW is given by [23] and reads as
I (y, z, t) ∝ |m(y, z, t)|2, where m(y, z, t) is the amplitude of MSW. The intensity
of MSW is defined as integration over repetition period Ti and waveguide width w0:
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Fig. 2 a Spatio-frequency
distribution of MSSW
intensity I(f , y) in MC. The
forbidden bands are clearly
distinguished in the regions I
and III depicted in Fig. 2.; b
spin-wave normalized
integrated intensity as a
function of propagation
distance y. Open circles
denote the first forbidden gap
of MC (the frequency of
input signal f 1 = 2.519 GHz),
squares—transmission band
(f 2 = 2.55 GHz),
diamonds—second
forbidden gap (f 3 =
2.608 GHz)

J ( f, y) � ∫ Ti
0

∫ w0

0 I ( f, y, z, t)dzdt, where f is the frequency of MSW. The spatial
frequency distribution of the integrated intensity J ( f, y) is shown in Fig. 2a. The
beginning of MC in the narrow part of waveguide corresponds to coordinate yMC

= 0.25 mm. The widths of first and second forbidden bands are 50 and 10 MHz,
respectively.

The position of these regions on the frequency axis corresponds to regions I and
III in Fig. 1c. Spin-wave intensity as a function of propagation distance is shown in
Fig. 2b. Here, we plot the value of J ( f, y)/J ( f, 0) as a function of y-coordinate at the
different frequencies of input signal. Measurement of the decay length Ldis (distance
at which the intensity of SW falls to (1/e) of its initial value) of SW was obtained
from BLS experiment at different frequencies of the applied microwave signal: at
f 1, Ldis = 0.39 mm; at f 2, Ldis = 0.57 mm; at f 3, Ldis = 0.89 mm.

The first and second forbidden bands were formed due to the scattering of MSSW
on the periodic waveguide edges, formed by width modulation. The estimation of the
distance along which MSSW propagates with significant decay reveals the sufficient
distance from the beginning of the MC to formation of rejection band. Figure 3b
demonstrates that this distance is equal to 10 period of structure. Spatial distribution
ofwaves inMC is characterized by the integrated intensity J (y, z) � ∫ Ti

0 I (y, z, t)dt .
The modes of MSSW are distributed in the regular part of the narrow waveguide
before the beginning of MC (in the region y <yMC) with transverse amplitude dis-
tribution, given by sin(nπ z/w0), where n = 1, 3, 5. Thus, the multimode regime of
spin-wave excitation and propagation in MC was observed [26].

The spatial distributions of theMSSWmodes corresponds to the interference pat-
tern of the width modes with n = 1 and n = 3. Figure 3 shows the spatial distributions
of the integrated intensity I(y, z) at frequencies f 1, f 2, and f 3. The spatial spin-wave
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Fig. 3 Spatial distribution of MSSW intensity I(y, z) in MC at different frequencies of the input
microwave signal: a f 1 = 2.519 GHz, b f 2 = 2.55 GHz, c f 3 = 2.608 GHz. The right panels show the
transverse distribution of spin-wave intensity in the cross section y1 = 0.7 mm and y2 = 0.76 mm
(for the wide (dashed curves) and narrow (solid curves) parts of the MC)

patterns are formed due to the superposition of the incident and scattered modes with
different mode index n.

Next, we consider the regions I and III. The coefficient of wave reflection from
one period of MC can be written in the form [11] �n � (k0n − k1n)/(k0n + k1n),
where k0n, k1n are the wave numbers at frequency f in waveguides of width w0

and w1 = w0 – 2a, respectively. The value of �n was estimated using the dispersion
characteristics of MSSW in confined magnetic strip [21]. It was shown that in the
region I (Fig. 4a) the main role in the formation of the spatial pattern of intensity
plays the spin-wave intermode interaction and their scattering at the boundaries of
the magnonic structure. These mechanisms lead to a rapid spatial damping ofMSSW
and formation of a broad forbidden gap. As it is shown in Fig. 3b, in the region II
the coefficient �n decreases and the redistribution of the MSSW intensity from the
edge of MC to its longitudinal axis is observed. Dissipation efficiency of MSSW on
periodic waveguide edges decreases, and during wave propagation, the profile of the
transverse intensity distribution I(y,z) is approached to the distribution in the form
sin2(π z/w0) for the fundamental mode. This leads to the formation of the Bragg
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Fig. 4 a Schematic side-coupling magnonic crystals with broken translational symmetry and b
view in (x, y) plane

forbidden gap. Figure 3c demonstrates that in the frequency range III the regime of
spin-wave propagation with low damping and multimode nature of the transverse
distribution are observed. The transverse distributions of intensity in the wide and
narrow parts of MC at y1 = 0.7 mm and y2 = 0.76 mm are shown in right panels
of Fig. 3. Note that the spin-wave intensity distribution I(z) is transformed with the
increase in the signal frequency (from frequency f 1 to the frequency f 3).

Thus, the multimode propagation of MSSW in irregular width-modulated YIG
waveguide was studied experimentally. The use of tapered region of YIG waveguide
leads to the tuning of band-gap frequencies of MC due to the wavenumber con-
trol of magnonic crystal’s width modes. The spatial frequency characteristics at the
frequency of the forbidden band gaps of MC were experimentally studied. Two for-
bidden bands ofwidths 40 and 10MHzwere observed. The features of the intermodal
interaction of width modes and their scattering at the boundaries of the waveguide
have been investigated experimentally using space- and time-resolved Brillouin light
scattering spectroscopy. We show that near the band-gap frequency region the for-
mation of the spatial pattern of spin wave depends on the mode interaction in the
periodically width-modulated YIG strip. These effects should be taken into account
when constructing mathematical models of spin-wave propagation in MC and fabri-
cation of functional magnonic frequency-selective devices. Recent development of
YIG thin-film fabrication enables lithography pattering of periodic strips with even
smaller scale [27].

3 Defect Spin-Wave Modes Coupling in Magnonic Crystals

Some attractive features of spin-wave propagation in MCs are interesting for
microwave signal processing on the basic magnonic band gaps with strong response
to various imperfections of a periodic surface ofMC [28]. Creating structural defects
in magnonic crystals leads to their translational symmetry breakdown, whereas local
modification of the thickness of one of the layers in an one-dimensional (1D) MC
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leads to appearance of the discrete levels within the band gap at the frequencies
according to the half wavelength of standingwave resonance peaks along defect layer
length [7]. Depending upon the defect size and composition, existence of a single
defect with variation of geometry and magnetic parameters may lead to appearance
of one or several defectmodes. Also defectmodes can be interesting for improvement
in quality for selective filters, microwave generators, and signal processing [29–31].

Defects on periodic lattice can be created by using another material. For instance,
a structural or compositional defect could be a strip element, of a different width or
material, in an otherwise perfect periodicmulticomponent array of strips.Attention to
defect properties refers to photonic crystals and has attracted owing to their physical
properties and wide potential for applications [32].

In addition to the presence of structural defects, coupled periodic magnonic struc-
tures have relevant interest for controlling forbidden bands. In this chapter [33], main
features of formation band gaps in the proposed two coupled 1DMCs separated by a
dielectric layer were identified and studied. Following, we consider the model of the
layered structure, which consists of two adjacent 1D magnonic crystals with broken
translation symmetry in each MC. Such model combines coupled periodic struc-
tures and the presence of defects. The presented results of theoretical measurements
of the defect modes and its behavior in the spin-wave spectra in coupled 1D MC
were obtained. Interest to such structures with defects is based on the possibility to
applying of selective switching components.

We investigated two laterally coupled magnonic crystals (MC1 and MC2) com-
posed of ferrimagnetic yttrium iron garnet (Y3Fe5O12) film situated on gadolinium
gallium garnet (GGG) with defect in lattice (see Fig. 4a) and top view (see Fig. 4b)
in (x, y) plane of such four-port structure with coupling along structure length.

It is suggested that MCs consist of regular waveguide segments (elementary lay-
ers) of thickness d1 and d2 and the spatial period D = L1+L2 (L1 and L2 are the
lengths of regular waveguides with thicknesses d1 and d2) [34, 35]. Regions with
defects propose as segments of waveguides with length and thickness—Ld and d1.
We assume that in each segment of elementary layer the total field is the superposition
of magnetostatic waves propagating in the+y and -y directions. Also, two MCs with
defects are waveguides in which waves propagating related to coupling coefficient
K . Ports of coupled MCs are shown as (see Fig. 4b) vectors-columns of amplitudes
of magnetostatic waves in the cross section y = 0 and y = L:

�ψ(0) �

⎛

⎜
⎜
⎜
⎝

A1(0)

B1(0)

A3(0)

B3(0)

⎞

⎟
⎟
⎟
⎠

, �ψ(L) �

⎛

⎜
⎜
⎜
⎝

E2(L)

F2(L)

E4(L)

F4(L)

⎞

⎟
⎟
⎟
⎠

,

where—A1(0), A3(0), B1(0), B3(0)—amplitudes of the incident and reflected waves
in ports 1 and 3; E2(L), E4(L), F2(L), F4(L)—amplitudes of the transmitted and
incident waves in ports 2 and 4.
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Using the transmission matrix method, it can be shown that the wave amplitudes
in the (y = 0, L) profiles are related by the following expression:

�ψ(0) � ↔
M �ψ(L), (1)

where
↔
M is the transfer matrix for coupled structure.

Further, expression for the transfer matrix was calculated. Expression for seg-
ments L1, L2, and Ld was obtained according to the theory of coupled waves. Such
expression provides connection between wave amplitudes at ports with transmission
matrices in the form:

↔
M j �

⎛

⎜
⎜
⎜
⎜
⎜
⎝

α j 0 −β j 0

0 α∗
j 0 β∗

j

β j 0 α j 0

0 −β∗
j 0 α∗

j

⎞

⎟
⎟
⎟
⎟
⎟
⎠

(2)

where α j � e−ik j L j cos
(
K L j

)
, β j � e−ik j L j sin

(
K L j

)
, α∗

j , β
∗
j are complex conju-

gate quantities, the index j corresponds to segments of regular waveguides and defect
takes the values—1, 2. The wave numbers kj and frequency f in case of distribution
MSSW are related by [36]:

k j � 1

2d j
ln

(
(μ − 1)2 − μa

(μ + 1)2 − μa

)

(3)

where μ � fH ( fH+ fM )− f 2

f 2H− f 2
, μa � fM f

f 2H− f 2
fM � γ 4π M0, M0—saturation magne-

tization, fH � γ H0, γ—gyromagnetic ratio, H0—external static magnetic field.
Further, we consider the interaction region for waveguides of different thickness dj.
Compared to fields of magnetostatic waves at the boundaries, transfer matrices and
the amplitudes of the incident, reflected, and transmitted MSSWs in the compound
region were obtained:

↔
Gs �

⎛

⎜
⎜
⎜
⎝

ρ η 0 0

η ρ 0 0

0 0 ρ η

0 0 η ρ

⎞

⎟
⎟
⎟
⎠

(4)

where ρ � (1 − sB)−1, η � sB(1 − sB)−1 B � (d1 − d2)/(d1 + d2), s=+1, −1 for
incident waves on the connection from the side of thick (d1) and thin (d2) elementary
layer. Based on the transmission matrices (1, 2, 4), we calculate a transfer matrix for
one period D of coupled MCs in the form:
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↔
MD � ↔

M1
↔
G+

↔
M2

↔
G−. (5)

Thereafter, we calculated the resulting transmissionmatrix for considered coupled
MCs with a symmetric position of defects; such matrix will be in the form:

↔
M � ↔

M
N

DMd
↔
G+M2

↔
G−

↔
M

N

D, (6)

where N is the number of periods before and after matrix of defect.
Expressions for the coupling matrix of regular waveguide segments (2) include

the coupling coefficient K . Without loss of generality, the coupling coefficient is
assumed in the form:

K � π

2L
Z , (7)

where Z—number of wave pumps between magnonic structures, L = 2ND + Ld +
L2—length of coupled structure.

Further, we calculated the transmission T 2 = E2(L)/A1(0), T 4 = E4(L)/A1(0) and
reflection coefficients R1 = B1(0)/A1(0), R3 = B3(0)/A1(0) from the ports of coupled
MCs. Such dependencies for MSSW are solved by (1) with respect to unknown
coefficients and taking into account the dispersion relation from (3). The calculation
results of characteristics of the structure MC-MC with defects for T 2, T 4, R1, R3 are
presented in Fig. 5a–e. Thickness of thick layers is d1 = 15μm, and thickness of thin
layers is d2 = 13 μm. Period of structures is D = 200 μm, number of periods is 2 N
= 30, length of thick and thin layers is L1 = L2 = 100 μm, length of defect layer is
Ld = L1. Saturation magnetization isM0 = 1750/(4π ) G, and applied magnetic field
is H0 = 1000 Oe. Assume the case that the power was inserted through the first port
(A1(0) ��0, A3(0) = F2(L) = F4(L) = 0).

First, we consider defect-free side-coupled MCs with weak coupling coefficient
Z = 2. Characteristics for second and fourth ports T 2 and T 4 for such structure are
shown in Fig. 5a. Note that signals in both structures are decreased in area of Bragg
frequency.Alsowe observed that pumping fromone structure to another in frequency
intervals (4.91≤ f 1 ≤4.93 GHz, 4.98≤ f 2 ≤4.99 GHz) is proceeded. It is important
to note that in coupled MCs with defects with weak coupling properties will be same
as the defect-free MCs.

By increasing coupling between MCs (Z—the number of pumping), transition
characteristics are significantly changed (see Fig. 5b, c). In the regions (4.92 ≤ f 1
≤4.94GHz, 4.98≤ f 2 ≤5GHz) on transmission characteristic T2, two defect modes
appear (green dashed lines in Fig. 5c) at non-Bragg frequencies (f 1 ≈4.955 GHz, f 2
≈4.99GHz) for crystals with defects with Z = 5, according to anotherMC (T 4), there
is a decrease in signal at these frequencies. It is possible to observe the difference
between the characteristics for MCs with defects and defect-free MCs (see Fig. 5b,
c). It can also be noted that in the region of the Bragg frequency the signal propagates
in only one of the structures (decrease in transmission coefficient T 4). Such effect
can be obtained by the presence of coupling between structures. Occurrence of defect
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Fig. 5 Transmission coefficientsT2 (red curve) andT4 (blue curve):aZ=2,bZ=5 for defect—free
MCs; c Z = 2, d Z = 5, e Z = 7, e reflection coefficients R1 (red curve), R3 (blue curve) Z = 7 forMCs
with defects; f frequency position of defect modes of parameter Z. Defect modes’ peaks showed
by green dash-dotted line

modes on the transmission (T2, T4) and reflection (R1, R3) coefficients with further
increasing coupling (Z = 7, see Fig. 5d, e) is shown. Location of these defect modes
within the gaps was mainly dependent on the dimension of the defects and relation
between the defect size and the period of the magnonic crystal lattices. Such effect
according to experimental results in 1DMCswith defect was observed in [31], where
defect modes for MSSW within the magnonic Bragg band gaps were founded. In
the proposed coupled MCs, the two magnonic forbidden bands are located in the
regions with defect modes at the values of –6 dB (see Fig. 5c–e) by analogy with
two forbidden bands at frequency spectra in coupled MCs without defects [33].
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According to coupling increase, defect mode with the low frequency is shifted
down, and defect mode with the high frequency is shifted up in frequency spectra
(see Fig. 5f). Consequently, the possibility of controlling the position in the spectrum
of defect modes is shown. Besides, such method allows to calculate characteristics
in planar complicated magnonic structure, which have more than two output ports.
Also, the structure with any number of MC with defects can be designed.

We constructed transfer matrix for propagating MSSW in side—coupled MCs
with coupling along structure length. Considered model describes the features of
existence defect modes in such structure. Hence, appearance of two defect modes in
transmission and reflection dependencies by analogy with two band-gap formation
in vertical-coupledMCs was demonstrated [33]. Also, we have shown the possibility
of controlling such peaks’ position in frequency spectra by changing the coupling
coefficient. One final comment is that the results can be used for creating planar
controlled elements for magnonic and spintronic logic devices.

4 Multimode Surface Magnetostatic Wave Propagation
in Irregular Planar Magnonic Structure

Magnonic strips based on thin YIG film can be used as basic elements for the fabrica-
tion of functional spintronic andmagnetoelectronic devices, such as couplers, waveg-
uides, filters, and delay lines (see, e.g., [37]). The characteristics of such devices can
be varied in a broad range due to the coexistence of multiple physical phenomena,
e.g., the possibility of frequency tuning by an external magnetic field, the existence
of variety of the dispersion types of propagating spin waves (on surface and in vol-
ume, forwards and backwards), the coexistence of various nonlinear effects, such as
self-modulation, soliton generation, and propagation. The spectrum and propagation
characteristics of magnetostatic surface spin waves (MSSWs) in regular finite-width
ferrite waveguidewere investigated both experimentally and theoretically in [21, 22],
but themultimodeMSSWpropagation in irregular planar ferrite waveguides requires
more detailed investigation. Experimental measurement of the spin-wave intensity
distribution can be performed by number of experimental methods, for example,
microwave probes. However, the spatial resolution of the probe methods is insuffi-
cient for the geometrical dimensions less than hundreds of microns, mainly due to
electromagnetic cross talk. Nowadays, the spatial characteristics of spin waves in
planar micron and submicron waveguides are experimentally studied by the space-
and time-resolved Brillouin spectroscopy (BLS) (see, e.g., [23]). Here, we present
the results of experimental study of multimode spin-wave propagation in irregular
planar YIG structures in different frequency ranges. Planar waveguides were fabri-
cated by the precise laser cutting technique from YIG films on gadolinium gallium
garnet (GGG) substrate. The regular planar YIG waveguides has trapezoidal form
with the geometrical dimensions 1 × 5 mm2. Thickness of the ferrite was d � 7.7
μm, and the saturation magnetization was 4πM0 � 1750 G. Irregular structure
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Fig. 6 a Experimental setup with tapered YIGwaveguide and the example of obtained BLS spectra
(inset). b Photograph of the fabricated structure. c Spatial distribution of the MSSW in a regular
waveguide. d Dispersion for the MSSW modes

consisted of two regular waveguides of different width and the taper region between
them (Fig. 6a, b).MSSWwas excited by 30-μm-widthmicrostrip antenna. Biasmag-
netic field was applied along the microstrip antennas. Spatiotemporal distribution of
high-frequency spin-wave magnetization �m(t, y, z) in the waveguide was obtained
by spatial scanning with laser beam focused on the surface of the structure.

TheBLSmeasurement of the spectrumand intensity of inelastically scattered light
I (t, y, z) ∼ | �m(t, y, z)|2 was performed in the configuration of the backscattering
BLS scheme (Fig. 6a). Figure 6c shows the experimentally obtained stationary spatial
distribution of I (y, z) for the MSSW propagating in a regular 1-mm-width YIG
waveguide. The dark areas correspond to larger values of spin-wave intensity. The
linear propagation regime was considered. Input signal frequency was f � 2.87
GHz, and input power was Pin � −20 dBm. External magnetic field was H0 � 440
Oe. In the general case, the magnetization in the waveguide can be represented as
a superposition of the waveguide modes �m(x, y, z) � ∑

n
αn(z) �mn(x)e−ikn y , where

αn(z) ∼ sin(nπ z/w) is the amplitude coefficient, n � 1, 2, 3 . . . is mode number,
w is the waveguide width, kn is wave number of nth mode, and �mn(x) is high-
frequency magnetization component. Spatial distribution of magnetization in Fig. 7a
corresponds to a superposition of first and third odd transverse spin-wave modes
which are symmetrical with respect to the longitudinal axis of regular waveguide.
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Fig. 7 Microwave experiment scheme (a), transmission coefficient and group delay for different
values of bias magnetic field H0 = 490 Oe (b), and H0 = 1500 Oe (c)

Experimental value of the beat length was L � 1.4 mm. Dispersion characteristics
of the width spin-wave modes are depicted in Fig. 7b. The theoretical calculation
of the beat length gives the value of L � 2π/k1 − k3 � 1.6 mm, which is in
good agreement with the experimental results. Microwave characteristics (Fig. 7) of
irregular waveguide for different values of the external magnetic field (H0 � 490
Oe (Fig. 7b), H0 � 1500 Oe (Fig. 7c)) were measured by a vector network analyzer
in linear regime of MSSW propagation (Pin � −30 dBm) (Fig. 7a). The solid line
denotes the frequency dependence of the S21 transmission coefficient, and dashed line
shows the group delay τ (time of MSSW propagation from input to output antenna).
The excitation band of MSSW depending on the value of external magnetic field
was � f � 100÷ 500 MHz, the minimum insertion loss was 12÷ 20 dB, and group
delay was of 200 ÷ 800 ns.

The results of the measurement of the stationary spin-wave spatial distribution
of magnetization for irregular waveguide are shown in Fig. 8a, b. The input signal
frequency was f � 2.872 GHz, and external bias field was H0 � 490 Oe. The
mode decomposition reveals that the superposition of MSSWmodes with n � 1 and
n � 3 in the region of regular waveguide is observed.

The tapered region of magnonic strip is formed in the region where the width of
the waveguide is linearly decreased from 2 to 0.3 mm. It should be noted that in this
region of magnonic structure, the distribution of magnetization is symmetrical with
respect to the longitudinal y-axis of the structure. An increase in the amplitude of
the magnetization at the edges of the taper waveguide is observed in BLS results.
As it is shown in Fig. 9b, where the dependence of I (y) is depicted, regarding the
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Fig. 8 Spatial distribution of the MSSW in irregular waveguide (a, b) and intensity distribution
along y-axis inside tapered region of the structure (b) (circles denoted measured values, solid
line—approximation). d The results of numerical simulation

reference value (y � 0 mm), an increase in intensity by 50 times (y � 1.6 mm)
was observed.

Inside the narrow waveguide region (0.6 ≤ z ≤ 1.4 mm and 1.6 ≤ y ≤ 3.6 mm
in Fig. 8a) the magnetization pattern corresponds to a superposition of spin-wave
first and second (n � 1 and n � 2) spin-wave modes (Fig. 8a) and the beating
length was estimated to be of L � 0.5 mm. The results of the calculation of the
wave numbers of these modes give the beating length of L � 0.63 mm. Thus,
the good accordance between the calculation and experimental data was found. In
this case, there is a symmetry breaking in the spatial distribution of magnetization
intensity with respect to the longitudinal y-axis. The results of numerical simulation
of width mode interference are shown in Fig. 8d and are in good agreement with the
experimental data (in the region of the regular section of the considered structure).

Figure 9 shows theBLSmap of distribution ofmagnetization in the narrowwaveg-
uide region with three input signal frequencies at the value of bias magnetic field
H0 � 1500 Oe.

The magnetization in a narrow waveguide in the region of small wave numbers
of MSSW at frequency of f � 5.94 GHz has a complex spatial pattern. One can
assume that in the input section of the narrow waveguide a large number of modes
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Fig. 9 Spatial distribution of BLS intensity for the MSSW in narrow area of irregular waveguide
for different values of input signal frequency (a)–(c) and beat length dependency on the frequency
for superposition of first and second MSSW modes (d)

can be excited; however, the narrow section of the magnonic waveguide does not
have enough length to form a regular spatial pattern of the spin-wave intensity. In
the middle of the MSSW spectrum at the frequency of f � 6.005 GHz, the spatial
distribution of the first and second (n � 1 and n � 2) waveguide modes was formed.
The beating length in this case was L � 0.2 mm. At the frequency of f � 6.051
GHz near the upper frequency limit of the MSSW excitation, the spin-wave decays
rapidly along the waveguide (see transmission characteristics in Fig. 7c) without the
formation of the distinguished spatial pattern of the spin-wave intensity. The results
of numerical calculation of the beating length L as a function of the frequency (for
a field H0 � 1500 Oe) are shown in Fig. 9d. The beat length is decreased as the
frequency is increased.

It is worth to note that the internal magnetic field is non-uniform inside the 500-
μm-width section of the irregular waveguide due to magnetic shape anisotropy. Thus
inside the regular section, the internal magnetic field is decreased in the region near
the waveguide’s edge. This leads to the interesting effect in the frequency region
where three-magnon (3 M) decay processes is possible. It is known that the products
of the 3 M decay in the case of MSSW propagation at the frequency of f 0 are the
SWs at the frequency of f 0/2 [9, 38]. It is also known that there is a power threshold
for 3M processes, which is decreased with theMSSW’s wave number decrease. This
fact opens the possibility of SW generation due to 3 M processes in the region of the
decreased internal magnetic field. Thus, the power threshold is reduced in the area
in the vicinity of waveguide’s edge.
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Fig. 10 a Spatial distribution of MSSW in irregular waveguide, measured at the frequency of f =
2.872 GHz (isolevel lines) and at f = 2.872/2 = 1.436 GHz (grayscale). Input signal frequency is f
= 2.872 GHz. b Spatial distribution of MSSW in irregular waveguide, measured at the frequency of
f = 2.981 GHz (isolevel lines) and at f = 2.981/2 = 1.4905 GHz (grayscale). Input signal frequency
is f = 2.981. Right panels correspond to the MSSW time profile at the positions, which are denoted
with the open circles and referred to as “P1” and “P2.” Beating length of first and second width
modes is denoted as L. All shown data are presented for H0 = 490 Oe

The local generation of SW is shown in Fig. 10a forH0 = 490 Oe. Here, the spatial
distribution of MSSW measured at the frequency of f = 2.872 GHz (isolevel lines)
and at f = 2.872/2 = 1.436 GHz (grayscale) is depicted. In both cases, the input signal
frequency was f = 2.872 GHz. The similar results were obtained for MSSW at the
frequency of f = 2.981 GHz (Fig. 10b). Right panels in Fig. 10 correspond to the
MSSW time profile at the positions of 40 μm from the waveguide’s edge (referred
to as “P2”) and at the positions of 100 μm from the waveguide’s edge (referred to as
“P1”). One can observe the well-defined pulse time profile at the point “P2,” which
is the result of 3 M decay process. This also confirms that the 3 M processes are
arisen from the non-uniformity of the internal magnetic field and occur in the area
of reduced H int.

Thus, the experimental study of magnetic strip reveals the localization of the
parametrical processes in irregular YIG waveguides. It was shown that in the case
of a regular waveguide, the beating of width modes with numbers n � 1 and n � 3
forms the spatial spin-wave pattern. The width mode transformation in tapered area
of YIG waveguide is observed in the case of irregular magnonic waveguide. Thus,
the first and third width modes in the wide area of magnetic structure are transformed
into MSSW modes of order n � 1 and n � 2 in the narrow part of waveguide. This
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fact can be explained by an axial symmetry breaking with respect to longitudinal
axis (y-axis in Fig. 10) of the irregular magnonic waveguide.

5 Transverse Mode Coupling in Confined Multiferroics

Dual tunability is the key advantage of multiferroic-based devices operating in
microwave and terahertz frequency range. Magnetic tuning can be typically per-
formed by means of the variation in an angle or/and value of bias magnetic field,
while electric tuning is realized by the variation in an applied electric field [39–41],
which causes change of dielectric permittivity of the ferroelectric layer. Multiferroic
waveguide with dual tunability, fabricated from ferrite-ferroelectric bilayer, can be
used as a phase shifter [42–44] or tunable filter [45]. The novel concept of planar
magnonic devices requires the reduction of transversal size of multiferroic strip. This
leads to the necessity of the control of characteristics of waves propagating in con-
fined bilayers. The interference of spin-wave modes quantized in the direction along
the short axis of magnetic waveguide was studied in detail, performing BLS probing
techniques, providing direct visualization of spin-wave propagation with the spatial
and temporal resolution. It was shown in the previous subsection that the beating
of the spin-wave width modes [46] in magnetic waveguide is responsible for the
formation of a spatial pattern, which leads to a periodic focusing and defocusing
of the spin-wave energy along the wave propagation direction. In this section, we
demonstrate that the confined multiferroic bilayer consists of yttrium iron garnet
(YIG) and barium strontium titanate (BST) layers which can act as the spin-wave
power concentrator. By using space-resolved BLS technique, we show that the trans-
verse size of spin-wave beam decreases due to the coupling between magnetic and
ferroelectric films. This phenomenon can be used both for nonlinear application,
due to confinement of magnetization in the center of multiferroic waveguide, and
for the fabrication of integrated magnonic functional devices with dual tunability of
transmission and processing of microwave-frequency signals.

The schematic of the experimental setup is shown in Fig. 11a. Magnetic layer
was fabricated from single-crystalline YIG (Y3Fe5O12 (111)) film with saturation
magnetization of M0 = 139 G. YIG film of thickness of 10 μm was epitaxially
grown on a 500-μm-thick gadolinium gallium garnet (Gd3Ga5O12 (111), GGG)
substrate. Magnetic waveguides of 2 mm width were formed on GGG substrate by
the laser scribing technique [25, 47]. The ferroelectric layer with in-plane dimension
of 2×5.5 mm consists of a ceramic barium strontium titanate slab (Ba0:6Sr0:4TiO3)
with the static relative dielectric permittivity of 2750 and thickness of 500 μm. We
use the typical microstrip delay line for microwave measurements. The microwave
transducers with width of 30 μm and length of 2 mm are used for spin-wave (SW)
excitation. Input and output transducers are attached to the YIG film (see Fig. 11a)
at a distance of 9 mm from each other.

The uniform static magnetic field H0 = 1310 Oe was applied in the plane of the
waveguides along the y-direction for effective excitation of magnetostatic surface
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Fig. 11 a Schematic of the experiment. BLS experiment was performed in backscattering config-
uration. Bias magnetic field is directed along the y-axis; value of static applied magnetic field is
H0 = 1310 Oe. b FEM calculation results of dispersion characteristics for first (solid lines) and
third (dashed lines) transversal modes of MSSW (red lines) and HSEW (blue lines). The results of
microwave measurements are plotted with open squares (for MSSW) and open circles (for HSEW).
Dashed–dotted line marks the frequency of the uniform ferromagnetic resonance f FMR. c Trans-
mission characteristics, measured with signal network analyzer for YIG film (red solid curve) and
YIG/BST bilayer (green dashed curve)

waves (MSSWs) [9, 36]. As spin wave propagates along z-direction, it starts to
transform to hybrid spin-electromagnetic wave (HSEW) in the region where YIG
film is in contact with the BST slab. HSEW propagates along the bilayer and then
reaches the YIG film where it transforms back to the MSSW and is received by the
output microstrip antenna [40, 41]. Transmission and dispersion of bilayer structure
were experimentallymeasuredusingE8362CPNAmicrowavenetwork analyzer. The
input power of the microwave signal was 0.1 μW in order to avoid nonlinear effects
[9]. In order to obtain the reference characteristics, we experimentally measure the
dispersion of MSSW in magnetic YIG strip without BST layer. This result is shown
in Fig. 11b with the open squares. Next, we experimentally measure the dispersion
of HSEW for bilayer structure. These results are also depicted in Fig. 11b with open
circles. The transmission response is shown in Fig. 11c both for the YIG strip and
for the bilayer. Slight difference in the insertion loss is clearly seen near the lower
cutoff frequency of MSSW equal to the frequency of ferromagnetic resonance of
in-plane magnetized film [9] fFMR � √

H0(H0 + 4πM0) � 5.606GHz, where γ

= 2.8 MHz/Oe is the electronic gyromagnetic ratio. It is seen that in the bilayer
structure the transmission is lower than in solitary YIG film. This can be explained
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Fig. 12 Normalized color-coded BLS intensity map (left panels) and FEM simulation of magneti-
zation squared spatial map recorded at the excitation frequency of 5.615 GHz (a, b) and 5.590 GHz
(c, d) for YIG film (a, c) and YIG/BST (b, d). Edges of BST slab is guided with dashed lines. All
the shown data were obtained at H0 = 1310 Oe

by the excitation and coupling of waves propagating in composite YIG/BST structure
[40–44].

The finite size of bilayer structure leads to the multimode propagation of waves
[19] and to the formation of complicated patterns of magnetization distribution in
the YIG layer [26, 46]. The transparent for wavelength of the green laser (532 nm)
substrate opens the possibility to visualize the magnetization distribution in the mag-
netic layer. The results of BLS measurement of the magnetization squared (|m|2) at
the frequency of input microwave signal of 5.615 GHz are depicted in the left panels
of Fig. 12a, b for the solitary YIG and YIG/BST bilayer, respectively. The cross-like
pattern is formed predominantly by the first and third transversal modes’ beating.
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The value of L parameter (mode beating length), shown in Fig. 12a, can be used
to estimate the differences between the wave numbers of first (k1) and third (k3)
transversal modes: L � 2π/�k13, where�k13 � |k1 − k3| is the difference between
the wave numbers of third and first modes. The confinement of wave is clearly
observed in Fig. 12b (left panel) in the region, where the BST layer is placed over
the YIG film.

For numerical simulation of spatialmagnetization distribution in bilayer structure,
the numerical scheme from [48–50] was used. By means of finite-element method
(FEM), the straightforward solution of system ofMaxwell equations was performed.
Electrodynamic characteristics of both the MSSW and HEMSWmodes were calcu-
lated. Dispersion of first and third transverse modes is shown in Fig. 11b with the
solid and dashed lines, respectively. Red lines denote the dispersion of MSSW in the
2-mm-width YIG strip, and blue lines denote the dispersion of HSEW in bilayer. It
is important to note that for HSEW the dispersion curve of first mode intersects the
dispersion curve of third mode in the frequency region of f FMR. This leads to the
significant decrease in the value of �k13 and, as a consequence, to the increase in L.
The results of FEM simulation of spatial propagation of the first and third transversal
modes are shown in the right panel of Fig. 12. Here, we assume that no reflections
from the beginning and the end of BST layer are taken into account. It is worth to
note that for YIG strip with the geometrical aspect ratio (width/thickness) similar
to our structure not only first and third modes should be taken into account but also
fifth transversal mode contributes to the spatial distribution of propagating wave.
Thus, we simulated the beating of first, third, and fifth modes, which is noticeable in
Fig. 12b as a slight modulation in the beam width of wave propagating along z-axis.

The transformation of spatial magnetization distribution is caused by two main
factors: changing of �k13 value and transformation of transversal modes’ profiles
in bilayer structure in comparison with magnetic strip. MSSW in YIG and slow
electromagneticwavewith transverse electric polarization inBST slab are effectively
coupled near the lower cutoff frequency of MSSW transverse modes [21]. This leads
to the increase in wave numbers of first and third transversal modes in YIG/BST
structure in comparison with YIG strip. As a result, �k13 is decreased and can
reach zero value (see Fig. 13a) at the frequency, where dispersion curves of first
and third HSEW modes are intercrossed. This leads to the increase in L. If L > lw,
where lw = 5.5 mm is the length of confined multiferroic strip; mainly, the first
mode will contribute to the spatial map of dynamic magnetization (Fig. 12b). The
transverse mode profiles in the bilayer structure are transformed due to coupling of
magnetostatic wave in YIG and slow electromagnetic wave in BST. In particular, in
Fig. 13b, c the transformation of first and third modes is demonstrated. In considered
frequency range, determined by the value ofH0, only the first eigenmode of the slow
TE1 electromagnetic wave in BST layer can be excited. This mode is effectively
coupledwith the transversemodes ofmagnetostaticwave. The firstmode ofmagnetic
strip has a distribution similar to one of BST layer. The overlapping of the profiles of
third YIG mode (Fig. 13c) and fundamental BST mode occurs mainly in the central
part of confined bilayer. This leads to significant change in profile of third HSEW
mode, while first mode profile almost unchanged due to the coupling. This spatial
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Fig. 13 a Frequency dependence of �k13 and �k35 for YIG strip (solid red and green curves) and
YIG/BST composite bilayer (dashed red and green curves). Experimental data from BLS map are
depicted with open circles for YIG/BST and with open squares for YIG strip. Profiles for first (b)
and third (c) transverse modes obtained from FEM calculation at the frequency of 5.615 GHz. Solid
green curves denote the profile for the modes of YIG strip and dashed red curves correspond to
YIG/BST structure. Gray area shows the lateral confinement of bilayer

profile transformation mainly of third transversal modes leads to the confinement of
magnetization in the center of compositeYIG/BST strip. This effect can be used in the
nonlinear applications of multiferroics [51, 52] due to the possibility of ferroelectric
layer to local amplification of HSEW amplitude in the center of bilayer structure.
Thus, using the space resolved BLS technique we demonstrate the transformation of
transverse mode profiles of the hybrid waves propagating in the YIG/BST bilayer.
This transformation leads to the redistribution of the magnetization precession area
inside the YIG film. In particular, the numerical simulations show that the spin-
wave energy is confined in the center of the magnetic film due to changing of first
and third modes’ beating length and transformation of the transverse mode profiles.
These results lead to the fabrication of the complex multichannel multiferroic arrays
and gratings [53].

6 Conclusion

Magnetic metamaterials are the key element of “The beyond CMOS” technology
due to the tunability in wide frequency range, radiation resistance, low power con-
sumption, and the possible scaling in nano-sizes.

We describe in this chapter only a small part of magnonic structures, which can be
referred as the functional magnetic metamaterials. We emphasize that the progress
in this magnon spintronics concept in the last decades is possible due to the develop-
ment of the experimental methods of spin-wave detection and fabrication techniques.
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Magnonic crystals and irregular magnetic and multiferroic strips are the building
blocks of any complex integral magnonic network for high-speed signal processing
devices.
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Abstract This chapter reviews the results of study of electronic quantum transport,
superconductivity, and magnetic phenomena of bicrystals of Bi and BiSb alloy sys-
tem at temperatures 1.8–100 K and magnetic fields up to 400 kOe. A similar Fermi
surface (FS) consisting of crystallite interfaces (CIs) and bulk crystallites has been
found. In the quantum transport oscillations spectrum, a number of new oscillation
harmonics have been detected, characterizing the much larger cross-sectional areas
of FS in CIs than in Bi single crystals. A number of quantum Hall plateaus were
observed in inclination-type bicrystals. They vanish after the magnetic field reversal
and thereby indicate that the flow of Dirac fermions is dependent on the field orien-
tation. It has been found that the semiconductor–semimetal transition is induced in
the central and adjacent layers of the CIs at different values of the magnetic field.
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Two/one superconducting phases with the onset of transition≤36 K are observed at
CIs of bicrystals, while the rhombohedral Bi and 3D topological insulator (TI) BiSb
are diamagnetic and do not exhibit superconductivity. In large crystallite disorienta-
tion angle BiSb interfaces, both superconductivity and weak ferromagnetism were
revealed simultaneously.

1 Introduction

Semimetallic Bi and Sb are among the most intensively studied materials in solid-
state physics. Excellent concordance between the energy spectrum calculations of
these materials and almost all available experimental methods has been achieved. It
has been found that FS of Bi consists of one hole ellipsoid of revolution located at the
T point and three equivalent electron pockets at the L points of the Brillouin zone.
The hole pocket of Bi is extended along the trigonal axis C3, while the isoenergetic
surfaces of electrons are highly elongated in a direction close to bisector axes C1 of
a crystal. The FS of bulk single crystalline Sb consists of three electronic pockets at
the L points and six hole isoenergetic surfaces at the H points of the Brillouin zone.
These features of FS greatly enhance the interest in electron transport research at low
temperatures. Topological situation for Bi, Sb, and their alloys has been elucidated
in detail in [1–4].

Bi1–xSbx (0.07≤x ≤0.2) alloys are typical representatives of the 3D topological
insulators (TIs) [1, 2, 4], which constitute a recently discovered class of fascinating
new materials with well-marked properties due to the unusual topological quantum
states and the bulk Dirac particles [2, 3]. 3D TIs are insulators in the bulk; however,
they have topologically protected metallic surface states with an unconventional spin
texture and electron dynamics [3, 5]. It should be noted that the first 3D TI, which
was theoretically predicted and experimentally detected by spin-ARPES [1, 4], was
the bismuth-antimony alloys system.

The energy spectrum of Bi1–xSbx (0≤x ≤0.2) alloys is derived from that of
bismuth. An increase in Sb content x in the alloys leads to drastic changes in the
spin–orbit interaction and in the electronic band structure, especially at L points of
the bulk Brillouin zone (see Fig. 1c).

Therefore, for x = 0.04, the gap between La and Ls pockets in energy spectrum of
Bi closes and a 3D Dirac point takes place. If x increases again, the gap at L points
reopens, the overlapping of Bi specific bands (L-T 45) disappears, and the bismuth-
antimony alloys become an inverted-band semiconductors up to x=0.2. Subsequently
at x >0.2, the alloys recovered semimetallic properties and exhibited characteristics
of a strong Z2 (υ0 = 1) TI, similar to those of Sb. Numerous studies show that the
topological phase inBi1–xSbx is due to an odd number of band inversions, asymmetric
Dirac surface state, and the absence of backscattering [5].

The surface electronic structure of Bi1–xSbx alloys, consisting of one electron
pocket centered around the G point and six hole pockets on the line between G
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Fig. 1 a EDS spectrum of Bi0.882 Sb0.118 bicrystal; inset: Photograph of Bi0.925 Sb0.075 bicrys-
tal. The arrows indicate the CI location. b Schematic representation of bicrystal: θ1, relative CI
disorientation angle; θ2, rotation angle in an interface plane. c Energy diagram of the spectrum
reconstruction in BiSb alloys at low Sb concentrations

and M points of the 111 surface Brillouin zone [3, 4], is very similar with that of
semimetals Bi and Sb.

Unusual opportunities occur when using bulk and low-dimensional structures of
these materials because of large possibilities of studying various phenomena due
to manifestations of Dirac electrons, Majorana excitations, and specific effects with
respect to spin and charge transport. In this context, a very special role in revealing
the diversity of these phenomena can be played the bicrystals of 3D TIs consisting of
bulk crystallites and the nano-width (~ 100 nm) crystallite interfaces (CIs). Bicrystal
interfaces play a significant role in the manifestation of numerous anomalies of
physical properties associated with the band structure reconstruction and phonon
spectrum modification. CIs, which have a high perfection and properties similar
to those of grain boundaries of nano-objects, are more affordable in experimental
research. On the other hand, the CIs can be superconducting under certain influential
circumstances, such as: high concentration of charge carriers, changes in crystal
stoichiometry, presence of numerous structural defects,manifestations of stress states
and high density of deformations, existence of large areas of poor fit disorder, forms
of amorphous or liquid layers. Numerous new phenomena [6, 7] were predicted in
low-dimensional specimens (interfaces, surfaces, etc.) and hybrid structures with
a proximity-induced superconductivity and ferromagnetism. A wonderful feature
of Bi and Bi1–xSbx [8–10] interfaces is that they manifest superconductivity with
Tc≤21 K, while single crystalline Bi and Bi1–xSbx alloys are diamagnetic and non-
superconducting.

Studies of Bi and Bi1–xSbx bicrystals by using the quantum oscillations in high
magnetic fields revealed [11, 12] the same FS consisting of CI component layers
and the bulk crystallites as well as considerable distorted carrier pockets at bicrystal
interfaces.

There is a vast ability to manipulate the superconducting and magnetic states at
crystallite interfaces by using the proximity effect and varying the spin splitting,
arising from the effect of external magnetic field or the exchange field of a ferro-
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magnetic insulator. In this regard, the CIs as superconductor/ferromagnetic hybrid
structures can exhibit large thermoelectric effects, generation and propagation of
highly spin-polarized current, etc., thereby opening new perspectives in the devel-
opment of various devices based on interplay between superconductivity and weak
magnetism in interfaces of 3DTIBi1–xSbx (0< x <0.2), such as spin injection devices,
superconductor/ferromagnetic hybrid structures, thermoelectric devices.

Here, we report on the quantum transport and FS rearrangement in Bi and BiSb
crystallite interfaces, the high-field peculiarities of the galvanomagnetic effects in
bicrystal with superconducting nano-width CIs, the coexistence of superconductivity
and weak ferromagnetism at the bicrystal interfaces.

2 Samples and Experimental Procedure

Highquality ofBi andBi1–xSbx (0≤x≤0.2) bicrystalswas prepared by the horizontal
zone recrystallization method using the double seed technique. The samples were
prepared in the form of rectangular bars (1×2×4 mm3), where the fraction of the
interface volume in the overall volume of the bicrystal was~10−4.

Two types (see Fig. 1b) of bicrystals were prepared: inclination type (crystal-
lographic axes of the crystallites are revolved in a single plane) and twisting type
(crystallographic axes of crystallites are revolved in two planes).

Depending on disorientation angle of crystallites and the type of conductivity
of CIs, the bicrystals were divided into two groups: small crystallite disorientation
angle (SDA) bicrystals with θ1 <9° and large crystallite disorientation angle (LDA)
bicrystals with θ1 >26°. In our case, SDA and LDA bicrystals exhibited n-type and
p-type conductivity, respectively.

The composition of the samples was controlled by SEM instrument equippedwith
Oxford and PV 9800 energy-dispersive X-ray (EDX) analyzers (example is given in
Fig. 1a). The width of CIs was estimated by means of SEM and from the quantum
oscillations [11]. It was found that the bicrystal interfaces consist of a solitary central
part (the thickness~60 nm) and two similar adjacent layers (~20 nm thick each).

The magnetic and galvanomagnetic phenomena of the bicrystals were studied in
temperature range 1.6–100 K using Quantum Design SQUID magnetometer and a
physical property measuring system (PPMS) with a 140 kOemagnet. Resistivity was
measured in a standard four-probe circuit. The longitudinal Hall effect (longitudinal
configuration: magnetic fieldH parallel to the Hall voltage E and both perpendicular
to the current I, H‖E⊥ I) was chosen as the most convenient research method for
investigating the quantum oscillation of bicrystals. Contact electrodes for studies
of resistivity and Hall effect (ρ ij (Hi)) were soldered directly on the bicrystal CIs
by electrospark welding. The quantum oscillations of ρ ij (Hi) were registered in
stationary (up to 180 kOe) and pulse magnetic fields (up to 400 kOe).
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3 Results and Discussion

3.1 Fermi Surface Rearrangement in Bi and Bi1–xSbx
(x<0.18) Bicrystals

Determination of theFS shape features is one of themost important steps in predicting
the basic electronic properties in condensed matter physics and better understanding
of all the properties of metals, semimetals, and doped semiconductors.

Since the FS of single crystalline Bi and Bi1–xSbx (x <0.18) alloys is highly
anisotropic and has complex structure [13], the spectrum of transport quantum oscil-
lations exhibits some harmonics, beating of oscillations, suppression of harmonics
by spin splitting, displacement of oscillations peaks in the magnetic field, etc. On
the other hand, the anisotropy of isoenergetic surfaces results in magnetic field dis-
persed oscillations and their spectrum can rather easily be separated on harmonics
for some field orientations. By the fact that most of the experimental techniques of
FS study, practically, are discovered at Bi, its FS is known in all finest details. This
considerably facilitates band structure investigations of Bi and BiSb bicrystals.

3.1.1 Small Crystallite Disorientation Angle Interfaces of Bi Twisting
Bicrystals

Ordinarily, in Bi SDA bicrystals, quantum oscillations of resistivity ρ ij (H) describe
Fermi surface of crystallites and layer components of crystallite interface. Examples
of these quantum oscillations are given in Fig. 2. We reliably registered oscillations
of ρ ij(H) for crystallites. The periods of these oscillations are the same in magnitude
as those of single crystalline Bi (see Fig. 4, curves 1, 2, 3) and unambiguously suggest
that the density of electrons and holes in crystallites of bicrystals as well as in single
crystalline Bi is almost equal (n, p ~3 × 1023 m−3).

In addition to the above-mentioned periods of quantumoscillations in SDAbicrys-
tals, a number of new harmonics are manifested at different directions of the mag-
netic field [11]. For example, two new frequencies of quantum oscillations of ρ ij

(H) in bicrystals of Bi are revealed at H || CI (close to C3 axis), while in [14] was
observed, that at the magnetic field orientation H || C3, the magnetoresistance of
bismuth monocrystalline monotonically increases up to 450 kOe and, in the mag-
netic fields H >100 kOe the Shubnikov-de Haas oscillations disappear. At the same
time, in SDA bicrystals, the longitudinal Hall quantum oscillations also occur and
at higher fields (see Fig. 2), but their frequencies exceed frequencies typical for
extreme cross-sectional areas of the FS of Bi by approximately 5 and 10 times. The
ρ ij (H) oscillations of first and second frequency appear at H >(25–35) kOe and H
>90 kOe, respectively. The evaluated cyclotron orbit diameter corresponding to fields
of the first component appearance (depending on crystallites disorientation angles
of bicrystals) is about (100–140) nm; this value correlates with the CI width deter-
mined by SEM. The diameter of cyclotron orbits of charge carriers corresponding to
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Fig. 2 a Quantum oscillations of the longitudinal Hall resistance ρij(Hi) in Bi SDA bicrystals with
θ1 = 5° and θ2 = 5.5°. 1, H || C3; 2, H || C1; 3, [H , C3]~10°; 4, H || C2; 1, T = 1.5 K; 2, 3, 4, T
= 4.2 K. The monotonic part of resistivity has been subtracted. Here C1-bisectrix, C2-binary, and
C3-trigonal axes. Inset: Example of the angular dependences of the quantum oscillations of ρij(Hi)
in bicrystal with θ1 = 8.6° and θ2 = 4°. 1,H ||C3; 2, [H ,C3]~31°; 3, [H ,C3]~20°; 4, [H ,C3]~17°;
5, [H , C3]~8°; 6, [H , C3]~11° (the monotonic part of ρij(Hi) has been subtracted). b The angular
dependences of oscillation periods of ρij(Hi) in the crystallite binary plane of SDA Bi bicrystals.
1, 2, 3, crystallites; 4, 6, CI with θ1 = 5°and θ2 = 5.5°; 5, 7, CI with θ1 = 8.6° and θ2 = 4°

field of the second harmonic appearance is about (60–80) nm; this value apparently
characterizes the thickness of central layers of CIs. In this regard, the width of the
CI central part with high density of states is about (60–80) nm and the width of two
adjacent layers from which the area of a spatial charge is distributed in the crystal
volume takes value~(20–30) nm each. Figure 2b shows the angular dependences of
the periods of quantum oscillations of ρ ij(Hi) for the adjacent layers of the CI of
SDA bismuth bicrystals.

The structure of the electron Fermi surface of adjacent layers is same as in crys-
tallites (three electron pockets in L points of the Brillouin zone). On the other hand,
the isoenergetic surfaces are less anisotropic and have a higher volume than elec-
tronic pockets of crystallites. The ratio of semiaxes considerably differs from the
similar ratio in single crystalline Bi (for example, the ratio of semiaxes of elec-
tronic quasiellipsoid of the adjacent layers of bicrystal with θ1 = 5° and θ2 = 5. 5°
makes 1:1.34:12.6 while in single crystalline bismuth it makes 1:1.40:14.8 [13]).
So, in SDA Bi bicrystals, not only an increase in the electron concentrations, but
also change in the shape of the FS is observed. The estimated density of electrons in
adjacent layers of SDA bicrystals is~0.67 × 1020 m−2, which is three orders higher
than in Bi thin films of similar sizes.

Quantum oscillations of ρ ij(H) from the CI central layers of the Bi bicrystals were
clearly recorded in the magnetic field oriented along the CI plane; upon a deviation
from it by more than 10° they disappeared. However, the obtained data suggest that
in CI central layers the electron density is the highest (~1.5 × 1020 m−2).
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Fig. 3 a Quantum oscillations of the magnetoresistance ρij(H) in LDA Bi bicrystals with θ1 =
62° and θ2 = 2° at 4.2 K. The magnetic field rotation in the binary plane: 1, [H , C3]~60°; 2,
[H ,C3]~120°; 3, [H ,C3]~140°; 4, [H ,C3]~40°; 5, [H ,C3]~20°. Inset: The quantum oscillations
of the longitudinalHall resistanceρij(Hi) forH in theCI plane. Themonotonic part ofHall resistivity
has been subtracted. b Example of the angular dependences of the oscillation periods within the
crystallite binary plane in single crystalline Bi and LDA bicrystals. 1, Single crystalline Bi; 2, 3, CI
with θ1 = 62° and θ2 = 2°; 4, CI with θ1 = 27° and θ2 = 10°; 5, CI with θ1 = 33° and θ2 = 9°;
2, adjacent layers; 3, central part of bicrystals

3.1.2 Large Crystallite Disorientation Angle Interfaces of Twisting Bi
Bicrystals

Typically, in twisting LDA bicrystals of Bi observed only quantum oscillation of ρ ij

(H), connected with hole FS of the crystallite interface (see Fig. 3a, inset). These
oscillations contain two newharmonics (start atH >(20÷ 25) kOe andH >100 kOe),
specifying that the width of the CI in SDA and LDA bicrystals is close in values and
also that the hole concentration (bicrystals had p-type of conductivity) is~2.5× 1020

m−2 in the CI central layer and~1.2 × 1020 m−2 in the adjacent layers. Note that
these values are higher, than that in SDA bicrystals.

The oscillations of ρ ij(H) in the CI adjacent layers (see Fig. 3a) were clearly
recorded in large angular intervals of magnetic field rotation, while quantum oscil-
lations from the CI central layer were detected in the angular intervals±40° near H
|| C3. Angular dependences of the oscillation periods of ρ ij(H) are given in Fig. 3b.
It is evident that the FS of the central and adjacent layers of the LDA Bi bicrystals
consists of one weakly anisotropic hole pocket. Its shape essentially differs from
that of hole ellipsoid of single crystalline Bi (the ellipsoid of revolution extended
along the C3 axis with the ratio of cross-sectional area S1/S3 = 3.327 [13]). So, the
hole ellipsoid of revolution in pure Bi turns to a deformed hole pocket in bicrystal
CI with all three main cross-sectional areas different on size. The hole FS of the
central part of LDA bicrystals in the studied angular intervals of the magnetic field
rotation is almost similar to FS of the adjacent layers, and both considerably surpass
in volume those of single crystalline Bi. Thus, the shape, elongation, and volume of
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isoenergetic surfaces at CI undergo essential changes that finally stimulate electron
pair correlation.

The same FS restructuring features have been detected [12] at the interfaces of
twisting bicrystals of 3D TI Bi1–x Sbx (0.06≤x ≤ 0.2) alloys.

3.2 High-Field Quantum Transport in Bi and BiSb Bicrystals

The studying of bicrystals of Bi and Bi1–x Sbx (0≤x ≤0.2) alloys in high magnetic
fields is aimed at revealing the specific features of the interaction of charge carriers in
systems of different dimensions, including the boundary of a quasi-two-dimensional
superconductor and a 3D TI.

Figure 4 shows the magnetoresistance and the longitudinal Hall quantum oscilla-
tions of SDABi andBiSb bicrystals of inclination and twisting types. The oscillations
spectrum contains frequencies from the FS of crystallites and interfaces. At 20 kOe
in bicrystals of inclination type, the oscillation peaks take an unusual configuration
(see Fig. 4a) and their position is essentially shifted [15] from the quantum oscillation
maxima in Bi single crystalline samples [13]. In addition, between the peaks, along
with minima in magnetoresistance, a number of Hall quasi-plateaus (~30,~60,~150
kOe) were found; this finding indicates the occurrence of bulk electron fractional-
ization.

It should be noted that the Hall plateaus and changes in the shapes of oscillation
peaks are clearly pronounced only in SDA bicrystals of the inclination type, having
a lower level of disorder strength and dislocation density. Thus, the presence of non-
interacting carriers that contributes to fractionalization seems to be problematic in
all other studied bicrystals.

Another interesting feature of the development of Hall plateaus is that they vanish
after the magnetic field reversal and thereby indicate that, at least in SDA bicrystals,
the flow of Dirac fermions along the CI plane is sensitive to the field orientation and
the localization process runs only in a specific direction of the magnetic field.

The two new harmonics of quantum oscillations are observed (see Fig. 4b) almost
in all the studied Bi [11] and Bi1–xSbx bicrystals (see Fig. 4d).

The oscillation spectra of the Bi1–xSbx bicrystals were analyzed graphically
according to H−1

n position of the oscillation peaks versus the Landau level index
n. The relation between H−1

n and n is described by the formula: 1/Hn = ne/(hNs),
where e is the elementary charge, h is Planck’s constant, andNs is the surface density
of states. The Hn-n dependencies for three Bi1–xSbx bicrystals are shown in Fig. 4d,
inset. The results point out that the interface electronic states are of the Schrödinger
type, since n takes integer values (for Dirac electrons nD = n+½). From the tem-
perature dependencies of the oscillation amplitudes and the extreme cross-sectional
areas of the isoenergetic surface of the CI layers, the carrier’s cyclotron masses were
evaluated. They exceed several times the respective crystallite parameters [13].

For example, inmagnetic field directed along theCI of theBi0,93Sb0,07Te bicrystal,
the cyclotronmass of carriersmc/me (whereme is the free electronmass) in crystallites
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Fig. 4 Example of the quantum oscillations of magnetoresistivity ρii(Hi) and longitudinal Hall
resistivity ρij(Hi) in bicrystals of inclination (a) and twisting (b, c, d) types in Bi (a, b) and Bi 1–x
Sb x (c, d) alloys. (a) 1, ρij(Hi

+); 2, 5, 6, ρij(Hi); 3, ρij(H i
−); 4, ρii(H); 1, 3, 5, 6 T = 4.2 K; 2, 4, T

= 2.1 K; 1, 3, θ1 = 4°; 2, 4, θ1 = 5°; 5, θ1 = 7°; 6, θ1 = 8°. The marks indicate the oscillation peaks in
Bi single crystalline. (b) 1, 2, 3, ρij(H i); 3, ρij(H i); 1, T = 1.5 K; 2, 4, T = 4.2 K; 3, T = 1.6 K; 1, θ1
= 5°, θ2 = 5.5°; 2, θ1 = 62°, θ2 = 2°; 3, θ1 = 3°, θ2 = 5°; 4, θ1 = 29°, θ2 = 11°. The monotonic part of
resistivity has been subtracted. Inset: the H−1 position of the ρij(Hi) oscillation peaks versus their
Landau level index (L.L. Index n); 1, 2, for the oscillation curve 4; 3, 4, for the oscillation curve 2.
c (1) single crystal, x = 0.08; (2) and (3) bicrystals: (2) x = 0.08, Θ1 = 4°, Θ2 = 2°; (3) x = 0.09,
Θ1 = 12°, Θ2 = 2°. Arrows indicate the magnetic fields at which the semiconductor–semimetal
transition takes place. Inset: schematic view of the bandmovement in magnetic fields directed along
the C3 axis in bulk crystalline Bi1–xSbx (0.07<x <0.15). BC1 is the value of the magnetic field in
which the semiconductor–semimetal transition takes place. d Example of the quantum oscillations
of magnetoresistivity and longitudinal Hall resistivity in LDA bicrystals of pure Bi1–xSbx (x = 0.08,
0.12, 0.15) and doped Bi0.93Sb0.07Te at 4.2 K: 1, ρii(H), x = 0.08, Θ1 = 15°, Θ2 = 3°; 2, ρij(Hi), x
= 0.12, Θ1 = 12°, Θ2 = 2°; 3, ρii(H), Bi0.93Sb0.07Te, Θ1 = 19°, Θ2 = 2°; 4, ρii(H), x = 0.15, Θ1 =
15°, Θ2 = 3°. The magnetic field is oriented along the C3 axis of crystallites. Inset: L. L. index, n,
versus H−1

n
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and CI adjacent and central layers is 0.05, 0.25, and 0.5, respectively. The density of
states, Ns, of the CI layers of these bicrystals was also estimated from the quantum
oscillations [11]. The following values for Ns are obtained: (0.2–0.3)·1019 m−2 for
adjacent, and (1.5–2.5)·1019 m−2 for central layers. These values are several orders
of magnitude higher than for similarly thick films of Bi1–xSbx alloys [16].

The single crystalline Bi1–xSbx (0.07<x <0.15) alloys allow to reach the ultra-
quantum limit (UQL) in lower magnetic fields compared with Bi. In the UQL, the
electrons (or holes) occupy the lowest (j = 0) Landau level. Beyond the UQL, the
band edge displacement �ε takes place (see inset of Fig. 4c); it depends on the ratio
of spin �εs and orbital �εo level splitting: �ε = ½hω(1 − �εs/�εo). Consequently,
the various electronic phase transitions occur in high magnetic fields, such as the
semiconductor–semimetal transition, semimetal–semiconductor transition.

Figure 4c shows the field dependency of magnetoresistance�ρ/ρ in a single crys-
tal and twisting SDA bicrystals of Bi1–xSbx (0.07<x <0.15) alloys. For magnetic
field oriented along the CI plane, Shubnikov–de Haas oscillations are observed up to
20 kOe. In higher fields at H~85 kOe, the semiconductor–semimetal transition takes
place (see themaxima in Fig. 4a) [16] both in the single crystal (curveNo 1) and in the
SDA bicrystals (curves No 2, 3). The first maximum of�ρ/ρ of bicrystals is detected
at the same field as for the single crystal, which means that the transition is induced
in crystallites. For fields higher than 110 kOe, an additional maximum is observed
in the bicrystals only. We believe that the second maximum reflects the semicon-
ductor–semimetal transition in the adjacent layers of CI. For fields higher than 250
kOe, third maximum appears; it can be attributed to the semiconductor–semimetal
transition in the central layer of the CI of the SDA bicrystals. Both of these maxima
(second and third) occur at different fields for the bicrystals with different disorien-
tation angles Θ1 and Θ2.

It is remarkable that the transitions appear at different fields; therefore, the
cyclotron mass of the carriers and the ratio of spin and orbital level splitting�εs/�εo
in crystallites and in the CI should differ considerably. This implies a growth of the
spin–orbit interaction at the CI and the existence of gapless electronic states at the
bicrystal boundary.

3.3 Superconductivity and Weak Ferromagnetism
at the Interface of Bicrystals of Bi and 3D Topological
Insulator BiSb

We recall that, in the normal state, bulk single crystalline Bi and 3D TI Bi1–xSbx
(0≤x ≤0.2) are diamagnetic and do not exhibit superconductivity above 30mK. On
the other hand, pressurized samples, disordered thin films, amorphous specimens,
nanowires, and other nanometer objects show superconductivity at temperatures up
to (4–7) K.
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Fig. 5 a Temperature dependences of a magnetic moment and magnetic hysteresis loop in Bi SDA
bicrystals with θ1 = 5° and θ2 = 5.5°; 1–50 Oe, 2–100 Oe, 3–200 Oe, 4–400 Oe, 5–800 Oe. Inset:
magnetic hysteresis loop at T = 3K. b Temperature dependences of magnetic moment andmagnetic
hysteresis loop in Bi LDA bicrystals. 1–θ1 = 29°, θ2 = 11°; 2–θ1 = 62°, θ2 = 2°; 1–10 Oe; 2–20 Oe.
Inset: b magnetic hysteresis loop of Bi bicrystal with θ1 = 29° and θ2 = 11° at 2 K. The magnetic
field is orientated along the CI plane

Using contact and non-contact signal recording methods (transport effects, mag-
netic moment, magnetic susceptibility, specific heat, etc.) we detect [17] two new
superconducting transitionswithTc1 ~ (3.7–4.6)K andTc2 ~ (8.3–21)K at the bicrys-
tal interfaces of Bi and BiSb bicrystals [8], while T onset takes values of up to 36 K.

Figure 5 shows temperature dependences of the magnetic moment of twisting Bi
bicrystals. Two superconducting phases were observed at the CI of LDA bicrystals.
On the other hand in SDA bicrystals, only one superconducting phase (Tc ~ 4.3 K) is
revealed; the superconducting parameters differ from values of LDA bicrystals. For
example, in a bicrystal with θ1 = 5° and θ2 = 5.5°, theHc2(T ) dependence has a slope
of dHc2/ dT ~2.97 kOe/ K, an upper critical field Hc2(0)~8.8 kOe, and coherence
length ξ (0)~19 nm. For LDA bicrystals, these parameters are presented in [8, 9, 11]
and have the following values: dHc2/dT ~3 kOe/K, Hc2(0)~25 kOe, ξ (0)~12 nm
(for the superconducting phase with Tc ~8.4 K) and dHc2/ dT ~5.5 kOe/ K,
Hc2(0)~16.6 kOe, ξ (0)~14 nm (for the phase with Tc ~4.3 K). The evaluation
of Hc2(0) was carried out by using well-known WHH formula [18]:

H orb
c2 (0) � −0.69 Tc(dHc2/dT )T�TC . (1)

Coherence length ξ (0) in LDA and SDA superconducting phases is much smaller
than the width of the CI central layer (d1 ~60 nm); therefore, the adjacent layers do
not improve conditions for correlation of the Cooper pairs in the CI central layer.

The magnetic hysteresis loop of LDA and SDA interfaces (see Fig. 5) shows the
behavior for strong type-II superconductor and becomes reversible above 2.5 kOe.
The magnetization curve at T ~2 K exhibits a large hysteresis, they are almost sym-
metrical, the remnant moment is significant at zero applied field, and the screening
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Fig. 6 Temperature dependences of ZFC and FC curves in Bi1–x–Sbx (x ≤0.2) bicrystals: a Bi 0.94
Sb 0.06 Te, 	1 = 9°, 50 Oe, (H ⊥ CI). Inset: (H|| CI); b Bi 0.85 Sb 0.15, 	1 = 15°, 	2 = 3°, 50 Oe,
(H ⊥ CI). Inset: Temperature dependence of specific heat of Bi 0.85 Sb 0.15, 	1 = 15°, 	2 = 3°

effects in the interfacial plane are weak, since the interfacial thickness is less than
2λ (λ is the penetration depth).

As noted above, the interface of twisting bicrystals have a modified shape of the
isoenergetic surfaces and higher carrier densities, which are beneficial for supercon-
ductivity as favor [11] electron pairing and substantially enhances T c (to more than
10.4 K).

Taking into account the CI Tc ~10.4 K and a bulk Debye energy of 10 meV for
Bi, using the approximate McMillan formula [19], a coupling constant of 0.71 was
extracted, which shows that the electron–phonon interaction at the CI of bicrystals is
strong enough. Themagnetic hysteresis loops and the current–voltage characteristics
[8] of Bi interfaces clearly indicate the behavior of strong type-II superconductors
with a energy gap value 2�(0)≈3.3 meV.

In spite of the fact, that the carriers concentration in CI of inclination type is
almost an order of magnitude lower than that at the twisting CI, the highest Tc is
observed in the first case. For example, Tc of the first superconducting phase in one
of the pure Bi bicrystals of the inclination type with 	 = 5° achieves~21 K (see
Fig. 7, curve 2), while Tc of the second superconducting phase is nearly same as in
twisting bicrystals [8].

At T <30 K in studied bicrystals, two kinds ofm(T ) dependences are observed—-
diamagnetic and paramagnetic. Estimations of carrier densityNpara (dia) from the Hall
effect and Shubnikov–de Haas oscillations show that Npara at the paramagnetic CIs
exceeds almost 1.5–2 times Ndia at the diamagnetic CIs; therefore, the main reason
of paramagnetism is higher carrier concentration.

Figure 6a shows zero-field-cooled (ZFC) and field-cooled (FC) temperature
dependences of magnetic moment of bicrystals of Bi1–x − Sbx (x ≤0.2) alloys, which
in a magnetic field perpendicular to the CI plane (H ⊥ CI) branch at temperature
Tb ~36 K.

It should be noted that, in diamagnetic samples below Tb, both in the ZFC and FC
dependences, an enhancement of the diamagnetic signal and themagnetic flux expul-
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Fig. 7 Temperature dependences of magnetic moment and magnetic hysteresis loops in bicrystals
with (a) two or (a) one superconducting transitions. a (1) Bi0.93Sb0.07Sn, θ1 = 4.6°, θ2 = 1°, (2)
Bi, θ = 5°, scale for m(T ) 1:4, (3) Bi0.85Sb0.15, θ1=4°, θ2 = 1°, (4) Bi0.93Sb0.07Sn, θ1 = 4°, θ2=1°,
scale form(T ) 1:2, (5) Bi0.94Sb0.06Te, θ1 = 9°, θ2=2°, scale form(T ) 1:2; Inset: Bi0.93Sb0.07Sn, θ1 =
4.6°, (1) 2 K, (2) 5 K; b (1) Bi0.93Sb0.07Sn, θ1 = 75°, θ2 = 4°, scale form(T ) 1:4 (2) Bi0.93Sb0.07Sn,
θ1 = 68°, θ2 = 2°, scale for m(T ) 1: 10, (3) Bi0.85Sb0.15Te, θ1 = 19°, θ2 = 3°, scale for m(T ) 20:1,
(4) Bi0.94Sb0.06Te, θ1=69°, θ2 = 2°, (5) Bi0.82Sb0.18Sn, θ1 = 18°, θ2 = 5°, scale for m(T ) 300:1, (6)
Bi0.85Sb0.15, θ1 = 12°, θ2=5°; Inset: Bi0.85Sb0.15, θ1 = 12°, θ2=5°, (1) 10 K, (2) 300 K, (3) 1.8 K;
(c)

sion is observed. Detection of the well-pronounced Meissner effect shows that, at
the CI of bicrystals, there is the superconducting material in an amount sufficient for
affecting the magnetic moment value. In this connection, unusually high Tc super-
conductivity of twisting interfaces surrounded by a similar non-superconducting
material is an unwonted manifestation.

No sign of branching of ZFC and FC curves in the field (H = 50 Oe) H|| CI at T
>9 K could be detected.

It is known that the branching point of ZFC and FC curves in superconductors
reflects the transition temperature Tc. Therefore, we conclude that the temperature
of the superconducting transition onset in these CIs can achieve a value of 36 K,
which is an extraordinary case for the group-VB semimetals and their alloys.

Typical examples of FC and ZFC curves of Bi1–x−Sbx (x ≤0.2) paramagnetic
bicrystals in fields H ⊥ CI are shown in Fig. 6b. An abrupt downturn of ZFCmagnetic
moment is observed. Moreover, the behavior of ZFC and FC curves sharply changes
in a temperature range (35–28 K) and the specific heat exhibits a well-expressed
jump (see Fig. 6b, inset), which indicates the second-order phase transition evidently
caused by superconductivity.

Figure 7 shows the hysteresis loops and temperature dependences of magnetic
moment of the bicrystals of Bi and Bi1–xSbx (0<x <0.2) alloys. At T ≤36 K, the
CIs exhibit one (for various samples Tc ~3.7–4.6 K) or two (Tc1 ~8.3–21 K, Tc2

~3.7–4.6 K) superconducting transitions. In the one transition CI (Fig. 7b), the hys-
teresis loops are typical for weak ferromagnetic and develop against a paramagnetic
background.
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Fig. 8 Temperature and magnetic field dependences of the real (M′) part of ac-magnetic moment
and magnetic hysteresis loops in bicrystals of inclination type. a Bi0.85Sb0.15Sn, θ = 19°; 1–0; 2–0.4
kOe; 3–1.5 kOe; 4–2 kOe; 5–4 kOe; 6–6 kOe; 7–8 kOe; 8–10 kOe; 9–12 kOe; 10–15 kOe; 11–20
kOe. Inset: magnetic hysteresis loops at 1.8 K. b Bi0.85Sb0.15Te, θ = 16°; 1–0; 2–0.1 kOe; 3–0.2
kOe; 4–0.5 kOe; 5–1 kOe; 6–1.5 kOe. Inset: magnetic hysteresis loops at 1.9 K

In most samples with two superconducting transitions (Fig. 7a), the loops are
symmetric and typical for strong type-II superconductors; however, there are also
those (especially in specimens of inclination type with higher Sb content), which
exhibit ferromagnetic loops (see Fig. 8a, b). Note that weak ferromagnetic loops are
not registered in the CI of Bi bicrystals. Consequently, their manifestation is specific
only for interfaces of Bi1–xSbx (0<x <0.2) alloys, which are 3D TI.

The temperature dependencies of resistivity ρ(T,H) of SDA bicrystals of Bi1–xSbx
(x <0.2) alloys with two superconducting transitions are shown in Fig. 9a–d.

It was found that, for various samples,Horb
c2 (0) lies (see also [10]) within the range

of 24–27 kOe (the first superconducting phase with higher Tc) and 11–16 kOe (the
second phase with lower Tc).

Critical paramagnetic field Hp
c2(0) estimated from the relation μB Hp

c2(0)=1.84
kTc (μB is Bohr’s magneton) takes a value of 232 kOe (first superconducting phase)
and 120 kOe (second superconducting phase), which is much higher than the upper
orbital critical field.

The Maki parameter α=
√
2 Horb

c2 (0)/Hp
c2(0) at our CIs is very small (α

≈0.1–0.14), the spin-paramagnetic effect is negligible, and the conventional orbital
upper critical field at zero temperature fully determines the magnitude of Hc2(0).

The upper critical field anisotropy γ =H‖
c2(0)/H

⊥
c2(0) at the CIs of bicrystals

of Bi1–xSbx (x <0.2) alloys is weak, decreases from γ≈1.3–1.5 (near Tc) up to
γ≈1.0–1.1 (at T ≈0 K), and slightly deviates from the similar dependences of a
one-band superconductor.

The Ginzburg–Landau coherence lengths ξ can be estimated using the formula
ξ 2=φ0/2π H⊥

c2(0), where φ0 is the flux quantum. It is found that in the first supercon-
ducting phase of CIs of our bicrystals ξ 1 ≈11–12 nm, whereas in the second phase
ξ 2 ≈14–17 nm.
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Fig. 9 Temperature dependences of the resistivity and upper critical magnetic field Hc2 (T ) in
bicrystal of Bi0,93Sb0,07 alloy with~0,01 at.%Sn and θ1 = 4.6°, θ2 = 1°. a, b The magnetic field
is perpendicular to CI plane; c, d the magnetic field is parallel to CI plane; a 1, 5kOe; 2, 4kOe; 3,
3kOe; 4, 2kOe; 5, 1kOe; 6, 0.5kOe; b 1, 3, onset, 2, midpoint; inset: transition 1, midpoint; c 1,
7kOe; 2, 4 kOe; 3, 2kOe; 4, 1 kOe; 5, 0.5kOe; 1, 3, onset, 2, midpoint; inset: transition 1, midpoint

Note that the hysteresis loops of SDA bicrystals lead to lower critical field values
ofHc1 ~ (100–130)Oe. The loops are roughly symmetric and exhibit nearly reversible
behavior for H>2 kOe.

The temperature dependences of magnetic moment and upper critical fields of
LDA CIs of Bi1–xSbx (0<x <0. 2) bicrystals are given in Fig. 7 and [9, 10]. The
values of Hc2 (T) and dHc2/dT are lower [17] than the values at interfaces with two
superconducting transitions. For instance, dHc2/dT take a value of (0.9– 1.5) kOe/K,
while Hc2 (0)≈2.6–3.7 kOe. This value determines a zero-temperature coherence
length ξ ≈30–35 nm and a superconducting layer thickness of about 100–120 nm
that is in good agreement with SEM data (see Fig. 1a).

The hysteresis loops in LDA interfaces clearly stand out against the param-
agnetic background of m(T ) with a temperature-dependent saturation moment ms

≈ (0.7–1.2)×10−5 emu/g at H ≤±2 kOe; they exhibit ferromagnetic properties,
despite diamagnetic response at T c <5 K; their width decreases with increasing
temperature, and their form is also slightly modified.

Thus, some LDA and SDA interfaces of 3D TI Bi1–x-Sbx (x≤0.2) alloys exhibit
simultaneously ferromagnetism and superconductivity [10, 17]. Coexistence ofmag-
netic and superconducting states in dimensionally limited systems has been reported
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recently [20, 21]. According to [22], magnetism is due to rather confined electrons
around vacancies, and the superconductivity is caused by electrons in paired state.
Therefore, we assume [10] that the manifestation of magnetism at 3D TI interfaces is
due to the effect of a strongly pronounced structural disorder [10]. An increase in the
structural disorder leads to the breaking of electron pairs in different areas of the CIs
and to the formation of a ferromagnetic underlying electronic structure, interacting
with Cooper-paired electrons.

4 Conclusions

It has been found that the FS consisting of layer components of Bi and BiSb bicrystal
CIs is similar to those of single crystalline specimens, while the shape and volume
of isoenergetic surfaces vary significantly, which finally stimulate electron pair cor-
relation.

In Bi and 3DTI Bi1–xSbx (0≤x≤0.2) bicrystals, two new frequencies of quantum
oscillation of longitudinal Hall effect belonging to the FS of components of the CIs
were found. A quantum Hall quasi-plateau in bicrystals of the inclination type was
detected; it disappeared at magnetic field reversal; this finding suggests that the flow
of Dirac fermions along the CI plane is sensitive to the field orientation.

At the interfaces of Bi and 3D TI Bi1–xSbx (0≤x ≤0.2) bicrystals, two new super-
conducting transitions were observed, while bulk single crystals of these materials
are not superconductors.

The interfaces of 3D TI Bi1–xSbx (0≤x ≤0.2) exhibit simultaneously weak ferro-
magnetism and superconductivity. TheCI of Bi bicrystals show only superconductiv-
ity and do not wholly satisfy the conditions of topological insulator manifestations.
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Spin-orbit interaction, 214, 248
Spin-subbands, 5
Spin-triplet pairing, 34, 73
Spin-valve effect, 37
Spin-wave modes, 234
Spin-wave pattern, 238
Spin-wave propagation, 228
Spintronics, 2, 223, 224
State function, 18, 19
Stray field, 11, 12
Subgap current, 109
Superconducting Tc, 34
Superconducting artificial atoms, 182
Superconducting carriers, 77
Superconducting circuits, 180
Superconducting coherence length, 21
Superconducting correlation, 41, 56, 63, 82, 83
Superconducting current, 82, 83, 86
Superconducting electrodes, 86
Superconducting films, 42, 80
Superconducting material, 39
Superconducting order parameter, 14
Superconducting phase, 257, 258, 260
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Triplet effect, 39
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Triplet pairing effect, 15
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Tunnel junction, 111, 178
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Twisted space, 205
Twisting Bi bicrystals, 257
Twisting bicrystals, 254, 258
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Two-dimensional superconductor, 254
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