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Foreword

It seems a while since it was possible for one person to keep abreast of all aspects of
microarrays. Early in the development of the technology there were few fabrication
methods, the amount of data generated was small enough that a human could compre-
hend it without too much help from computers, and there was a handful of publications
on the topic. But that changed around ten years ago with the advent of the application
of arrays to gene expression analysis. And now the field is so wide that it embraces a
number of quite narrow specialisations; there are people whose careers are founded on
array bioinformatics or whose working day is largely filled in sample preparation for
microarrays. The technology continues to advance along many paths. New modes of
use, such as array CGH, appear frequently and spawn a range of applications. There
can be few areas of biology that do not use the technology.

For those of us who have been in the field since its beginning, it is satisfying to see
the technology producing research data that could not be obtained in any other way,
and which is advancing so many fields. None is more satisfying than the advances in
disease research, where the molecular characterisation of genetic and infectious dis-
eases is laying the foundations for new diagnostics and treatments. Bioarrays: From
Basics to Diagnostics is a timely review of applications of arrays to human biology and
to human disease. The articles illustrate the flexibility of the technology and its great
potential. But reading these reviews makes it clear that array technology is only a part
of the picture. Some of the biological systems addressed by the technology, interacting
networks of gene expression, for example, are complex and several chapters stress the
need in such cases for careful experimental design and data interpretation. Others share
the authors’ experience with difficulties such as poorly defined samples, which also
produce poor results. These are extremely important issues. These chapters are a timely
reminder that the technology, if carelessly applied, can lead to poor data that may be
difficult to correct.

Most of the experience with arrays has been with nucleic acids. The main reason for
this is the simplicity of the relationship between analyte and probe molecules, which
relies on the rules of Watson-Crick base pairing. There are easy ways to make probes
by replicating clones, cDNA or genomic DNA, or by synthesising oligonucleotides
using the efficient chemistry developed in the 1980s: when the sequence of the target
analyte is known, it is possible to make a probe. No simple relationship exists for any
other type of analyte. It is, of course, possible to make arrays from antibodies to pro-
teins and examples are described in this volume, but the process is an empirical one
and the rules of interaction between antibody and epitope are not so well understood.
However, it is also clear that a description of proteins and their modifications is a
necessary complement to the description of the genes and their RNA products. It is
testament to the power and effectiveness of the array platform that this large invest-
ment in reagents for protein analysis is seen to be worthwhile.

The articles in this volume address these issues and make clear that microarrays
have proven their value as research tools. Their future as diagnostic devices is also
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viii Foreword

addressed; much effort is going into discovering reagents that can be used in routine
testing. However, it seems unlikely that the tests that will emerge from this research
will be carried out on the discovery platform. Migration to diagnostics is well under
way, but simpler, quicker and cheaper methods and devices will be needed to translate
the technology to the point of care or to the testing laboratory. The regulatory authori-
ties are engaged with the technology and their interaction, for example, the FDA’s
Micro Array Quality Control (MAQC) project, is having a salutary effect in introduc-
ing quality standards. This, in turn, will feed back to improve the standard of work
done in basic research settings.

The technology has come a long way in the past decade. It still has far to go. The
chapters in Bioarrays: From Basics to Diagnostics present a fascinating view of the
field at this interesting point in the journey.

Edwin Southern
Oxford, December 2006
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Preface

Molecular Biology was once considered to be a completely useless subject,
remote from medical applications, and of only academic interest. But now
molecular biology may help create a new public health paradigm.

SYDNEY BRENNER, NOBEL LAUREATE

SALK INSTITUTE, LA JOLLA, CA
 (From Science 2003, 302, p. 533.)

Gene expression or genomics is the branch of molecular biology that describes the
functional architecture of genes. The wealth of genetic information revealed from
genome sequencing projects, in combination with the discovery of array technology,
has paved the way for a new discipline—molecular diagnostics—within which
scientists can dissect and understand the molecular pathogenesis of the biological cell.
The use of biological arrays became a routine practice in several molecular, cell
biological, and toxicological laboratories around the globe, and the technology is
collectively referred as BioArrays or BioChips. Although Bioarrays: From Basics to
Diagnostics is focused primarily on applications in molecular diagnostics, bioarrays
have potential applications in biology, medicine, and agriculture.

Bioarrays: From Basics to Diagnostics is mainly intended for readers in the
molecular cell biology, genomics, and molecular diagnostics fields. It will also be
useful in advanced graduate level courses, as well as interesting to those in bio-
technology and molecular medicine. Although a number of books already cover array
technology, Bioarrays: From Basics to Diagnostics differs from its forefunners: it is
the first text completely devoted to applications diagnostic of human diseases. The
book focuses on the concepts of oligonucleotide, cDNA, protein, antibody, and
carbohydrate arrays, in 17 chapters, grouped into four parts. The chapters are written
by experts in the field, from both academic and industrial backgrounds. This book will
serve as a reference for graduate students, postdoctoral researchers, and professors from
academia and as an explanatory analysis for executives, and scientists in biotechnology
and pharmaceutical companies. My hope is that Bioarrays: From Basics to Diagnostics
will provide both a prolog to bioarrays for newcomers and insight to those already
active in the field.

Edwin Southern at the University of Oxford first developed a way to use inkjet
printing to show oligonucleotide sequences on glass slides in the late 1980s.
Subsequently, his group demonstrated the first array of all 256 octapurines in a simple
eight-step process by using in-house combinatorial chemistry approaches. During the
early 1990s Stephan Fodor at Affymetrix, using photolithography-based methods,
developed the miniaturized oligonucleotide array of eight nucleotides. The work of
both pioneers became the foundation for today’s in situ oligonucleotide arrays. At the
same time, Patrick Brown at Stanford University devised an essentially different array
fabrication method. Brown proposed and demonstrated for the first time an arrangement
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of already-synthesized snippets of DNA placed at regular intervals on a glass surface
by a robot. The successful collaboration between the Brown laboratory and Ron Davis’s
laboratory at Stanford produced the groundbreaking paper published in 1995 in Science
that used the word microarray for the first time. Since then, the buzz words “DNA
arrays” and “chips” have become common parlance in the scientific community. The
same technology platform was extended later to development of protein arrays,
glycoarrays, and tissue arrays, jointly referred to as bioarrays or biochips.

Before the discovery of this bioarray technology, only a limited number of
techniques were available (such as, differential display or serial analysis of gene
expression) for investigating gene expression and regulation. However, use of
microarrays paved new avenues to study expression profiling (the process of measuring
simultaneously the expression of thousands of individual genes in a given biological
sample). Use of microarrays became a routine practice for studying gene expression.
Today, with the availability of data from various genome projects, it is now feasible to
get “genomes-on-a-chip” from several vendors. Current bioarray platforms also allow
the analysis of the function, expression, and disease involvement of several thousands
of genes. However, in reality, the discovery of only a few good genes is enough for the
routine clinical molecular diagnostics that have emerged recently. To develop 100%
accuracy of disease diagnosis, a combination of two or more methods is pivotal.

Use of bioarrays falls under the new subject of Systemomics, or the holistic study of
expression profiling (gene, protein, lipid, and drug), function, physiological circuits,
and developmental networks in human (animal) body systems. Several innovators like
Fodor envisioned these developments almost 15 years ago. Despite their proof-of-
concept papers, which are reviewed here, microarray-based diagnostics had to wait
several more years to become a routine tool in the clinical diagnostics laboratories, a
development hastened by studies of cancer prognosis, prediction, and classification.

In the last decade, DNA microarray research has provided a wealth of information
on gene expression. From a simple technique to analyze gene expression patterns of
relatively few genes, microarrays have evolved into indispensable tools for scientists
in biomedicine. Characterizing cancer-gene expression patterns from a systems
perspective will also involve understanding the protein–protein networks and transcrip-
tional regulatory programs. Protein chip technologies are helping academicians to better
understand the basic research. Proteomics approaches are uniquely useful in biomarker
discovery and subsequent immunoassay development. Therefore, proteomics can be
seen as a platform for identifying new analytes for the diagnostic industry, rather than
just a tool.

Antibody microarrays are also useful because they can measure protein abundance
independently of gene expression, unlike the DNA microarrays. It is known that changes
in gene expression do not always correlate with protein expression. Patterns of protein
expression can be used to diagnose disease or determine appropriate treatment for
patients. In addition, antibody arrays can be used to study protein expression in tumor
cells, phosphorylation states of cellular proteins, and posttranslational modifications of
proteins. In contrast, tissue microarrays will allow researchers to validate the targets
identified from the DNA and protein arrays in a high-throughput manner by using
immunohistochemistry and in situ hybridization methods. The advantage conferred by
tissue microarray validation is pivotal to rapid screening of several hundreds of different



types of tumors, where a specific protein is studied in different tumor histogenesis
pathways. This approach is particularly useful in the screening of new genes and
antibodies, and it is ideal for target-specific therapeutic development. Many of the
applications mentioned here are described in the four parts of Bioarrays: From Basics to
Diagnostics, and a summary of each part can be found in the intro-duction on each part
title page.

In the near future, we will be able to use molecular signatures or panels of multi-
plexed biomarkers to identify whether a tumor is malignant or benign, its site of origin,
its prognostic subtype, and even predict its response to therapy. Integrative analyses of
gene–drug pairs from therapeutic drug databases along with their gene expression
signatures may lead to personalized multidrug regimens based on an individual’s tumor
gene expression signature. Clearly, high-throughput approaches and bioinformatics will
have a primary role in future clinical oncology and pathology. To fully realize the
potential of biomarkers to aid in drug development, industry must implement best
practices for biomarker development, and promote translational research strategies.
However, the biggest obstacle to translating discovery from bench to bedside is not
only technological but regulatory.

It is possible that no single type of assay, DNA based or protein based, will be able
to completely replace the other type. However, in a nutshell, array technology indeed
has the potential to accommodate all required assay formats on one testing platform,
and to provide better reagents for pathological diagnosis in the future.

Many people have contributed to making my involvement in this project possible. I
thank my teachers throughout my life for their excellent teaching, guidance, and
mentoring, which led me to become a scientist, and to bring this educational enterprise
of editing to readers. I am thankful to all of the contributors to this book. Without their
commitment this book may not have emerged. Many people have had a hand in the
launch of Bioarrays: From Basics to Diagnostics. Each chapter has been reviewed and
revised so that it represents a joint composition. Thanks are also due to the readers,
who make my hours putting together this volume worthwhile if they find value in the
hours they spend with our book. I am indebted to the capable staff of Humana Press for
their generosity during development of the manuscript and their efficiency in bringing
it to print. I gratefully acknowledge Drs. Patrick O. Brown and Michael J. Fero of
Stanford Univesity for providing the images of a droplet from the finger and oliogarray
background that were used in the cover design. I am grateful to  Sir Edwin M. Southern
for his generous foreword. Last, but not least, I thank my wife, Shyamala, and two
wonderful sons, Raakish and Raghu, for their under-standing and cooperation during
the entire endeavor.

A portion of the royalties will be contributed to the Dr. Appasani Foundation, a
nonprofit organization devoted to bringing social change in developing countries
through the education of youth.

Krishnarao Appasani
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PART I

BIOARRAY TECHNOLOGY PLATFORMS

Krishnarao Appasani

The seminal work of Edwin Southern paved the way for the development of
“oligoarrays” as a tool for studying gene expression and regulation. Subsequently,
gene expression profiling by using DNA microarrays has become an integral part of
basic and applied research in both academic and industrial scientific communities.
This technology has been successfully used for several distinct applications ranging
from disease classification and functional genomics to pharmacogenomics, biomarker
identification, and single-nucleotide polymorphism analyses. In Part I, Chapter 1,
Murray et al. summarize the applicability of cDNA microarrays in the study of gene
expression profiles in colorectal cancer, with a particular interest in identifying
biomarkers for metastasis. Metastasis represents the most lethal aspect of cancer and
is the prime cause of cancer deaths. Thus, new insight into the mechanisms of
metastasis is needed for the development of successful therapies. One mechanism is
elucidated by the microarray approach in this chapter. In addition, Murray et al.
present a thoughtful overview of the applicability of microarrays in cancer research,
especially to predict response of cancer cells to various chemotherapies.

The applicability of microarrays to tumor classification, as demonstrated by
several investigators in the past few years, opened new avenues for the development
of more efficient strategies for prognosis, diagnosis, and treatment. Molecular
taxonomy of cancers is well described in Chapter 2 by Carraro et al. They provide a
microarray-based experimental strategy that addresses cancer tissue collection
through gene expression profiling and final validation by using immunohisto-
chemistry, in situ hybridization by using tissue, or both. Human tumor samples are
heterogeneous mixtures of diverse cell types, including malignant cells, stromal
elements, blood vessels, and inflammatory cells. Because of this heterogeneity, the
interpretation of gene expression studies is not always simple. To harvest a
homogeneous population of cells, a laser capture microdissection approach is an
alternative that is used in combination with microarrays. In Chapter 3, Fournier et al.
summarize the experimental flow of performing microarray experiments and the
cautionary steps that should be considered in developing expression profile data. In
addition, they provide a comprehensive overview of the application of proteomics in
the discovery of new cancer biomarkers, protein signatures, and protein networks.

Following the advances in sequencing of genetic information, biology has become
an increasingly information-intensive discipline. Although microarray technology
has occupied a central role in functional genomics, the functionality and interrela-
tionships of genes thus far identified have not yet come into focus. Microarrays give
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a snapshot of the enormous interaction network that defines the working mechanisms
in the cell by measuring thousands of data points at a given time. This approach
opens up the possibility and creates the challenge to reverse engineer biological
networks by using high-throughput systems. Using gene expression data to infer
genetic regulatory networks is just one example and is the subject of the Chapter 4,
in which Otu and Libermann detail how the mathematical concepts-based network
theory provides a promising framework for studying biological systems. Network
theory-based biological systems study becomes especially important as biology
undergoes paradigm shifts, particularly with the rapid advancements in technology.
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Investigation of Tumor Metastasis by Using cDNA Microarrays

David Murray, Francesco Gorreta, Geraldine Grant,
Vikas Chandhoke, and Susan McDonnell

Summary
Microarray-based technologies are powerful and widely used genomic techniques for the

study of gene expression patterns on a genome-wide scale. The applications of microarrays as
research tools in all areas of biology are immense, and modern approaches using these technolo-
gies to understand tumor metastasis are described in this chapter. Attention is placed on the
steps involved in analysis from start to finish. We also have highlighted our own work, in which
gene expression profiles in colorectal metastasis were monitored using cDNA microarrays.

Key Words: cDNA microarray; colorectal cancer; metastasis.

1. Introduction
1.1. Introduction to Tumor Metastasis

Metastasis represents the most lethal aspect of cancer and is the cause of 90% of
cancer deaths, usually because it is difficult to treat patients when the cancer is at this
late stage (1). The metastatic spread of cancer cells from their initial site of origin
enables them to escape the primary tumor mass and colonize new terrain in the body.
Metastasis is a multistep process that involves local area invasion at the primary site,
followed by intravasation of tumor cells to either the blood or lymphatic vessels,
thereby accessing the general circulation (Fig. 1). After circulating in the vascular sys-
tems, tumor cells arrest and extravasate at distant organs where they establish second-
ary tumors. The process of metastasis, therefore, involves the participation of numerous
biomolecules in a variety of intricate cellular functions, including altered cell adhe-
sion, proteolysis, and migration (2). Advanced metastasis represents a major hurdle in
cancer treatment, mainly because these molecular mechanisms remain unclear. New
insight into the mechanisms of metastasis is needed for the development of successful
therapies. Modern therapeutic approaches to eliminate or control metastasis are based
on defining its critical events and the specific targets that regulate these events. There-
fore, the identification and understanding of novel cellular and molecular determinants
of metastasis are crucial.

1.2. DNA Microarrays

Microarray-based technologies have become the most widely used analytical tech-
niques for the study of gene expression patterns on a genome-wide scale (3,4). In addi-
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tion to other levels of regulation, cellular processes are governed by the repertoire of
expressed genes and the levels and timing of their expression. It is therefore important
to have tools to monitor a large number of messenger RNAs (mRNAs) in parallel.

One of the first decisions to be made while planning a microarray experiment involves
choosing a platform. Several choices are available. Microarrays are collections of gene-
specific sequences represented on a solid support. The two major methods of microarray
production are 1) in situ synthesis of oligonucleotides (oligos) and 2) spotting oligos or
cDNA on glass slides. With in situ synthesis, several sequences of short oligos (~25
base pairs [bp]) are obtained using a combination of photolithography and oligo chem-
istry (6,7). Because shorter oligos do not allow high specificity, each gene is repre-
sented at least five times with equally as many mismatch negative controls, thereby
providing reliable and reproducible data. One disadvantage of this platform is that it
allows only one color hybridization. The alternative microarray-manufacturing method
consists of spotting DNA sequences on glass slides by using robotic systems. Spotted
microarrays can be divided into oligo arrays and cDNA arrays. If spotted, the oligos

Fig. 1. Metastasis is a multistage process. This simplified representation shows that metas-
tasis involves local area invasion at the primary site, followed by intravasation of tumor cells to
either the blood or lymphatic vessels, thereby accessing the general circulation. After circulat-
ing in the vascular systems, tumor cells arrest and extravasate at distant organs where they
establish secondary tumors.
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are usually 50mers or 70mers, thereby allowing higher specificity. cDNA microarrays
can be manufactured by PCR amplification of cDNA libraries. Amplicons can be puri-
fied and spotted on glass. The major advantage of cDNA microarrays is the reduction
in cost of production. In contrast, amplicon sizes vary between clones, and it can there-
fore be difficult setting stringent hybridization conditions for all spots, thereby increas-
ing the changes of cross-hybridization.

On a microarray, each spotted sequence represents a gene. High-density microar-
rays can represent whole genomes. These sequences offer a solid support for the inves-
tigation of unknown samples. Moreover, a query RNA population can be reverse tran-
scribed and fluorescently tagged and hybridized to the microarray. For each gene,
specific signals are obtained in proportion to the messenger abundance in the RNA
under analysis. Typical samples for analysis include cell lines and both clinical and
laboratory animal-derived tissue biopsies. In a two-color experiment, it is possible to
compare two RNA populations (e.g., “experimental: cell state and a “control” cell state)
on the same microarray.

Using DNA microarray technologies to characterize expression profiles from differ-
ent biological states and to identify alterations in gene modulations has become a pow-
erful and valuable genomic tool in elucidating the molecular basis of almost every
aspect of cancer biology as well as many other diseases, because DNA array-based
technologies allow expression levels of many genes to be studied in parallel, thereby
providing static (i.e., in which sample a gene of interest is expressed) and dynamic
(i.e., how the expression pattern of one gene relates to that of other genes) information
about gene expression (5,6). Essentially, the expression level of either the same gene in
different samples or of different genes in the same sample can be compared, thus pro-
viding insight into gene function and regulation.

Most of this chapter concerns cDNA microarrays; however, other array technolo-
gies, including oligo arrays, have been developed. cDNA microarrays are discussed
here because they allow direct comparison of two samples on the same slide.

1.3. Application of Array Technologies to Cancer Research

Cancer is characterized by alterations in molecular cellular processes, and as a pow-
erful genomic tool, microarray analysis holds great promise in the molecular medicine
of cancer research, because cancer is a complex polygenic and multifactorial disease,
resulting from successive changes in the genome of cells and from the accumulation of
molecular alterations in both tumor and host cells (1). Such genetic alterations include
expression, suppression, or enhancement as well as deletions, mutations, insertions,
and rearrangements of genes controlling regulatory pathways and cellular processes
such as proliferation, differentiation, cell cycle, DNA repair, and apoptosis. These
genetic changes lead to genetic instability, tumorigenesis, malignancy, and an inva-
sive and often drug-resistant phenotype. Therefore, an understanding of the molecular
behavior of tumors would aid their molecular classification and in therapeutic deci-
sions (8). New tools are required to predict the clinical behavior and outcome of indi-
vidual tumors and to ideally prescribe individual tailored treatments.

Microarray techniques have been used to investigate the underlying biology of almost
all cancers, including acute myelogenous leukemia (9), breast (10), ovarian (11,12),
lung (13), and colon cancer (14). Array analysis is applicable to any area or stage (e.g.,
initiation, progression, and drug-resistance) of cancer biology where it is used to eluci-
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date the underlying molecular mechanisms (15). Because most current cancer medica-
tions are relatively nonspecific cytotoxic agents that exert their effect on both normal
and tumor cells, new selective agents are needed to further improve cure rates and
reduce host toxicity. Therefore, several studies have investigated the use of DNA
microarrays to predict the response of cancer cells to chemotherapies (16–18). A better
understanding of the disease at a molecular level would therefore allow the design of
individualized therapies targeted to the specific molecular cause of cancer as well as
the development of logical and effective drug combinations.

Array technology provides an ideal tool for the investigation of metastasis as well as
all areas of cancer, because the activity of many genes can be simultaneously moni-
tored, thereby giving insight into the complexity of cancer genetics. The control of
metastasis is an appealing target in cancer treatment, because it is the main cause of
mortality in cancer and is commonly the reason for the failure of chemotherapy to
eradicate cancer. The metastatic process has been described as an obstacle course in
which rare cancer cells with appropriate combinations of attributes survive to form a
metastatic colony (19,20). The challenge, therefore, is to discover the minimal set of
genes that are functionally necessary for metastasis. Consequently, several studies us-
ing microarrays have focused on metastasis by comparing the expression profiles of
highly metastatic cells with less or nonmetastatic paired cells (21–24). By using paired
or genetically related cell lines, it can be presumed that the expression of the majority
of genes is shared, with the exception of those genes promoting or related to metasta-
sis. This application of microarray technology is therefore ideal for the identification
of biomarkers of metastasis.

2. Experimental Outline
In our study, cDNA microarray technology was used to compare the expression

profiles of two colorectal cancer cell lines. Together, the SW480 and SW620 cell lines
represented a validated model of colorectal metastasis (25). Both cell lines were de-
rived from the same patient at different stages of tumor progression. The SW480 cell
line was cultured from a primary lesion (Dukes’ stage B colon carcinoma) isolated
from a 50-yr-old Caucasian male patient, and the SW620 cell line was derived from a
lymph node metastasis in the same patient a year later (26). These cell lines represented
an ideal model for studying the later stages of colorectal cancer progression and for
comparing the expression profiles of these isogenic cell lines, thereby giving insight
into tumor metastasis. Because these cell lines share a common genetic background,
studying their genetic differences was simplified because background genetic variation
was minimized and expression changes most likely represented metastasis-specific as
opposed to individual-specific changes.

The aim of this array study was to identify genes and pathways of importance in the
metastatic process or in genes that conferred a metastatic potential or survival advan-
tage on these cells. There was also the potential of identifying novel genes as possible
therapeutic targets or prognostic markers.

2.1. Experimental Design

Proper planning of microarray experimental design was required to ensure that the
questions of interest could be answered accurately. Inadequate experimental design
can result in either the loss of real biological data or in the acquisition of false and
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untrustworthy information. Biological variance is unavoidable and is intrinsic to all
biological systems; therefore, biological replication, by using multiple and separate
RNA preparations, was used to ensure the end results were statistically significant,
real, and reproducible (27,28). To reduce the technical variation introduced by the pro-
cesses of RNA extraction, labeling, and hybridization, a dye-swap experiment was car-
ried out (Table 1), an effective step for the comparison of two samples, because it
accounts for dye bias with the dye assignments being reversed in the second experi-
ment (29). The fluorescent cyanine (Cy) dyes Cy3-dUTP and Cy5-dUTP were used,
because they have good photostability and are widely separated in their excitation (550
and 650 nm, respectively) and emission spectra (570 and 670 nm, respectively), which
allows highly selective optical filtration. A “self” vs “self” experiment also was carried
out to control the amount of false positives that the technique and subsequent data
analyses generated.

Another important part of experimental design concerns the array itself. Consider-
ations here include the selection of genes, the arrangement of these elements on the
array, and how many replicates of these genes should be spotted and where these repli-
cates should be distributed on the slide (30). The cDNA arrays used in this study were
constructed from 39,360 human cDNA clones (Research Genetics, Huntsville, AL).
cDNA inserts were amplified, purified, and printed on poly-L-lysine–coated glass slides.
Poly-L-lysine treatment enhances the hydrophobicity of the slide and the adherence of
the printed DNA, thereby limiting the spread of the spotted DNA droplet on the slide.
This treatment also offers a support for covalent binding after ultraviolet irradiation.
Negative controls consisting of no-template PCR amplifications also were printed on
the microarray slide as well as blank controls (i.e., areas on which nothing was printed
but were quantified as normal spots). Blanks and negative controls were distributed in
several subarrays to monitor different areas on the slide surface. The complete list of
genes with accession numbers and spot locations is published at http://www.dcu.ie/
~biotech/dmurray/COMBINED-GENE-KEY.xls.

Table 1
Experimental Design for the Comparison of Gene
Expression in the SW480 and SW620 Colorectal
Cell Lines by cDNA Microarray Analysis a

Experiment Cy3 Cy5

1 SW4801 SW6201

2 SW4802 SW6202

3 SW4803 SW6203

4 SW6203 SW4803

5 SW4801 SW4801

a Experiments 1–3 represent the analysis of biological
replicates, where the subscripted number indicates the sepa-
rate RNA preparation batch. Experiment 4 is a technical rep-
licate of experiment 3, where the dye assignments have been
reversed.
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2.2. Hybridization, Image Acquisition, and Image Processing

Labeled samples were then hybridized to the printed slides. The main goal in the
hybridization step was to obtain high specificity while minimizing background. The
Institute of Genomic Research (TIGR) has developed protocols that yield reproduc-
ible, quality hybridizations while maximizing the measured fluorescence on the array
(http://www.tigr.org/; 31). These protocols were used to block nonspecific interactions
and to remove any unbound cDNA probe that might have escaped the crosslinking step
from the slide before the hybridization step. This free DNA would otherwise compete
with bound DNA for hybridization.

After stringency washing, hybridized slides were then scanned using a confocal laser
scanner capable of detecting both the Cy3- and Cy5-labeled probes and producing sepa-
rate 16-bit gray scale TIFF images for each when scanned using 75% laser power and
75% PMT power. QuantArray 3.0 software (PerkinElmer Life and Analytical Sciences,
Boston, MA) was then used to analyze the images and calculate the relative expression
level of each individual gene and hence identify differentially regulated genes. The
hypothesis underlying microarray analysis is that the measured intensity for each arrayed
gene represents its relative expression level.

2.3. Data Normalization

Before biologically relevant patterns of expression were identified by comparing
expression levels between samples on a gene-by-gene basis, it was appropriate to
carry out normalization on the data to eliminate questionable, low-quality measure-
ments and to adjust the measured intensities to make them comparable. Obtaining
actual readings of expression levels from a cDNA microarray is subject to several
sources of variability, including biological variability and mechanical variability (e.g.,
printing of slides and pipetting errors, cDNA labeling, and measurement of the fluo-
rescent light intensity), that are represented in the random fluctuations of observed
expression levels (32). True differentially expressed genes need to be distinguished
from differences generated by those erroneous fluctuations mentioned above. The
many sources of systematic variation in microarray experiments that affect the mea-
sured expression levels are best demonstrated in a “yellow test,” an experiment where
two identical mRNA samples are labeled with different dyes and hybridized to the
same slide (33). In this example, it was rare to have the dye intensities equal across all
spots. Although such systematic differences may be small, they also may have a con-
founding effect when assaying for subtle biological differences. Normalization is a
process that attempts to remove this variation. Normalization of the individual hybrid-
ization intensities in each of the two scanned channels is essential to adjust for label-
specific differences (dye bias) such as incorporation and detection efficiencies, thus
facilitating channel-to-channel comparisons (34). Normalization is also necessary to
adjust for differences in the starting RNA in the samples. All these issues can shift
the average Cy3/Cy5 ratio if these intensities are not rescaled. Only by balancing
these individual intensities appropriately can meaningful biological comparisons be
made.

Locally weighted linear regression (LOWESS) analysis is a nonlinear intensity-
dependent normalization procedure that is suited to two-color experiments where
there are more than 100 elements on the chip (30,35). LOWESS normalization was
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used to eliminate dye-related artefacts in these two-color experiments that can cause
the Cy5/Cy3 ratio to be affected by the total intensity of the spot. The artefacts that
LOWESS attempts to correct for include nonlinear rates of dye incorporation as well
as inconsistencies in the relative fluorescence intensity between the two dyes used
and bias because of low-intensity spots, which give rise to a higher grade of variabil-
ity.

Other normalization approaches include linear total intensity normalization, which
considers all the genes in an array experiment together. Linear total intensity normaliza-
tion is based on the simple assumption that the total amount of RNA labeled with either
Cy3 or Cy5 is equal. This form of global normalization is a useful tool in instances of
closely related samples where the transcription level of many genes remains unchanged.
Although the intensity for one spot may be higher in one channel than in the other
channel, when averaged over thousands of spots in the array, these differences average
out. Therefore, the total fluorescence across all the spots in the array will be equal for
both channels, and a scatter plot of the measured Cy5 versus Cy3 intensities should
have a slope of 1. A normalization method that makes use of a specific subset of “house-
keeping” or control genes as opposed to all elements on the slide also has been devel-
oped (36). This method is useful for more divergent samples and for arrays with low
gene numbers where the total intensity model would give a poorer estimation of nor-
malization. This method assumes that the distribution of transcription levels for this set
of housekeeping genes remains unchanged and has a mean value and standard devia-
tion that are independent of the sample. In this case, the ratio of measured Cy5-to-Cy3
ratios for these genes is used as a model to adjust the mean of ratios to 1.

2.4. Data Mining

The extraction of biologically relevant information from large array generated gene
lists still proves to be a serious bottleneck (37). Regardless of the nature of the experi-
ment, the major interest in performing microarray analysis is in the identification of
genes that are differentially expressed between samples in the data set. Therefore, sim-
ply generating the data is not enough; extracting meaningful information about the
system being studied also is necessary. This approach currently requires the combined
efforts of biologists, bioinformaticians, computer scientists, statisticians, and software
engineers.

After scanning, the raw data generated was analyzed using GeneSpring 6.0 software
(Silicon Genetics, Redwood City, CA), a powerful commercially available expression
data visualization and analysis tool. Data were imported and normalized, and replicate
and dye-swap experiments were identified. A twofold cutoff was used to identify genes
that were variable between samples (4,5,38). Therefore, genes were taken to be differ-
entially expressed if the expression under one condition was more than twofold greater
or less than that under the other condition.

Because the “fold” change test is not a statistical test and does not provide informa-
tion on the level of confidence in the designation of genes as differentially expressed or
not differentially expressed, t-tests were carried out. For statistical purposes, biological
replicates, i.e., RNA samples obtained from independent biological sources are prefer-
able to technical replicates, i.e., RNA samples from one biological source, especially if
conclusions are to be made regarding the significance of expression changes. Ideally,
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each biological condition for comparison should be represented by at least three inde-
pendent biological samples (28). This sample size depends on the expense of the micro-
array experiment and on the availability of samples and therefore RNA. Because inde-
pendent microarray assays were conducted starting from independent mRNA isola-
tions, they could be used to define differential expression based on their statistical con-
sensus. Therefore, genes that were significantly differentially expressed could be dis-
tinguished from random changes. The t-test is one of many statistical methods suitable
for confirming differentially expressed genes (39). The t-test uses the error variance for
a given gene over replicated experiments to determine whether that gene is differentially
expressed and whether this difference is significant (40). A t-value for a given gene is
computed using Eq. 1 , where Rg is the mean ratio of expression levels for that gene and
SEg is its standard error. After a t-value is calculated, it is converted to a p value. Genes
with p values falling below a prescribed “nominal” level of 0.005 were regarded as
significant. In our experiments with the SW480 and SW620 cell lines, 441 genes in
total were upregulated in the SW620 cells compared with the SW480 cells. After t-
tests, 233 genes were identified as being significantly twofold upregulated and 208
genes were identified as being significantly twofold downregulated in the SW620 cell
line compared with the SW480 cell line. A selection of genes that upregulated and
downregulated in the SW620 cells are listed in Tables 2 and 3, respectively.

(1)

Several problems exist with this twofold approach to identifying significantly dif-
ferentially expressed genes as genes of importance in the biology under investigation.
The first is that not only changing genes but also the genes that are unchanged from
one state to another (i.e., from normal to tumor or from primary to metastatic) may
understandably have an important role in both states. The rudimentary analysis of
picking changing genes at the top of a list may draw attention away from the biologi-
cal importance of maintaining transcription of a gene from normal to disease state.
Also, real biological data might be lost when alterations in gene expression are more
modest than twofold. Modern approaches to data analysis aim to capture the real biol-
ogy underlining the distinction of interest as apposed to subjectively “cherry picking”
top-ranking genes and creating hypotheses about pathway membership (41). Never-
theless, -fold change and statistical significance are different from biological rel-
evance.

2.5. Postanalysis Follow-Up: Validation of Microarray Data

After genes that were significantly up- or down-regulated were identified, the next
step was to carry out detailed literature searches to help select genes for further valida-
tion and investigation. Postarray verification of results using an independent labora-
tory approach provides experimental verification of gene expression levels and ideally
begins with the same biological samples that were compared in the array experiment.
Common mRNA and protein methods used to validate array data include RT-PCR
(42), Northern blot analysis (43), ribonuclease protection assay (44), in situ hybridiza-
tion (45), immunoblot analysis (46), and immunohistochemistry (45).
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Table 2
Selection of Genes With Significantly (p < 0.005) Twofold or More
Increased Expression in SW620 Cells Compared With SW480 Cells

Accession no. Fold up Gene description

AA916325 22 Aldo-keto reductase family 1, member C3
AA608575 17 Propionyl coenzyme A carboxylase,  polypeptide
AA135152 12 Glutathione peroxidase 2 (gastrointestinal)
R37743   5 T54 protein
R16134   4 Transmembrane 4 superfamily member 11 (plasmolipin)
N70463   4 B-cell translocation gene 1, antiproliferative
H79534   4 Hemoglobin, epsilon 1
W46900   3 Chemokine (C-X-C motif) ligand 1
AA779165   3 ADP-ribosylation factor-like 4
T66320   3 Glutathione S-transferase
AA460463   3 Cytokine-like protein C17
R60170   3 Guanine deaminase
R98936   3 Membrane metallo-endopeptidase
AA478585   3 Butyrophilin, subfamily 3, member A3
AA486220   3 Lysyl-tRNA synthetase

Table 3
Selection of Genes With Significantly (p < 0.005) Twofold or More
Decreased Expression in SW620 Cells Compared With SW480 Cells

Accession no. Fold down Gene description

AA598601 7 Insulin-like growth factor binding protein 3
AA406552 6 Solute carrier family 2 (facilitated glucose transporter), member 3
AA160507 3 K5
AA487425 3 Zinc finger protein 463
AA291163 3 Glutaredoxin (thioltransferase)
AA460286 3 Guanine nucleotide binding protein
AA486556 3 CD81 antigen (target of antiproliferative antibody 1)
AI439571 3 Apoptosis antagonizing transcription factor
N67766 2 Acetyl-coenzyme A synthetase 2 (AMP forming)-like
AA017526 2 Collagen, type IX, 3
AA487486 2 Cyclin D1 (PRAD1: parathyroid adenomatosis 1)
AA827551 2 Notch homolog 2 (Drosophila)
AI688757 2 Cytochrome-c oxidase subunit Vb

Before genes of interest were pursued for further investigation and validation, sequenc-
ing was required as a quality control measure. Because many array experiments are
carried out on the genome-wide scale, the probability of error associated with spot
identity and printing also is increased. Array production is a high-throughput operation
involving multiple steps of sample handling and processing, and it is therefore under-
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standably subject to error. Consequently, sequence verification is required to identify
and correct for such errors (47). The sequences of the genes chosen for further analysis
were positively identified by their sequence using an ABI 377 DNA sequencing plat-
form (Applied Biosystems Inc., Foster City, CA). The BLAST tool on the National
Center for Biotechnology Information website (http://www.ncbi.nlm.nih.gov/blast/)
was used to confirm the identity of the resulting sequence for the clones of interest.

In our study, quantitative real-time PCR was used to confirm the -fold changes in
expression. In comparison with conventional PCR, real-time PCR provides a much
more accurate and quantitative representation of the differences in the expression of a
gene from one state to another, because it is more sensitive and has a larger range of
detection. For postarray validation, real-time RT-PCR is the most popular method for
quantitatively measuring specific mRNA transcripts, because it is reproducible, rapid,
inexpensive, and requires little starting template (48,49). However, it has been shown
that for many genes studied there were significant quantitative differences between
array and RT-based data (42). As well as validating array results at the mRNA level, it
is also worth investigating the changes in expression at the level of the corresponding
protein, because the observed changes at the mRNA level may not always translate into
the protein (50). This discrepancy may be a factor of either the laboratory test used to
determine protein expression or of the biology of the protein, because protein function
in the cell is affected by several factors besides abundance.

In this study, the importance of the genes of interest in colorectal cancer was further
investigated and validated by examining their expression in a pilot study of paired
normal and tumor colorectal biopsy specimens. RNA was extracted from samples and
analyzed for expression of these genes by using quantitative real-time RT-PCR.

Recently, the same SW480 and SW620 cell model has been used in an array study
into the mechanisms of drug resistance (51). Although different array technology to
that described here was used and the array used had only 12,625 elements in compari-
son with the 39,365 used in this study, there are several differentially expressed genes
that are common to both studies, including glutathione transferase, guanine nucleotide-
binding protein, and cyclin D. In our study, glutathione transferase expression was 2.1-
fold higher in the SW620 cells compared with the SW480 cells. Glutathione transferase
levels are elevated in patients with a high risk of developing colon cancer, and their
overexpression leads to chemotherapeutic resistance in ovarian cancer cell lines
(52,53). Serial analysis of gene expression (SAGE) also has been used to study the
same cell model to identify changes in gene expression during colorectal cancer pro-
gression (54). Five genes with differential expression were reported in this SAGE study
where 5000 tagged clones were studied. SAGE is an effective technique, but it does not
allow for the same statistical interpretation and analysis as cDNA microarray analysis.
Only one of these five differentially expressed genes was common to our study, keratin
5 (K5). K5 was threefold downregulated in the SW620 cells compared with the SW480
cells, whereas K5 was expressed in SW480 cells and undetected in SW620 cells by
SAGE analysis (54). K5 is a cytoskeletal filament protein known to play a major role in
cell motility, invasion, proliferation, and differentiation and in the transduction of extra-
cellular signals (55). The same cell model was used, along with two other cell models
of colorectal metastasis, in an elegant 19,000-element array study (22). Hegde et al.
showed that 1569 genes were differentially regulated between the SW480 and SW620
cells and that 176 of these genes were differentially regulated in all three models of
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colorectal metastasis. Of the 176 reported genes, very few were common to those iden-
tified in our study.

3. Future of Microarray Analysis and Conclusions

The applications of microarrays to all areas of investigative biology are endless.
Microarrays have become an accessible and common oncology research tool that will
have a great impact on the evolution of molecular medicine of cancer. More and more
cancers will be classified into new previously unrecognized subclasses based on their
molecular signatures, thus facilitating tailored treatments (8,16,56,57). For a relatively
young technique, microarray analysis is already a key element in the investigation of
the complexity of cancer. As well as having great impact on the development of novel
therapeutics, the recent completion of the human genome sequence also spurs a desire
to carry out microarray analysis on the whole genome level (58,59). However, the
current approach of users selecting and printing sets of genes to produce customized
arrays is likely to remain attractive. Further advances and improvements in array analy-
sis will concern the care of the biological samples under investigation. In particular,
and of clinical relevance, is the care of tissue samples, which is important in avoiding
RNA degradation. Stricter rules are needed for the collection, storage, and processing
of tissues. Another major issue in need of improvement is the purity of tissue samples.
Most biopsies are heterogeneous, containing many different cell types, including nor-
mal surrounding cells such as epithelial, endothelial, adipose, and stromal cells; infil-
trating lymphocytes; and tumor cells (60). A pure homogenous sample is desirable to
obtain representative results. One solution to obtaining a pure sample is to use laser
capture microdissection. Laser capture microdissection is used to harvest subpopula-
tions of cells; however, obtaining sufficient RNA from homogenous material for
microarray analysis usually requires an amplification step (61). Although it introduces
another variable into the process, RNA amplification allows array analysis to be car-
ried out on 1–50 ng of mRNA (62).

This chapter focused primarily on the practicalities involved in the identification of
metastasis-associated genes by using microarray analysis to compare the expression
profiles of a nonmetastatic cell line, SW480, with its metastatic derivative SW620.
Four hundred and forty-one genes were shown to be differentially expressed between
these two cell lines. Analysis was carried out in triplicate, allowing these expression
changes to be identified as statistically significant. Several genes were chosen for fur-
ther validation analysis. As quality control steps, sequencing of the spotted cDNA and
real-time PCR of the genes of interest confirmed their identity and changes in expres-
sion, respectively. The expression of these potential markers of colorectal metastasis
was investigated in paired normal and tumor colorectal specimens. This work validates
the further investigation of these targets as players in the metastatic process.

The future of arrays and the interpretation of the vast amount of data generated
revolve around the synergy between different scientific cultures. Multidisciplinary col-
laborations between medical researchers, mathematicians, computer scientists, and
bioinformaticians are required to carry studies forward to the clinic. Synergy also is
required between different types of information, such as the transcriptional and transla-
tional data for the same samples. Such data should be comparable from one laboratory
to another, thus providing a platform for connectivity.
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Summary
Changes in the general transcription profile have been observed through silencing and activating

at the transcriptional level of genes in tumor cells. After the genomic era, molecular biology has
changed, and new technologies have allowed assessing transcriptional alterations among different
tissue types in a high-throughput manner. Microarray technology is one of the technologies that has
contributed to improving our understanding about the defective molecular processes in cancer cells.
In this chapter, we report issues about the selection of cDNA clones spotted on the platform, the
purity of the tumor samples used in the microarray experiments, and the integrated database with
important clinical information of patients that can be associated to a specific molecular portrait.
Finally, we focus on the validation of candidate genes selected from microarray experiments through
real-time RT-PCR and high-throughput tissue microarray analyses that dramatically facilitate test-
ing of the potential molecular markers.

Key Words: Cancer; cDNA microarray; integrated database; laser microdissection; tissue
microarray; tumor markers.

1. Introduction
The major characteristic of a normal tissue is to have growth and division of its cells

highly regulated. The cancer cell is an exception, because it has the property to lose
growth regulation and propagate indefinitely. The malignant phenotype is the result of
a range of genetic and epigenetic alterations (1). The molecular mechanisms of cellular
transformation involve many DNA disorders, such as point mutations, deletions, inser-
tions, and chromosomal translocations and also alteration in methylation status (2,3).
These DNA disorders can arise in different regions of chromosomes, including inter-
genic and genic regions such as transcribed and coding sequences, regions responsible
for chromosome stability, and also gene promoters. Consequently, changes in the gen-
eral transcription profile can be observed through silencing and activating at the tran-
scriptional level of genes. Therefore, tumor cells differ from their normal cell counter-
parts in their general expression pattern, and this difference is focused mainly in the
mechanisms related to cell proliferation, differentiation, and survival.

Recently, with the completion of the human genome sequence (4,5) and the identifi-
cation of many human genes (6–8), molecular biology has changed. Functional studies
have applied new technologies that allow assessing genomic, transcriptional, and
proteomic alterations among different tissue types in a high-throughput manner. This
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new way of investigation has improved our understanding about the molecular basis of
cancer.

In transcriptional assessment, methods for detecting differences in messenger RNA
(mRNA) level have been proved to be very useful. Many sequence-based approaches
can be cited, such as serial analysis of gene expression (9,10), massive parallel signa-
ture sequencing (11), and expressed sequence tags (12). These methodologies produce
quantitative measurements of gene expression and present great analytic potential and
sensitivity. However, they can be hampered by individual genetic differences, because
they are not suited for large sample numbers; consequently, only a few samples of a
given tumor class can be assessed. In contrast, microarray technology (13) has the
capacity for assessing multiple samples, thereby generating specific gene expression
profiles characteristic of a given tumor class. In short, this technology consists of an
ordered collection of DNA fragments (cDNA or oligonucleotides) immobilized on a
solid surface. The immobilized sequences represent genes, and each microspot is com-
posed of a single species of sequences. The technology is based on the hybridization
between DNA sequences immobilized on the slide and labeled free sequences gener-
ated from the mRNA population from a given biological sample. The methodology
allows the quantitative detection of thousands of genes simultaneously, and its applica-
tion has been contributing to the characterization of aberrant events that enable cells to
bypass normal control and generate tumors (14–16). Additionally, microarray technol-
ogy is improving the ability to subclassify tumors according to their clinical behavior
(17–20), and it is uncovering novel possibilities for the development of new and more
efficient strategies for prognosis, diagnosis, and treatment.

2. Technical Issues: Array Platform, Samples, and Bioinformatics Tools
We designed a probe as the known entity that is immobilized on the solid support

and a target as the labeled molecule generated from the mRNA population of a given
cell culture or tissue (21).

In general terms, integrity and purity of total RNA from each used sample and also
proper selection of the DNA sequence that represent the genes in the platform are very
important issues to guarantee reliability and reproducibility of the experimental data.

2.1. cDNA Microarray Platform

Advances in microarray technology concerning the probe that better represent a
single gene, avoiding cross-hybridization, have been investigated by several groups
(22–24). Cross-hybridization involves multiple sequences belonging to distinct genes
hybridizing to the same spot, interfering in the measuring accuracy of the real expres-
sion level of a given gene in a given sample.

Regarding probes, our group has been using a customized cDNA platform with open
reading frame expressed sequence tags (ORESTES) clones selected from a collection
of 1,200,000 clones that represent 4608 different human genes. ORESTES clones are
partial cDNA clones that represent different regions of the full-lengths gene, but they
are biased toward the central portion of the coding region (25,26). The selection of
ORESTES clones that are used as probes follows several criteria that allow stringent
hybridization conditions and avoids cross-hybridization. In short, probes should have
similar size and identity, while corresponding to only one full-length mRNA (27). Spe-
cifically, the clone is excluded if, in a 100-base pair sequence, a hit equal to or higher
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than 85% with any other sequence other than the full-length sequence in question is
found. This criterion is important to ensure that the intensity measurement is related to
a unique gene, even if it belongs to a gene family. A decrease in intensity level when
the probe location is distant from the 3¥ extremity also has been observed by us, prob-
ably because of low efficiency of the reverse transcriptase to reach the 5¥ extremity of
the gene, especially for the long genes. Therefore, the probe should be mapped as proxi-
mal as possible to the 3¥ extremity considering the first poly-A signal mapped on the
sequence. This criterion ensures that the probe can detect all possible poly-A variants
of a given gene present in the sample under investigation, because a very large fraction
of human genes contain several polyadenylation signals (28). The last selection crite-
rion is to filter out repeat elements, such as Alu signal-related sequences or other less
abundant repetitive DNA elements, because they may influence signal intensity. It is
also very important to spot positive and negative controls in the chip. We strongly
recommend that spots should be replicated. Clone repeatability can be used to adapt
thresholds for filtering criteria while focusing on data quality and maximization of the
number of observations amenable for further analysis. Furthermore, during array fabri-
cation, spots that represent the same gene should not be located in the same subarray.

2.2. RNA Samples: Quality Checking and Biodiversity

The preparation of target RNA is as important as correct probe selection in micro-
array technology. In cancer studies, the most useful kind of target used in microarray
experiments is solid tissue, which is composed not only of tumor cells but also normal
cells, stromal cells, infiltrating immunological system cells, and endothelial cells from
lymphatic and blood vessels. This heterogeneity interferes with the gene expression pro-
file. Microdissection, manual and laser capture microdissection (LCM), allow homoge-
neity of the tissue. In manual microdissection, depending on the kind of tissue, there can
be approx 80% homogeneity. The process is guided by stained histopathological slides,
which allow planning of microdissection, such as removal of necrotic areas and infil-
trating or undesirable tissue. The LCM station basically incorporates an inverted micro-
scope with a low-power infrared laser and a photocamera that sends the image to a video
monitor. The image provided by the video monitor allows selection of the desirable
cells from the whole tissue sections. A low-power infrared laser activates the transpar-
ent thermoplastic film attached to an optical grade plastic cap. The optical grade plastic
cap is positioned over the tissue section and with a shoot; the thermoplastic film adheres
to the selected cells. Once the selected cells have been captured, the transfer film cap,
with the cells attached to the film surface, is lifted (LCM with PixCell II LCM instru-
ment, Arcturus, Molecular Devices, Sunnyvale, CA). Because the thermoplastic film
used for RNA extraction is supplied with a green pigment that prevents warming of the
sample, the RNA integrity is preserved. This methodology can increase the accuracy
and sensibility of molecular studies, because a more homogenous population of tumor
cells is recovered (approx 99%), leading to a more precise correlation of tumor mor-
phology with its gene expression profile.

A second important issue is the limiting amounts of RNA obtained from freshly
isolated samples; especially with LCM-dissected samples and fine needle aspiration
biopsies. For microarray experiments, in a first-strand cDNA reaction in the presence
of fluorescent dye, approx 30–100 µg of total RNA is required, and this amount of total
RNA is normally not recovered from such tissue types. Therefore, expression profile
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assessment of this kind of sample requires methodologies for mRNA amplification in
order to properly delineate the experiment considering the necessary number of repli-
cates. Several mRNA amplification protocols are available (29), and in general, they
are based on two rounds of in vitro transcription that may lead to 1300-fold linear
mRNA amplification (29). In short, total RNA is reverse transcribed into cDNA by
using an oligonucleotide that consists of a T7 RNA polymerase promoter sequence at
the 5¥ extremity of the dT(15) sequence. The cDNA single strand is converted to double
strand and submitted to an in vitro transcription reaction. The procedure is repeated
twice to provide the necessary amount of RNA for the microarray experiments (Fig. 1).
Several analyses have shown the maintenance of the relative mRNA concentrations
compared with the results obtained from microarray experiments by using total RNA
(30–32).

Another important point concerning the target is the correct selection of samples that
will be representative of the investigated classes. The complex and heterogeneous ori-
gins of most cancer types require careful sample selection, and several key issues have
to be considered to render meaningful the long list of different expressed genes nor-
mally obtained from comparative analyses between two different investigated classes.
It has been suggested that to have more reliable data, samples that are representative of
each class should be as closely matched as possible (21). In this aspect, the critical point
in cancer research is the great biological diversity among samples of the same class.
This problem can be bypassed using cell lines as model systems, which can be the best
experimental model for some specific questions where they can pose as an inducible

Fig. 1. Tumor tissue microdissection. (A) Laser capture microdissection in breast
cancer. The three pictures showed the tissue before the capture, the selected cells and the
captured cell adhered to the plastic cap. (B) Manual microdissection of blastema com-
ponent of Wilm’s tumor.
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system, for example, comparison of a knockout gene cell line compared with its wild-
type counterpart and/or by addition of an extracellular factor. Nevertheless, for clini-
cally oriented questions, it is not recommended to use cell lines because the model
probably differs from the fresh tissue characteristic in its gene expression profile. In
this context, to generate data in a meaningful manner, large collections of tissue samples
with a minimal follow-up and clinical data are required.

2.3. Bioinformatics Necessary to Organize
a Microarray Infrastructure and Data Analysis

An important issue related to the organization of a microarray infrastructure is the
necessity of a solid bioinformatics unit able to: select and track clones to be printed on
slides, maintain a relational database with clinical and sample information, and also
analyze all the microarray data.

In cDNA clone selection with the criteria discussed in Subheading 2.1., bioinformatics
also allows choosing the best-suited clone representing a specific gene to be spotted on
a slide. The same requirement is afforded by the selection of tissue samples, RNA
samples, or both. Figure 2 presents all the relational databases available in our infra-
structure and how they are interrelated. It is very important to have an interactive
graphical visualization system to help the biologist to make some decisions about qual-

Fig. 2. Schematic fluxogram of the array pipeline. In this scheme, it is easy to see
all the steps from tumors to arrays and the necessity of integration between all databases
as well as a friendly interface to access the data.
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ity control issues during the experiments. Without the aid of an appropriate data visual-
izer, it would be almost impossible to interpret data and make decisions in real time.

Concerning time and space required for recording raw data, two arguments should
be considered. First, microarray data analyses are in a progressive learning process.
Consequently, with improvement of the process, data are required to be reanalyzed in
different ways. Thus, raw data should be available. Second, it is increasingly clearer
that the number of samples used in a given microarray project is critical and must be
representative of the class under examination. Thus, it is important to be able to make
some kind of analysis with data provided by a lot of different projects and also with
publicly available data from other groups. In this situation, all the data should be reana-
lyzed together, and the raw data are required.

In general, two conceptually different issues can be addressed by the array technol-
ogy. One issue is the identification of candidate genes that would help in understanding
the biology of the problem under investigation. The second issue involves building
diagnostic or prognostic tools in which the identity of genes is not the critical point, but
rather the information associated with a given expression profile or expression signa-
ture is critical. For these applications, different strategies can be used to build an array
that would favor a specific issue or question.

We are studying molecular classification, or the identification of novel patient sub-
groups, of new markers for diagnosis and of novel targets for therapeutic intervention
in cancer. The literature reveals that an approach based on single-gene analysis is not
sufficiently robust for diagnostic applications. In contrast, a combination of genes pro-
vides much more useful information.

Working with microarrays, we are not measuring expression levels directly but rather
signal intensity levels, represented by the amount of phosphorescent dye that is recorded
by a scanning device. Different concentrations of mRNA, or the brightness, relative
binding affinity, and concentration of the dye labels, are some of the factors that could
produce artifacts in the “measurement of the expression levels.” After considering cor-
rections in microarray experiments such as image acquisition, background correction
or spot quality assessment and trimming, to correct differences in intensity levels we
need to perform normalization. There are many approaches for normalization, such as
total intensity normalization, linear regression analysis, log centering, and rank invari-
ant methods. Most normalization algorithms can be applied globally (to the entire data
set) or locally (to some physical subset of the data, for example, within printing tip
groups). Local normalization has the advantage that it can help correct for systematic
spatial variations in the array (33,34).

After normalization, data for each gene is reported as an “expression ratio” or as the
logarithm of the expression ratio. The expression ratio is the ratio of the normalized
value of the expression level for a gene in one sample by its normalized level for the
control. By using the logarithm of the expression ratio, it is easier to visualize down-
regulated genes that are squashed between 1 and 0 if the logarithm scale is not applied.

The next obvious step is to search for differentially expressed genes among the tested
samples. To find these differentially expressed genes, it is possible to use a parametric
test (e.g., t-test) or a nonparametric test (e.g., Mann–Whitney). By using any statistical
test, the result will be a list of genes that are more likely to be indeed differentially
expressed and their respective p values. Because in a typical microarray experiment the
p value for thousands of genes is determined, it is very common to have a sizeable set
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of false-positive results when considering only individual p values. There are several
methods to adjust the p value for multiple testing; however, all of the methods have
drawbacks.

Cluster analysis has been applied to microarray data to cluster both genes with simi-
lar expression patterns and samples with similar expression profiles. There are several
methods for performing cluster analysis, and many of these have already been applied
to microarray data as hierarchical clustering, K-means clustering, and self-organizing
maps (33,34). To perform a clustering analysis, we use some distance measure to assess
the similarity of two samples. The goal of cluster analysis is to group objects that have
similar distance measures leading to clusters where the distance measure is small within
clusters and large between clusters. Bootstrap analysis, as a robustness measure is well
suited to be taken into account when making clusters (35). Cluster analysis is the stan-
dard procedure for performing unsupervised pattern recognition. Supervised pattern
recognition contrasts with unsupervised pattern recognition in that, for the latter recog-
nition, we ask the computer to discover categories without any previous training cases.
Supervised pattern recognition has been widely applied to identify patterns of gene
expression and for sample classification. One of the goals of supervised expression data
analysis is to construct classifiers, such as linear discriminants, decisions trees, or sup-
port vector machines, which assign predefined class to a given expression profile.

3. Validation of Candidate Genes Through Real-Time
Reverse Transcription-PCR and Tissue Microarray

Cancer research has benefited from several advances in technology, and this advance
has resulted in an exponential increase in the number of novel gene candidates to be
implicated in tumorigenesis, diagnosis, prognosis, and new therapeutic targets. The
large amount of new information has created a new challenge in the identification of an
individual gene, and mainly in its validation as a clinically useful diagnostic or prog-
nostic marker.

There are two useful methodologies to validate candidate genes shown to be differ-
entially expressed in microarray experiments: real-time reverse transcription-PCR and
immunohistochemistry or in situ hybridization. The difference between these technical
approaches is the kind of molecule that is quantitatively being measured and the num-
ber of samples that can be analyzed at the same time. In real-time reverse transcription-
PCR the level of a given mRNA molecule is being measured, which is exactly the same
measured molecule as in the microarray technology. In immunohistochemistry, the
molecule whose level is being measured is a protein. It has been reported that the level
of mRNA does not always correspond to the protein level (36), because of a variety of
mechanisms beyond the transcriptional level involved in regulation of protein expres-
sion of a specific gene. However, the latter methodology has the advantage to monitor
in situ reaction, with determination of the cell compartment involved.

Real-time PCR is a molecular biological technique used for detection of small
changes in the expression level of specific genes. Real-time PCR using cDNA as a
template, which corresponds to the mRNA population, has been used as technical vali-
dation (when the same set of samples assessed by microarray technology is used) and
also as biological validation (when a significant greater number of the samples repre-
sentative of a given class is used) of candidates for molecular markers identified by
microarray experiments. Real-time PCR is based on an amplification process that can
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be monitored by detection of either directly or indirectly accumulated fluorescence,
resultant of a fluorescent molecule that is associated with newly amplified DNA. The
fluorescence measurement corresponds to the quantity of newly synthesized DNA
molecule in the reaction; thus, the more copies of a specific cDNA molecule that are
present in the sample, the fewer cycles of amplification in the PCR reaction that are
needed to make a specific number of amplified molecules detected by the florescent
measuring, providing a relatively quantitative measurement (37).

Another classical approach to test candidate genes is by either immunohistochemistry
or in situ hybridization, a laborious process based on the observation of individual tissue
sections placed on a single microscope slide. Konoken and collaborators (38) described
a method for a high-throughput molecular test in archival paraffined tissues, in which a
large number of tumor samples can be arrayed in a single paraffin block, called a high-
density tissue microarray (TMA). With this technique, more than 500 samples can be
tested simultaneously, facilitating the quick assessment of several molecular markers.
Thus, TMA enables pathologists to perform large-scale analyses by using immunohis-
tochemistry, fluorescence in situ hybridization, or RNA in situ hybridization substan-
tially faster and at markedly lower costs compared with the conventional approach. The
construction of TMA is based in placement of hundreds of cases of a determined tumor
or several different tumors in a single paraffin block. The histological aspects of the
tumor are reviewed and classified, and the donor paraffin block is identified. Core tissue
biopsies ranging from 0.6 to 2 mm are taken and transferred to a recipient paraffin block.
A mechanical arrayer is used to place the cores in an organized manner, and the coordi-
nates of the core biopsies are recorded on a grid in which one corner position called zero
corresponds to a special marker. As marker, we use a normal tissue from a different
organ compared with the tumor that will be placed as study subject. Precise x-y position-
ing of the specimens provides a basis for automation of TMA construction. The resulting
paraffin block and respective slide can be seen in Fig. 3.

Fig. 3. (Left) TMA paraffin block with 500 cores. (Right) Two slides obtained
from TMA with 270 and 500 cores, respectively.
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Several reports have shown the validity of the TMA approach compared with analy-
sis of conventional tissue sections (39–43). Because of the known heterogeneity of
tumors, the limited sampling represented by the TMA may not fully represent the
“donor” tumor. This heterogeneity can be avoided by using multiple sections and spot-
ting the same tumor more than one time. An interesting approach is to put cases in
duplicate or triplicate and perform immunohistochemistry in deeper sections obtained
from the TMA block. Therefore, the assay can be repeated several times, and the
results can be expressed as mean or median of the experiments, a new approach in
terms of immunohistochemistry. Preservation of the donor block is another advantage
in using TMA. Multiple cores can be collected from the same paraffin block without
damage to the original tissue.

To construct a TMA, case selection is essential (44,45). The cases should be carefully
screened, to select cases appropriate to the research object. Thus, clinical and pathologi-
cal information should be available for each primary site or histological type. A differ-
ent approach is a construction of a multitumor TMA. In this case, several different types
of tumors are collected in a same TMA to study a specific protein in different tumor
histogenesis (46). This approach is particularly useful in the process of screening new
genes and new antibodies. Also, with the emerging field of pharmaco-immunostaining,
a large-scale test will be necessary to address target-specific therapeutics (47).

4. Perspectives

We believe that microarray technology can help cancer scientists by contributing to
a better and more comprehensive understanding of the establishment and progression
of cancer and with reliable molecular markers. Additionally, its contribution can be
increased in cancer research, especially if a better platform design and a larger number
of samples that adequately represent the investigated tumor class are used. Taken to-
gether, microarray technology can significantly increase the statistical power of the
correlations with clinical information, help pathologists to better classify the different
subtypes of more heterogeneous tumors, and address the uncountable questions about
this complex disease.
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Experimental Design for Gene Expression Analysis
Answers Are Easy, Is Asking the Right Question Difficult?

Marcia V. Fournier, Paulo Costa Carvalho, David D. Magee,
Maria da Gloria Costa Carvalho, and Krishnarao Appasani

Summary
More and more, array platforms are being used to assess gene expression in a wide range of

biological and clinical models. Technologies using arrays have proven to be reliable and affordable
for most of the scientific community worldwide. By typing microarrays or proteomics into a search
engine such as PubMed, thousands of references can be viewed. Nevertheless, almost everyone in
life science research has a story to tell about array experiments that were expensive, did not gener-
ate reproducible data, or generated meaningless data. Because considerable resources are required
for any experiment using arrays, it is desirable to evaluate the best method and the best design to
ask a certain question. Multiple levels of technical problems, such as sample preparation, array
spotting, signal acquisition, dye intensity bias, normalization, or sample-contamination, can gener-
ate inconsistent results or misleading conclusions. Technical recommendations that offer alterna-
tives and solutions for the most common problems have been discussed extensively in previous
work. Less often discussed is the experimental design. A poor design can make array data analysis
difficult, even if there are no technical problems. This chapter focuses on experimental design
choices in terms of controls such as replicates and comparisons for microarray and proteomics. It
also covers data validation and provides examples of studies using diverse experimental designs.
The overall emphasis is on design efficiency. Though perhaps obvious, we also emphasize that
design choices should be made so that biological questions are answered by clear data analysis.

Key Words: experimental design; gene expression; microarray, proteomics.

1. cDNA and DNA Microarrays
1.1. Background

How are complex organisms such as humans formed from a single cell? How are
tissues differentiated? How do cells function in different environments? What changes
occur in diseases? Such questions can be assessed using good biological models in
combination with a comprehensive assessment of gene expression patterns. Whether
you want to view the entire genome on a single array or focus on a target set of biologi-
cally relevant genes, microarrays allow the analysis of gene expression levels and can
be applied in a broad spectrum of questions, including uncovering new regulatory path-
ways, validating drug targets, clarifying diseases, analyzing toxicological responses,
or building robust databases (1–9). Although the full potential of arrays is yet to be
realized, these tools have shown great promise in deciphering complex diseases such
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as cancer (10–13). Array technologies have varying limitations, which need to be kept
in mind when choosing among them. This chapter covers two types of microarray plat-
forms—cDNA and oligonucleotides—that are currently used, and both are effective
for assessing gene expression patterns (14,15).

Oligonucleotide microarrays use direct synthesis or deposition of oligonucleotides
onto a solid surface and single color readout of gene expression from a test sample.
Oligonucleotides offer greater specificity than cDNAs, because they can be tailored to
minimize chances of cross-hybridization. Major advantages of these arrays include the
uniformity of probe length and the ability to distinguish among splice variants. An-
other advantage particular to the commonly used Affymetrix GeneChip system
(Affymetrix, Santa Clara, CA) (16) is the ability to perform multiple independent mea-
surements of each transcript of interest, providing reliable assessments of each data
point. In addition, this system allows the recovery of samples after hybridization to a
chip and its sequential hybridization to multiple arrays, a considerable advantage when
dealing with limited resources.

cDNA microarrays are typically limited by density and can analyze each transcript
with only a single probe, compromising the robustness of the array. The primary ben-
efit of cDNA arrays is that they can be made by individual investigators, are easily
customized, and do not require a priori knowledge of a cDNA sequence, because clones
can be used and then sequenced later if they are of interest.

1.2. One-Color Vs Two-Color Arrays

In one-color arrays, the experimental RNA sample is amplified enzymatically, biotin-
labeled for detection, hybridized to the microarray, and detected through the binding of a
fluorescent compound (streptavidin-phycoerythrin). Two-color arrays use the competi-
tive hybridization of two messenger RNA (mRNA) samples labeled with dyes—cyanine
(Cy)3 and Cy5—to measure the relative gene expression levels of the samples. Quanti-
fied signal intensities for Cy3 (R) and Cy5 (G) are intended to be proportionally consis-
tent with the mRNA levels for the two samples across all spotted genes and slides.
Inconsistencies in channel intensity result from various steps of microarray fabrication,
RNA preparation, hybridization, scanning, or image processing. The ability to make a
direct comparison between two RNA samples on the same microarray slide is a unique
and powerful feature of the two-color arrays.

1.3. Experimental Control and Bias Issues

Experimental controls provide the standard means to implement quality assurance
procedures in biological experiments. In addition, the experimental design should incor-
porate controls to minimize sources of bias in an experiment. In statistical terms, bias is
defined as the difference in value between a sample and a population measurement.
More generally, bias is any partiality that prevents the objective consideration of an
issue or situation. Experimental controls provide a means to measure and normalize
biases associated with sample conditions and technical aberrations. To eliminate un-
wanted bias, it is necessary to include controls for experimental conditions in the analy-
sis (17). Microarray experiments typically involve small numbers of replicates where
the assumptions of classical statistics (normally distributed values) do not apply. Typi-
cally, researchers calculate p values without testing the normality of the data. A more
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important concern is to control for technical biases and erroneous data through the
implementation of experimental controls.

1.3.1. Nonbiological Bias and Data Normalization:

In microarray experiments, systematic variation from a variety of nonbiological
sources can affect measured gene expression levels. The process of normalization seeks
to eliminate such variation and thus enhance the reliability of results obtained from
subsequent higher-order statistical analysis of the data (18,19). Important low-level
sources of technical variation are fluorescent intensities between two channels and the
physical locations of spots on a microarray slide. Technical bias is introduced during
array printing, extraction, labeling, and hybridization. Sophisticated normalization
methods adjust such spatial and intensity bias. The diagnosis of bias and the assess-
ment of normalization methods are currently accomplished using various plots (20).
Using plots to assess normalization, however, does not specifically address how to
order methods to best remove inconsistent bias patterns, how to compare methods sta-
tistically, or how to verify the quality of single arrays. In addition, postdata collection
error may occur when bias is introduced by erroneous data normalization (21). There-
fore, it is desirable to avoid nonbiological bias by implementing a rigorous quality
control during all steps of the experiments, including sample preparation, probe ampli-
fication, array spotting, hybridization, and signal detection. Thus, if using custom- or
home-made arrays, it is important to perform a range of optimization experiments to
ensure quality control before performing actual experiments. Ensuring quality control
will allow the use of simple normalization methods such as normalization of log values
to the median of each array.

1.3.2. Biological Variation

Variability is intrinsic to all organisms and is influenced by genetic or environmental
factors. Thus, measurements taken from a particular cell culture are biased by that cul-
ture and may not represent a broader gene expression. Pooling samples will conceal
biological variation in that expression levels for a gene may vary in each sample. But,
once pooled, all the replicates should indicate the same level. In this case, you can
assume that any remaining variation is nonbiological. Data from pooled RNA replicates
(technical replicates) would be useful for assessing the quality of the original arrays and
the hybridization conditions. From a biological perspective, pooling RNA eliminates an
important experimental control as well as potentially useful gene expression informa-
tion. For considering sample controls, it is better to use several pools and fewer replica-
tions than one pool of all the available samples and multiple replications (22).

The main goal of replication is to generate independent measurements for the pur-
pose of reducing a type of bias. For most questions, biological bias and technical bias
should be considered before constructing statistical tests. Hence, good designs should
incorporate replication at these levels (22–25). For example, performing dye swaps in
two-color array experiments provides technical replicates and minimizes technical bias
caused by any difference in dye intensity.

Identifying the independent measurements in an experiment is a prerequisite for a
proper statistical analysis. Details on how individual animals, cultures, or samples were
handled through the course of an experiment can be important for identifying which
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biological samples and technical replicates are independent. Although it is tempting to
avoid biological replicates in an experiment because the results seem to be more repro-
ducible (23), it is useful to use them because they ensure that the results are biologi-
cally significant. In contrast, by eliminating biological replicates (e.g., pooling RNA),
you can be somewhat certain that the remaining variation is technical (nonbiological).
Replicate spots on the same slide provide an effective means to measure technical varia-
tion, which could represent array printing quality, hybridization conditions, or spot-
reading software. When initially calibrating laboratory conditions, you may focus on
reducing technical error by using pooled RNA. After the conditions are optimized, the
focus of measure may turn to controlling the biological variance.

1.3.3. Reference Samples

The ability to make a direct comparison between two samples on the same microarray
slide is a unique and powerful feature of the two-color microarray. Thus, the main con-
sideration for cDNA arrays is which samples should be cohybridized (22). For example,
if an investigator has unlimited amounts of reference material, but a limited amount of
test RNA, then a comparison of the test sample with a reference sample should be the
choice. Reference or control samples can be biological controls (untreated cell or ani-
mal) or universal reference RNA.

A useful tool for monitoring and controlling intra- and interexperimental variation
in experiments applying a two-color microarray is universal reference RNA (URR) by
providing a hybridization signal at each microarray probe location (spot). In this case,
all the experimental RNAs, including experimental controls, are hybridized to a URR
rather than to each other. Measuring the signal at each spot as the ratio of experimental
RNA to reference RNA targets, rather than relying on absolute signal intensity, decreases
the variability by normalizing the signal output in any two-color hybridization experi-
ment (26). URR is prepared from pools of RNA derived from individual cell lines
representing different tissues. Moreover, experiments using URR can be compared over
time and across operators, because the reference RNA is the same (27).

1.4. Types of Design

Experiments should be designed to maximize the efficiency and reliability of the
data obtained (28). Careful attention to the experimental design will ensure that the
use of available resources is efficient, obvious biases are avoided, and the primary
question is answered (22,29). For example, primary questions may include identify-
ing differentially expressed genes, defining groups of genes with similar patterns of
gene expression, and identifying tumor subclasses.

Consideration for a good experimental design should take into account the aims of
the study, the choices of the biological model or clinical setting, sources of variability,
replicates, and the optimal sample size (21,29–31). Biological resources and cost con-
siderations will usually dictate the amount of RNA available and the number of repli-
cates to be used respectively.

Sources of RNA can be either tissue samples or cell lines. How much RNA is avail-
able will affect the number of times the experiment can be repeated and its validation.
Sample isolation, RNA extraction, and labeling also affect the number of replicates
required. Data validation is discussed in greater detail (see Subheading 1.5.).
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A single-color microarray compares samples in parallel manner, where each
sample is probed in an independent array (Fig. 1A). Comparisons can be either direct
or indirect when using a two-color microarray (22). A direct comparison occurs when
two samples are compared in the same array (Fig. 1B). In an indirect comparison, the
expression levels of the experimental samples are measured separately on different
slides by using a reference sample (Fig. 1C). The type of experiment usually dictates
the type of design, although there are experiments where diverse types of designs are
suitable. Principles are needed for choosing one design from among several possible
designs. A focus on the primary question is necessary in such experiments. You
should think about which design is suitable to answer the most interesting question.
One approach is to ask which comparisons are of greater and which are of lesser
interest and then seek a design that gives greater precision to the former and less
precision to the latter.

In general, if an experiment needs a small sample size, using two-color arrays and a
direct comparison can be advantageous because of the lower statistical variance (22,32).
A parallel comparison should be the option for a large number of samples, because of
the higher specificity and reproducibility between replicates. Moreover, parallel com-
parisons facilitate data analysis by using unsophisticated statistical tools, which pro-
vide a considerable advantage for a large data set.

How do you make design choices based on the type of experiment? Broadly, experi-
ments can be classified into one of the following categories: treatment regimen, disease
classification, time courses, and factorial studies.

Fig. 1. Parallel, direct, and indirect designs. (A) In one-color arrays, control and experimental
samples are hybridized to independent arrays, and the resulting data is analyzed in parallel. The
main consideration for two-color arrays is which samples should be cohybridized. Two possible
designs that compare gene expression can be applied using two-color arrays. (B) Direct com-
parison measures differential gene expression directly in the same slide. (C) In an indirect com-
parison, differential gene expression is measured in relation to a reference.
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1.4.1. Treatment Regimen Studies
The use of an untreated control is obvious in experiments involving treatment regi-

mens. In two-color microarrays, all treated samples should be hybridized with the
untreated control. There are two fundamentally distinct designs in human studies to
assess treatment effects (32). In one design, the investigator assigns the exposure and
then measures the outcome (experimental). In the other design, the exposure is mea-
sured (observational). Most retrospective studies fall under the latter category. Case-
control design is a good option in studies of gene expression patterns where the
treatment and collection of tissue samples are not designed in the laboratory. Cases
are patients who died or had recurrence (high aggressive), and controls are those who
lived beyond a time line after diagnosis and treatment (low aggressive). For example,
in a recent study, 60 patients were selected from a total of 103 ER-positive, early stage
cases presented to Massachusetts General Hospital between 1987 and 1997, from whom
tumor specimens were snap-frozen and for whom minimal 5-yr follow-up was avail-
able. In this study, breast cancer patients treated with tamoxifen were compared for
differential gene expression between tamoxifen responders and nonresponders (33).
Additional examples on using microarrays for the development and assessment of thera-
pies are covered in previous reviews (4,34–37).

1.4.2. Disease Classification Studies
Microarray studies allow class comparison, class discovery, or class prediction (10).

In class comparison, the study aims to establish whether gene expression profiles differ
between classes. In class discovery, the goal is to elucidate unrecognized subclasses—
such as new tumor subclasses—based on gene expression profiles. In class prediction
studies, information from gene expression profiles is used to predict a phenotype (10,27).
Combinations between class discovery and class prediction have been used in several
clinical studies to assess gene expression patterns identifying tumor subclasses (38–44).

Human tumor samples are heterogeneous mixtures of diverse cell types, including
malignant cells, stromal elements, blood vessels, and inflammatory cells. Because of this
heterogeneity, the interpretation of gene expression studies is not always simple. Groups
attempting to focus on differences between malignant and nonmalignant components of
a tumor may use laser capture microdissection of individual cells from a tumor section to
isolate cancer cell RNA for microarray experiments. Sgroi et al. (45) combined laser cap-
ture microdissection and cDNA microarray analysis to compare global gene expression
in normal and tumor cells from the same tissue specimen. In other study, cell type-spe-
cific surface markers and magnetic beads have been used to isolate various cell types in a
tissue sample for gene expression studies (46,47). Designs using magnetic beads for cell
type isolation allowed analysis of tumor cells and the surrounding microenvironment.

1.4.3. Time-Course Studies
A time-course experiment is a case of a multiple-slide experiment in which tran-

script abundance is monitored over time. Recently, several methods have been sug-
gested to identify differentially expressed genes in multiple-slide microarray experi-
ments based on statistical models such as the analysis of variance model and the mixed
effect model (48,49). In time-course experiments, the comparisons to be made might
not be obvious. The comparisons of greatest interest should determine the best design
(Table 1). For example, in a time-course experiment where the main question is about
gene expression changes occurring in relation to the starting point, the use of a starting
point (time zero) as a reference is an appropriate choice. Assessing the activity of indi-
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vidual genes as a function of time is an example of time-course experiments. The onco-
genic potential of cyclin D1 overexpression in a time dependent manner has been dis-
sected by using gene expression profiling as a global assay (2). Comparing temporal
gene expression patterns, following the expression of wild-type and mutant cyclin D1
proteins, revealed an expression profile of cyclin D1 target genes. In this case, the gene
expression was analyzed from time 0 to 24 h postinfection with adenovirus. The genes
were selected by expression levels in comparison with time 0 and 4 h and showed

Table 1
Time-Course Experiments

One-color array using oligonucleotide platform
• Parallel comparison

Sample Array unit Type of replicate Strongness

T1 A1 One or more samples can be used as a reference
T2 A2 Easy data analysis
T3 A3 Flexibility
T1' A4 Biological replicate Highly reproducible
T2' A5 Biological replicate Multiple representation of genes in the arrays
T3' A6 Biological replicate

Two-color array
• Design I: using direct comparison of time points (Cy3-Cy5)

Sample Array unit Type of replicate Strongness

T1-T2 A1 Comparison of time points in the same array
T1-T3 A2
T2-T3 A3
T2-T1 (dye swap) A4 Technical replicate
T3-T1 (dye swap) A5 Technical replicate
T3-T2 (dye swap) A6 Technical replicate

• Design II: indirect comparison using a reference sample (Cy3-Cy5)

Sample Array unit Type of replicate Strongness

T1-R A1 Apply universal reference sample
T2-R A2 Easy analysis
T3-R A3
Plus dye swaps A4-A6 Technical replicate

• Design III: linear comparison

Sample Array unit Type of replicate Strongness

T1-T2 A1
T2-T3 A2 Uses less microarray slides
Plus dye swaps A3-A4 Technical replicate

• Design IV: using T1 as reference

Sample Array unit Type of replicate Strongness

T1-T2 A1 Uses less microarray slides
T1-T3 A2 Simple analysis
Plus dye swaps A3-A4 Technical replicate

In an experiment including three time points (T1, T2, and T3) at least five possible experimental designs
can be considered. The design choice should be made based on the time-point comparisons most important for
answering the question. T1, time zero; T2 and T3 experimental time points.
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maximum expression at 24 h. This empirically determined expression profile was used
to further study the mechanistic basis of the oncogenic consequences of cyclin D1
overexpression in human tissues.

1.4.4. Factorial Studies
Gene expression profiling can capture the activity of individual genes by using over-

expression or depletion systems. For example, Hughes et al. (50) investigated in yeast
the functions of previously uncharacterized genes by matching gene expression changes
induced by their deletion against a collection of yeast reference profiles. Multifactorial
designs consider differences that not only are caused by single factors but also result
from the interaction of two or more factors. In such experiments, there are three major
questions to be addressed: 1) How do individual factors affect cells (unique pathways
affected), 2) What are the common pathways affected, and 3) What are the combinato-
rial effects (Table 2). One possible design would be the comparison of single treated or
combination treated with a reference biological control (untreated). Parallel designs
have the advantage of allowing comparisons between any of the experimental samples,
easy analysis, and interpretation without the need for statistical tools. Direct designs
can generate results where a lower variance of estimated effects is obtained compared
with indirect designs (22). A balance between direct and indirect designs can be used
as well. In this case, the main comparisons should be direct, whereas the secondary
comparisons can be indirect. Examples of multifactorial studies include treatment com-
bination (51–54) and double knockouts (55,56).

1.5. Verification
The amount of verification can influence the choice of statistical method and sample

size. The main goal for verifying the array data is to identify bona fide gene expression
changes. Verification can be broad or confined to the original samples used to acquire the
data. When array verification is confined to the samples used for the generation of the
data, it is usually focused on one or a small group of genes. A group of genes can be
assessed using reverse transcription-PCR, Northern blots, Westerns blots, or tissue
immunostaining, providing a validation of patterns of gene expression. Verification also
can be extended to an independent data set to validate the ability of selected sets of genes
to make a certain distinction, such as a treatment response or a clinical outcome. This
strategy has been used to unveil gene expression profiles that predict clinical outcomes of
breast cancer (43). In this study, a group of 70 genes was identified as a molecular signa-
ture for a poor prognosis in early stage breast cancer patients. This molecular signature
was validated in a second study by using an independent data set (57). Confirmation
using an independent data set enhances confidence in the obtained results.

Data verification and validation also can use gene expression manipulation (e.g.,
expression systems, knockout, and small-interfering RNA). Studies that aim to dis-
cover relevant gene expression associated with a phenotype or to elucidate a gene func-
tion should use this approach.

An experimentally generated data set also can be compared with published data
available online in public databases. One of the advantages of validation using gene
expression databases is the fast assessment of data. However, the investigator should
keep in mind that the variability in the quality and reproducibility between array plat-
forms is a limiting factor. The choice of the verification method will depend on the
biological resources and budget available. A combination of verification levels is usu-
ally a good choice.
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2. Proteomics
2.1. Background

Proteins are the functional units of cells and represent the end products of gene
expression. Proteomics is a set of methods and tools for studying a cell’s proteome, the
proteins expressed by a cell’s genome at a given time. This approach permits the study
of posttranslational modifications and quantifies levels of protein expression over time
in response to changes in environment or disease. In proteomics methodology, proteins
are identified mostly by the use of two-dimensional electrophoresis (2DE) coupled
with mass spectrometry (MS) and computer search algorithms. These combined tools
are able to identify a purified, digested protein by comparing the mass spectra of the
peptide with in silico digestion of proteins contained in a database (e.g., Swiss–Prot).

Table 2
Multifactorial Experiments

One-color array by using oligonucleotide platform
• Parallel comparison

Sample Array unit Type of replicate Strongness

R A1 One or more samples can be used as a reference
A A2 Easy data analysis
B A3 Flexibility
AB A4 Highly reproducible
R' A5 Biological replicate Multiple representation of genes in the arrays
A' A6 Biological replicate
B' A7 Biological replicate
AB' A8 Biological replicate

Two-color array
• Design I: indirect comparison using a reference sample

Sample Array unit Type of replicate Strongness

A-R A1
B-R A2 Uses less microarray slides
AB-R A3
dye swaps A4 Technical replicate
dye swaps A5 Technical replicate
dye swaps A6 Technical replicate

• Design II: loop

Sample Array unit Type of replicate Strongness

R-A A1 Mix direct and indirect comparisons
A-B A2
B-AB A3
AB-R A4
dye swaps A5 Technical replicate
dye swaps A6 Technical replicate
dye swaps A7 Technical replicate
dye swaps A8 Technical replicate

In multifactorial experiments there are 3 major questions to be addressed: how individual factors affect
cells (the unique pathways affected), the common pathways affected, and combinatorial effects.

R, not treated; A, treatment 1; B, treatment 2; AB, combinatorial treatment.
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New advances through proteomics include cancer biomarkers, protein signatures, in-
teractions between protein networks, and their relation to multicellular functions. A
specific biomolecule in the body that can be used for detecting a disease and measuring
its progress or response to a treatment constitutes a biomarker. Even though many
advances have been made in mass spectrometry-based proteomics, it still lags behind
microarray technology when dealing with experimental design and reproducibility.
Integrating proteomic data in global databases and standardizing protocols is still a
subject of great discussion, because results vary with different mass spectrometers.

2.2. Two-Dimensional Electrophoresis
2DE is a common and efficient technique for isolating proteins for subsequent MS

identification. Numerous studies involving 2DE and MS have already identified vari-
ous disease-related changes in the levels of protein expression. 2DE gels are prepared
with the biological samples of healthy and sick subjects, so the identification of differ-
entially expressed proteins can be done visually or by computer gel comparison algo-
rithms. This powerful method is capable of separating several thousand proteins per
experiment, according to two independent physicochemical properties of the protein:
isoelectric point in the first dimension and molecular weight in the second dimension
(58). Reproducibility is of the highest importance so that variations in the level of
protein expression between samples can be studied. The use of immobilized pH gradi-
ents for the first dimension (59), as an alternative to carrier ampholytes, has made 2DE
reproducible enough for proteome analysis. Although it is common to separate pro-
teins through the linear pI range of 3.5–10 (isoeletric focusing), there are commercially
available immobilized pH gradients with many different ranges so that the separation
of proteins can be optimized to a desired range. Note that highly hydrophobic proteins
are hard to keep in solution; thus, they can be lost during sample preparation and
isoeletric focusing.

The molecular weight separation can range from 6 to 300 kDa, and gel staining can
be done through various techniques, with silver (60) and Coomassie blue being the
most popular. To find a protein of interest, different gels are created (i.e., healthy and
patient subjects). Once a differentially expressed spot is found, it can be further ana-
lyzed. MS should then be used to identify the protein and its possible function.

2.3. Protein Identification Through Matrix-Assisted
Laser Desorption Ionization-Time of Flight (MALDI-TOF)

MALDI-TOF MS is the method of choice for analyzing peptide mixtures because of
its fast data acquisition (Fig. 2). After the spectra are obtained from the mixture, pro-
gram filters such as smooth and background cutoffs can be applied to the spectra data.
Other options, such as the selection of spectra mono-isotopic peaks, also should be
used when exporting the data to Web interfaces for protein identification. Among such
programs, Protein Prospector (61) and Mascot (www.matrixscience.com) have become
popular, because they are freely available through the World Wide Web. After receiv-
ing a peptide mass list through a Web form, these programs perform an in silico diges-
tion of the proteins available in their database and calculate the mass of each theoretical
peptide. Possible identifications are presented as a report. If an ambiguous identifica-
tion occurs, tandem mass spectrometry can be done to obtain the amino acid sequence
or the tag of a small peptide. By inputting the sequence tag, together with the mass
spectra data, the protein should be properly identified if it is contained in the database.
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2.4. Differential Spectra Analysis for Cancer Biomarker Characterization

Generally, cancer is diagnosed and treated too late, after cancer cells have already
invaded and formed metastasis (62). Serum tests based on single biomarkers, such as
the prostate-specific antigen for the prostate, can sometimes give misleading results
(63). Protein expression analysis in body fluids by using MS offers great hope for early
cancer diagnosis screening tests by characterizing pathological protein patterns. These
protein expression signatures can also be used in therapy response predictions, allow-
ing appropriate medication selection (63). The quest for new biomarkers, so protein
arrays can be used instead of a single target, is the hope for improving specificity and
sensitivity in early cancer detection.

One experimental approach for early diagnosis by using differential protein patterns
is based on the construction of antibody chips that assay the levels of several biomarkers
simultaneously (64). In this case, the diagnosis is based on a “larger picture,” rather
than on the expression of a single protein that could mislead a test. This methodology is
straightforward; and the chip is simply a set of antigen tests that run in parallel.

Another experimental design is based on differential mass spectra analysis and con-
sists of monitoring specific spectrum peaks, where peak intensity variation could sug-
gest a pathology diagnosis (65). Such an approach could be limited, because it does not
detect variations in other regions of the mass spectrum. A multidisciplinary approach

Fig. 2. Figure-laser intensity. This image shows two spectra obtained with the Applied
Biosystems 4700 proteomics analyzer with TOF/TOF optics. The magnified view of the sample
spotted on the MALDI plate is shown in the top right corner of each spectrum after its acquisi-
tion. Spectrum A was obtained with a good laser intensity. The peaks are sharp and there is low
background noise. Spectrum B was obtained with a higher laser intensity. Sample damage may
be noticed. If the spot is used for further studies—such as the MS/MS of intense peaks—the
results could suffer from laser damage. For even higher intensities, more background noise and
lower peak sharpness will occur.



40 Fournier et al.

to performing pathology classification based on protein profiling is attained by using
artificial intelligence to scan across the entire spectrum. Machine-learning techniques—
such as neural networks, and recently, supporting vector machines—can correctly clas-
sify an unknown spectrum among known groups.

Tumor biomarkers are usually secreted in extremely low quantities into human blood.
To better identify the differentially expressed proteins, experimental approaches are tar-
geted at collecting and studying directly what is being secreted by tumor tissues (66).
This approach provides key insight into “what to look for” when trying to spot diluted
tumor biomarkers in the serum. Detection in a serum is important because most medical
diagnosis strategies use easily accessed body fluids.

2.5. Precautions During Experimental Design
Experimental design is a key issue when dealing with proteomics. The critical issues

are eliminating bias, providing a careful analysis of the data without overfitting, and
recognizing its limitations. Proteomic experiments deal with many experimental design
challenges, such as limited and variable sample amounts, sample degradation, posttrans-
lational modifications, and disease or drug alterations. When performing differential spec-
tra analysis or protein identification, a few key points should be considered for
experimental design:

1. It has been shown that both sensitivity and specificity decline significantly when samples
are processed in the same laboratory after a delay of several months. Always keep samples
at –80°C.

2. When using liquid chromatography coupled with an electron spray, randomize the sample
order between control subject and patients, and, if possible, use several sample pools.

3. Always calibrate the mass spectrometer before an experiment. In MALDI-TOF, the use of
commercially available controls that contain known masses can be mixed with the analyte
and used as internal controls, or they can be spotted next to the analyte for MS/MALDI
calibration.

4. In differential spectra analysis, biomarkers are expressed in very low amounts, so whether
or not to deplete high abundant proteins (i.e., Albumin) is a key issue in experimental
design. If such proteins are depleted, detection sensitivity for other proteins could be
improved. However, many other proteins that stick to albumin also are removed, resulting
in the loss of information and possible biomarkers.

5. The removal of contaminant peaks is an important step in protein identification. Trypsin
autolysis and human keratin are among the most common contaminants having well-
known and characterized peaks. In the majority of spot identification cases, the removal
of contaminant peaks from the mass spectrum will result in better spot identification with
higher scores (67). It is important to note that, although rare, the protein of interest may
have masses identical to one or more of these peaks, and its removal may reduce the match
score.

6. In differential spectra analysis, choose the best method of data normalization (e.g., total
ion current, maximum peak, intensity, etc.).

7. Optimize the MALDI-TOF laser frequency and intensity for a given experiment. Lower
frequencies allow the detector to better recover; high laser intensity can result in a “noisy”
spectrum.

8. Validate the experiment by using antibodies. Keep in mind that differentially expressed
protein peaks could be related to well-known acute phase proteins and thus might not
represent putative biomarkers.

9. When performing protein identification by using Web programs, always consider possible
posttranslational modifications and tryptic missed cleavages.
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3. Conclusions
As informative as DNA microarray expression studies are, it has been shown that

changes in mRNA expression often correlate poorly with changes in protein expres-
sion. However, both technologies give insight into pathology prediction and treat-
ment (63). The future holds great challenges in proteomics and transcriptomics,
especially when integrating large and disparate data types. Proteomics promises a
major role in creating a predictive, preventative, and personalized approach to medi-
cine. Great efforts are being made to standardize protocols so that a global proteome
database can be constructed. This standardization is not currently possible, because
spectra reproducibility, especially of complex mixtures among different mass spec-
trometers, is still a challenge. Although great advances in MS methods and
bioinformatics have been made recently, much more effort is necessary to decipher
the secrets encrypted within the large volumes of data generated by modern proteomic
techniques, to unravel the true power of proteomics, and to find the hidden links with
transcriptomics.

Microarray applications towards the diagnostics or the pathogen-derived DNA/
proteome chips will have tremendous clinical value and they are not far away from the
clinic. As of today, the lab-made Oligo or cDNA arrays are currently useful in research
labs either for the classification of cancers or for infectious disease diagnosis, but their
real applications did not reach the clinic. We hope that it is not too far from reality
since US Food and Administration has approved Cytochrome P450 Affymetrix gene
chip for the xenobiotics (drug resistance in liver disease) studies, which are commer-
cially available through Roche. On the other hand, protein chips are available from
Invitrogen (Carlsbad, CA) for the study of protein–protein interactions; however their
clinical applications also have not reached the pathology laboratories yet. Several
groups, including Michael Snyder’s (Yale), Joshua LaBaer’s (Harvard), DeResi’s
(UCSF), Liotta and Petricoin’s (George Mason University,) and companies such as
Affymetrix, Illumina, JPT Peptide Technologies, GE Healthcare, Pierce Biotechnol-
ogy, CombiMatrix, Agilent and others, are developing both DNA, protein, and
glycoarrays for the diagnosis of infectious diseases (like coronavirus, Francisella
tularensis, Vibrio cholerae). In recent years, contributions from the laboratory of
Patrick Brown’s group at Stanford are well appreciated in the field of microarrays,
since he has looked at the global analysis of gene expression patterns in normal human
tissues/cell lines, including several human disease tissues such as various forms of
cancers, fibroblasts, peripheral blood, placenta and various compartments of eye, and
developed a comprehensive “global atlas of gene expression patterns” (68), which will
definitely be useful in the clinic in the coming decade.

Acknowledgments
We thank James Garbe for discussions and Robert Cowles for critical reading of this

chapter. We apologize for inadvertently omitting the work of many investigators who
could not be cited because of space limitations.

References
1. Debouck, C., Goodfellow, P. N. (1999) DNA microarrays in drug discovery and develop-

ment. Nat. Genet. 21, 48–50.
2. Lamb, J., Ramaswamy, S., Ford, H. L., et al. (2003) A mechanism of cyclin D1 action

encoded in the patterns of gene expression in human cancer. Cell 114, 323–334.



42 Fournier et al.

3. Bild, A. H., Yao, G., Chang, J. T., et al. (2006) Oncogenic pathway signatures in human
cancers as a guide to targeted therapies. Nature 439, 353–357.

4. Bild, A. H., Potti, A., Nevins, J. R. (2006) Linking oncogenic pathways with therapeutic
opportunities. Nat. Rev. Cancer 6, 735–741.

5. Bejjani, B. A., Shaffer, L. G. (2006) Application of array-based comparative genomic hy-
bridization to clinical diagnostics. J. Mol. Diagn. 8, 528–533.

6. Jayapal, M., Melendez, A. J. (2006) DNA microarray technology for target identification
and validation. Clin. Exp. Pharmacol. Physiol. 33, 496–503.

7. Wulfkuhle, J. D., Edmiston, K. H., Liotta, L. A., Petricoin, E. F., 3rd (2006) Technology
insight: pharmacoproteomics for cancer–promises of patient-tailored medicine using pro-
tein microarrays. Nat. Clin. Pract. Oncol. 3, 256–268.

8. Liu, E. T., Kuznetsov, V. A., Miller, L. D. (2006) In the pursuit of complexity: systems
medicine in cancer biology. Cancer Cell 9, 245–247.

9. Fournier, M. V., Martin, K. J. (2006) Transcriptome profiling in clinical breast cancer:
From 3D culture models to prognostic signatures. J. Cell. Physiol. 209, 625–630.

10. Ramaswamy, S., Golub, T. R. (2002) DNA microarrays in clinical oncology. J. Clin. Oncol.
20, 1932–1941.

11. Quackenbush, J. (2006) Microarray analysis and tumor classification. N. Engl. J. Med.
354, 2463–2472.

12. Hayes, D. N., Monti, S., Parmigiani, G., et al. (2006) Gene expression profiling reveals
reproducible human lung adenocarcinoma subtypes in multiple independent patient co-
horts. J. Clin. Oncol. 24, 5079–5090.

13. Fan, C., Oh, D. S., Wessels, L., et al. (2006) Concordance among gene-expression-based
predictors for breast cancer. N. Engl. J. Med. 355, 560–569.

14. Bowtell, D. D. (1999) Options available–from start to finish–for obtaining expression data
by microarray. Nat. Genet. 21, 25–32.

15. Holloway, A. J., van Laar, R. K., Tothill, R. W., Bowtell, D. D. (2002) Options available–
from start to finish–for obtaining data from DNA microarrays II. Nat. Genet. 32 Suppl,
481–489.

16. Dalma-Weiszhausz, D. D., Warrington, J., Tanimoto, E. Y., Miyada, C. G. (2006) The
affymetrix GeneChip platform: an overview. Methods Enzymol. 410, 3–28.

17. Novak, J. P., Sladek, R., Hudson, T. J. (2002) Characterization of variability in large-scale
gene expression data: implications for study design. Genomics 79, 104–113.

18. Quackenbush, J. (2002) Microarray data normalization and transformation. Nat. Genet. 32
Suppl, 496–501.

19. Yang, Y. H., Dudoit, S., Luu, P., et al. (2002) Normalization for cDNA microarray data: a
robust composite method addressing single and multiple slide systematic variation. Nucleic
Acids Res. 30, e15.

20. Park, T., Yi, S. G., Kang, S. H., et al. (2003) Evaluation of normalization methods for
microarray data. BMC Bioinformatics 4, 33.

21. Morrison, D. A., Ellis, J. T. (2003) The design and analysis of microarray experiments:
applications in parasitology. DNA Cell. Biol. 22, 357–394.

22. Yang, Y. H., Speed, T. (2002) Design issues for cDNA microarray experiments. Nat. Rev.
Genet. 3, 579–588.

23. Churchill, G. A. (2002) Fundamentals of experimental design for cDNA microarrays. Nat
Genet 32 Suppl, 490–495.

24. Pan, W., Lin, J., Le, C. T. (2002) How many replicates of arrays are required to detect gene
expression changes in microarray experiments? A mixture model approach. Genome Biol.
3, research0022.

25. Lee, M. L., Kuo, F. C., Whitmore, G. A., Sklar, J. (2000) Importance of replication in
microarray gene expression studies: statistical methods and evidence from repetitive cDNA
hybridizations. Proc. Natl. Acad. Sci. USA 97, 9834–9839.



Experimental Design for Gene Expression Analysis 43

26. Novoradovskaya, N., Whitfield, M. L., Basehore, L. S., et al. (2004) Universal Reference
RNA as a standard for microarray experiments. BMC Genomics 5, 20.

27. Miller, L. D., Long, P. M., Wong, L., et al. (2002) Optimal gene expression analysis by
microarrays. Cancer Cell 2, 353–361.

28. Gaasterland, T., Bekiranov, S. (2000) Making the most of microarray data. Nat. Genet. 24,
204–206.

29. Kerr, M. K., Churchill, G. A. (2001) Experimental design for gene expression microarrays.
Biostatistics 2, 183–201.

30. Kerr, M. K., Churchill, G. A. (2001) Statistical design and the analysis of gene expression
microarray data. Genet. Res. 77, 123–128.

31. Simon, R., Radmacher, M. D., Dobbin, K. (2002) Design of studies using DNA microarrays.
Genet. Epidemiol. 23, 21–36.

32. Yang, P., Sun, Z., Aubry, M. C., et al. (2004) Study design considerations in clinical out-
come research of lung cancer using microarray analysis. Lung Cancer 46, 215–226.

33. Ma, X. J., Wang, Z., Ryan, P. D., et al. (2004) A two-gene expression ratio predicts
clinical outcome in breast cancer patients treated with tamoxifen. Cancer Cell 5, 607–
616.

34. Clarke, P. A., te Poele, R., Workman, P. (2004) Gene expression microarray technologies
in the development of new therapeutic agents. Eur. J. Cancer 40, 2560–2591.

35. Nelson, P. S. (2004) Predicting prostate cancer behavior using transcript profiles. J. Urol.
172, S28–32; discussion S33.

36. Mischel, P. S., Cloughesy, T. F., Nelson, S. F. (2004) DNA-microarray analysis of brain
cancer: molecular classification for therapy. Nat. Rev. Neurosci. 5, 782–792.

37. Lee, C. H., Macgregor, P. F. (2004) Using microarrays to predict resistance to chemo-
therapy in cancer patients. Pharmacogenomics 5, 611–625.

38. Perou, C. M., Sorlie, T., Eisen, M. B., et al. (2000) Molecular portraits of human breast
tumours. Nature 406, 747–752.

39. Ramaswamy, S., Tamayo, P., Rifkin, R., et al. (2001) Multiclass cancer diagnosis using
tumor gene expression signatures. Proc. Natl. Acad. Sci.  USA 98, 15,149–15,154.

40. Sorlie, T., Perou, C. M., Tibshirani, R., et al. (2001) Gene expression patterns of breast
carcinomas distinguish tumor subclasses with clinical implications. Proc. Natl. Acad. Sci.
USA 98, 10,869–10,874.

41. Wang, Y., Klijn, J. G., Zhang, Y., et al. (2005) Gene-expression profiles to predict distant
metastasis of lymph-node-negative primary breast cancer. Lancet 365, 671–679.

42. Dai, H., van’t Veer, L., Lamb, J., et al. (2005) A cell proliferation signature is a marker of
extremely poor outcome in a subpopulation of breast cancer patients. Cancer Res. 65,
4059–4066.

43. van ‘t Veer, L. J., Dai, H., van de Vijver, M. J., et al. (2002) Gene expression profiling
predicts clinical outcome of breast cancer. Nature 415, 530–536.

44. Fournier, M. V., Martin, K. J., Kenny, P. A., et al. (2006) Gene expression signature in
organized and growth-arrested mammary acini predicts good outcome in breast cancer.
Cancer Res. 66, 7095–7102.

45. Sgroi, D. C., Teng, S., Robinson, G., et al. (1999) In vivo gene expression profile analysis
of human breast cancer progression. Cancer Res. 59, 5656–5661.

46. Allinen, M., Beroukhim, R., Cai, L., et al. (2004) Molecular characterization of the tumor
microenvironment in breast cancer. Cancer Cell 6, 17–32.

47. Klein, C. A., Seidl, S., Petat-Dutter, K., et al. (2002) Combined transcriptome and genome
analysis of single micrometastatic cells. Nat. Biotechnol. 20, 387–392.

48. Park, T., Yi, S. G., Lee, S., et al. (2003) Statistical tests for identifying differentially
expressed genes in time-course microarray experiments. Bioinformatics 19, 694–703.

49. Churchill, G. A. (2004) Using ANOVA to analyze microarray data. Biotechniques 37,
173–175, 177.



44 Fournier et al.

50. Hughes, T. R., Marton, M. J., Jones, A. R., et al. (2000) Functional discovery via a com-
pendium of expression profiles. Cell 102, 109–126.

51. Taxman, D. J., MacKeigan, J. P., Clements, C., Bergstralh, D. T., Ting, J. P. (2003) Tran-
scriptional profiling of targets for combination therapy of lung carcinoma with paclitaxel
and mitogen-activated protein/extracellular signal-regulated kinase kinase inhibitor. Can-
cer Res. 63, 5095–5104.

52. Nasr, R., Rosenwald, A., El-Sabban, M. E., et al. (2003) Arsenic/interferon specifically
reverses 2 distinct gene networks critical for the survival of HTLV–1-infected leukemic
cells. Blood 101, 4576–4582.

53. Zhelev, Z., Bakalova, R., Ohba, H., et al. (2004) Suppression of bcr-abl synthesis by siRNAs
or tyrosine kinase activity by Glivec alters different oncogenes, apoptotic/antiapoptotic genes
and cell proliferation factors (microarray study). FEBS Lett. 570, 195–204.

54. Ruddy, M. J., Wong, G. C., Liu, X. K., et al. (2004) Functional cooperation between
interleukin-17 and tumor necrosis factor-alpha is mediated by CCAAT/enhancer-binding
protein family members. J. Biol. Chem. 279, 2559–2567.

55. Oishi, K., Miyazaki, K., Kadota, K., et al. (2003) Genome-wide expression analysis of mouse
liver reveals CLOCK-regulated circadian output genes. J. Biol. Chem. 278, 41,519–41,527.

56. Kwak, M. K., Wakabayashi, N., Itoh, K., et al. (2003) Modulation of gene expression by
cancer chemopreventive dithiolethiones through the Keap1-Nrf2 pathway. Identification
of novel gene clusters for cell survival. J. Biol.  Chem. 278, 8135–8145.

57. van de Vijver, M. J., He, Y. D., van’t Veer, L. J., et al. (2002) A gene-expression signature
as a predictor of survival in breast cancer. N. Engl. J. Med. 347, 1999–2009.

58. Righetti, P. G. (1990) Recent developments in electrophoretic methods. J. Chromatogr.
516, 3–22.

59. Bjellqvist, B., Ek, K., Righetti, P. G., et al. (1982) Isoelectric focusing in immobilized pH
gradients: principle, methodology and some applications. J. Biochem. Biophys. Methods 6,
317–339.

60. Rabilloud, T., Vuillard, L., Gilly, C., Lawrence, J. J. (1994) Silver-staining of proteins in
polyacrylamide gels: a general overview. Cell Mol. Biol. (Noisy-le-grand) 40, 57–75.

61. Clauser, K. R., Baker, P., Burlingame, A. L. (1999) Role of accurate mass measurement
(+/- 10 ppm) in protein identification strategies employing MS or MS/MS and database
searching. Anal. Chem. 71, 2871–2882.

62. Petricoin, E. F., Zoon, K. C., Kohn, E. C., Barrett, J. C., Liotta, L. A. (2002) Clinical
proteomics: translating benchside promise into bedside reality. Nat. Rev. Drug Discov. 1,
683–695.

63. Weston, A. D., Hood, L. (2004) Systems biology, proteomics, and the future of health care:
toward predictive, preventative, and personalized medicine. J. Proteome Res. 3, 179–196.

64. Sun, Z., Fu, X., Zhang, L., et al. (2004) A protein chip system for parallel analysis of multi-
tumor markers and its application in cancer detection. Anticancer Res. 24, 1159–1165.

65. Nomura, F., Tomonaga, T., Sogawa, K., et al. (2004) Identification of novel and
downregulated biomarkers for alcoholism by surface enhanced laser desorption/ioniza-
tion-mass spectrometry. Proteomics 4, 1187–1194.

66. Volmer, M. W., Radacz, Y., Hahn, S. A., et al. (2004) Tumor suppressor Smad4 mediates
downregulation of the anti-adhesive invasion-promoting matricellular protein SPARC: Land-
scaping activity of Smad4 as revealed by a “secretome” analysis. Proteomics 4, 1324–1334.

67. Krah, A., Schmidt, F., Becher, D., et al. (2003) Analysis of automatically generated pep-
tide mass fingerprints of cellular proteins and antigens from Helicobacter pylori 26695
separated by two-dimensional electrophoresis. Mol. Cell Proteomics , 1271–1283.

68. Brown, P.O. (2006). Exploring along a crooked path. Am. J. Human Genet. 79, 429–433.



From Microarrays to Gene Networks 45

45

From: Bioarrays: From Basics to Diagnostics
Edited by: K. Appasani © Humana Press Inc., Totowa, NJ

4

From Microarrays to Gene Networks

Hasan H. Otu and Towia A. Libermann

Summary
Understanding the roles and functions of genes and proteins through their interactions with

each other and the environment has been reshaped with technological advancements such as gene
chips and protein arrays. These techniques simultaneously probe thousands of molecules at any
given time. Interrogating the network as opposed to a single entity as in traditional methods neces-
sitates a departure from reductionism and requires developing biological insight in a networks
setting. A fundamental challenge is to develop computational methods to analyze this vast amount
of data and transform it into meaningful biological knowledge. Because of the nature of the data
and the system under investigation, this goal can be accomplished by considering high-throughput
data analysis in the context of biological networks. In this chapter, we describe the foundations of
this methodology through an overview of the problems encountered along the way and a summary
of basic biological and mathematical concepts.

Key Words: Functional genomics; high-throughput; microarray; network; time series.

1. Introduction
In the early years of DNA sequencing, the objective was to sequence only a fragment

of the chromosome. With the discovery of new techniques in automated sequencing
(such as shotgun sequencing), biologists were able to obtain longer DNA sequences,
even the whole chromosome. In 1995, the complete genome of Haemophilus influenza
was sequenced, which marked the first genome sequence of any free-living organism. It
was soon followed by the whole genomes of other bacteria and eukaryotes such as Sac-
charomyces cerevisiae (yeast), Caenorhabtidis elegans (nematode), and Drosophila
melanogaster (fruit fly). In 2001, the long-awaited working draft of the human genome
was sequenced separately by a private genomics company and the public human genome
project.

Following the advances in sequencing of genetic information, biology has become an
increasingly information-intensive discipline. One of the most important consequences
of having whole genome sequences of various organisms is the development of high-
throughput systems such as microarrays that can measure the expression of thousands of
genes in a given sample. This new technology has been placed at the heart of functional
genomics, which tries to understand the functionality and interrelationships of genes
identified through sequencing projects. Microarray technology has been applied to find-
ing differentially expressed genes in two different biological states (e.g., normal cells vs
tumor cells, treated cells vs untreated cells, or cells with a certain mutated gene vs cells
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with no mutation), characterizing groups of genes that define a certain type of cells or a
clinical phenotype, and identifying gene regulatory mechanisms.

From a biological perspective, microarray technology provides a peek at the func-
tional organization of the cell. It gives a snapshot of the enormous interaction network
that defines the working mechanisms in the cell by measuring thousands of data points at
a given time. This technology creates the possibility (and challenge) to reverse engineer
biological networks by using high-throughput systems such as by using gene expression
data to infer genetic regulatory networks (1). The tools for this new quest come from
graph theoretic analysis of networks, which was initiated by Euler in the 18th century and
further developed by Erdös and Rènyi in the second part of 20th century.

In the 1990s, “the science of a connected age” has rekindled the attention in graph
theory (2), and the effort of trying to reassemble the pieces of nature divided and con-
quered through reductionism has found new pastures in business, the World Wide Web,
biology, intelligence, and so on in the context of “networks.” As new theoretical meth-
ods became available, properties of real networks have been investigated intensively
(3). In these analyses, networks are parameterized using measures that characterize the
topology, interconnectivity, and density of the network. This new and exciting research
provides solid means to understand the functional organization of living cells.

Analysis of biological networks has provided insight to the scientific community.
The emerging theme in these networks is the existence of hubs (highly connected mem-
bers in a graph); tight local clustering of entities, suggesting modularity; and relatively
short distances between any two elements, suggesting robustness against errors in the
network. The next step is trying to analyze microarray data in a networks setting, which
is a natural extension of the properties of the technology. The focus in analyzing micro-
array data in a networks setting has been on extracting possible causal correlative rela-
tionships between gene expression levels to be used in dynamic models for time series
data sets (4-6). However, these algorithmic approaches are at early stages, and there is
still a need to integrate their results with other data types and with existing biological
networks.

In this chapter, we discuss the framework through which functional genomics prob-
lems can be studied using a graph theoretic approach. We give an overview of the tech-
nology and the computational challenges faced in analyzing microarray data. We also
establish the basic foundation for the mathematical concepts used in studying large-scale
characteristics of cellular networks and provide results of such research efforts. Finally,
the application of microarray data analysis in a networks setting is discussed, and point-
ers for current challenges and future research are given.

2. Background

2.1. Biological Background

Proteins are building blocks of all living cells and include many substances neces-
sary for the proper functioning of the cell. The main step that precedes protein synthe-
sis is called transcription, during which gene sequences on the DNA are copied to the
mRNA molecules. Transcription is followed by translation, which consists of using the
sequence on messenger RNA (mRNA) as a template to link the amino acids carried by
tRNA molecules to make the protein. Microarrays measure gene expression levels by
quantifying the abundance of mRNA molecules in a given sample, a measure that cor-
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relates with protein expression in all but few cases. This process is done in a parallel
manner by simultaneously measuring thousands of mRNA levels on a small surface
called a chip.

The chip surface is generally made of glass and contains spots, each of which holds
thousands of probes representing a gene. Probes are cDNA copies of the corresponding
sequences of genes. Fluorescent dye-labeled cDNA or cRNA representations of cellu-
lar mRNA are hybridized to the probes on the chip, and each mRNA molecule binds to
its corresponding spot. A laser excitement of the chip generates an illumination at each
spot, which is then scanned to generate a digital image. The premise is that the more
mRNA molecules in the sample, the more hybridization that occurs at the correspond-
ing spot, which yields a brighter region on the scanned image. The final digital image is
partitioned using a grid to determine the intensity value for each probe.

Two types of chips have emerged as popular methods to measure gene expression:
cDNA or oligonucleotide (oligo) microarrays and synthetic oligo microarrays (prima-
rily used by Affymetrix, Santa Clara, CA). The cDNA microarray is built using a glass
slide where spotting of cDNAs or oligos is done by high-speed robots (7). The oligo
microarray uses a silicon chip where the synthesis and immobilization of the oligo-
nucleotide sequences on the chip are done using photolithography, similar to the pro-
cess used in producing microchips in the electronics industry (8).

The first step in data analysis of microarray experiments is extracting probe intensi-
ties from digital images that represent hybridization strength. There have been differ-
ent strategies for cDNA (9,10) and oligo microarrays (11,12), accounting for fitting a
grid to the image and calculating the intensity for each spot. Going from raw probe
intensities to a representative signal value for the expression of each gene requires nor-
malization. The goal of normalization is to minimize the effects of experimental errors
and to make the signal values extracted from two different chips (or dyes in cDNA
arrays) comparable. These experimental errors can be because of chemical properties
(e.g., cystine [Cy]3 is consistently less intense than Cy5); human interventions; or dif-
ferences in time, place, or batch involved in running the chips (13).

The simplest normalization method assumes equal amounts of mRNA hybridization
on the chips and therefore brings the average signal values obtained from the chip
images to the same level. An improvement to this idea is to fit a linear regression on the
scatter plot of the gene expression levels and to use these estimated parameters to nor-
malize the two chips. The premise behind this approach is that most of the gene expres-
sion does not change between the two conditions. These ideas have been extended to
include nonlinear transformations and nonparametric regression techniques (9,13).
Normalization can be applied to either a subset (e.g., housekeeping genes or genes in a
certain interval of the expression range) or to the ensemble of the genes on the chip. In
experiments involving more than two chips, duplicate measurements, or more than two
experimental conditions, more complicated and specific methods are required (9,14).

The aforementioned techniques are applied to the signal values obtained after the
image analysis. In cDNA arrays, this step is more straightforward, because there is
only one spot per gene. For Affymetrix oligo arrays, more complicated techniques
exist for signal value calculation and normalization, because there are several probe
pairs that measure a gene’s expression level. These methods have been justified, par-
ticularly because different probes for a given gene show different affinities to their
target mRNA molecule.
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In addition to the Affymetrix Microarray Suite 5.0 (15) algorithm, the two prevail-
ing techniques are dChip (16,17) and robust multichip average (RMA) (18), which are
applied to the probe level data. Although comparable, performance differences between
the three approaches have been demonstrated, especially for detection and comparison
of genes with low expression values (19). Affymetrix Microarray Suite 5.0 and dChip
provide comparison of two conditions wherein the former technique can compare the
expression levels of the genes on two chips at a time, and the latter technique can use any
number of chips in the two conditions. The RMA method has not been designed to make
direct comparisons between the chips, but you can use the signal values obtained with
RMA in applying other algorithms for comparing gene expression levels.

Although often overlooked, one of the most critical steps in using microarrays is the
right experimental design to exploit the technique’s potential in answering a scientific
question. Because of differences in probe design and target preparation, cDNA and oligo
arrays can require peculiar attention based on the experimental conditions. For example,
in cDNA arrays you can compare two samples directly on a chip (competitive hybrid-
ization), or you can do an indirect comparison, where the two samples are hybridized to
two different chips by using the same reference sample. Other issues to be considered
are number of replicates required for each condition and instances where pooling of
samples is required, either owing to insufficient amounts of mRNA or financial restric-
tions (20). Design of experiments depends on the method of analysis to be applied to the
chip results, which makes the problem more difficult because there is no agreed upon
workflow on the steps involving choice of platform, method of signal extraction, nor-
malization, data preprocessing, filtering, comparative analysis, and so on.

When two well-defined conditions exist, the main problem in microarray analysis is
finding genes whose expression levels have changed significantly. There are numerous
methods used for this purpose, ranging from simple -fold change analysis to more com-
plicated statistics techniques such as permutation tests or Bayesian methods (21,22).
When there are multiple conditions, the problem can be grouped in two subtopics:
class prediction and class discovery. Here, we refer to the word “class” in the sense of
a phenotype that defines a condition in the experiment, for example, tumor samples in
a cancer study.

In class prediction, the goal is to find a set of genes that can successfully predict
samples from a certain condition in the experiment. The preferred approach is to have
independent training and test data sets. The training data set is used for identifying the
predictive genes, and these genes are applied blindly on the test data set to validate
the accuracy of the predictor. However, because of financial and biological restric-
tions, experiments involving large amounts of chips are not always possible. In such
cases, you can resort to the idea of leave-one-out cross-validation. This procedure starts
with a number of classes and a set of genes. A sample is left out, and a predictor set of
genes that differentiate between the groups is built. The sample that is left out is then
classified as one of the groups by using the predictive genes. This predictor is cycled
through all samples individually. The accuracy of the predictor is assessed by the total
number of correct predictions; however, this approach has the danger of overfitting the
model to data and enhances the results artificially.

Class discovery rests on the assumption that molecular profiles, which are gene
expression patterns in microarray analysis, can help discover new classes that are oth-
erwise unknown. The main difference between these two approaches is the labeling of
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the samples. In class prediction, the assignment of samples to categories is known, and
the goal is to find classification rules by using the available data. In class discovery, the
samples are not allocated into groups, and the problem requires finding clustering meth-
ods to organize the sample set based on the molecular profiles. The approaches used to
handle class prediction and discovery are supervised and unsupervised learning tech-
niques, respectively.

Prominent supervised learning methods used in microarray analysis are Bayesian
classifiers, linear discriminant analysis, nearest neighbor classification trees, and sup-
port vector machines (23). In the unsupervised learning counterpart, the prevailing meth-
ods have been hierarchical clustering, k-means clustering, self-organizing maps,
principal components analysis, and variations of these techniques (22,24). These algo-
rithms can be used to cluster the samples, genes, or both used in the experiment. Having
identified gene profiles that correlate with differential gene expression, class prediction,
or class discovery leads to the most challenging questions of biological pathways and
gene network relationships that have only recently started to be unraveled.

One important type of microarray data that has posed a challenge to the scientific
community is the analysis of time-series data, which consists of transcription profil-
ing of one or more experimental conditions at different time-points. Such temporal
profiling can be used to identify the regulatory relations between genes and condi-
tions. Most supervised and unsupervised learning methods are not particularly suited
for time-series data, because these methods use distance metrics that are not sensitive
to the order of inputs, such as Euclidean distance or Pearson’s correlation. Moreover,
these methods assume some sort of independence between the classes (and samples
within classes) that may not hold true for time-series microarray data. Finally, these
generic algorithms lack inherent dynamic modeling, which constitutes the very nature
of temporal profiling experiments.

Time-series experiments provide an opportunity to consider high-throughput data
analysis in a networks model. Under Subheading 2.2., we provide basic mathematical
concepts to form the computational foundation required for such approaches.

2.2. Mathematical Background

The computational tools at our disposal to study networks use ideas from graph
theory. Graph theory is a branch of mathematics concerned with how networks can be
encoded and their properties measured. Here, we briefly summarize some of the basic
and key definitions and results.

• Graph: A graph G is a set of vertices (nodes) V = {v1 , . . . , vN} connected by edges (links)
E = {e1 , . . . , eM}. Hence, G = (V,E).

• Vertex (node): A node v is a terminal point of a graph. It is the abstraction of an entity such
as a gene or protein.

• Edge (link): An edge e is a link between two nodes. The link ek = (i, j) represents an edge
from node i to node j.

An edge can be either directed or undirected. An undirected edge does not convey any
information regarding the direction of the interaction. For example “binding” relation
between two proteins is irrelevant of the direction of the interaction, whereas in expres-
sion regulation networks, the direction between two nodes (genes) is relevant, such as a
transcription factor regulating the expression of a gene.
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• (Un)directed network: A(n) (un)directed network consists of (un)directed edges only. In
Fig. 1A,B, we show examples of undirected and directed networks, respectively. In
directed networks, the direction of the interaction is indicated with an arrow. The interac-
tions are either uni- or bidirectional.

• Adjacency matrix: An adjacency matrix is a binary N � N matrix, where N is the number
of nodes in the graph. If the (i, j)th entry in the matrix is 1, then there is a link from node
i to node j; otherwise, there is no link. The adjacency matrix of an undirected graph is
always symmetrical.

The adjacency matrices for the networks shown in Fig. 1A, A are represented in Fig.
1C. For example, consider the link between node p and node u in the undirected network.
Because there is no direction in the edge, it is viewed as a link from p to u as well as a link
from u to p. This link is represented in the corresponding adjacency matrix by placing a 1
at two positions: the cell represented by row p, column u and the cell represented by row
u, column p. Repeating this process for each link results in a symmetric matrix. The same
link between node p and u is unidirectional for the directed network shown in Fig. 1B.

Fig. 1. Examples of undirected (A) and directed networks (B). The adjacency matrix for the
undirected network (C, top) is symmetrical, whereas the adjacency matrix for the directed
network (C, bottom) is not.
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Because the link goes from node p to node u only, in the corresponding adjacency matrix,
we place a 1 at the cell represented by row p, column u. The cell represented by row u,
column p is given a value of 0, resulting in an asymmetric matrix.

• Degree: The degree, k, of a vertex v is the number of edges touching v. If M is the total
number of edges in a graph, then

k Mi
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N

=
∑ =
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where ki is the degree of the ith node vi, and N is the total number of nodes in the graph.
The average degree of a network k is 2M = N.

For example, node p in the network shown in Fig. 1A, has a degree of 5, and node t has
a degree of 1, i.e., kp = 5 and kt = 1. There are nine links and eight nodes in this network,
so the average degree of the network, k , is 2:25.
Degree distribution: The degree distribution, P(k), is the probability that a given node has
degree k. The degree distribution of a random network follows a Poisson distribution
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where z = k . This asymmetrical bell-shaped curve peaks around the characteristic degree
or “scale” k of the graph, meaning that there are no vertices with a large degree as
opposed to a scale-free network, which has a power law degree distribution P(k) ≈ k–λ,
implying a few “hubs” in the network that have very large degrees.

Examples of these networks are shown in Fig. 2. Figure 2A shows a random network
where every node has similar degree, and there are no nodes that differ significantly in
connectivity. Alternatively, the scale-free network shown in Fig. 2B has hubs indicated
by black nodes. There are only a few of these nodes, and their connectivity is significantly
larger than the remaining nodes in the network.

This phenomenon is apparent from the degree distributions of the two networks. The
Poisson degree distribution for the random network shown in Fig. 2C implies that the prob-
ability of getting a node with the “typical” degree of the network is high, and the probabil-
ity of finding nodes with higher degrees converges rapidly to zero. The power law degree
distribution for the scale-free network shown in Fig. 2D represents existence of few hubs
in the network that are highly connected.

• Path length: The path length dij between two nodes is the number of links required to
travel to get to node j starting from node i. Note that there can be more than one path
between two nodes. For the sake of simplicity, we call dij the minimum of the lengths of
such paths. In an undirected network, dij = dji, whereas this relationship is not necessarily
true for directed networks.

• Diameter: The diameter of a network d is the average of the shortest path lengths between
all possible pairs in the graph.
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where N is the total number of nodes in the graph. The diameter of a network characterizes
its overall navigability.

• Clustering coefficient: Let ni be the set of neighbors of the node i, i.e., the set of nodes that
i is linked to. The maximum number of links between the elements of ni is
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which is realized when every neighbor of i is linked to each other. Let Li be the actual
number of links between the neighbors of node i. The clustering coefficient for I is Ci = Li

= Mi. The average clustering coefficient for a network is defined as

C
N

Cii
= ∑1

(5)

For example, consider node p of the undirected network shown in Fig. 1A. There are
five neighbors of p: nodes q, r, s, u, and w. The number of links between these nodes is 2;
q is connected to r, and s is connected to w. The maximum number of possible links
among these neighbors is 5 � 4/2 = 10. Therefore the clustering coefficient for node p, Cp,
is 0:2. The clustering coefficient for node u is 0, because none of its neighbors are con-
nected to each other, where Cq is 1 because all of q’s neighbors are connected to each
other.

The average clustering coefficient is a measure of the likelihood of a network to form
clusters. For example, social networks have high clustering coefficients because people
we know usually know each other. The clustering coefficient distribution Ck, which is
defined as the average clustering coefficient of nodes with k links, is approximately k–1 for
most real networks, indicating a hierarchical organization of the network.

Note that, k , d, and C depend on the number of nodes and links of the network,
whereas P(k) and C(k) are independent of network’s size.

Fig. 2. Sample random network (A) and scale-free network (B). The hubs in the scale-free
network are shown in black. The degree distribution for random networks is Poisson (C),
whereas it follows a power law (D) for scale-free networks.
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3. Biological Network Models

As new theoretical methods became available, characteristics of real networks have
been investigated intensively (3). Real networks were found to vary drastically from
random networks. In these analyses, the networks are parameterized using the mea-
sures described under Subheading 2.2., such as P(k), C(k), d, C , and so on. These
parameters characterize the topology, interconnectivity, and density of the network.

When metabolic networks of 43 distinct organisms were analyzed, these networks
were shown to be scale-free with few highly connected nodes (hubs), yet they exhib-
ited small-world properties (25). The 43 analyzed organisms represented eukaryotes,
bacteria, and archaea. The degree distribution of all the networks followed a power
law, P(k) ≈ k–γ, with γ ≈ 2:2, suggesting a scale-free topology. In contrast, the average
clustering coefficient C for these metabolic networks was an order of magnitude larger
than the average clustering coefficient of a typical scale-free network with similar size.
Moreover, the clustering coefficient remained unchanged for the metabolic networks
when the sizes of the networks changed. This finding was in contrast to the exponential
decay in C expected in scale-free networks with increasing size. Another common
property of the analyzed networks was relatively small diameters, changing between
2.5 and 4. Like C , d remained virtually unchanged as the network size changed in
different organisms.

These findings posed conflicting results at first, because small diameters imply
small-world networks and high clustering coefficients are characteristics of tightly con-
nected networks with high modularity, whereas power law degree distributions are
specific to scale-free networks, which do not typically possess these qualities. The
conservation of small diameters with increasing size of the organism’s metabolic net-
work (i.e., the organisms get more complex) can be explained by the average number
of reactions a given substrate participates in increasing with the total number of sub-
strates found in the organism. The modularity is also understandable because biologi-
cal entities work in groups to perform relatively distinct biological functions. That
there are indeed certain substrates that participate in a large number of reactions, such
as pyruvate or coenzyme A, suggests hubs in the network, implying power law degree
distributions and hence scale-free network topology.

These arguments led to the idea that metabolic networks exhibit a “hierarchical
modularity” and motivated models proposed to generate such a network (25,26). In
this model, you can start with a tightly clustered small network having a central node
and add replicates of this small network by connecting the very first central node to
every peripheral node added. The proposed network thereby resembles the parametric
characterizations of the analyzed metabolic networks.

The behavior seen in metabolic networks holds true for most of the biological net-
works analyzed (27). These networks include but are not limited to protein–protein
interaction networks, gene regulatory networks, and protein domain networks. One
prevailing property is that these networks show topological resilience to errors. This
resilience can be explained by the small diameters and hub-like structures. The dele-
tion of a subset of the nodes does not disintegrate the whole network topology. Evolu-
tionary development has placed alternative paths between any pair of nodes as seen in
short path lengths, and the scale-free structure statistically makes it almost impossible
for potential deletions to target the hubs.
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It is also important to understand the processes that would result in the observed
biological networks. In general, the dominating model for existence of such networks
can be summarized as growth with preferential attachment, a dynamic growth model in
which nodes that have high degrees are more likely to attract links as new nodes are
added to the network. For example, a careful inspection of metabolic networks reveals
that the remnants of the RNA world are among the most connected nodes.

4. Analysis of Gene Expression Data in a Networks Setting

There is a growing interest in using gene expression data to construct gene interaction
networks. These networks have direct implications on protein networks, because pro-
teins are end results of gene expression. Microarray data from several different publicly
available data sets have been used to form networks by using coregulated genes (28). In
this setting, the expression profiles of genes that are close in the Euclidean sense are
linked to each other. The resulting networks in all analyzed data sets have revealed
small-world networks with scale-free properties. In disease-related studies, such as iden-
tifying mechanisms related to cancer, these results have suggested that the cause for
malfunctioning is tightly linked to disruption in the functionality of genes that act as
hubs in the gene expression networks. These genes either regulate the expression of a
large number of genes or connect several large clusters in the network, each of which
represents a gene regulatory pathway. Alternatively, the robustness because of the scale-
free character and the ability to have fast response and quick adaptability because of
small-world effects fit in the evolutionary development of biological systems.

When yeast gene expression system was analyzed in 273 gene deletion mutants (29),
the resulting networks were shown to exhibit very similar behaviors. In this data set,
the deletion of a gene represents “poking” a network component, and the set of genes
that change because of this perturbation implies a network connection. An expression
network was constructed based on this premise by using the transcriptional profiling
data obtained for each deletion and by comparing them to a control sample. In addition
to the concordant results of the topology of this network to other previously analyzed
biological networks, the yeast expression network was shown to be more tightly con-
nected than other biological networks.

Networks analyses also have been applied to time-series data from gene expression
experiments. These analyses provides a rich framework because time-series data are
difficult to analyze using classical methods, and network analyses enable the use of
dynamic models to infer causal relationships. Herein, we present details of such an
analysis.

Let the column vector of size m represent the expression levels of the genes at
time t. We assume that the expression level of gene i at time t, ai (t), is a linear combi-
nation of expression levels of all genes at time t – 1. This assumption is equivalent to
modeling the data by a first-order Markov process and can be represented as

a t a ti ij j
j

m

( ) = −( )
=
∑ λ 1

1
(6)

This defines an m � m transition matrix Λ, whose elements λij are assumed to be time
independent. Note that λ ij represents the weight of the effect of gene j at time t – 1 on
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gene i at time t. If we have n samples in our time series data set, the aforementioned
equation can be written as

A t = A t-1( ) ( )Λ (7)

where

(8)

To calculate for Λ, we need to multiply—on the right—both sides of the aforemen-
tioned equation by the inverse of the matrix A(t – 1). However, A(t – 1), which is of
size m � n, is almost never a square matrix, because we usually have tens of thousands
of genes (m) as opposed to tens of samples (n).

Using singular value decomposition, we can represent A in terms of its eigenvec-
tors. Let U and V be the matrices of left and right eigenvectors of A, respectively, and
let E be the diagonal matrix of eigenvalues of A. Then, A = UEVT, where VT is the
transpose of the matrix V. Substituting this representation in the aforementioned equa-
tion (after applying singular value decomposition on A(t – 1) and using an approximate
least squares solution, we find that

Λ = ( )A t VE U–1 T (9)

The model can be further developed to account for nonlinear kinetic terms. Consider the
covariance matrix between samples (time-points) Ct = AT(t – 1)A(t – 1) and between
genes Cg = A(t – 1)AT(t – 1). We can now rewrite our model as

A t A t–1 C Ct g( ) = ( ) + +Λ Λ Λ1 2 3 (10)

In this model, Λ1 also accounts for the first-order Markov model, and Λ2 and Λ3 account
for nonlinear terms contained in the time and gene correlations, respectively.

Any of the aforementioned transition matrices, which define a corresponding relation-
ship between genes measured on the array, can be thought of as an adjacency matrix.
This process is done by using a cutoff, where entries below it are set to 0 and entries
above it are set to 1. In this way, we are able to view the interaction between gene
expression in a networks setting. Methods along the lines of this approach have been
applied to diauxic shift and cell cycle of yeast expression data (30,31) as well as a
model of T-cell activation data (32). These applications (4–6) use state–space models
to reverse engineer the transcription regulation networks.

The conclusions regarding the network properties in these studies were similar to
earlier analysis of other biological networks. The resulting networks showed high clus-
tering coefficients, implying a tightly clustered modularity; low diameters, suggesting
small-world effects; and power law degree distributions, showing a scale-free behavior
in the underlying network. The methods suggested to simulate the formation of net-
works with the aforementioned properties were also in concordance with earlier work.
These methods, in short, follow a dynamic model in which the network evolution is
governed by the “growth with preferential attachment” rule.

5. Conclusions

Network theory provides a very promising framework to study biological systems
and will have broad applications for microarray analysis. This framework is especially
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important because biology is constantly undergoing paradigm shifts, particularly with
the fast advancements in technology, which makes it possible to interrogate the biologi-
cal entity in question from different angles with tens of thousands of data points. More-
over, graphs are the natural choice of method to approach biological systems because a
particular function in a cell results from interactions between a number of molecules.
Microarrays provide a promising tool in analyzing biological systems in a networks
setting.

Although there are still problems to overcome, such as standardization of the experi-
mental and analysis methods, the ability to take a snapshot of the gene expression net-
work holds great potential to understand the underlying network’s dynamics. In this
chapter, we presented such a framework in the context of analyzing time-series data.
This method answers a significant challenge in microarray data analysis and brings
together two quickly developing fields. From the results of different approaches men-
tioned in this chapter, there is an undeniable emerging theme in the cell’s functional
organization. Whether it be metabolic networks, protein–protein interactions, or gene
regulation networks, similar properties surface. These networks have power law degree
distributions, suggesting highly connected hubs. This distribution in turn brings robust-
ness to the system, because if a node is removed randomly, it is unlikely to be a hub.
Unless this happens, the system can still hold its integrity and functionality. Other com-
mon characteristics are high clustering coefficients, implying a modular structure, and
small diameters, resulting in fast reaction and adaptation.

Despite promising results, the field is still at its infancy, and there are big challenges
lying ahead. The most important of these challenges is development of new nomencla-
ture and algorithms to define the finer structures of the networks. For example, the
disassortativity in cellular networks still remains unexplained. Another open challenge
is finding ways to partition the different modules in the network. A potential lead in
this direction is identifying motifs occurring in a given network topology, but it is
unclear how these often overlapping modules function and interact.

Network biology feeds itself from accurate and precise data acquisition. Another ob-
stacle along the way to understanding biological networks is development of sensitive
tools for data quantification at high resolution with reduced noise. Finally, data integra-
tion becomes an important area to provide a complete story. Almost all the approaches
discussed in this chapter consider a certain kind of biological network in a given condi-
tion. However, a cell’s state, context of physical existence, and factors as such do affect
the different interactions being observed. Thus, we need a semantic integration at the
data level to simultaneously analyze the large amount of knowledge obtained to repre-
sent these interactions.
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PART II

BIOMARKERS AND CLINICAL GENOMICS

Krishnarao Appasani

Gene expression studies in neuronal cells is the principal focus of Part II, which
details approaches for isolating neuronal-specific and aging-specific biomarkers. In
addition, Part II describes the isolation of biomarkers in various cancers, endothelial
cells, and infectious diseases. Brain is the most complex organ in the body, possessing
many anatomically distinct regions. Neighboring cells, especially neurons, can have
divergent patterns of gene expression because of their neuronal connections and
anatomical localizations. Generally, the enrichment procedures that apply to the
various populations in blood tissue are not applicable to the isolation of neuronal
cells, which are divergent in function. Therefore, laser capture microdissection has
been used as an alternative approach to isolate cell subpopulation or pools of single
cells from fixed brain tissue sections. In Chapter 5, Williams et al. describe results
from microarray analysis performed on these isolated neurons, which allowed them
to detect low-abundance neuronal-specific genes.

Many features of normal aging of the brain and central nervous system are
common to diverse mammalian species, including atrophy of pyramidal neurons,
synaptic atrophy, deterioration in memory functions, and personality disorders.
Aging of the brain is a major risk factor for neurological and psychiatric disorders
and is a process associated with impairments in cognitive and motor function. A
better understanding of the molecular effects of aging in the brain may help to reveal
processes that lead to age-related brain dysfunction. Gene expression profiling in
such aging processed tissues may reveal components involved in aging that may be
potential therapeutic targets for pathological aging. To understand the biology of
aging, Erraji-Benchekroun et al. describe in Chapter 6 a systematic implementation
of the microarrays approach in the normal brain, and they identify putative markers
during the selective reorganization of glial and neuronal cells.

Tumor-specific molecular markers that identify circulating cancer cells in
peripheral blood or tumor-associated proteins in serum are useful for early diagnosis
and prognosis. Papillary thyroid carcinoma is the most common type of malignant
thyroid tumor, representing 80 to 90% of all thyroid malignancies. In Chapter 7,
Uchida describes microarray analyses of thyroid cancers, identifies several potential
biomarkers, and validates them with immunohistochemical methods. Multidrug-
resistant tuberculosis has become a global threat, and it is important to understand
its molecular basis so that better treatment regimens can be developed. In Chapter 8,
Bashyam and Hasnain compare the cDNA approach with array-based comparative
genomic hybridization, especially in the characterization of mycobacterial strains.
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Endothelial cells line the inside of all blood and lymphatic vessels, forming
structurally and functionally heterogeneous populations of cells in a large network
of vascular channels. To understand the disease biology of endothelial cells, Chi et
al. in Chapter 9 undertake a gigantic study of gene expression patterns between
macrovascular and microvascular and between arterial and venous endothelial cells.
They describe how a higher number of vein-specific genes were identified compared
with artery-specific genes.
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Reduction in Sample Heterogeneity
Leads to Increased Microarray Sensitivity

Amanda J. Williams, Kevin W. Hagan, Steve G. Culp, Amy Medd,
Ladislav Mrzljak, Tom R. Defay, and Michael A. Mallamaci

Summary
DNA microarrays are most useful for pharmacogenomic discovery when a clear relationship

can be made between gene expression in a targeted tissue and drug affect. Unfortunately, the true
target of the drug affect is most often a subpopulation of cells within the tissue. Thus, when hetero-
geneous tissues containing many diverse cell types are profiled, expression changes, especially in
low-abundance genes, are often obscured. In this chapter, two examples are presented where a
cellular subpopulation is isolated from its complex background, with minimal cellular activation,
resulting in increased microarray detection sensitivity. In the first example, erythrocytes (the most
abundant cell population in blood) were removed or whole blood was immediately stabilized be-
fore RNA isolation. The removal of erythrocytes resulted in a twofold increase in the detectability
of leukocyte-specific genes. During the study, protocols for RNA isolation from rat blood were
validated. In addition, a list of 91 genes was generated whose expression correlated with the level
of erythrocyte contamination in rat blood. In the second example, laser microbeam microdissec-
tion (LMM) was used to isolate a specific neuronal population. Our LMM amplification technique
was first validated for reproducibility. After validation, data obtained from pooled neurons, corti-
cal tissue slices, and whole brain were compared. Overall, 20% of the transcripts detected in whole
brain and 13% of the transcripts detected in tissue slices were not detected in LMM neurons. Many
of these transcripts were specific to neuroglial support cells or noncortical neurons, verifying that
our LMM technique captured only the neurons of interest. Conversely, 10% of the transcripts
detected in LMM neurons were not detected in cortical tissue slices, and 14% were not detected in
whole brain. As expected, these transcripts were neuronal specific and were presumably still
present in the broader tissue regions. However, in neurons isolated by LMM, the effective concen-
tration of these previously undetectable transcripts was raised because of the elimination of com-
peting signal noise from extraneous cell types, reinforcing the claim that microdissection can be
used to increase microarray sensitivity.

Key Words: Brain; blood; detection sensitivity; DNA microarray; erythrocyte; laser capture
microdissection; leukocyte; neuron.

1. Introduction
Gene expression profiling by using DNA microarrays has become an integral part of

basic and applied research in both the academic and industrial scientific communities.
This technology has been successfully used for many distinct applications ranging from
disease classification and functional genomics to pharmacogenomics biomarker identi-
fication and single-nucleotide polymorphism analysis (1). Because of the relatively
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large quantity of starting material necessary for microarray use, initial studies primarily
focused on animal disease models or cultured cells. Profiling experiments on human
tissue required macrodissected regions to generate sufficient starting material. Unfortu-
nately, owing to the heterogeneous mixture of cells present in complex tissues, it is
difficult for such studies to detect genes that are expressed at low levels or within rare
subpopulations. When genes are detectable, it is difficult to compare the relative levels
of gene expression between two or more samples. Part of the problem is the extraneous
signal noise contributed by cell types that do not express the genes of interest. In addi-
tion, variability in the cellular composition of each sample can obscure changes that are
occurring within one cell type. Recent technical advances in small-scale RNA isolation
and amplification, laser microdissection, and RNA stabilization have now made it pos-
sible to stratify, with minimal cellular activation, specific cell populations within com-
plex tissue samples. Thus, the expression profiles of cellular subpopulations previously
lost in the transcriptional complexity of heterogeneous tissues can now be uncovered.

In this chapter, we provide two examples in which the reduction of biological het-
erogeneity within a sample is accompanied by an increase in gene expression detect-
ability by using microarrays. In the first example, the advantages and disadvantages of
reducing cellular heterogeneity in whole blood are explored. In the second example,
the challenges and benefits of coupling capture of neurons by laser microdissection to
microarray gene expression analysis are examined. In both examples, restricted sub-
populations of cells are effectively isolated from heterogeneous tissues, revealing pre-
viously undetectable transcripts. The two examples detail different methods to reduce
sample heterogeneity without a major disruption in the native environment of a cell.

The aim of the first study was to identify a biomarker from whole blood. Because
blood is easy to access, it is an attractive tissue for the identification and subsequent
use of biomarkers. In whole blood, leukocytes (specifically the lymphocyte subpopula-
tion) were the cells of interest. Because whole blood is a complex mixture composed of
many distinct cell types at various levels of differentiation, some form of enrichment or
isolation was necessary. An evaluation of the effectiveness of that enrichment proce-
dure is presented here.

The most abundant cell type in blood is the red blood cell (erythrocyte), constituting
5.0 to 5.5 � 106 cells/mm3 of whole blood (2). In comparison, white blood cells (leuko-
cytes) make up only 5000 to 9000 cells/mm3 of blood (2). Numerous techniques have
been developed to purify leukocyte fractions from whole blood. Two of the most com-
mon methods are density gradient separation and red blood cell-specific lysis, both of
which require multiple manipulations of the cells outside of their natural environment.
Unfortunately, studies have shown these manipulations can lead to gene expression
changes. For example, peripheral blood mononuclear cell density separation by using
Ficoll-Hypaque results in upregulation of cytokines, implying preactivation of immune
cells (3). Alteration of leukocyte size and buoyant density also has been observed (4).
Cell separation techniques are not the only variables that can affect blood phenotype.
Differences in blood collection methods, such as withdrawal speed, presence of antico-
agulants, and storage time and temperature, also have been linked to white blood cell
activation, gene expression changes, and reduced cell viability (3–8).

To avoid unintended gene expression changes, whole blood can be stabilized after
withdrawal by adding a phenol/guanidine isothiocyanate lysis solution (TRIzol LS;
Invitrogen, Carlsbad, CA) or by collecting the blood into PAXgene (PreAnalytiX, dis-
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tributed by QIAGEN, Valencia, CA) tubes containing an RNA stabilization reagent.
Compared with prolonged blood storage in EDTA tubes, both stabilization methods
have been shown to eliminate or reduce alterations in expression for several genes
(9,10). Although immediate whole blood stabilization avoids introducing gene expres-
sion artifacts because of blood handling and processing, enrichment for the white blood
cell of interest is no longer possible.

Biomarker discovery for CNS begins with model organisms, such as the rat, in which
peripheral biomarker expression can be linked to relevant mechanistic changes in the
brain. Because most blood RNA isolation methods are validated only for human
samples and animal blood often has an increased cell density compared with human
blood, we first validated the use of PAXgene collection tubes by comparing the RNA
quality and gene expression profiles obtained from rat samples with those from human
samples. In the definitive experiment of the first study, profiles from rat whole blood
prepared using the PAXgene system were compared with a purified subset of cells
where the majority of erythrocytes had been selectively lysed using the QIAamp RNA
blood mini kit (QIAGEN). Subsequently, the confounding of microarray results by
variability in blood cell purification efficiency also was addressed.

The aim of the second study was to identify genes that are specific to pyramidal
neurons in the prefrontal cortex. Although this goal was more straightforward than that
of the lymphocyte experiment, the technical challenges were significantly greater. The
brain is the most complex organ in the body, possessing many anatomically distinct
regions (11). Neighboring cells, especially neurons, can have divergent patterns of gene
expression because of their neuronal connections and anatomical localizations (12).
Highlighting the problem with profiling complex tissues such as brain, one study esti-
mated that when gross dissections are used, only 30% of the transcripts expressed in rat
hippocampus are reliably detected (using Affymetrix oligonucleotide arrays, Affy-
metrix, Santa Clara, CA) (13). The majority of the detected genes were of medium and
high abundance. This study and others like it highlight the need for a method to selec-
tively enrich for cell types of interest while maintaining the in vivo character of the
gene expression originating from the targeted cells. The approach that was used for the
erythrocytes is not practical here, because there is no way to selectively lyse or bulk
separate different populations of neurons without profoundly disturbing gene expres-
sion. Laser capture microdissection (LCM), which was developed to isolate cell sub-
populations or pools of single cells from fixed tissue sections (14), offers a way forward.
Commercial instruments are available from Arcturus Engineering (Molecular Devices,
Inc., Mountain View, CA) (www.arctur.com), and a similar microdissection technol-
ogy, laser microbeam microdissection (LMM), is available from P.A.L.M. Microlaser
Technologies AG (Bernreid, Germany) (www.palm-microlaser.com). The earliest and
by far the main application of LCM coupled with microarray expression profiling has
been the identification of marker genes for the early detection and prevention of cancer
(15), but the list has grown to include a wider range of applications across numerous
diseases (16–19).

The secondary purpose of this study, and the focus of this chapter, was to provide
evidence that isolation of a defined neuronal subtype from its complex tissue back-
ground will increase the sensitivity of the microarray platform. This improved sensitiv-
ity would be observed as an increase in the detection of low-abundance neuronal-specific
genes that are normally undetectable using traditional sample preparation. To accom-
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plish this goal, many validation experiments were required to ensure that the microdis-
section technique generated sufficient amounts of quality total RNA and that the ampli-
fication method was both reproducible and robust. Using LMM, individual human
pyramidal neurons from the layer III prefrontal cortex (Brodmann area 9) were captured
and pooled. As a control, RNA was purified from 10 µM prefrontal cortex (PFC) tissue
slices. Samples of pooled single cells, PFC slices, and whole brain tissue were then
processed and profiled using DNA oligonucleotide microarrays. The absence, presence,
and relative levels of expression, for several verified neuronal and neuroglia cell mark-
ers in the different sample preparations, were determined.

2. Materials and Methods
2.1. Sample Staining, LMM, and RNA Preparation

Fresh frozen, unfixed brain tissue (postmortem interval of 15–20 h) was obtained
from the Harvard Brain Tissue Resource Center (Belmont, MA). Sections (10 µM) were
adhered to glass slides with a PEN membrane (P.A.L.M. Microlaser Technologies AG).
Slides were stored at –70°C and warmed at room temperature for 1 h before use. Slides
were then fixed with 70% ethanol, stained with 1% methylene blue, and rinsed briefly
with water followed by 70% ethanol. The slides were dried in a 37°C oven for 15 min
before laser microdissection. LMM followed by laser pressure catapulting (LPC) was
performed using a P.A.L.M. microbeam laser dissection system. Pyramidal neurons of
layer III BA9 human cortex were excised and catapulted into caps containing 20 µL of
lysis buffer from the Mini RNA isolation kit (Zymo Research, Orange, CA). Caps were
snapped onto tubes containing an additional 30 µL of lysis buffer. The cell lysate was
vortexed vigorously, spun down, and frozen on dry ice until completion of the prepara-
tion. No effort was made to include axons or dendrites in the cell capture; therefore,
each “cell” is actually a partial cell body, representing considerably less than a single
neuron’s cytoplasmic content. RNA was purified from lysates containing approx 90–
140 partial neurons by using the Mini RNA isolation kit. RNA quality was determined
using the Bioanalyzer 2100 eukaryote RNA pico assay (Agilent Technologies, Palo
Alto, CA). RNA was considered to be of sufficient quantity and quality if 18S and 28S
rRNA bands were visualized.

For isolation of RNA from human blood, samples from five individuals were drawn
into PAXgene blood RNA tubes (PreAnalytiX, QIAGEN). Blood from six rats was col-
lected in either PAXgene blood RNA tubes or EDTA vacutainer tubes. The PAXgene
tubes were stored at –70°C until processing. RNA was isolated from the EDTA anticoagu-
lated blood by using the QIAamp RNA blood mini kit protocol (QIAGEN). RNA from the
samples collected in the PAXgene tubes was purified using the PAXgene blood RNA kit.
To ensure RNA quality, 28S/18S ribosomal RNA ratios (~2 for undergraded RNA) was
determined using the Agilent 2100 Bioanalyzer eukaryote total RNA nano assay.

2.2. Labeled Target Preparation and GeneChip Hybridization

For GeneChip hybridization of blood samples, 3 µg of human blood total RNA or 5
µg of rat blood total RNA was processed according to the Affymetrix eukaryotic target
preparation protocol (GeneChip Expression Analysis Technical Manual, Affymetrix).
As a quality check, the smear size distribution of cRNA before and after fragmentation
was evaluated using the Agilent 2100 Bioanalyzer eukaryote total RNA nano assay.
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Samples were hybridized to probe arrays for 16 h at 45°C with rotation. Human blood
samples were hybridized to the HGU95Av2 GeneChip, representing approx 10,000
full-length genes, whereas rat blood samples were hybridized to the RGU34A Gene-
Chip, representing approx 7000 full-length genes and 1000 expressed sequence tag
clusters. Probe arrays were visualized using an antibody amplification step. Arrays
were scanned and analyzed using Affymetrix Microarray Suite 5.0. GeneChips were
scaled using all probe set scaling; the trimmed mean signal of each probe array was
adjusted to a target intensity of 100. For a GeneChip to be included in our subsequent
analysis, quality metrics (i.e., scale factor, noise, background, percentage of present
calls, glyceraldehyde-3-phosphate dehydrogenase, and -actin 3×/5× ratios) for each
probe array type had to be consistent and fall within a predetermined acceptable range.

Using TaqMan quantitative real-time PCR, we estimated the LMM-LPC samples to
contain 2–5 ng of RNA. The RNA from each sample was subjected to two rounds of T7-
directed RNA amplification by using a protocol outlined in the Affymetrix GeneChip
Eukaryotic Small Sample Target Labeling Assay, Version II Technical Note (Affymetrix,
part no. 701265 rev. 3). As an experimental control, human brain total RNA was diluted,
and 5 ng was amplified in parallel with the laser-microdissected samples. Samples were
hybridized to the HGU133A GeneChip, representing approx 22,000 well-characterized
human genes, and the data were collected and analyzed as outlined for the blood samples.

3. Results
3.1. Gene Expression Profiling of Human and Rat Whole Blood

Total RNA isolated from human and rat blood by using the PAXgene system showed
no evidence of degradation. Compared with human blood, total RNA yields from rat
blood were approx 10 times higher. Gel visualization of the biotin-labeled cRNA tar-
gets generated for GeneChip hybridization showed an atypical dominant band of 680–

Fig. 1. Labeled cRNA target was visualized using the Agilent 2100 Bioanalyzer. (Caption
continued on next page.)
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Fig. 1. (Continued from previous page) (A) Compared with cRNA generated from a purified
cell population (lane 3), the cRNA from whole blood showed an atypical dominant band of
680–1100 bp (lane 2). This band constituted >40% of the total cRNA area and represented
overabundant red blood cell message. Lane 1 contained RNA marker (0.02, 0.2, 0.5, 1.0, 2.0,
and 4.0 kilobases). (B) (Opposite page) Labeled cRNA target generated from whole blood
where the majority of red blood cells were selectively lysed (QIAamp) showed differences in
the percentage of the total cRNA area occupied by the 680- to 1100-bp band (i.e., 16–23%).
This difference reflected variability in the efficiency of red blood cell lysis and resulted in
different degrees of red blood cell-contaminating message. (C) (See  page 68.) Probe sets whose
signal showed a positive linear correlation (R2 = 0.9725) with the percentage of the total cRNA
area occupied by the 680- to 1100-bp band and a significant overexpression in whole blood
(PAXgene) vs red blood cell-depleted samples (QIAamp) were identified as markers for the
level of erythrocyte contamination. Aquaporin 1 (Aqp1) is presented as an example of a probe
set that met the criteria.

1100 base pairs (bp) (Fig. 1A). This band represented >40% of the total cRNA area.
Hemoglobin  and  gave the highest microarray signals for both human and rat blood
and are presumably represented in the dominant cRNA target peak.

3.2. Expression Profiling of Whole Blood Vs Erythrocyte-Depleted Blood

Total RNA yields from rat blood samples prepared using the QIAamp RNA blood
mini kit were 64% lower than the same samples prepared using PAXgene. RNA was
intact for all samples, regardless of isolation procedure (data not shown). The QIAamp
cRNA exhibited a small to absent atypical dominant band compared with labeled cRNA
targets generated from whole blood PAXgene samples. GeneChips hybridized with
whole blood samples (PAXgene) reported 48% fewer detectable cells compared with
hybridizations in which the majority of erythrocytes were removed (QIAamp). Although
the same blood was used to prepare RNA with either the QIAamp or PAXgene proce-
dure, signal data correlated poorly between the two methods (R2 = 0.41). In contrast,
blood RNA isolated from separate rats by using the same isolation procedure gave a
high signal correlation (R2 = 0.97). To visualize both the significance and magnitude of
change between whole blood and erythrocyte-depleted blood, a volcano plot was gener-
ated where the negative log of p values between the two conditions was plotted against
the log 2 of -fold change (Fig. 2). From the volcano plot, a subset of known genes were
identified that showed significant, robust signal differences between the two blood RNA
isolation procedures. The signal intensity for genes encoding proteins specific to eryth-
rocytes was much higher in the whole blood samples. Removal of the majority of eryth-
rocytes from blood samples resulted in the detection of genes specific to leukocytes.
Many of these genes were in the low-signal range and were not detectable in the samples
from which erythrocytes were not depleted.

3.3. Effect of Variable Erythrocyte Contamination on Microarray Data

Analysis of biotin-labeled cRNA product with the Agilent Bioanalyzer indicates the
efficiency of erythrocyte specific lysis by using the QIAamp blood RNA isolation kit
varies between samples. Specifically, the percentage of the total cRNA area in the 680–
1100-bp peak of the Bioanalyzer electropherograms varied among multiple RNA isola-
tions (Fig. 1B). In six representative blood samples, the percentage of the total cRNA
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area in this region ranged from 16 to 23%. For 184 probe sets, the GeneChip signal
intensity correlated with the percentage of area of the 680- to 1100-bp region (p < 0.05
linear fit) (Fig. 1C). The intensity of 79 of the 84 probe sets was significantly increased in
the whole blood vs erythrocyte-depleted samples (p < 0.0001 paired t-test) (Fig. 1C). An
additional 12 probe sets were identified as erythrocyte specific by an annotation search.
These 91 probe sets make up a list of genes associated with erythrocyte contamination in
total RNA preparations from rat blood (Table 1).

3.4. Reproducibility of LMM-LPC Coupled to GeneChip Microarray Analysis

A series of experiments were performed to ascertain the overall reproducibility of
our LMM-LPC–coupled small sample prep microarray procedure. Multiple samples
of pyramidal neurons from PFC were obtained from the same brain tissue to compare
the variability between samples processed in parallel or on separate days. For each
sample analyzed, 80 to 125 cell captures were performed. The same operator was

Fig. 2. To visualize both the significance and magnitude of change between whole blood
(PAXgene) and erythrocyte-depleted blood (QAIamp), a volcano plot was generated where the
negative log of p values between the two conditions was plotted against the -fold change (log 2
scale). Genes that were not detectable in any of the samples were removed from the plot. The
color scale reflects the GeneChip signal intensity associated with each gene. Dark colors are
associated with high-signal genes and light colors are associated with low-signal genes. Many
red blood cell-specific or -enriched genes were highly overabundant in the whole blood pro-
filed samples. The erythrocyte-depleted samples included many low-signal genes that were not
detectable when whole blood was profiled.
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used throughout these experiments to minimize capturing and handling variations.
Each sample was converted to labeled cRNA targets and hybridized to human U133A
GeneChips. Correlation values were generated using signal intensity values for all
probe sets called present or marginal. The correlation values obtained from two samples
microdissected and amplified in parallel were similar to the correlation values obtained
from two samples processed on different days (R = 0.948 and 0.932, respectively; Fig.
3A,B). To compare the variability of LMM-LPC with that of the amplification proce-
dure alone, RNA purified from a large amount of tissue was diluted to 5-ng aliquots
and processed in parallel by using the small-sample amplification method. Correla-
tions for these samples were very similar to those obtained from our LMM-LPC sample
replicates (Fig. 3C; R = 0.954), suggesting that the acquisition of cells via laser micro-
dissection does not add significantly to the overall variability of the procedure.

3.5. Enrichment of Neuronal Transcripts

We performed a detailed comparison of Affymetrix GeneChip data obtained from
LMM-LPC layer III BA9 cortical pyramidal neurons, an entire cortical tissue micro-
section before laser microdissection, and a diluted an aliquot of whole brain RNA.
Over-all, our data demonstrated a reduction in sample transcript heterogeneity and an

Fig. 3. The overall reproducibility of the LMM-LPC small-sample preparation procedure
for microarrays was validated. Correlation values were generated using Affymetrix GeneChip
signal intensity values for all probe sets called present or marginal. (Continued on next page.)
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Fig. 3. (Continued from previous page) To determine the reproducibility of the entire LMM-
LPC amplification procedure, LMM-LPC samples were processed on the same day (B) or on
different days (C). Correlation values for all samples were similar, suggesting that the acquisi-
tion of cells via laser microdissection does not add immensely to the overall variability and that
the small-sample preparation procedure itself is reproducible.
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increase in microarray sensitivity when neurons are laser captured. Approximately 20%
of the transcripts scored as present in GeneChip data obtained from whole brain were
not detectable in LMM-LPC neurons. When the LMM-LPC neurons were compared
with large regions of cortex layer III BA9, 13% of the transcripts that scored present in
the cortex were not detectable in the neurons. Conversely, 10 and 14% of the tran-
scripts detected in LMM-LPC neurons were not detectable in cortical tissue slice or
whole brain respectively. These transcripts were detected in the neuronal samples but
not in the more heterogeneous samples in which they were presumably present. This
finding can by explained by an increase in their effective concentrations to the level of
microarray detection because of the exclusion of competing signal noise from extrane-
ous cell types.

A closer examination of the transcripts detected in LMM-LPC neurons, but not de-
tected in whole brain, tissues slice, or both, was undertaken to determine whether pro-
filing microdissected neurons indeed enriched for neuronal specific gene expression.
Transcripts detected only in whole brain, tissue slices, or both also were examined to
confirm that gene expression specific to neuronal support cells or noncortical neurons
was absent in the microdissected neurons. The entire data set generated from these
comparisons is too large to be included in this chapter; however, a sampling of the data
has been tabulated to exemplify our findings (Table 2) (20–58). For those genes reli-
ably detected (Microarray Suite 5.0; detection p value < 0.05) the signal intensity is
given, whereas “not detected” genes are marked as ND. All genes listed demonstrated
consistent trends across replicate (n = 3) experiments. The majority of genes in Table
2 show a switch in detection call from absent to present (or vice versa) between LCM,
slice, or whole brain samples. We think these genes are the best indicators of neuronal-
specific gene expression and enhanced sensitivity of the GeneChip platform because of
a reduction in sample heterogeneity.

To show that a reduction in sample heterogeneity was achieved in the microdissected
neuronal samples, we examined a list of well-established nonneuronal cell markers
specific to neuroglia as well as cerebellum-specific neuronal markers. Included in the
table are references describing the restricted expression of these genes. Table 2 lists
several known neuroglia markers such as GFAP, S100B, and SOX10 that are detected
in whole brain and to a lesser extent in the PFC tissue slice but not in the LMM-LPC
neurons. This observation indicates that the RNA contributions from glia and other
non-neuronal support cells of the brain are excluded from the sample obtained by
laser microdissection. To assess whether a reduction in sample heterogeneity was
achieved on a neuronal level, several neuronal markers specific to or enriched in the
cerebellum were evaluated. As expected, they were all detected in whole brain but
were not detected in the LMM-LPC PFC neurons. Additionally, they were not detected
in the PFC tissue slices except for ZIC1, which was detected at approx 40-fold lower
levels in two of three slice samples compared with whole brain. Combined, these
results strongly indicate a reduction in sample complexity has been achieved through
the use of LMM-LPC.

To determine whether an increase in the detection of neuronal specific gene expres-
sion was achieved with LMM-LPC, the signal intensities and detection values for a
number of genes known to be expressed in cortical neurons were compared across the
LCM, slice, and whole brain samples. Table 2 lists many examples of genes that are
detected at very low levels, if at all, when macrodissected prefrontal cortex or whole
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brain is profiled. However, in the LMM-LPC samples, the signal intensity observed for
these genes was increased compared with either whole brain or PFC tissue slice. Many
of these examples are in gene classes such as ion channels and G protein-coupled recep-
tors, which are generally difficult to detect using microarrays. Our localization results
are consistent with published reports using other techniques such as reverse transcrip-
tion-PCR, in situ hybridization, or immunohistochemistry (see Table 2, reference), and
they reinforce the claim that with the use of microdissection, increased microarray sen-
sitivity is achieved.

Discussion

Both examples detailed in this chapter demonstrate that a reduction in sample hetero-
geneity increases microarray detection sensitivity. Isolating RNA from defined cell popu-
lations with minimal cellular disruption led to more biologically meaningful expression
profiles. In the first example, the detection sensitivity for genes specific to leukoctyes
was increased when the majority of erythrocytes were removed. Removing the more
abundant erythrocytes significantly reduced the noise and complexity of the microarray
data. In the second example, microarray detection sensitivity for genes specific to pyra-
midal neurons was increased by laser microdissection of those specific cells from hetero-
geneous brain tissue. This technique, when combined with small-scale RNA isolation
and amplification, generated a robust gene expression profile from a distinct population
of approx 150 neurons.

To identify biomarkers from whole blood, the benefits of immediate RNA stabiliza-
tion in which all cells, including erythrocytes, are profiled must be weighed against the
improvement in microarray sensitivity when sample heterogeneity is reduced. For effec-
tive profiling of the leukocyte population, immature erythrocytes (reticulocytes) need to
be removed (mature erythrocytes are not a concern because they do not contain RNA).
Although reticulocytes constitute only 0.5–1.5% of the erythrocyte population (2), their
contribution to the RNA pool is significant because of the overwhelming prevalence of
erythrocytes compared with other cell types. The impact of erythrocytes to the total RNA
population is evident from the distinctive peak present in biotin-labeled cRNA targets
generated from whole blood. This peak constitutes approx 40% of the total cRNA popu-
lation and consists of erythroctye-specific messages, including TMOD1 (59), MPST (60),
LGALS5 (61), ALAS2 (62), and  and  globin, the most abundant signals in profiled
whole blood (Fig. 2). DNA microarray detection sensitivity is reduced by the overwhelm-
ing prevalence of reticulocyte message, which dilutes the contribution of leukocyte
mRNA to the overall expression profile.

Sample heterogeneity was reduced by selectively lysing the majority of erythro-
cytes; this raised leukocyte specific messages to detectable levels. Several leukocyte-
specific genes such as BAT1 (63) and EVL (64) were only detectable in the erythro-
cyte-lysed samples (Fig. 2), verifiying enrichment. Although the overall gene expres-
sion profile from multiple-lysed samples was well maintained (R2 = 0.97), the effi-
ciency of erythrocyte removal is not absolute and can introduce variability. In one of
our studies, significant expression differences were identified that resulted solely from
differences in erythrocyte contamination between the samples. To detect this problem,
a list of genes associated with rat erythrocytes was created (Table 1). Tracking changes
in the expression of these genes provides a quality control measure for erythrocyte
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contamination. By removing these genes from subsequent analyses, the introduction of
erythrocyte expression artifacts is avoided.

Because many blood biomarker discovery projects begin in rodent model systems, a
secondary aspect of our study was to adapt human blood RNA isolation procedures for
rat. For whole blood, both human and rat exhibited similar cRNA target profiles with a
prominent peak representative of erythrocyte-specific message. In an analogous study
using human samples, the expression profiles from whole blood were compared with
those from erythrocyte-depleted blood (Affymetrix Technical Note: An Analysis of
Blood Processing Methods to Prepare Samples for GeneChip Expression Profiling).
The results of this study agreed with those from the rat study; an overabundance of
erythrocyte-specific message in profiled whole blood was accompanied by a reduction
in microarray sensitivity. Despite the differences in species and in data analysis meth-
ods, several genes were identified as erythrocyte specific in both human and rat, includ-
ing SNCA, BCL2L1, and CSDA.

To improve microarray sensitivity from whole blood while maintaining the benefits of
immediate RNA stabilization, Affymetrix has developed a Globin Reduction Protocol
(Affymetrix Technical Note: Globin Reduction Protocol: A Method for Processing Whole
Blood RNA Samples for Improved Array Results). Oligonucleotides that hybridize to
human globin mRNAs ( 1, 2, and ) are added to whole blood total RNA. The RNA to
DNA duplex is then digested with RNase H, resulting in cleavage of the poly-A tail from
the globin mRNA, rendering it unamplifiable. GeneChip detection was greatly improved,
providing further support that overabundant erythrocyte messages are responsible for
microarray sensitivity loss in whole blood profiled samples.

The challenge in the second example was much greater: isolating a subpopulation of
neurons defined by their morphology and anatomical location within complex post-
mortem brain tissue. For this task, a different technology was used, laser microdissec-
tion. Specifically, LMM-LPC was used to isolate layer III BA9 cortical neurons. By
limiting cellular disruption during tissue freezing and fixation, RNA from the multi-
tude of neighboring neurons and nonneuronal support cells was stabilized. Thus, gene
expression data from these captured cells represent a more accurate physiological
“snapshot.” For our method to be useful in practice, many facets of the LMM-LPC,
RNA isolation, and amplification procedure were examined and optimized for small-
scale samples. For example, several methods for preparing RNA from small numbers
of cells were tested. RNA isolation methods using glass fiber spin columns performed
better than protocols where cells were lysed and RNA was precipitated from solution.
The Zymo Research Mini RNA preparation kit was finally chosen because it gave the
best RNA yields from small cell numbers. RNA was reliably recovered from as few as
40 cells (data not shown).

Given the unusually small sample size, the reproducibility of the technique was criti-
cal to evaluate. We wanted to determine whether starting amounts of RNA as low as 1
ng coupled with two rounds of T7 RNA polymerase based linear amplification would
significantly add to the inherent microarray variability commonly observed by our labo-
ratory and others (65). Data obtained from replicate LMM-LPC–amplified samples
showed a high degree of correlation, indicating that the method was highly reproduc-
ible (Fig. 3). These correlations were very close to those obtained from replicate ampli-
fications by using diluted aliquots of a control RNA, suggesting that the LMM-LPC
procedure itself does not add significant variability to the overall process. Note, our
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study did not address potential skewing of expression levels because of multiple rounds
of amplification, a problem customarily associated with this technique (66). We did
show that expression data were consistent when generated from RNA samples ampli-
fied by the same method.

Once our system was validated, we explored how microarray sensitivity is affected
by a reduction in sample heterogeneity. We found that 20 and 13% of the transcripts
profiled were detected in whole brain and tissue slices, respectively, but not in LMM-
LPC neurons. A detailed evaluation confirmed that these differences were largely attrib-
utable to genes with expression restricted to nonneuronal cell types such as GFAP and
SOX10 (Table 2). This finding verified the specificity of our LMM-LPC technique to
capture only the cortical pyramidal neurons of interest. Conversely, 10 and 14% of the
transcripts detected in LMM-LPC neurons were not detectable in cortical tissue slice or
whole brain, respectively. These transcripts were confirmed as neuronal specific by oth-
ers using techniques such as reverse transcription-PCR, in situ hybridization, or immu-
nohistochemistry (see Table 2, reference). Although presumably still present in the
broader tissue regions, their effective concentrations are raised to the level of detection
in the LMM-LPC neurons that lack competing signal noise from extraneous cell types.
More importantly, many of these transcripts were members of the ion channel and G
protein-coupled receptor gene families that are typically difficult to detect via
microarrays.

Capturing individual neurons is a laborious and time-consuming process. Most
experiments that couple laser microdissection with microarrays, use hundreds or thou-
sands of neurons (12,67). Recent studies have shown that capture of single neurons can
be successfully coupled to transcript profiling by using glass cDNA arrays and
fluorescently labeled targets (12). We have not yet established the lower limit of
microdissected cells required for use in our system. It is our intention to further drive
down the number of neurons required for use with the Affymetrix GeneChip platform
to increase our throughput. This approach will reveal additional issues, such as the
diversity of gene expression because of biological variability between tissue donors.

In this chapter, we detail two experiments in which we physically separated cells
from their milieu to produce a catalog of their gene expression. In each of the experi-
ments, efforts were made to maintain the native expression profile while reducing
sample complexity. Our intent is to further develop and evaluate methods that will
parse the cell populations with greater precision, to identify those cells that will yield
greater insight into CNS disease.
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Summary
Aging of the brain can lead to impairments in cognitive and motor skills and is a major risk

factor for several common neurological and psychiatric disorders, such as Alzheimer’s disease
and Parkinson disease. A better understanding of the molecular effects of brain aging may help to
reveal processes that lead to age-related brain dysfunction. With the need for tissue-specific aging
biomarkers, several studies have used DNA microarray analysis to elucidate gene expression
changes during aging in rodents and very recently in humans. The use of microarray chips allows
the assessment of thousands of genes simultaneously, and the identification of new biomarkers
involved in aging that may be potential therapeutic targets for pathological aging. Different qual-
ity parameters need to be examined mainly at the level of tissue collection, RNA extraction, and
sample preparation and processing. Moreover, the data sets resulting from microarray chips
experiments are usually complex and require increasingly powerful and refined computational
competences as well as new approaches and tools of analysis. Genomic studies usually follow a
pattern of analysis ranging from data extraction and statistical analysis, to gene selection and clas-
sification into specific pathways.

Key Words: Aging; brain; chips; gene expression; human; microarray.

1. Introduction
Although progress has been made understanding some of the cellular and molecular

mechanisms of neurodegenerative diseases, the mechanisms of normal aging are still
poorly understood and less subject to molecular analysis. To understand and measure
the aging process, several molecular studies have reported on short-lived organisms
such as Drosophila melanogaster (1), and Caenorhabditis elegans (2), and in nonhu-
man mammalians such as mice (3) and even monkeys (4,5). However, molecular char-
acterization of aging in humans, especially in the CNS, has been lacking and
complicated by limited availability of high-quality human samples.

Normal brain aging of the CNS in diverse mammalian species shares many features,
such as atrophy of pyramidal neurons, synaptic atrophy, decrease of striatal dopamine
receptors, cytoskeletal abnormalities, reactive astrocytes and microglia (6), and dete-
rioration in memory functions and personality disorders (7,8). Aging of the brain also
has been associated with instability of nuclear and mitochondrial genomes (9,10) and
leads to an increase of neuronal injury, reinnervation, and neurite extension and sprout-
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ing (11). Aging also leads to increases in inflammation-mediated neuronal damage
(12); oxidative damage to DNA, proteins, and lipids (13–15), and a stress response
characterized by the induction of heat-shock factors and other oxidative stress-induced
transcripts (16). Neuroimaging studies have reported age-related decreases in brain
volume and have suggested that the frontal lobes are the part of the brain most pro-
foundly affected by the aging process (17,18). It seems, moreover, that the dispropor-
tionate tissue loss in the frontal cortex strongly supports the frontal theory of cognitive
aging (19,20), which suggests that changes in frontal cortex structure, function, or both
are responsible for cognitive problems often seen in older people.

Research on age-related transcript alterations in each cell type is important in clari-
fying mechanisms of aging. Studies of gene expression profiling have the potential for
assessing thousands of genes simultaneously and for identifying components that may
be potential therapeutic targets for pathological aging. However, the data sets resulting
from microarray chips experiments are complex and require increasingly powerful and
refined computational competences as well as new approaches and tools of analysis.
The model of genomic studies analysis usually ranges from data extraction and statis-
tics, to gene selection and classification into specific pathways.

With the need for tissue-specific aging biomarkers, several studies have used DNA
microarray analysis to elucidate gene expression changes during aging in rodents
(11,16,21) and very recently in humans (14,15).

2. Molecular Characterization of Normal Aging
2.2. Oligonucleotide DNA Microarrays: Assets and Limitations

In a study of normal aging, we performed a postmortem molecular characterization
of two areas of the human prefrontal cortex, dorsolateral and orbital (BA9 and BA47)
of 40 subjects ranging from 13 to 79 yr old by using U133A microarray chips. DNA
microarrays allow the simultaneous analysis of gene expression patterns of whole ge-
nomes (22) and provide a means to analyze relatively small amounts of total RNA.
However, microarray chips also present some limitations, including a decreased sensi-
tivity to detect genes with low expression levels and the inability to measure posttrans-
lational modifications. The heterogeneity of the tissue studied (e.g., brain) is also an
issue; thus, it is very important to obtain high-quality samples.

Such arrays are synthesized based on sequence information and provide the possi-
bility of linking gene expression patterns and functional information available in public
genomic databases, thereby permitting a systematic investigation of gene involvement
and function in biological systems. Microarray technology relies on the semiquantitative
comparison of RNA abundance between samples, which are assumed a priori to repre-
sent changes in gene expression or activity of the cells. Accordingly, efforts in genome
sequencing and functional gene annotations are shifting the focus to a more integrated
and functional view of biological mechanisms. The large amount of data generated,
however, represent a considerable analytical challenge. New microarray analytical tools
are being developed and genomic information gets periodically updated, making the
structure of genomic data sets complex and dynamic. Currently, a large proportion of
the human genome can be surveyed on a single microarray (~47,000 genes and expressed
sequenced tags; U133 plus 2.0 Affymetrix GeneChip oligonucleotide DNA microarray).
On a single chip, each gene is probed by 16 to 20 probe pairs known as a probe set,
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consisting of 25-base pair oligonucleotides corresponding to different parts of the gene
sequence. In a probe pair, a perfect match oligonucleotide corresponds to the exact
gene sequence, whereas the mismatch oligonucleotide differs from the perfect match
by a single base in the center of the sequence. The use of probe pair redundancy to
assess the expression level of a specific transcript improves the signal-to-noise ratio
(efficiencies of hybridization are averaged over multiple probes), increases the accu-
racy of RNA quantification (removal of outlier data), and reduces the rate of false
positives. The intensity information from these probes can be combined in many ways
to get an overall intensity measurement for each gene, but there is currently no consen-
sus as to which approach yields more reliable results.

2.2. Assessment of RNA Quality and Postmortem Factors

Studies including human subjects are often difficult to control compared with other
organisms or cultured cell lines, because of their environment and their medical his-
tory. For example, before starting any genomic study, all the major sources of variation
in gene expression in postmortem brain samples should be characterized. A critical
variable in the analysis of gene expression in human pathology lies in the quality of the
tissue samples examined. The RNA extraction, microarray sample preparation, and
quality control procedures are performed according to the manufacturer’s protocol
(http://www.affymetrix.com). The integrity and purity of mRNA in the samples can be
assessed by optical densitometry, by gel electrophoresis, and by the ratio of hybridiza-
tion signal that is obtained between the 3' and 5' mRNA ends for control genes (3'/5'
ratio for actin and glyceraldehyde-3-phosphate dehydrogenase on oligonucleotide
microarrays). A ratio close to 1 indicates low or absent mRNA damage. The use of the
Agilent Bioanalyzer is also a fast and easy way to obtain reliable information about
RNA quality (www.agilent.com/chem/labonchip). Microarray quality parameters
include control of the noise (Raw Q) to be less than 5, a background signal less
than 100, a consistent scaling factor, and a consistent number of genes detected as present
across arrays.

We have sought to restrict our studies only to well-characterized samples in which
the subjects were psychologically characterized, with negative neuropathology and
toxicology. A neuropathological examination, including thioflavine S or immunohis-
tochemical stains for senile plaques and neurofibrillary tangles, was performed on fixed
tissue samples: several cases contained plaques or neurofibrillary tangles, but never in
sufficient numbers to indicate a diagnosis of Alzheimer’s disease. The brain samples
examined also were limited to sudden death cases to eliminate or reduce the potential
confound of the agonal state, and they were analyzed for pH to obtain an index for
qualifying RNA integrity. No correlation between sample variability and brain pH and
postmorten interval (PMI) indicated a high RNA integrity and quality. The PMI was
kept to less than 24 h. Microarray studies performed on human subjects with agonal
conditions such as coma, hypoxia, hypoglycemia, and the ingestion of neurotoxic sub-
stances at time of death, reported a significant effect on RNA integrity and gene
expression profiles (23). Another study showed that samples with low pH displayed
decreased expression of genes implicated in energy metabolism and proteolytic activi-
ties, and increased expression of genes relating to stress response and transcription
factors (24).
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Likewise, a population-based sample will reflect the racial constitution of the region
from which the sample is collected. Our sample was variably made up of Caucasians,
African Americans, Hispanics, and Asians. Males were included or excluded with the
same criteria as females: males (n = 30) did not differ significantly from females (n =
9) on age, race, PMI, or brain pH. PMI, brain pH, and race did not correlate with RNA
quality and gene expression (25). The cause of death in the sample included suicide,
which in itself could be associated with gene expression abnormalities. However, we
found no evidence for molecular differences that correlated with depression or suicide
(26). Therefore, the effect of age on gene expression was analyzed across all samples
combined in one group, thereby increasing our analytical power (15).

2.3. Data Extraction: Use of Sex Chromosome Genes as Internal Controls

To extract and combine probe information, alternative algorithms have been recently
described. However, the reliability of these approaches has been limited to analysis
based on few synthetic internal control genes. Once gene expression levels have been
determined, the issue of multiple comparisons in statistical testing of large number of
genes (thousands of genes) in a comparatively small number of samples (generally
from two to less than a hundred) arises. One approach commonly used to avoid this
issue sets empirical statistical thresholds for expression level, fold change between
samples, and significance levels, based on a small number of internal controls that are
added either during processing or before hybridization of the samples onto microarrays.
To assess microarray data extraction procedures and develop specific and sensitive
statistical analysis, we developed the use of sex chromosome genes as biological inter-
nal controls (25) to compare alternate probe-level data extraction algorithms. Sexual
dimorphism originates in the differential expression of X- and Y-chromosome—linked
genes. The expression of Y-chromosome genes is not restricted to the testes, and sev-
eral genes are expressed in the male CNS (27), although their function outside the
testes is unknown. In our analyses of gene expression, we have compared three analyti-
cal tools to assess microarray data quality and to establish statistical guidelines for
analyzing large-scale gene expression: Microarray Suite 5.0 (MAS 5.0) Statistical
Algorithm from Affymetrix (Santa Clara, CA), Model Based Expression Index (28),
and robust multiarray average (RMA) (29). The three methods were tested on our brain
genomic data set by using transcripts from Y-chromosome genes as internal controls
for reliability and sensitivity of signal detection. The results identified probe sets with
significant sex effect in both brain areas and showed that RMA-generated gene expres-
sion values were markedly less variable and more reliable than MAS 5.0 and Model
Based Expression Index-derived values (25).

2.4. Statistical Analysis and Gene Selection

In microarray studies, the different steps include probe intensity extraction and sta-
tistical and bioinformatics analyses. Our human brain samples were hybridized onto
Affymetrix U133A microarrays (22,283 probe sets). Signal intensities were extracted
with the RMA algorithm (29).

Univariate statistical tests were used to assess correlations between gene expression
levels and age of subjects. To further reduce and refine the genes’ list for analysis, we
removed genes with low expression (i.e., expressed in 10% or fewer samples) or with a
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coefficient of variation below 2% (based on a log 2 scale). These criteria were selected
based on the argument that genes with low expression or low variability cannot yield
relationships with the age variable of interest or contribute to the group variability. In
our study of aging genes, this still left 11,546 genes for statistical testing. We com-
puted significance values for Pearson correlation coefficients, measuring linear [log
2(age) and log 2(signal)] and exponential [age and log 2(signal)] relationships between
age and gene expression. The p values were adjusted for multiple testing by the
Benjamini–Hochberg method for controlling the false discovery rate (30) with an experi-
ment-wise false discovery rate at 5%. A multifactorial analysis including demographic
(age, sex, and race), clinical (psychiatric diagnostic), sample (pH and PMI), and array
parameters also was performed on the 20 most affected probe sets per brain area to
confirm the strong effect of age. Not surprisingly, age explained more than 50% of the
variation, whereas other variables (e.g., pH and PMI) explained only 1–2%, array
parameters explained approximately 1–7% of the variation depending on the brain
area. Our gene selection led to a list of 588 age-affected probe sets. They were clus-
tered using Cluster and Treeview software (31), and a consistent effect of aging
throughout the prefrontal cortex was observed (15).

2.5. Gene Expression Validation

Validation of altered gene expression detected by microarray can be performed by
real-time PCR or in situ hybridization to look at transcription level changes, and by
Western blot analysis, receptor autoradiography, or immunohistochemistry for protein
expression confirmation.

Real-time PCR is a very sensitive technique that allows the detection of product
amplification during the PCR by measuring the online incorporation of fluorescence
that is either incorporated or released by an internal probe. In the linear range of ampli-
fication, the amount of PCR products is directly correlated with relative levels of
mRNA and can therefore be used to compare expression levels either between different
genes in the same sample or between same genes across different samples. In situ
hybridization allows the cellular localization of the corresponding RNA: brains are
cut on a cryostat and mounted onto glass slides and stored at –80oC until hybridized
with a specific radioactive probe.

Western blot analysis permits the quantification of the corresponding protein; how-
ever, it does not give information about its localization. Quantitative receptor autoradiog-
raphy can be used to determine the presence and to quantify the selected corresponding
protein. Immunohistochemistry allows cellular localization of the selected protein from
fixed tissue samples.

Finally, another alternative to study gene expression alterations at the protein level
is proteomics. Protein microarrays include high-resolution 2D electrophoresis and mass
spectrometry and are performed to isolate the proteins in a first step and then to identify
them and determine their modifications.

2.6. BioInformatics

Computational methods have increasing impact because data are more complex, and
large-scale methods for data generation become more prominent. To answer some of
the biological questions and improve the overall understanding of cellular and molecu-
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lar mechanisms, refined models and softwares are developed. Genes and gene products
do not function independently but instead are interrelated into networks and molecular
systems. For example, it is more consistent to analyze groups or families of genes than
to analyze genes individually.

One of the methods applied for this purpose is the gene “functional class scoring”
method that examines the statistical distribution of individual gene scores among all
genes in the gene ontology class (32) and does not involve an initial gene selection step
(33). This method assigns scores to classes or groups of genes and allows determina-
tion of the effect of age on these groups or families of genes.

Another way of classification into cellular and molecular pathways is provided by a
few types of software such as the Pathway Assist software (Iobion Informatics LLC,
La Jolla, CA), the Ingenuity Pathways Analysis software (Ingenuity Systems, Inc.,
Redwood City, CA) (Fig. 1), or the geWorkBench software (http://amdec-bioinfo.cu-
genome.org) to look at biological association networks and biological interactions.

3. Aging Is a Continuous and Specific Process Throughout Adult Life
3.1. Continuous Effect of Age

Following the analytical steps described above, we identified progressive changes
in expression of many genes. Using our approach, we confirmed gene expression alter-
ations at the transcriptome level in two areas of the prefrontal cortex in a large cohort

Fig. 1. Visual representation of a gene network using Ingenuity Pathways Analysis software.



Biomarkers of Normal Brain Aging 89

of human subjects (15). Our cross-sectional study in subjects covered a 66-yr age range
(13–79 yr) and suggested a continuous process of aging in the brain as reflected by
changes in gene transcriptome during adult life. Age-related transcriptional changes
were robust and highlighted by many genes being similarly affected across two pre-
frontal cortex areas in a heterogeneous group of human subjects (15). We found that
the most age-affected gene family reported to the structure and function of nervous
system involving genes implicated in synaptic transmission and signal transduction.
Another well-represented gene family was related to cellular defenses and included
genes implicated in inflammatory response, oxidative stress, and response to injury.
Increased expression in genes and gene families associated with inflammation and
oxidative stress, and decreased expression in genes involved in synapse function and
integrity support the notion of loss in the functional capacity of neurons with age
(15). Our results confirmed studies reporting early onset and continuous rates of mor-
phological changes (34) and subtle cognitive decline (35,36) across the life span. They
also were consistent with gene expression profiling studies of the aging hippocampus
in rodents, describing progressive transcriptional changes between young, middle-aged,
and old animals (37). The transcriptional changes in the aging human prefrontal cortex
that we found confirm other studies done at the level of the transcriptome (14,38) and
show an unbiased report of the molecular and cellular mechanisms during aging.
Unlike transcriptome analyses, protein microarrays are more limited in the number
of peptides identified, and they do not offer overviews of cellular functions. Nonethe-
less, although RNA levels may not always correlate with protein levels, numerous stud-
ies confirm our RNA results during aging at the protein or function levels, including,
among others, astrocyte markers (glial fibrillary acidic protein [GFAP]; 6), S100B (39),
neurotransmitter receptors (HTR2A [40–43], ADRA2A [44]), Ca2+-binding proteins
(CALB1/2; 45), enzymes (monoamine oxidase B [MAOB] [46], CA4/10 [47]), and
trophic factors (insulin-like growth factor 1, reviewed in ref. 48, CLU [49]; NTRK3
[50]). Gene expression alterations associated with cell signaling and transduction
showed increased expression of growth factors, and decreased expression of most
genes implicated in Ca2+ homeostasis and regulation, such as calbindin, the calcium
channels, decreased expression of channels such as GABRA5, potassium and sodium
channels, decreased expression of G protein-coupled receptors, neuropeptides, kinases,
and phosphatases. Upregulated genes were linked to increased proinflammatory state
(GFAP, complement components, and cytokines), increased oxidative stress and DNA
damage (MAOB and GPX3), and antiapoptotic effort in the aging brain (BCL2, CLU,
and BAD; see Table 1).

4. Summary and Conclusions
We have developed statistical and analytical approaches for microarray analysis.

We demonstrated the use of sex genes as biological internal controls for genomic analy-
sis of complex tissues. We also suggested analytical guidelines for testing alternate
oligonucleotide microarray data extraction protocols and for adjusting multiple statis-
tical analyses of differentially expressed genes.

We have applied these analytical approaches to study gene expression alterations in
the human brain during aging, and we reported data suggesting an extensive and selec-
tive reorganization of glial and neuronal functions during aging, for which we provide
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Table 1
Age-Related Gene Expression Alterations a

Affymetrix Gene FC old vs FC old vs
probe set symbol Gene name young-BA9 young-BA47

Structure and function of neuron/glia and synapse

205625_s_at CALB1 Calbindin 1, (28 kDa) –2.28 –2.40
215531_s_at GABRA5 -aminobutyric acid (GABA)A –1.86 –1.73

receptor, 5
208482_at SSTR1 Somatostatin receptor 1 –1.49 –1.34
209372_x_at TUBB Tubulin,  polypeptide –1.43 –1.23
211616_s_at HTR2A 5HT2A receptor –1.43 –1.69
205823_at RGS12 Regulator of G protein signalling 12 –1.41 –1.35
209869_at ADRA2A Adrenergic, -2A-, receptor –1.40 –1.38
200951_s_at CCND2 Cyclin D2 –1.36 –1.24
221730_at COL5A2 Collagen, type V, 2 –1.33 –1.53
207767_s_at EGR4 Early growth response 4 –1.33 –1.22
211651_s_at LAMB1 Laminin,  1 –1.27 –1.23
202154_x_at TUBB4 Tubulin, , 4 –1.22 –1.05
204685_s_at ATP2B2 ATPase, Ca2+ transporting, –1.17 –1.26

plasma membrane 2
211577_s_at IGF1 Insulin-like growth factor 1 –1.17 –1.16

(somatomedin C)
211535_s_at FGFR1 Fibroblast growth factor receptor 1 1.24 1.26
212205_at H2AV Histone H2A.F/Z variant 1.27 1.03
204041_at MAOB Monoamine oxidase B 1.27 1.28
201302_at ANXA4 Annexin A4 1.32 1.33
212244_at GRINL1A Glutamate receptor, ionotropic, 1.33 1.15

N-methyl-D-asparate-like 1A
205117_at FGF1 Fibroblast growth factor 1 (acidic) 1.38 1.49

Cellular defenses

217767_at C3 Complement component 3 –1.77 –1.46
203104_at CSF1R Colony-stimulating factor 1 receptor –1.61 –1.58

(Macrophage)
1861_at BAD BCL2-antagonist of cell death –1.33 –1.13
203414_at MMD Monocyte to macrophage differentiation- –1.31 –1.33

associated
219825_at P450RAI-2 Cytochrome P450 retinoid metabolizing –1.27 –1.51

protein
204897_at PTGER4 Prostaglandin E receptor 4 (subtype EP4) –1.22 –1.26
218336_at PFDN2 Prefoldin 2 1.01 1.15
204440_at CD83 CD83 antigen 1.16 1.08
201896_s_at DDA3 p53-regulated DDA3 1.20 1.26
214428_x_at C4A Complement component 4A 1.24 1.57
222043_at CLU Clusterin (complement lysis inhibitor) 1.30 1.31
203685_at BCL2 B-cell CLL/lymphoma 2 1.32 1.48
206118_at STAT4 Signal transducer and activator 1.37 1.36

of transcription 4
205830_at CLGN Calmegin 1.42 1.22
203540_at GFAP Glial fibrillary acidic protein 1.77 1.88
a Increased or decreased expression of some selected genes related to the “structure and function of neuron/

glia and synapse” and “cellular defenses” families during aging. Significant chnages are shown in bold for the
two areas of the prefrontal cortex.

BA9, BA47: Brodmann areas 9 and 47; FC, -fold change old vs young subjects.



Biomarkers of Normal Brain Aging 91

putative molecular markers. The transcriptional correlates of aging seem to implicate
less than 10% of all genes in the brain. This number could be explained by mRNA
differences restricted to small number of cells being considerably diluted and impos-
sible to differentiate in the overall RNA pool extracted from whole brain areas.
Although we did not assess changes in protein levels, modifications, functions, or
their combinations, our results support the notion that aging correlates with very spe-
cific molecular changes in the brain, as opposed to widespread and nonspecific alter-
ations. The age-related transcriptional changes begin early in adulthood, are continuous
throughout adult life, and suggest the possibility of early identification of mechanisms
that are either preventive or detrimental to age-related brain functions.

Large-scale RNA monitoring methodologies have reached a level that make them
amenable to the study of complex diseases in the CNS; however, functional annota-
tions, bioinformatic analysis, and other developing experimental platforms such as pro-
tein arrays are rapidly expanding the scope of current genomic studies.
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Gene Expression Profiling
for Biomarker Discovery

Kazuhiko Uchida

Summary
The DNA microarray is a powerful method used to detect global expression of genes under-

stand the physical status of cells. Since this technology was established, it has been applied to
many fields of medical investigation. Many types of tumors have been analyzed, and correlations
have been found between gene expression profiles and biological characteristics such as invasion
metastasis, and prognosis. Quantitative analysis of tumor-specific gene expression has revealed
that altered gene expression is associated with the pathology and the altered biological function of
cancer cells. This chapter describes the clinical application of microarrays (bioarrays) for the iden-
tification of potential diagnostic markers for cancer by measuring tumor-specific expression of
thousands of genes. Expression profile analysis using a microarray followed by protein expression
analysis is useful for the development of molecular biomarkers for cancer diagnosis.

Key Words: Biomarker; gene expression; microarray; quantitative PCR; protein expression;
proteome.

1. Bioarray and Clinical Applications

1.1. Technology Platform

Since microarrays have been developed, several technological modifications and
novel technology platforms have been reported. In the late 1990s, the cDNA microarray
and Affymetrix GeneChip (Affymetrix, Santa Clara, CA) were two major microarray
platforms. The cDNA microarray consists of more than 10,000 cDNAs, including
expressed sequence tag clones. A GeneChip is prepared by on-chip generation of
oligonucleotides. Completion of the Human Genome Project accelerated the develop-
ment of a new generation of microarray and the application of this powerful technol-
ogy to many research fields. Although nearly 3,000 research publications have been
documented, the clinical application of this technology to diagnosis has just launched.
In an era of personalized medicine, microarray technology will contribute to advances
in diagnosis as well as prognosis prediction. Additionally, microarray will contribute
to the development of new therapies, because it will aid in the understanding of dis-
eases at the molecular level.
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1.1.1. Bioarray for Transcriptome

1.1.1.1. OLIGONUCLEOTIDE MICROARRAYS

Oligonucleotide microarrays are the most conventional type of microarray. The five
major microarray suppliers are Affymetrix (Santa Clara, CA) (http://www.affymetrix.
com/) (1); Agilent Technologies (Palo Alto, CA) (http://www.chem.agilent.com/) (2);
CodeLink™, GE Healthcare (Little Chalfont, Buckinghamshire, United Kingdom)
(http://www4.amershambiosciences.com/APTRIX/upp01077.nsf/Content/codelink_
bioarray_system) (3); Illumina, Inc. (San Diego, CA) (http://www.illumina.com/) (4);
and NimbleGen Systems Inc. (Madison, WI) (http://www.nimblegen.com/) (5).
Affymetrix and NimbleGen Systems Inc. are on-chip synthetic oligonucleotide arrays.
The NimbleGen array is used only for custom analysis service. Illumina, Inc. provides
Oligator® oligonucleotide manufacturing and BeadArray™ platform technologies, and
Agilent and CodeLink are glass array on which synthetic oligonucleotides are spotted.

1.1.2. cDNA Microarrays

A cDNA microarray is made by spotting cDNA PCR product on a glass slide or
membrane. In earlier work on gene expression analysis by microarray, cDNA
microarray is used. For example, these in-house microarrays are made as follows (6,7).
To produce these microarrays, human cDNA is obtained from a cDNA supplier, such
as Research Genetics (Invitrogen, Carlsbad, CA). The cDNA insert is amplified by
standard PCR protocols by using the primer sets. The amplified clones are purified and
then spotted onto nylon membranes or slide glass by an arrayer.

At the beginning of microarray research, commercial oligonucleotide arrays were
expensive for general use in research. Although the cDNA microarray can be prepared
in the laboratory, the preparation and handling of cDNA is labor-intensive and the total
cost is expensive.

1.1.3. DNA Analysis

1.1.3.1. OLIGONUCLEOTIDE MICROARRAYS

Oligonucleotide microarrays make it possible to genotype many thousands of single-
nucleotide polymorphisms in large numbers of individuals. Recently, hybridization-
based genotyping has enabled researchers to identify genes linked to several diseases.
A single hybridization can analyze more than 100,000 single-nucleotide polymor-
phisms distributed across the human genome (8).

The chromatin immunoprecipitation (ChIP) DNA microarray Chip also has been
recently used for the analysis of transcription regulation sites (9). By ChIP followed by
PCR, DNA that coprecipitates with transcription factors is amplified, and this tran-
scription factor-binding DNA is hybridized with an oligonucleotide array. For a com-
prehensive analysis of the transcription regulating sites, a tiling array that covers all of
the nucleotide sequence of human genome is required.

1.1.3.2. DNA MICROARRAYS

The amplification of oncogenes, deletion of tumor suppressor genes, or both,
together with gene dysfunctions caused by point mutations, are the main causes of
cancer (10,11). Alterations in DNA copy number, which occur when genes are deleted
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or amplified, can be assayed by arrayed bacterial artificial chromosome clones or DNA
oligonucleotide arrays (12). Recently, the GeneChip® Mapping Assay (Affymetrix) is
applied for linkage analysis, population genetics, and chromosomal copy number
changes during cancer progression (13).

1.2. Clinical Applications in Cancer Treatment and Diagnosis

As shown in Fig. 1, the purpose of biological and biomedical research is to explain
the phenotype of a cell or organism. What determines the fate of a cell to die or stay
alive after exposure to genotoxic agents? What is the mechanism of transformation that
is responsible for the regulation of cell proliferation, histology, and the malignant
potential for metastasis and invasion? Approaches using technology platforms based
on the genome, transcriptome, and proteome try to address these questions.

Cancer phenotype analysis has been performed by several groups (2,6,14). The capac-
ity of cancer cells for invasion and metastasis to other tissues is an important characteris-
tic that can be used to determine appropriate cancer therapies as well as patient
prognosis. Reports of profiling have found correlations to invasion and metastasis by
using microarrays in colorectal cancer (15), lung cancer (14), and breast cancer (2).
Renal cell carcinoma (RCC) shows various clinical behaviors; currently, surgical
modalities are the only effective therapy against this cancer. Global expression pro-
filing of RCC has been analyzed with cDNA microarray technology (16,17). Wilhelm
et al. (18) reported that array-based comparative genomic hybridization was capable of
differentially diagnosing an RCC from a benign renal tumor on the basis of their
genetic profiles (18). Ami et al. (7) showed that several genes were up-regulated in
cell lines from metastatic lesions. Transgelin, which is reportedly involved in cell pro-

Fig. 1. Genotype and phenotype correlation. Genotype includes DNA sequence variation,
DNA copy number alteration (gene amplification and deletion), gene expression, and protein
expression. These genetic and genomic changes resulting protein expression and function lead
phenotypic changes in cells.
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liferation and migration, was upregulated in a metastatic lesion, SKRC-52, with a
unique spindle-shaped morphology. These unique profiling patterns of gene expres-
sion clearly correlated with cell morphology and metastatic potential.

2. Microarrays for Molecular Biomarker Discovery

2.1. Biomarkers for Diagnosis

2.1.1. Circulating Cancer Cells in Peripheral Blood

Tumor-specific molecular markers that identify circulating cancer cells in periph-
eral blood or tumor-associated proteins in serum are useful for early diagnosis, progno-
sis prediction, or both. Sensitive diagnostic methods that can detect cancer in an early
stage (when it is difficult to detect with imaging diagnostic devices such as computed
tomography and ultrasonography) improve the curability of cancer and have a major
impact on the choice of therapeutic strategies.

Many types of tumor markers have been identified. Some of these markers, such as
-fetoprotein, carcinoembryonic antigen, CA19-9, CA125, and prostate-specific anti-

gen (PSA), have become clinically useful. These tumor markers are probably not
tumor specific, tissue specific, or both, and some of them have a broad spectrum in
cancers (19). Although the combination of tumor marker examination and clinical
examination has improved the diagnosis of cancers, no potential tumor markers that
identify cancer in the early stage have been identified. To identify patients with cancer
in the early stage, more sensitive and reliable tumor markers are required.

PCR and reverse transcription-PCR (RT-PCR) for tumor-specific proteins, tissue-
specific proteins, or both to detect circulating cancer cells in peripheral blood have
been attempted in patients with leukemias (20), prostate cancer (21), and hepatocellu-
lar carcinoma (22). Recently, a relationship between prognosis and circulating cancer
cells has been reported (23). The identification of circulating cancer cells in peripheral
blood from patients in an early clinical stage is an ideal diagnostic method because of
its high sensitivity.

In spite of many trials, useful tumor-specific transcripts have not been identified.
PSA expression was formerly thought to be prostate specific. The PSA level in serum
has become one of the most useful molecular biomarkers. However, PSA mRNA has
been detected in nonprostate cells, including normal blood cells as well as various
tumors such as breast cancer, lung cancer, and ovarian cancer (24). The enhancement
of sensitivity compromises specificity. So, the identification of “real” tissue specific-
ity, tumor specificity, or both is potentially important. Screening tumor-specific gene(s)
by microarray to establish the molecular diagnosis of cancer at an early stage requires
the identification of genes that are expressed in cancer cells, but not in normal cells or
noncancerous tissues (Fig. 2).

2.1.2. Diagnostic Molecular Marker for Thyroid Cancer

2.1.2.1. GENE EXPRESSION OF THYROID CANCER

Papillary thyroid carcinoma (PTC) is the most common type of malignant thyroid
tumor, representing 80–90% of all thyroid malignancies. Papillary, follicular, and ana-
plastic thyroid carcinomas arise from follicular cells; medullary thyroid carcinomas
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arise from the parafollicular epithelium of the thyroid. PTC is usually well differenti-
ated; however, the clinical behavior of PTC varies widely. For example, incidental
microcarcinomas grow very slowly and are noninvasive or minimally invasive. In con-
trast, invasive PTC with metastasis can be lethal. PTC often recurs many years after
surgical removal. The prognosis for PTC is often favorable; however, approximately
20% of PTC tumors recur (25), and some reach advanced stages. Postoperative follow-
up for diagnosing recurrence is important for a favorable outcome. Serum thyroglobu-
lin has been monitored by immunoassay to detect the recurrence of differentiated
thyroid carcinoma. However, measurement of serum thyroglobulin is sometimes hin-
dered by the presence of circulating factors and residual normal thyroid gland tissue
producing thyroglobulin (6). Thus, a reliable diagnostic molecular marker for PTC
would be extremely valuable for improving cancer detection and the prognosis of patients
with PTC.

Fig. 2. Identification of tissue-specific and cancer cell-specific gene expression by
microarray.
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2.1.2.2. MICROARRAY AND QUANTITATIVE PCR OF PTC

A common approach for identifying circulating cancer cells in peripheral blood is
the RT-PCR method for amplifying tumor-specific mRNA (20–22). Another pos-
sible approach is to measure abnormal or ectopic tissue-specific gene expression in
peripheral blood. Although RT-PCR detection of a marker for circulating cancer cells
in peripheral blood would be a powerful noninvasive method, a reliable marker for
PTC has not yet been identified.

cDNA microarrays provide a powerful method to quantitatively analyze cancer-
specific gene expression. These microarrays can detect altered gene expression asso-
ciated with the pathology or altered biology of cancer cells. As shown in Fig. 3, gene
expression profiles clearly discriminate PTC to normal thyroid and peripheral blood
lymphocytes. Most of the PTC samples are clustered in one group, and the normal
thyroid samples are clustered in another group. A cDNA microarray can be used to
identify potential diagnostic markers for cancer by measuring tumor-specific expres-
sion of thousands of genes in hundreds of tumors. Yano et al. (6) showed that candi-
date genes for diagnostic markers also could be characterized by analyzing the gene
expression profiles of a small number of cancer tissues in combination with addi-
tional large-scale immunohistochemical analysis of protein expression (6). Figure 4
shows genes overexpressed in PTC but not in normal thyroid and peripheral blood
cells. The potential biomarker candidates were included in these genes. The
upregulated genes in PTC compared with normal thyroid are summarized in Table 1.

2.1.2.3. IMMUNOHISTCHEMICAL CONFIRMATION OF BIOMARKERS

By analysis of cancer-specific protein expression in PTC, basic fibroblast growth
factor (bFGF) and platelet-derived growth factor (PDGF) were identified as poten-
tial diagnostic tools for cancer. Before the use of bFGF and PDGF as diagnostic
molecular markers, the expression of these proteins needed to be immunohisto-
chemically examined in thyroid tissues. Table 2 summarizes the results of an immu-
nohistochemical analysis of protein expression in 55 differentiated PTCs, 4 follicu-
lar variant PTCs, 6 follicular thyroid carcinomas (FTCs), 5 hyperfunctioning thyroid
tissues, 11 benign thyroid neoplasms, and 10 normal thyroids. These samples in-
cluded the tissues analyzed by microarray. Thirty-four of 59 (54%) PTCs were posi-
tive for bFGF, whereas none of the 10 normal thyroids was positive for bFGF.

Fig. 3. (opposite page) Clustering diagram for human 3968 genes in thyroid cancer and
normal or noncancerous diseases of the thyroid. Expression profiles were analyzed for seven
Papillary thyroid carcinoma (PTC) samples and seven normal thyroid samples, including three
pairs of normal/tumoral thyroid tissues. The cutoff for differential expression associated with
PTC was set at twofold. Clustering analysis was performed using the model-based approach
with GeneSpring™ software (Agilent Technologies). Genes with similar expression patterns
are clustered together. Each horizontal block represents a single gene. The color scale corre-
lates color with relative expression. The basal expression of each gene is represented in yellow.
A shift toward red indicates an increase in expression, whereas a shift toward blue signifies a
decrease in expression.
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Table 1
Upregulated Genes in Papillary Thyroid Carcinoma
Compared With Normal Thyroida

Cell cycle control proteins Tetracycline transporter-like protein
Cyclin H, cyclin D1, SPHAR gene for cyclin-related protein
Heme oxygenase (decycling) 1

Oncogene v-raf, putative oncogene, vav2

V-rel avian reticuloendotheliosis viral oncogene

Growth factor FGF, VEGR-B, PDGF, placental growth factor

BMP5, TGF, -induced

FHF-1, hepatocyte growth factor-like protein

Growth factor receptor bFGF receptor, FGF 4 receptor

Insulin-like growth factor 1 recetor, growth factor bound

protein

Phosphatase Inositol polyphosphate phosphatase-like protein 1

Nuclear dual-specificity phosphatase
MAP kinase phosphatase, M-phase inducer phosphatase 2
Inositol polyphosphate 4-phosphatase
Protein phosphatase-1 inhibitor, protein-yrosine phosphatase
L-3-phosphoserine-phosphatase

BMP, bone morphogenic protein; FGF, firbroblast growth facotr; MAP, mitogen-activated protein;
PDGF, platelet-derived growth factor; TNF, tumor necrosis factor; VEGF, vascular endothelial growth
factor.

a List of genes is not exhaustive.

Table 2
Overexpression of Basic Fibroblast Growth Factor (bFGF)
and Platelet-Derived Growth Factor (PDGF) in Thyroid Tissues

Tissue bFGF (%) PDGF (%)

Normal thryoid 0/10a (0) 0/10 (0)

Hyperfunctioning tissue 3/5 (60) 1/5 (20)
Multinodular goiter 2/6 (33) 0/6 (0)

Adenoma 2/5 (40) 0/5 (0)

Papillary carcinoma (well-differentiated) 30/55 (55) 45/55 (82)
Papillary caricinoma (follicular variant) 2/4 (50) 3/4 (75)

Follicular carcinoma 4/6 (67) 6/6 (100)

a Number of samples with positive staining/total number of samples, including the seven cases stud-
ies by DNA array analysis.
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Fig. 5. Overexpression of PDGF in papillary thyroid carcinoma (PTC). Strong staining for
anti-platelet-derived growth factor (PDGF) antibody is observed only in tumor cells of PTC
(A,B). The parafollicular cells of hyperfunctioning thyroid tissue showed a weakly positive
immunoreaction (C). Follicular adenoma (D) and normal thyroid (E) are negative for PDGF
immunostaining. Positive staining for anti-PDGF antibody is observed in cytological speci-
mens from PTC obtained by fine needle aspirating biopsy (F). Original magnification, 3400.

Positive staining for bFGF also was observed in hyperfunctioning thyroid tissues and
benign neoplasms. As shown in Fig. 5, thyroid neoplasms PTC and FTC showed
increased proportions of positive immunostaining for PDGF; 48 of 59 (81%) cases of
PTC, and 6 of 6 (100%) cases of FTC were positive for PDGF. In contrast, follicular
cells in normal thyroid tissue from multinodular goiters and adenomas were negative
for PDGF immunostaining. Immunochemical analysis also showed that neoplastic
cells retrieved by fine needle aspiration biopsy were immunoreactive for PDGF.
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These studies demonstrate that microarray technology can be used to develop mo-
lecular markers for cancer diagnosis. Some, not all, of the genes shown to have strong
expression might be used as serum tumor markers for cancer.

3. Prospects for Gene Expression Profiling in Clinical Use

Accumulating data indicate the importance of global examination of gene expres-
sion and protein expression. The protein microarray as well as DNA microarray may
become potential diagnostic tools (26). In addition to transcriptome, proteome, and
peptidome analyses with technological breakthroughs may lead to the successful isola-
tion of a tumor marker with high sensitivity and high specificity. These data also may
improve our understanding of carcinogenesis. In the near future, expression profiling
diagnosis may be used clinically for several types of diseases.
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Array-Based Comparative Genomic Hybridization
Applications in Cancer and Tuberculosis

Murali D. Bashyam and Seyed E. Hasnain

Summary
There has been a huge increase in DNA sequence data during the past decade from various bio-

logical systems. Most notably, completion of human and several pathogen genomes has enabled us
to apply several high-throughput technological innovations to understand the human disease pro-
cess. This chapter deals with one such technology, i.e., array-based comparative genomic hybrid-
ization (aCGH). Genomic alterations have long been implicated in several disease processes,
including cancer. Earlier techniques such as conventional karyotyping, G-banding, FISH, and so
on, either suffered from a lower resolution or were prohibitively expensive for whole genome
coverage. The comparative genomic hybridization technique was the first step towards whole
genome profiling of genomic amplifications and deletions; however, it could at best offer a
resolution of approx 10–20 Megabases (Mb). The advent of the microarray technology during the
later part of the 1990s has enabled the high-resolution mapping of genomic alterations at a high
resolution (< 1 Mb). The present chapter discusses the aCGH technology and its use in studying
cancer and Mycobacterium tuberculosis infection.

Key Words: Array-based comparative genomic hybridization; aCGH; microarray; gene amplifi-
cation; homozygous deletion; oncogene; tumor suppressor gene.

1. Introduction
In the recent history of modern biology, technological inventions and innovations

have revolutionized the pace and quality of biomedical research. Automation of DNA
sequencing has enabled the complete sequencing of the genomes of >260 archaeal,
bacterial, and eukaryotic organisms during the past decade, and several more genome
projects are nearing completion (www.tigr.org, http://www.cbs.dtu.dk/services/
GenomeAtlas and www.ncbi.nlm.nih.gov/genomes/index.html). It is important to use
this vast information to answer questions related to basic cellular processes such as
growth, differentiation, and response to environmental changes; infections and genetic
diseases and disorders; and aging; drug therapy, and molecular medicine. Thus, it is
not only important to determine the function of all genes that are discovered from the
genome sequence but also to understand how various genes perform these functions
involving the coordination of various cellular pathways. Microarray technology has
revolutionized studies in the aforementioned areas during the past 8–10 yr. Details of
microarray technology and uses of gene expression microarrays in several areas of
research are covered in other chapters in this book.



108 Bashyam and Hasnain

A typical array experiment yields data on expression levels of thousands of genes or
expressed sequence tags for several samples. Statistical algorithms have been devel-
oped to correlate gene expression signatures with the specific biological phenomenon
being studied. However, it is not always a simple exercise because 1) the gene expres-
sion microarray experiment may not yield a significant differential gene expression
pattern, 2) the same data set may yield different signatures when addressed by different
laboratories, 3) the observed change in expression profile may be a result of sample
handling itself, and 4) it may be difficult to determine whether the changes observed
are causes or an effect of the phenomenon being studied. To deal with these problems
associated with whole genome gene expression analyses, one interesting alternative
that has become increasingly popular is to characterize changes in the genome at the
“DNA” level. Changes in DNA are stable and are not linked to “sample handling,” and
it is easier to establish whether the change is a cause or an affect of the phenomenon
being studied.

It is now well established that genetic differences arising out of changes in the
genome underlie the basis for several important developmental defects; diseases such
as cancer; variation in response to drugs; and several issues relating to infectious dis-
eases, including variation in virulence and drug resistance. Genome diversity may
result from single-nucleotide polymorphisms, gene duplications, amplification or dele-
tion of regions of the genome, recombination mechanisms, and changes in repetitive
DNA elements. Changes in the genome can occur at three levels: 1) the nucleotide
level, including base substitutions and microsatellite instability; 2) the subchromosomal
level, including localized amplifications and deletions; and 3) the chromosomal level,
including aneuploidy and chromosomal translocations. Several cytogenetic techniques
have been developed to identify these abnormalities. A technique called comparative
genomic hybridization (CGH) was developed to identify and map subchromosomal
changes (1). To improve its resolution, several array-based CGH techniques have been
developed. In this chapter, we highlight the important achievements in the fields of
cancer and geographic genomics of Mycobacterium tuberculosis that have been
achieved by using the array-based CGH (aCGH) approach.

2. Historical Aspects of CGH
The fundamental discovery that human cells harbor 23 pairs of chromosomes was

made in 1956 (2). Further studies uncovered deviations from this rule. The advent of
karyotyping in 1950s made it possible to identify various kinds of chromosomal abnor-
malities. Karyotyping led to the establishment of a link between specific chromosomal
abnormalities and cytogenetic disorders such as Down syndrome, Turner’s syndrome,
Klinefelter’s syndrome, and so on. Further advances led to the development of “banding
techniques” that enabled the identification of subchromosomal structural abnormalities,
including translocations and large deletions and inversions. During the past 2–3 decades,
several techniques have been developed that can identify chromosomal abnormalities at
the molecular level; these techniques include fluorescence in situ hybridization (FISH)
(3), spectral karyotyping, chromosome painting, and so on. In 1992, Kallioniemi and
colleagues (1) introduced CGH for identification of DNA amplifications and deletions.
In CGH, DNA from the test and reference genomes are differentially labeled using fluo-
rescent dyes and hybridized to a normal metaphase spread. The ratio of the fluorescence
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at different regions along the chromosomes provides the measure of copy number
changes for each chromosome, at an approximate resolution of 20 megabases (Mb).
CGH has mainly been used to detect chromosomal changes in various forms of cancers
and to a lesser extent in genetic disorders (4). Although it is a whole genome technique,
the important lacuna has been a lack of resolution (5); changes of the order of 5 Mb or
less cannot be identified (6), and it is difficult to accurately map the boundaries of the
changes detected. Currently, FISH is the only technique with a higher resolution, but it
requires knowledge of the sequence of the region, and it is not a whole genome tech-
nique.

The introduction of aCGH has made it possible to detect DNA lesions at submegabase
levels (7,8). aCGH is a direct amalgamation of CGH and microarrays. There are two
popular aCGH formats; one format uses bacterial artificial chromosome (BAC) clones
to generate the array, whereas the other format uses cDNA clones or oligonucleotides.
The microarray is made of cloned DNA fragments (500–2 kilobases [Kb] on cDNA
array and 100–250 Kb in BAC arrays) whose exact map positions are known. An addi-
tional advantage of cDNA arrays is that each cDNA element on the array represents a
functional gene; therefore, the genomic changes detected are directly mapped at a gene-
by-gene resolution. The resolution of aCGH depends on the size of the arrayed DNA
elements and the distance between elements that lie adjacent to each other on the chro-
mosome. In this respect, it is easier to understand why cDNA arrays provide a higher
resolution than the BAC arrays. The first array-based CGH approach was documented
by Solinas-Toldo and colleagues (9) followed by Pinkel and co-workers (7). Later,
Pollack and co-workers (8) showed the usefulness of the first genome-wide array-based
CGH. As with CGH, the main application of aCGH has been in cancer research.

3. aCGH and Cancer
Chromosomal abnormalities are not only a hallmark for blood malignancies but also

for solid tumors. Initially, detection of chromosomal abnormalities by using classical
cytogenetics was more common in blood malignancies, because it was easier to obtain
good-quality metaphases in large numbers. The advent of CGH made the analyses of
copy number changes in solid tumors a reality, because the dependence on mitoses was
deemed unnecessary. However, because of its low resolution, it renders the identifica-
tion of “driver” genes within amplicons a difficult task. The advent of aCGH has alle-
viated this lacuna. The initial reports of aCGH were based on arrays made from BAC
clones (7,9). Using BAC clones specific for chromosome 20 (six clones for the p arm
and 16 clones for the q arm with an average spacing of 3 Mb), Pinkel and colleagues (7)
could identify localized changes mainly restricted to 20q. The use of cDNA arrays for
CGH in subsequent years by the group led by Patrick O. Brown (Stanford University,
Stanford, CA) has improved the resolution and sensitivity of the technique. In 1999,
Pollack and co-workers used a cDNA array fabricated at Stanford University to assess
copy number changes in breast cancer cell lines and tumor samples. They were able to
successfully identify two subpeaks of an amplicon localized to 17q22-24 that was pre-
viously identified as one peak by using conventional CGH (8). The current cDNA
arrays available from The Stanford Functional Genomics Facility (SFGF) provide very
good coverage of the human genome. The array is mainly based on clone sets belong-
ing to the Integrated Molecular Analysis of Genomes and their Expression consortium,
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thereby making it easier to localize map positions for each clone. Moreover, even if
mapping information for a particular clone is incorrect, the results obtained for a par-
ticular clone will be correct. Thus, aCGH result can actually be used to validate the
map position of genes! The SFGF has recently developed oligonucleotide-based
microarrays.

The biggest advantage of using cDNA arrays for CGH is the feasibility of per-
forming gene expression arrays in parallel. The DNA copy number and gene expres-
sion levels for each element on the array can be determined using the same array
platform, thereby facilitating the identification of candidate oncogenes within
amplicons (10). This advantage is lost when using BAC arrays for CGH. Another
difficulty associated with BAC arrays is their maintenance; BACs are usually single
copy vectors and therefore result in low yield of DNA. In addition, their size presents
with a minor problem during purification from bacterial transformants. Because BAC
clones represent genomic DNA, they usually contain a variety of repeat sequences,
which presents with another problem when analyzing ratio values after hybridiza-
tion. Recently, repeat-free regions from genes have been selectively amplified using
PCR and used to generate locus specific-arrays (11). However, this is more labor-
intensive and expensive than the other strategies.

Although it is widely thought that BAC arrays provide a more accurate measure-
ment of copy number changes, recent work on pancreatic cancer has shown that cDNA
array-based CGH can provide highly accurate copy number values (12). The sensitiv-
ity of cDNA arrays for aCGH can be gauged from Fig. 1. aCGH was performed

Fig. 1. Measurement of single copy loss. Genomic DNAs from normal female (labeled with
Cy3) and normal male (labeled with Cy5) were compared using aCGH on the human microarray
from the Stanford Functional Genomics Facility. The comparison includes 20,760 autosomal
clones and 662 X-chromosomal clones. The graph compares the fluorescence ratios of autoso-
mal clones and X-chromosomal clones; the fluorescence ratio values (Cy5/Cy3) are plotted on
the x-axis and the percentage of clones on the y-axes. The fluorescence values are binned by
intervals of 0.2.
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between DNA isolated from a normal female (labeled with Cy3 and a normal male
(labeled with Cy5) by using the arrays from The Stanford Functional Genomics Facil-
ity. The mean fluorescence ratio for autosomes was close to 1 (thereby indicating no
change), whereas that for X-chromosome was 0.6 (thereby indicating a single copy
loss). Previous work using conventional CGH had revealed certain broad regions of
gains and losses in pancreatic cancer cell lines. With an aim of identification of highly
localized regions of DNA amplifications and homozygous deletions, aCGH analysis on
pancreatic cancer cells lines has been carried out, by using a BAC array platform (13),
or a cDNA array platform (12,14), or a combination of both (15). Although several
changes identified were common to two or more studies, some changes were identified
only by one group, indicating the varying resolution or different methods for identify-
ing statistically significant gains and losses. The aCGH work done by the Stanford
group was supplemented by a parallel gene expression analysis by using the same
Stanford array platform. This study has revealed 14 high-level localized amplicons and
15 localized homozygous deletions (12). An important use of the aCGH technique was
discovered serendipitously; the aCGH profiles of two cell lines, namely, AsPC1 and
MPanc-96, both obtained from the American Type Culture Collection (Manassas, VA),
were nearly identical (Fig. 2). Because the profile was similar to that reported earlier
for AsPC1 in another study (16) and AsPC1 was established earlier than MPanc-96, it
was fair to assume that the profile belonged to AsPC1. On the basis of these results,
American Type Culture Collection has since removed the MPanc-96 cell line from
their collection. The higher resolution of aCGH is clearly indicated in a comparison of
CGH profiles obtained from conventional CGH (Fig. 3A) and from aCGH (Fig. 3B)
for the AsPC1 cell line. The CGH study could identify a broad amplification located at
7q; however, the molecular boundaries for the amplicon could not be identified and it
could not be ascertained which genes were resident within the amplicon (Fig 3A).
However, aCGH has not only identified the exact boundaries of the amplicon but
also revealed the genes located within the amplicon (Figs. 3B and 4). Gene expression
arrays performed in parallel provide the unique ability to measure expression levels
for each gene within the amplicon, thereby facilitating identification of putative
“oncogenes” (Fig 4). Figure 4 depicts the fluorescence ratios (log2 scale) for DNA and
RNA for the pancreatic cancer cell line AsPC1; genes residing within the 7q21.2-21.3
amplicon are indicated. Therefore, this is a good example of the power of cDNA arrays
to detect novel cancer-specific genes. The aCGH and gene expression results should be
validated by independent techniques (FISH and reverse transcription-PCR). The genes
identified by this approach can be further characterized by performing functional stud-
ies in cell lines and animal models to determine their role in tumorigenesis.

The usefulness of aCGH mainly depends on the coverage offered by the arrays
being used; if the coverage is low (thereby resulting in a low resolution), several
localized amplicons and homozygous deletions are likely to be missed. The study car-
ried out by the Stanford group has identified a few highly localized deletions spanning
<50 Kb. The previous aCGH reports on pancreatic cancer have been unable to identify
such small homozygous deletions. When analyzing amplifications identified through
aCGH, it is important to pick high-level changes, because they are more likely to har-
bor genes central to development and progression of the tumor, especially for aggres-
sive tumors such as cancer of the pancreas.



112 Bashyam and Hasnain

F
ig

. 2
. C

lu
st

er
 a

lo
ng

 C
hr

om
os

om
es

 re
pr

es
en

ta
ti

on
 (C

L
A

C
) o

f a
C

G
H

 re
su

lt
s 

fo
r p

an
cr

ea
ti

c 
ca

nc
er

 c
el

l l
in

es
 A

sP
C

1 
(A

) a
nd

 M
-P

an
c9

6 
(B

).
aC

G
H

 w
as

 p
er

fo
rm

ed
 a

s 
de

sc
ri

be
d 

in
 th

e 
te

xt
. T

he
 g

ai
ns

 a
nd

 lo
ss

es
 w

er
e 

id
en

ti
fi

ed
 u

si
ng

 C
L

A
C

 (4
8)

. E
ac

h 
ch

ro
m

os
om

e 
is

 d
ep

ic
te

d 
as

 a
 d

ar
k

bl
ac

k 
ho

ri
zo

nt
al

 li
ne

; t
he

 c
en

tr
om

er
e 

is
 d

ep
ic

te
d 

by
 th

e 
ve

rt
ic

al
 li

ne
 w

it
h 

th
e 

p 
ar

m
 o

n 
th

e 
le

ft
. F

lu
or

es
ce

nc
e 

ra
ti

os
 (

lo
g 1

0 
sc

al
e)

 a
re

 p
lo

tt
ed

 a
s

a 
m

ov
in

g 
av

er
ag

e 
of

 f
iv

e 
ad

ja
ce

nt
 c

lo
ne

s 
ac

co
rd

in
g 

to
 th

ei
r 

ch
ro

m
os

om
al

 m
ap

 p
os

it
io

ns
; p

os
it

iv
e 

an
d 

ne
ga

ti
ve

 r
at

io
s 

ar
e 

de
pi

ct
e d

 b
y 

ve
rt

ic
al

li
ne

s 
ab

ov
e 

an
d 

be
lo

w
 th

e 
ho

ri
zo

nt
al

 li
ne

, r
es

pe
ct

iv
el

y.

112



Array-Based Comparative Genomic Hybridization 113

To achieve a higher level of sensitivity and resolution in aCGH, it is important to
use oligonucleotide arrays. Several groups are currently working on developing
whole genome oligonucleotide arrays; these arrays will provide the highest-resolution
arrays to date (17–19).

Recently, aCGH was used for prognostication in stomach cancer (20) and in several
other cancers (4,21,22). Although more popular for cancer research, aCGH has been
successfully shown to detect chromosomal abnormalities associated with several
genetic disorders such as detection of microdeletions and microduplications asso-
ciated with mental retardation (23), congenital aural atresia (24), cardiofaciocutaneous
syndrome (25), and so on. aCGH also has been used successfully to identify prominent
gene copy number changes that highlight the molecular differences in the great ape
lineages (26). In Subheading 4., we highlight the outstanding findings in tuberculosis
(Tb) research in relation to geographic genomics and strain variation of the etiological
agent M. tuberculosis (27).

Fig. 3. Comparison of CGH (A) and aCGH (B) results for chromosome 7 of the human
pancreatic cancer cell line AsPC1. The CGH result (A) is modified with permission from
Ghadimi et al. (16). The chromosomal gain/loss is plotted on the y-axis, and the chromosomal
position is plotted on the x-axis. The aCGH result is depicted in B; log 2 fluorescence ratios are
plotted on the y-axis, and the chromosomal position is plotted on the x-axis.
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4. aCGH and Tuberculosis
Tb has been the scourge of humankind for generations. Considering the long history

of Tb, M. tuberculosis is probably the most successful human pathogen. Mycobacte-
rium tuberculosis is the cause of the largest number of deaths from any single infec-
tious agent and approximately one-third of the world’s population is suspected to be
asymptomatically infected with the pathogen. Although Tb was prevalent mainly in
developing countries, much has been written and discussed about the resurgence of Tb
during the past 1–2 decades in the developed countries, mainly due to its “evil nexus”
with AIDS (28) and the emergence of multidrug-resistant strains of M. tuberculosis
(MDR-TB) (29). Tuberculosis has been declared by World Health Organization as a
worldwide emergency (30). The importance of basic and applied research to develop
new strategies for diagnosis, treatment, and prevention of Tb cannot be overempha-
sized. Understanding the mechanisms responsible for 1) establishment of the disease,
2) resistance to drugs, and 3) dormancy constitute some of the important prerequisites
for achieving these goals. MDR-TB has become a global threat, and it is important to
understand its molecular basis so that better treatment regimens can be developed. The
unraveling of the genomic sequence of M. tuberculosis and use of high-throughput
technologies has facilitated several concerted approaches toward eradication of Tb.

The microarray technology has been routinely used in the past to study gene expres-
sion profiles to understand the pathogenesis, drug resistance, and basic biology of M.
tuberculosis (31–33). However, the study of genomic changes is also important in this
context. Tb exhibits a wide spectrum of disease states; only about 10% of infected
population show symptoms of the disease, and even among the infected population,

Fig. 4. Graphical representation of DNA and RNA ratios (log 2 scale) for genes or expressed
sequence tags located on chromosome 7 for the pancreatic cancer cell line AsPC1. The x-axis
denotes DNA ratios, and the y-axis denotes RNA ratios. Genes resident within the amplicon
located at 7q21.2-21.3 are indicated.
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there is wide variation in clinical symptoms. Although this variation can be attributed
in part to environmental and host factors, the genetic variation in pathogen strains also
is increasingly being recognized as an important cause. Use of aCGH to identify ge-
nomic changes (mainly deletions) has been particularly useful to understand pathogen
evolution.

One of the first applications of aCGH in tuberculosis research was the evaluation of
various Bacillus Calmette-Guerin (BCG) strains vis-à-vis the pathogenic M. tubercu-
losis H37Rv (34). Strain differences are important to determine efficacy of vaccines in
different populations, assuming that different efficacies are the result of adaptation to
different populations. The main objective of the study by Behr and colleagues (34) was
to determine whether the differential efficacies of various BCG vaccine strains could
be correlated with presence of gene duplications, deletions, or a combination. This
work has provided a benchmark for further studies on pathogen strain variation and
evolution. DNA from M. tuberculosis H37Rv and BCG were differentially labeled and
hybridized on to a whole genome PCR-based M. tuberculosis microarray. Because the
genomic sequences of M. tuberculosis and BCG are almost entirely similar, it was fair
to assume that a fluorescence ratio (ratio of fluorescence exhibited by BCG DNA to M.
tuberculosis DNA) of 1 would mean equal hybridization from both samples (thereby
indicating that there was no change in either genomes for that gene/loci); a lower fluo-
rescence ratio would indicate a deletion of that particular gene in the BCG genome and
vice versa. The study also developed a method to map the fluorescence ratios along the
bacterial genome. This work revealed 16 deleted regions in the BCG strains compared
with M. tuberculosis (ranging in size from 2 to ~13 Kb). Of these 16 regions, nine
regions (that included 61 open reading frames [ORFs]) were absent from BCG as well
as from virulent strains of Mycobacterium bovis. Some of these ORFs might play a role
in the increased person-to-person spread of M. tuberculosis compared with virulent M.
bovis. More importantly, the ORFs that are deleted from all BCG strains can be used to
design better diagnostics to differentiate M. tuberculosis from BCG in a BCG-vacci-
nated population. Based on their findings, Behr and colleagues have been able to con-
struct a historical time line of deletions that have resulted during the repeated
subculturing of BCG vaccine strains across the world.

This study has spurred similar work in other countries to determine the genetic iden-
tities of BCG vaccines being administered. BCG Sofia was tested and found to be
indistinguishable from BCG Russia (35). In another study, 13 BCG vaccine strains
were tested to identify strain-specific deletions, using the Affymetrix platform (36).
This study has revealed that none of the present BCG vaccine strains are identical to
the original BCG vaccine. In total, nine deleted regions were identified; some deletions
were specific to a particular strain, whereas others were more common. In comparison
with M. bovis, each strain was missing an average of 19 ORFs. Surprisingly, during the
period that BCG was subjected to continuous passaging (from its discovery in 1908
until it was lyophilized in 1961), the strains have undergone a much higher proportion
of deletions compared with clinical strains of M. tuberculosis over a much longer pe-
riod. These deletions indicate that genomic content required for a pathogenic strain
might be higher than for a laboratory nonpathogenic strain (36). However, it is possible
that the deletions detected in M. tuberculosis clinical strains could be an underestimation,
because this comparison is only dependent on work done on M. tuberculosis clinical
strains isolated from infected patients from San Francisco.
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The aforementioned studies, mainly restricted to analysis of evolution of BCG
strains, were extended to analysis of M. tuberculosis clinical strains by Kato-Maeda
and colleagues (37). Their protocol was based on previous work that had shown the use
of the Affymetrix platform to carry out such analyses (38). This study showed that it
was possible not only to detect deletions but also to define the molecular boundaries of
the deletions, to the extent possible. However, the Affymetrix raw data could not
reveal the deletions, and specific algorithms had to be used to “clean” the data to
reveal the deletions. Usually, this problem is not encountered when using the cDNA
array platform, as evident in the work on pancreatic cancer where even single copy loss
could be easily detected.

Kato-Maeda and colleagues (37) analyzed 15 clinical isolates, each with a distinct
genotype, collected from patients over a period of 7 yr (1991–1998), from the San
Francisco area. Complete clinical data as well as data on healthy contacts were col-
lected. They used an Affymetrix gene chip exclusively designed for the M. tuberculo-
sis genome and compared fluorescence intensities of hybridization of DNA from each
strain with that of M. tuberculosis H37Rv strain separately. There was no difference
detected between the genomes of M. tuberculosis H37Rv and H37Ra (an avirulent
derivative of H37Rv). This study has revealed a distinct pattern of deleted regions
spread throughout the genome whereby the deletions were not randomly distributed. In
total, 25 different deleted sequences were identified, which included 93 ORFs and 22
intergenic regions. Insertion sequences and prophages were more commonly present in
deleted regions than was expected by chance. In five instances, the deleted regions
were directly replaced by IS6110 elements. In some other cases, the deletions were the
result of complex genomic rearrangements. Therefore, it seems that the M. tuberculo-
sis genome is highly “active” and particularly the IS6110 element may be responsible
for part of the genomic rearrangements and deletions (39–41). M. tuberculosis also
contains approx 40 other mobile genetic elements that may participate in generating
deletions. Among the deleted ORFs, there were four genes belonging to the PE/PPE
family and 15 that could play putative role in pathogenesis, latency, or both. The study
also revealed a good correlation between percentage of genome deleted and the propor-
tion of infected patients having pulmonary cavities; although no significant correlation
between the amount of genome deletion and transmission and pathogenicity of the
strains could be established.

Two larger studies were recently reported by Tsolaki and colleagues (42,43). The
studies included 100 well-characterized strains, chosen based on the IS6110 banding
pattern to select strains unique to San Francisco. Again, the deletions were more or less
confined to certain regions of the genome rather than being randomly distributed. Many
deletions were common in closely related isolates, whereas some others were common
in unrelated isolates. Because all deletions were present in clinical strains, it is safe to
assume that none of the deleted regions will be involved in pathogenesis; rather, patho-
genesis could be attributed to host interactions and response to antibiotics. The study
revealed a total of 68 different deletions that included 224 genes (42). Among the 68
different deletions, only three deletions occurred in different lineages, whereas all oth-
ers came under the same lineage. The magnitude of deletions observed was compa-
rable with that observed between M. tuberculosis and M. bovis. As reported previously,
mobile genetic elements were found to be deleted more frequently than by chance.



Array-Based Comparative Genomic Hybridization 117

More surprising was the high frequency of deletion of genes involved in intermediary
metabolism and respiration; this high frequency may be an effect of selection pressure
of immune system (42). The study has attempted to correlate the deletions with spe-
cific host population, in order to establish pathogen–host relationship. This kind of
association is based on the premise that genomic changes (single-nucleotide polymor-
phisms and genomic deletions) are usually one-time events (and are irreversible con-
sidering that horizontal gene transfer is an extremely rare event in mycobacteria; [43]);
therefore, they are stable markers for construction of phylogeny of M. tuberculosis
strains. The strains that did not cluster with other strains isolated in San Francisco were
the ones isolated from patients who arrived in San Francisco from other countries, so
the infection presumably occurred in their native countries (44). Apparently, a particu-
lar strain of M. tuberculosis establishes stable association with a particular host popu-
lation or a given niche (45), and this association remains stable for a long time. It may
be possible, therefore, to predict the M. tuberculosis genotype based on the place where
the person contracted the disease (44)! This is a tempting proposition; however, it is based
only on one study from San Francisco. Authors of this study acknowledge that this
study includes no samples from the Indian subcontinent. Several such studies would
have to be conducted on strains from other parts of the world to arrive at a concrete
conclusion.

All aCGH studies have used M. tuberculosis H37Rv as the reference genome to
profile deletions in BCG strains as well as in clinical strains of M. tuberculosis. This
would make it impossible to detect deletions in regions that are already lost in H37Rv.
Therefore, to obtain a complete coverage of genomes of all M. tuberculosis strains, it is
imperative to design a microarray that can query all deletions. For this purpose, it may
be worthwhile to sequence a few clinical strains of the pathogen from different geo-
graphic regions. This approach would aid in development of a more comprehensive
tuberculosis array.

Several alternative strategies have been used for genotyping strains from different
geographical regions. An exhaustive and comprehensive study was reported by Ahmed
and colleagues (46). Their work was based on use of fluorescent amplified fragment
length polymorphism (FAFLP) to study pathogen evolution. Because M. tuberculosis
harbored a lower proportion of single-nucleotide polymorphisms compared with other
bacteria, it had been proposed that it could be a “recent” pathogen (47). The study by
Ahmed and colleagues suggests that deletions of genes, acquisition of genes, or both
might be more important than point mutations in establishing the genetic diversity of
the pathogen strains. Results from the FAFLP data actually indicate that M. tuberculo-
sis might harbor a higher proportion of single-nucleotide polymorphisms than previ-
ously reported. Deletions identified using the FAFLP approach seem to be random in
the 150 strains analyzed, contrary to what was proposed previously (40). This contra-
diction can be resolved by mapping deletions in a large number of strains from differ-
ent geographical regions. The FAFLP and other molecular typing studies also have
revealed that strains from different geographic regions cluster together, indicating that
they have coevolved with the genotype of the local population (45,46), corroborating
the results obtained from the aCGH studies.

Several other genome studies on pathogen strains have revealed interesting results.
The work by Brosch and colleagues (40) has shown a specific pattern of deletions that
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distinguish strains belonging to the M. tuberculosis complex from each other. The study
has elucidated the interesting proposition that the human pathogen M. tuberculosis
might not have evolved from its bovine counterpart M. bovis, but rather both might
have evolved from a common progenitor strain that was already a human pathogen.
Again, this study was based on analyses of deletion patterns from different strains. The
CGH studies have revealed a relatively less genomic variation in M. tuberculosis com-
pared with other bacteria such as Escherichia coli. However, given the ability of M.
tuberculosis to adapt to different environments and to cause disease with varying degree
of virulence in various populations, it is possible that the pathogen might harbor a wider
range of genomic changes than reported in this and other aCGH studies. Therefore, it is
important to conduct a large study, including clinical strains from various geographic
regions to establish concrete correlations with pathogenicity, drug resistance, and
pathogen evolution. The FAFLP results have provided a backbone for future studies on
MDR-TB as well as geographic genomics of the Tb pathogen. It will now be possible
to embark on a comprehensive program of Tb genomics to correlate genomic changes
as well as gene expression changes with variations in pathogenesis and MDR status of
various clinical strains of M. tuberculosis. On the basis of the large strain collection
available in India, it should be possible to correlate pathogen evolution with population
diversity as well as multidrug resistance. This work should therefore help to identify
novel drug targets, explain variation in virulence of different clinical strains, and also
delineate the molecular basis for MDR-TB.
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Regional Specialization of Endothelial Cells
as Revealed by Genomic Analysis

Jen-Tsan Ashley Chi, Zhen Wang, and Anil Potti

Summary
The vascular system is locally specialized to accommodate widely varying needs of individual

tissues. The regional specialization of vascular structure is closely linked to the topographic differ-
entiation of endothelial cells (ECs). The gene expression programs that characterize specific ECs
define their physiological specialization and their role in the development of vascular channels
and epithelial organs. Our understanding of EC regional differentiation is very limited. To assess
the heterogeneity of ECs on a global scale, we used DNA microarrays to obtain the global gene
expression profiles of more than 50 cultured ECs purified from 14 different anatomic locations.
We found that ECs from different blood vessels and microvascular ECs from different tissues have
distinct and characteristic gene expression profiles. Pervasive differences in gene expression pat-
terns distinguish the ECs of large vessels from microvascular ECs. We identified groups of genes
characteristic of arterial and venous endothelium. Hey2, the human homolog of the zebrafish gene
gridlock, was expressed only in arterial ECs and could trigger arterial-specific gene expression
programs when introduced into venous ECs. Several genes critical in the establishment of left_right
asymmetry were expressed preferentially in venous ECs, suggesting a surprising link between
vascular differentiation and body plan development. Tissue-specific expression patterns in differ-
ent tissue microvascular ECs suggest they are distinct differentiated cell types that play roles in the
local physiology of their respective organs and tissues. Therefore, ECs from different anatomical
locations constitute many distinct, differentiated cell types that carry out unique genetic programs
to specify the site-specific design and functions of blood vessels to control internal body compart-
mentalization, regulate the trafficking of circulating cells, and shape the vascular development. In
this chapter, we discuss these findings and their implications in different aspects of vascular biol-
ogy during development and vascular diseases.

Key Words: Differentiation; endothelial cell; Hey2; microarray.

1. Introduction
Endothelial cells (ECs) line the inside of all blood and lymphatic vessels, forming a

structurally and functionally heterogeneous population of cells in a large network of
vascular channels. Their complexity and diversity have long been recognized; yet, very
little is known about the molecules and regulatory mechanisms that mediate the hetero-
geneity of different EC populations. The constitutive organ- and microenvironment-
specific phenotype of ECs controls internal body compartmentalization, regulating the
trafficking of circulating cells to distinct vascular beds and plays an important role in
shaping the vascular development during development as well as tissue repair and
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remodeling. Furthermore, ECs lining different vascular channels need to adapt to the
differences in the hemodynamics and oxygen tensions of the blood flow they carry as
well as the local microenvironments and adjacent cells. These differences also may
play a critical role in pathological conditions, including inflammation, tumor angio-
genesis, and wound healing.

The sequence of the entire human genome promised the possibility of acquiring
genomic level knowledge on different aspects of biology. One important advance is the
development of microarrays in which the expression levels of tens of thousands of
genes are assessed in a parallel manner with one single experiment. This technology
has triggered the explosion of expression data in a variety of biological systems. This
immense amount of data requires the development and implementation of different
bioinformatics tools and database infrastructures to explore and derive biological
information. This combination of genomic expression tools and bioinformatics has
led us to a greater understanding of many biological and medical dilemmas on a global
and systemic level. For example, microarrays have allowed the detailed molecular por-
traits of human cancers and revealed the unexpected complexities from classical surgi-
cal pathology and leads to the revolution of molecular classification with the
identification of gene signatures associated with different significant clinical outcomes
(1). These studies provide important insight into the biology of these cancers and guide
the associated clinical decisions during the treatment to benefit the patients in more a
specific manner, thus realizing the vision of personalized medicine. Microarrays are
also powerful tools to assess the heterogeneity of different cell types, because of their
ability to assess the expression levels of tens of thousands of genes simultaneously to
arrive at the understanding of the extent and nature of heterogeneity on a global scale
and by dissecting the molecular pathways leading to the heterogeneity. We have used
DNA microarrays to explore the diversity of ECs in different types of blood vessels
and different anatomical locations as reflected in the gene expression programs when
these ECs are cultured under identical conditions (2). Our analysis shows that ECs
from different blood vessels or anatomical sites have intrinsic characteristic gene
expression programs with in vitro passages and should be considered as distinct and
specialized cell types. Our analysis also reveals the molecular pathways leading to the
endothelial specialization in vivo.

2. Overview of Gene Expression Patterns
In our experiments, 52 purified EC samples, representing 14 distinct locations, were

propagated in identical culture conditions. This sample set included ECs from five
arteries (aorta, coronary artery, pulmonary artery, iliac artery, and umbilical artery),
two veins (umbilical vein and saphenous vein), and seven tissues (skin, lung, intestine,
uterus myometrium, nasal polyps, bladder, and myocardium). All ECs displayed a
“cobblestone” appearance and were free of contamination by spindle-shaped cells. The
purity of EC lineage is further assessed using flow cytometry or staining with CD31
antibody. We analyzed mRNA from 53 different cultured EC samples, including two
samples from one coronary artery EC culture that was sampled twice at successive
passages (coronary artery 2a and 2b) with DNA microarrays containing 43,000 ele-
ments. The first significant result was a striking order and consistency in the expres-
sion patterns, reflecting the sites of origins of the cultured ECs. Unsupervised
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hierarchical clustering (3) of the gene expression patterns from all 53 samples pro-
duced a consistent grouping of the cells according to their sites of origin (Fig. 1A).
This finding suggests that ECs from different locations have distinct and characteristic
expression patterns that persist with in vitro culture. The majority of ECs had expres-
sion patterns that clustered into discrete groups of ECs from the same location. Overall,
the samples were divided into two major branches: I and II. Branch I was composed of
three subgroups: 1) an “artery” group consisting of all ECs cultured from arteries,
including aorta, coronary artery, pulmonary artery, iliac artery, and umbilical artery;
2) a “vein” group, consisting of ECs cultured from umbilical vein and saphenous vein;
and 3) a group we called “tissue type II” consisting of ECs cultured from nasal polyps,
bladder, and myocardium (Fig. 1A). Branch II of the samples, which we designated as
“tissue type I” (Fig. 1A) contained all the microvascular ECs from skin, lung, intestine,
and myometrium. The most prominent differences between the two branches are
defined by two large groups of genes that we labeled as the “large vessel cluster”
and the “microvascular cluster,” respectively (Fig 1B).

3. Gene Expression Patterns Between Macrovascular and Microvascular ECs
To identify genes with the most consistent different levels of expression between

ECs from large vessels and microvascular ECs (28 large vessel ECs and 25 microvas-
cular ECs), we used a Wilcoxon rank sum test (4), and a p value of 0.005 was consid-
ered significant. We selected 521 large vessel EC-specific genes and 2521 microvascular
EC-specific genes for analysis (Fig 1C).

The distinct gene expression patterns seen are likely to be related to the characteris-
tic differences in physiological functions and the immediate microenvironments of
these vascular channels. It is also important to note that the differentially expressed
genes play diverse roles in endothelial biology, including the biosynthesis of and inter-
action with extracellular matrix (ECM), neuronal signaling and migration, angiogen-
esis, and lipid metabolism. Large vessel ECs differentially expressed several genes
involved in the biosynthesis and remodeling of ECM, such as fibronectin, collagen
5 1 and 5 2, and osteonectin (Fig 1C, gene names shown in blue). These differences
are probably related, in part, to the relatively thick vascular wall surrounding the endot-
helium of the large vessels. Incontrast, microvascular ECs express genes encoding base-
ment membrane proteins, such as laminin, collagen 4 1 and 4 2, and collagen
4 -binding protein and ECM-interacting proteins, such as CD36, 1 integrin, 4
integrin, 9 integrin, and 4 integrin (Fig. 1C, gene names shown in blue), perhaps
related to the intimate association of microvascular ECs with the basement membrane
and ECM.

ECs present a physical barrier to both blood-borne pathogens and immune cells,
which must transverse the barrier for trafficking between tissues and the bloodstream.
Microvascular ECs express higher levels of transcripts encoding proteins involved in
the trafficking of circulating blood cells and pathogens (Fig. 1C, gene names shown in
blue), such as CD36, as a cellular receptor for Plasmodium falciparum (5) and
CEACAM-1 (CD66a) with Neisseria bacteria (6,7), and macrophage mannose recep-
tors (CD206) are important for pathogen trapping and lymphocyte recruitment (8).
These microvascular EC-specific gene product proteins might play important roles in
conferring the specificity of their migratory paths. We have confirmed the specific
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Fig. 1. Global view of endothelial cell diversity and macrovascular or microvascular dif-
ferentiation. (A) Gene expression patterns of cultured ECs organized by unsupervised hierar-
chical clustering. The global gene expression patterns of 53 cultured ECs were sorted based
on similarity by hierarchical clustering. Approximately 6900 genes were selected from the
total data set, based on variations in expression relative to the mean expression level across
all samples greater than threefold in at least two cell samples. The sites of origin of each EC
culture are indicated and color coded. The anatomical origins of skin EC are indicated. The
apparent order in the grouping of EC gene expression patterns is indicated to the right of the
dendrogram. (B) Overview of gene expression patterns of all EC samples. The variations in
gene expression described in A are shown in matrix format (1). The scale extends from 0.25-
to 4-fold over mean (–2 to +2 in log 2 space) as is indicated on the left. Gray represents
missing data. The gene clusters characteristic of large vessel and microvascular ECs are indi-
cated on the right. (C) Features of large vessels and microvascular EC gene expression pro-
grams. Large vessel-specific (521) and 2521 microvascular EC-specific genes are shown in
ascending order of p values. Genes involved ECM biosynthesis and interaction (blue), neuro-
glial signaling and migration (orange), angiogenesis (red), and lipid metabolism (black) are
labeled by the indicated colors.
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surface expression of mannose receptor and 1 integrin on skin microvascular ECs
with flow cytometry.

The similarity of the migration paths of blood vessels and nerves has inspired inter-
est in their interactions during development. The difference between large and micro-
vascular ECs further reveal the divergent way in which large vessels and microvascular
circulation seem designed to communicate with peripheral nerves during development
and maturation. Large vessel ECs express many genes thought to be expressed in cells
of neuronal lineage, such as robo-1, neuron navigator 1 and -3, neuroligin, neurogranin,
and neuroregulin and its receptor ErbB (Fig. 1C, gene names shown in orange). Some
of these proteins play important roles in neuronal migration during development. For
example, robo-1 is a surface receptor for the slit proteins that act as migration signals.
This role suggests the possibility that large vessel ECs may respond to some of the
same guidance signals that specify the paths of neural processes through the mesen-
chymes of different target tissues and organs (9). This hypothesis is consistent with the
recent study that when nerves are severed, large vessels still migrate to their target
locations, whereas microvascular circulation is greatly affected (10). Our results show
that microvascular ECs express many genes suggestive of paracrine signals with neu-
roglial cells, such as growth hormone receptor, endothelin receptor B, glycine receptor,
purinergic receptor, glial cell line-derived neurotrophic factor receptor, platelet-derived
growth factor receptor, interleukin-1 receptor, and interleukin-6 receptor (Fig. 1C, gene
names shown in orange). Microvascular ECs also express secreted factors that promote
the survival and differentiation of neuroglial cells, such as transforming growth fac-
tor (TGF)- , glial maturation factor , stromal cell-derived factor-1, and spinal cord-
derived growth factor. These proteins, uniquely expressed in small vessel ECs, suggest
an intimate functional interaction between microvasculature and peripheral nerves.
Because of the importance of Schwann cells in microvasculature development (10), the
microvascular EC-specific expression of genes involved in the EC–glial cell interac-
tion (glial cell line derived-neurotrophic factor receptor and glial maturation factor )
is particular noteworthy.

Large vessel ECs expressed placental growth factor, which is involved in the estab-
lishment of collateral circulation, a response to ischemia unique to large vessels (11).
They also express vascular endothelial growth factor-C, a growth factor essential for
the growth and differentiation of lymphatic vessels (12) (Fig 1C, gene names shown in
red). Microvascular networks are the main sites for angiogenesis in adults. Many
genes associated with angiogenesis were expressed specifically in microvascular ECs
(Fig 1C, gene names shown in red). Angiopoietin 2, a marker of tumor angiogenesis,
modulates the remodeling of vessels during angiogenesis by reverting vessels to a more
plastic state that may facilitate the vascular sprouting necessary for subsequent remod-
eling (13). Lmo2 is a LIM-only transcription factor involved in angiogenesis. Sprouty
is a fibroblast growth factor (FGF) antagonist that participates in regulating the branch-
ing pattern of insect tracheal trees (14). TGF-  induces ephrin-A1 expression that is
involved in tumor angiogenesis (15). The expression of both TGF-  and ephrin-A1 in
microvascular ECs raises the possibility of autocrine regulation. The higher level of
expression of actin binding LIM protein 1, actinin-associated LIM protein, Arg-bind-
ing protein 2, Slingshot, vav3, myosin IB, myosin 5C, myosin 7A, and myosin light
chain kinase in the microvascular ECs may be related to the ability of microvascular
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ECs to undergo extensive cytoskeletal remodeling and migration during angiogenesis.
The microvascular EC gene clusters included genes related to lipid transport and me-
tabolism, such as Apo D, Apo J (clusterin), ApoL, cholesteryl ester transfer protein,
FABP4, FABP5, and Hyperlip (Fig. 1C, gene names shown in black), consistent with
a major role for small vessel ECs in mediating lipid transport and metabolism.

Finally, our strategy and findings will greatly enhance the validity of studies that
demonstrate that systemic elements such as oxidative stress may modulate the expres-
sion and function of vascular genes, such as vascular endothelial growth factor, FGF,
and platelet-derived growth factor, which play key atherogenic roles by their regula-
tion of cell growth, differentiation, and fibroproliferative responsiveness. Appropriate
gene expression profiling of ECs would delineate the changes induced by oxidative
stress on the profile of growth factor gene expression in ECs and describe the impact
that these modifications have on endothelial phenotype as well as on the behavior of
neighboring vascular smooth muscle cells and fibroblasts, knowledge of which would
be extremely useful in modifying angiogenesis and atherogenesis.

4. Gene Expression Pattern Differences Between Arterial and Venous ECs
Arteries and veins in the vertebrate circulatory system are functionally defined by

the direction of blood flow relative to the heart. Recent evidence indicates that the
artery–vein identities of ECs are established before blood circulation begins (16). Sev-
eral molecular markers specifically expressed in arteries or veins have been identified
in model organisms (16). In our unsupervised clustering analysis, all the arterial and
venous ECs were separated into two different branches (arterial branch and venous
branch in Fig.1A), reflecting extensive differences in their expression patterns. Using a
rank sum test to identify genes with the largest, consistent differences in expression
between two groups of samples: eight venous ECs (six umbilical veins and two saphe-
nous veins) and 20 arterial ECs (three aortas, two pulmonary arteries, five coronary
arteries, five umbilical arteries, and five iliac arteries), we selected 817 vein-specific
genes and 59 artery-specific genes with p < 0.005 (Fig 2A).

The higher number of vein-specific genes compared with artery-specific genes may
reflect the relatively low diversity of vein samples (two types, eight samples) com-
pared with artery samples (five types, 20 samples). EphB4, reported previously to be
venous specific, was among the venous EC-specific genes. Genes involved in deter-
mining left–right (L–R) asymmetry of the body plan, including smoothened, growth
differentiation factor 1, lefty-1, and lefty-2 were particularly noteworthy members of
the venous-specific group. During development, right-sided looping of the developing
cardiac tube is the first sign of the L–R asymmetry, and the L–R determination is inti-
mately connected to the development of the heart and vasculature. Defects in L–R
asymmetry, such as situs inversus, are characteristically associated with vascular
anomalies. Disruption of lefty-1 in mice leads to malpositioning of venous vessels and
anomalies in the heart and its connection with major vessels (17). Lefty-1 is an antago-
nist of Nodal through the activin-like receptor. Mutations in activin receptor-like
kinase-1 result in persistent arterial-venous shunts and early loss of anatomical,
molecular, and functional distinctions between arteries and veins (18). The persis-
tent expression of these genes in venous ECs suggests a molecular connection between
L–R determination and the distinct differentiation programs of arterial and venous ECs.



Specialization of Endothelial Cells 129

The arterial EC-specific gene cluster includes cell surface proteins (Notch 4, EVA1,
CD44, Ephrin-B1, and integral membrane protein 2A), metabolic enzymes (aldehyde
dehydrogenase A1 and endothelial lipase), C17, keratin 7, and a transcription factor
termed Hairy/Enhancer of split-related basic HLH protein 2 (Hey2). We have con-
firmed the arterial-specific expression of Hey2 and C17 transcript with real-time PCR
and CD44 surface expression with flow cytometry. Several of these genes have already
been implicated in vascular development. The Notch family of receptors and ligand
Delta-like 4 show arterial expression in zebrafish and mouse and are essential for arte-
rial cell fate determination (19). Hey2, a member of the Hairy-related transcription
factor family of transcription factors, is induced by Notch signaling (20). The zebrafish
homolog of Hey2 is the gene targeted by the gridlock (grl) mutation (21), which leads
to a localized defect in vascular patterning of dorsal aorta, consistent with specific
expression of grl in dorsal aorta. The apparently conserved expression pattern of the
Notch pathway (Notch 4 and Hey2) in human arterial ECs highlights the potential

Fig. 2. Artery- or vein- and tissue-specific EC gene expression programs. (A) Artery- or
vein-specific genes identified by a Wilcoxon rank sum test are shown in ascending order of p
value within each gene list and names of select artery-specific genes (red) and vein-specific
genes (blue) are shown. (B,C) Tissue-specific EC gene expression programs. The expression
patterns of tissue specific genes as identified by multiclass SAM analysis among all the tissue
microvascular ECs were shown (B). Clusters of genes with unique tissue expression in nasal
polyps (pink), skin (brown), intestine (orange), lung (blue), and uterus (black) are marked by
the indicated color and expanded on the right (C) with selected gene names.
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importance of this pathway in human arterial EC differentiation. This observation is
further confirmed by the genetic studies with Hey2 and Delta 4 in mouse (22).

5. Hey2 Activates Expression of Arterial-Specific Genes
To further examine the possible role of Hey2 in arterial EC differentiation, we tested

the effect of Hey2 expression patterns on vein-derived ECs. We infected umbilical
vein ECs with a retroviral vector carrying the Hey2 gene, along with a green fluores-
cent protein (GFP) marker, or with a control vector expressing GFP alone, and selected
the infected ECs by positive GFP expression by using flow cytometry. Hey2 transduc-
tion leads to elevated expression of follistatin, an antagonist of activin, as well as sev-
eral artery-specific genes identified in our previous analysis, including aldehyde
dehydrogenase A1, EVA1, and keratin 7, and to downregulation of myosin I. These
results suggest a pathway of arterial EC differentiation in which Hey2 turns on features
of artery-specific gene expression program. Hey2 induction of follistatin also may con-
tribute to arterial differentiation by antagonizing TGF-  family members (such as GDF,
lefty-1, and lefty-2) expressed by venous ECs. This study has shown the importance of
Hey 2 in driving the arterial differentiation of arterial ECs.

6. Genes Differentially Expressed in ECs from Different Tissues
Previous studies with phage display have revealed molecular heterogeneity in the

vascular beds in different organs and tissues (23), but little is known about the detailed
origins of this heterogeneity. ECs are also implicated in the development of pancreas
(24) and liver (25), suggesting their ability to deliver specific paracrine-inductive sig-
nals during development. Our survey of different fibroblasts from diverse anatomical
sites revealed intrinsic differences in gene expression programs, related to the anatomi-
cal site of origin (9). We were therefore interested in exploring the possibility that there
might be similar consistent differences among ECs derived from different organs and
tissues. We used a permutation-based technique termed significance analysis of
microarrays (SAM) (26) to systematically identify genes whose expression in cultured
ECs varied according to the tissues of origin. SAM was used for multiclass classifica-
tion because rank sum test is not able to perform multiclass classification. The analysis
identified more than 2000 such genes, with an estimated false discovery rate less than
0.2% (Fig. 2B). Some of the identified genes varied in expression among ECs from dif-
ferent groups of tissues (such as the tissue type I and II branches in Fig.1A), and some
were highly specific to ECs from a single tissue. Groups of genes specifically expressed
in one or two of the tissues we examined are marked and expanded in Fig. 2C.

Nasal polyp ECs expressed SIX3, a homeodomain protein with forebrain-specific
expression (27) (Fig. 2C). The specific expression of SIX3 in ECs from the nasal cav-
ity suggests that developmentally patterned transcriptional programs in ECs may pre-
serve the positional memory even after transfer to tissue culture. Diverse tissue-specific
genes point to different physiological properties of ECs from each site. In contrast, the
skin ECs expressed basic FGF and a set of genes involved in cholesterol biosynthe-
sis, including squalene epoxidase, 24-dehydrocholesterol reductase, stearoyl-CoA
desaturase, fatty acid desaturase, and 3-hydroxy-3-metheylglutaryl-CoA synthase 1.
The lung ECs specifically expressed phospholipase A2 group XII, an enzyme involved
in surfactant secretion, as well as the developmental regulators secreted frizzled related
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protein 1 and osteoglycin. Myometrium ECs specifically expressed the calcitonin
receptor and gallanin. Calcitonin is important for the implantation of embryos (28),
and gallanin is a peptide hormone that stimulates the contraction of the uterine myo-
metrium (29). Their specific expression in myometrial EC may point to active roles
played by ECs in the function and physiology of the uterus. Together, these results
suggest that ECs from different anatomic tissues are distinct differentiated cell types,
with specialized roles in the functions and physiology of the respective tissues or
organs from which they were derived. It will be an important challenge to trace the
steps by which angioblasts adopt a distinct differentiated fate in each different tissue or
organ during development and tissue repair, especially because of participation of cir-
culating endothelial precursor cells.

7. Conclusions
Recent studies analyzing the cultured ECs purified from postcapillary high endothe-

lial venule ECs rapidly lost their specialized characteristics when isolated from the
lymphoid tissue microenvironment compared with high endothelial venule endothelial
cells (30), and many surface proteins fail to be expressed in culture cells (31). The
microenvironment plays an important role in the expression patterns of ECs in vivo,
but our studies have provided the evidence that a significant amount of location-spe-
cific gene expression still persists with in vitro passage in cell culture. These cell
autonomous expression patterns suggest the existence of genetic and epigenetic
mechanisms maintaining the cell type expression in the absence of the local environ-
mental influences (32). This might provide us with the “critical” window to probe and study
the establishment of the endothelial specialization in different anatomical locations.

In previous studies, some lymphatic markers were present in the microvascular gene
cluster, including prox-1, desmoplakin (12), and neuropilin 2, a gene essential for the
development of lymphatic vasculature (33). These results suggest that lymphatic ECs
(LECs) may have been copurified in the microvascular EC cultures. This copurification
has been documented in a separate study (34). Delineation of LEC vs blood EC (BEC)
gene expression with microarrays has been recently reported previously (35,36), and
some proposed differences between LEC vs BEC do occur in the microvascular vs
large vessel ECs gene lists. Most of the genes that we identified comparing large ves-
sels vs microvascular ECs were not different between LEC and BEC in the previous
studies. Thus, the difference between large vessel and microvascular EC gene expres-
sion could not be solely accounted for by LEC contamination in the microvascular EC
preparations. But, it does suggest the importance of understanding EC heterogeneity
that can lead to purification and identification of EC subsets with unique properties.
The use of global gene expression coupled with flow cell cytometry, in which single-
cell analysis is performed, gives us clues into the further division of ECs with poten-
tially significant functional differences. A good example is the finer subdivision of
hematopoeitic lineages with different regulatory and effector functions, with the fur-
ther subdivision of a cell population thought to be a homogenous group, with the help
of monoclonal antibody and flow cell cytometry. Similar progress can be made to iden-
tify different populations of ECs or endothelial precursor cells with the appropriate
biological assays. This approach will lead to a better understanding of EC heterogene-
ity and how it plays a role in vascular development and tissue remodeling.



132 Chi, Wang, and Potti

One important feature of the microarray experiment is to allow public access to the
enormous amount of information we have gathered in the genomic studies. This access
will allow investigators to explore and identify the differences in which they are inter-
ested to promote the advancement of the knowledge in the field. We have deposited the
detailed protocol and all original data in a searchable format at http://microarray-
pubs.stanford.edu/endothelial.
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PART III

BIOMARKER IDENTIFICATION BY USING CLINICAL

PROTEOMICS AND GLYCOMICS

Krishnarao Appasani

Identification of new biomarkers for the detection of neuroinflammatory diseases
and brain tumors will help to unravel the molecular processes underlying neural
pathogenesis and ultimately to develop better therapeutics for the clinical
management of the neurological disorders, which is the subject of Part III. In
addition, chapters also describe the applications of antibody arrays, carbohydrate
arrays, and glycoprofiling in various human diseases.

Multiple sclerosis is the most prevalent chronic inflammatory disease of the
central nervous system, causing severe disability in a significant proportion of
patients. Although many findings suggest that multiple sclerosis is caused by an
immune response to proteins expressed in the CNS, the target antigens are not
known. Protein macroarray technology in combination with epitope mapping
technique was used by Cepok et al. (Chapter 10) for large-scale screening of target
antigens of the focused immune response in the multiple sclerosis patients. They
identified a few candidate proteins as targets, and their efficacy was further validated
by ELISAs. This study demonstrates the power of protein arrays in the elucidation
of disease-associated antibody responses in neuroinflammatory diseases. Mature and
fully differentiated brain tissue consists of three major types of cells: neurons,
astrocytes, and oligodendrocytes. Most gliomas are astrocytomas and constitute
>60% of the primary neurons of the CNS. The cellular origin of gliomas is
incompletely understood, and their molecular classification is not properly indexed.
Therefore, Chapter 11, by Srideshmukh et al., provides a summary on glioma tumor
taxonomy, based on genomics (expression profiling) and proteomics (2D gel
electrophoresis and mass spectrometry) approaches. In addition, this chapter
describes the differential protein expression studies performed between normal tissue
and high-grade astrocytomas.

Antibody-based microarrays are among the novel class of rapidly emerging
proteomic technologies that will offer new opportunities for proteome-scale analyses.
These arrays not only will provide high-throughput means to perform comparative
proteome analyses (healthy vs diseased) but also will allow us to study biomarker
discovery, disease diagnostics, differential protein expression profiling, and finally
to address signaling pathways and protein interaction networks. In Chapter 12,
Wingren and Borrebaeck systematically provide the framework for designing these
antibody arrays and performing assays in high-throughput manner as well as a
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detailed overview of the work performed in cancer and allergy research. Although
the glycan structures and their influence on the macromolecule are studied in detail,
total glycome profiles have not been used for the diagnosis of diseases. In Chapter 13,
Laroy and Contreras describe a novel method of glycoprofiling (by using DNA
sequencer-aided, fluorophore-assisted carbohydrate electrophoresis) in liver diseases,
and develop the GlycoCirrhoTest. They concluded that this method is not only a
sensitive assay for a tiny amount of sample but also it has a throughput capacity that
allows screening of many samples.

Like nucleic acids and proteins, carbohydrates are another class of essential
biological molecules. Owing to their unique physicochemical properties, carbohydrates
are capable of generating structural diversity, and so they are prominent in display
on the surfaces of cell membranes or on the exposed regions of macromolecule. Thus,
carbohydrate moieties are suitable for storing biological signals in forms that are
identifiable by other biological systems. In Chapter 14, Wang et al. summarize how
to develop high-throughput carbohydrate microarrays (glycan arrays) and how they
could be efficiently used for the identification of immunologic targets of other
microorganisms. In addition, these glycan arrays are useful for the exploration of
complex carbohydrates that are differentially expressed by host cells, including stem
cells. By contrast to arrays described in previous chapters, carbohydrate microarrays
require preservation of the 3D conformations and topological configurations of sugar
moieties on chip to permit a targeted molecular recognition by the corresponding
cellular receptors. Wang et al. predict that these glycan arrays or sugar chips are not
only useful in the screening of carbohydrate-based cellular receptors of microorganisms
but also to probe carbohydrate-mediated molecular recognition and immune responses.
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Identification of Target Antigens in CNS
Inflammation by Protein Array Technique

Sabine Cepok, Bernhard Hemmer, and Konrad Büssow

Summary
Multiple Sclerosis (MS) is the most prevalent chronic inflammatory disease of the CNS, caus-

ing severe disability in a significant proportion of patients. Although many findings suggest that
MS is caused by an immune response to proteins expressed in the CNS, the target antigens are still
unknown. Among the candidates are self- and foreign proteins expressed in the CNS compart-
ment. Here, we describe a new approach to dissect immune responses in the CNS. We applied a
protein array based on a human brain cDNA library to decrypt the specificity of the local antibody
response in MS. The macroarray, containing 37,000 proteins, enabled us to perform a large-scale
screening for disease-associated antigens. Target proteins were further mapped to identify high-
affinity ligands and possible mimics. Using this approach, we found MS-specific high-affinity
antibody responses to two peptide sequences derived from Epstein–Barr virus (EBV) proteins.
Several mimics with lower affinity also were identified. Subsequent analysis revealed an elevated
and specific immune response in MS patients against both EBV proteins, suggesting a putative
role of EBV in the pathogenesis of MS. The study demonstrates that protein arrays can be success-
fully applied to identify disease-associated antibody responses in neuroinflammatory diseases.

Key Words: CNS; inflammation protein array; multiple sclerosis; target antigen.

1. Introduction
The CNS was considered to be an immunologically privileged microenvironment,

protected by the highly specialized blood-brain barrier, which minimizes and regulates
the infiltration of cells and macromolecules. Recent reports support the concept of a
routine immune surveillance of the brain (1). During CNS infection, a vigorous immune
response is mounted in the brain to eliminate the infectious agent. Pathogenic antigens
are released into draining lymph nodes (e.g., nuchal or cervical) where they are pre-
sented by professional antigen presenting cells (e.g., dendritic cells) to B- and T-cells
(2). B- and T-cells with high affinity for these antigens are selected in the lymph node
environment, become activated, clonally expand, and acquire effector functions. After
release from the lymph nodes, primed B- and T-cells migrate through body compart-
ments and accumulate at sites of CNS inflammation where they re-encounter their tar-
get antigen. Upon reactivation, T-cells mediate effector functions (e.g., cytotoxicity,
cytokine release, and recruitment of macrophages), leading to clearance of the anti-
genic source (e.g., resolving the infectious agent). B-cells mature either in peripheral
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lymph nodes or in the inflamed tissue into plasmablast or plasma cells, and they deliver
high amounts of Ig at the site of inflammation. These antibodies deposit in the tissue,
but they are also found in the cerebrospinal fluid (CSF), leading to increased antibody
concentration (intrathecal Ig synthesis). After CNS infection, oligoclonal IgG bands
(OCBs) are seen in the CSF, which cannot be detected in the serum, arguing for a
compartmentalised immune response. In acute and chronic infectious diseases of the
CNS, intrathecal Ig and the OCBs target disease-associated proteins derived from the
infectious agent (3,4). However, in many acute and chronic inflammatory diseases of
the CNS, the focus of the local immune response is still unknown. This disparity is
particularly true for multiple sclerosis (MS).

MS is the most prevalent chronic inflammatory disease of the CNS, causing severe
disability in a significant proportion of patients (5). Although many findings suggest
that MS is caused by an immune response to proteins expressed in the CNS, the target
antigens are still unknown. Among the candidates are self- and foreign proteins
expressed in the CNS compartment. Here, we describe a new approach to dissect
immune responses in the CNS. We applied a protein array based on a human brain
cDNA library to decrypt the specificity of the local antibody response in MS. The
macroarray, containing 37,000 proteins, enabled us to perform a large-scale screening
for disease-associated antigens. Target proteins were further mapped to identify high-
affinity ligands and possible mimics. Using this approach, we found MS-specific high-
affinity antibody responses to two peptide sequences derived from Epstein–Barr virus
(EBV) proteins. Several mimics with lower affinity also were identified. Subsequent
analysis revealed an elevated and specific immune response in MS patients against
both EBV proteins, suggesting a putative role of the virus in the pathogenesis of MS.
The study demonstrates that protein arrays can be successfully applied to identify dis-
ease-associated antibody responses in neuroinflammatory diseases.

2. Multiple Sclerosis
2.1. Clinical Aspects

MS is the most common chronic inflammatory and demyelinating disease of the
CNS, affecting 0.05–0.15% of Caucasians (6,7). The disease usually starts in young
adults and occurs more often in women than in men. In 80–90% of the cases, MS starts
with a relapsing, remittent disease course characterized by recurrent episodes of neu-
rological symptoms with spontaneous remission. Over time, the number of relapses
decreases, but most patients develop progressive neurological deficits that occur
independently of relapses (secondary progressive phase). In a minority of patients, MS
starts with a primary progressive disease course without acute relapses.

2.2. Pathogenesis of MS

It is well established that the immune system is involved in the pathogenesis of MS.
Histopathological studies pointed out that besides the hallmark of demyelination, an
immune response, mostly consisting of B-cells, T-cells, macrophages, and activated
microglia, is seen in acute MS lesions (8). T- and B-cell responses in the CNS of MS
patients are highly focused. By analyzing single cells from lesions or CSF of MS
patients, extensive clonal expansion of T-cells in the local compartments was dem-
onstrated (9,10). The expanded T-cells from lesions or CSF were not found in the periph-
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eral blood, suggesting that a specific migration of these cells occurred into the CNS
compartment. Serial studies on CSF samples demonstrated the persistence of expanded
T-cells (11). A highly focused immune response also is observed in the B-cell compart-
ment. Almost all MS patients show an intrathecal IgG response or OCBs confined to the
CSF (12). Indeed, the occurrence of OCBs is still an important diagnostic marker for
chronic CNS inflammation as seen in MS. Interestingly, the antibody response involves
predominantly IgG1 and IgG3 and seems to be stable over long periods (13,14). The
dominance and persistence of an intrathecal IgG1 and IgG3 antibody response together
with the locally expanded T-cells are consistent with an ongoing immune response against
proteins. This assumption is supported by a stable accumulation of antigen-experienced
B-cells and antibody-secreting plasmablasts in the CSF of MS patients (15,16). Investi-
gations of the B-cell receptors in the CNS and CSF of MS patients demonstrated clono-
typic expansion of B-cells in the local compartment that was not (or to a lesser extent)
observed in the peripheral blood (17–20). Expanded B-cells in the CSF and CNS lesions
were characterized by extensive replacement mutations of the B-cell receptor genes, in-
dicating a highly focused antigen-driven immune response.

2.3. Target Antigens of Local Immune Response in MS

For many years, researchers have been searching for targets of the local immune
response in MS. Because MS lesions are focused on CNS white matter, it was assumed
that components of the myelin sheath, such as myelin basic protein, myelin oligoden-
drocyte glycoprotein, and proteolipid protein might be the target antigens in MS. The
role of these antigens was supported by early reports on acute demyelinating episodes
in humans after accidental immunization with myelin components (e.g., after rabies
vaccination; [21]). After this observation, 70 yr ago, an animal model was established,
called experimental autoimmune encephalomyelitis (22). In experimental autoimmune
encephalomyelitis, an acute or chronic inflammatory disease of the CNS with variable
degree of demyelination is induced by immunization with myelin antigens and Freund’s
adjuvant (23).

Several laboratories tried to prove this concept by characterization of the immune
responses to myelin antigens in MS patients (24–26). T-cells specific for many of the
myelin antigens were isolated not only from MS patients but also from healthy donors,
demonstrating that autoreactive T-cells are part of the normal repertoire and not nec-
essarily harmful (24–26). Investigations on antigen recognition of myelin-specific
T-cells demonstrated that these cells can potentially crossreact with foreign anti-
gens such as viral peptides (27,28). The cross-recognition, termed molecular mimicry,
has provided an attractive model to explain how autoreactive T-cells could become
activated by infectious agents to mediate an autoimmune process (29).

Although higher antibody titers to some myelin antigens are observed in the CNS
and serum of MS patients, these autoantibodies are of low affinity and also found in
healthy controls (30–32). A recent report demonstrated that the occurrence of anti-
myelin antibodies is associated with progression in early MS patients, although these
results warrant confirmation (33). An autoimmune response to myelin antigens would
explain many of the features, but experimental evidence for this concept is still missing.

Because inflammation is observed in most infectious disorders of the CNS, the
immune response seen in MS also could be a secondary event. Indeed, the idea of MS
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being caused by an infectious agent has been controversially discussed for almost a
century (34). The hypothesis is still attractive in view of other infectious diseases of the
CNS that cause inflammation and demyelination in humans, among them measles-
associated subacute sclerosing panencephalitis or human T-cell lymphotropic virus type
I-associated myelopathy (35). In these disorders, a comparable chronic immune response
is observed in the CNS, including the occurrence of OCBs. Interestingly, the intrathecal
Ig response and the OCBs contain antibodies specific for the causative agent. Similar
to autoantibody studies, many researchers have reported on elevated antibody titers to
a broad range of pathogens in MS patients, although frequently those studies were not
confirmed by others. Nevertheless, evidence is lacking that any microbe plays a role in
the pathogenesis of MS.

2.4. Methods to Decrypt Antigen Specificity in MS

In the past decade, new techniques were developed to identify the targets of the
focused immune response in the CNS of MS patients. Studies on T-cells are impaired
by some technical difficulties, because these cells recognize processed peptide anti-
gens only in the context of appropriate major histocompatibility complex molecules.
However, initial studies have demonstrated that it is possible to decrypt target antigens
of T-cells with unknown specificity by using expression or combinatorial peptide
libraries (28,36,37).

Antibodies are much easier to handle than T-cells, although the amount of IgG avail-
able from the CSF or brain of MS patients is limited. Nevertheless, these antibodies
have been used to screen for binding of target antigens. With increasing advances in
molecular biology several new techniques have been developed to identify the speci-
ficity of antibodies in MS. Because CNS-resident proteins might be the target of the
antibody response, the development of cDNA expression libraries generated from MS
brain lesions was performed. But application of this technique to CSF antibodies has
not yet led to the discovery of new MS target antigens (38).

Large libraries containing random short peptides displayed on phage surface enabled
large-scale screening of epitopes for subsequent database search (39–41). Using this tech-
nology, one group identified a five-amino acid consensus sequence present in EBV
nuclear antigen and the -crystallin heat-shock protein (41). These candidates were
not analyzed in a large patient cohort to investigate MS-specific reactivities. Also, another
group using this approach identified several peptides, but they could not confirm MS-spe-
cific reactivities when comparing antibody responses to these peptides in MS patients
and controls (42). This approach, however, has several drawbacks. The technique requires
large amounts of antibody that is usually only obtained by pooling samples from several
patients. Random phage display libraries will only detect mimotopes that may mimic
the native antigen, possibly without sharing sequence homology.

Recently, antibody–phage display libraries expressing recombinant antibodies of tar-
get tissue were constructed. Libraries generated from antibody genes in the affected tis-
sue were probed on a chosen antigenic preparation (e.g., brain tissue) (43). Such a
recombinant antibody library by using subacute sclerosing panencephalitis brain was
successfully applied to identify disease-related measles virus antigens from infected brain
tissue (44). Because this strategy might miss proteins with low abundance, it may fail in
diseases when target proteins are not expressed at high levels in the affected tissue.
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3. Dissection of Antibody Specificity in MS by
Using Human Brain cDNA Protein Macroarrays

A novel protein array based on a cDNA expression library of human brain enabled
us to perform a large-scale analysis of antibody specificity in MS. We describe here the
properties of the protein arrays and the identification of target antigens in MS.

3.1. Development of Human Brain Protein Macroarrays
Dot blots and colony blots are the predecessors of today’s protein microarrays. The

first examples of protein arrays with large numbers of protein spots generated by auto-
mated spotting were produced on large protein-binding membranes. A technology was
developed to circumvent the need to produce the elements of the array individually
before spotting. Instead of arraying proteins directly, protein-expressing bacterial
clones are arrayed on membranes that then produce the proteins of the array (45).

The earliest high-density DNA arrays were developed by the group of Hans Lehrach
in the early 1990s at the Imperial Cancer Research Fund in London, England. Hun-
dreds of thousands of bacterial clones of cDNA and genomic libraries on large nylon
membranes were arrayed. Bacteria were grown on the membranes and lysed, leading to
fixation of plasmid DNA as distinct spots on the membrane. These DNA arrays were
screened by radioactive or fluorescent hybridization probes in gene mapping and clon-
ing experiments (46).

Using the same arraying technology, we developed protein arrays by arraying clones
of protein expression cDNA libraries. Bacteria were grown on protein-binding polyvi-
nylidene difluoride membranes, protein expression was induced, and finally cells were
lysed and the cellular protein, including the expression products of the cloned cDNA
fragments, was bound as distinct spots on the array (Fig. 1).

After preliminary tests, a large cDNA library was constructed from human fetal
brain tissue. The library was cloned in a bacterial protein expression vector featuring a
hexahistidine affinity tag (His-tag); 150,000 clones were picked and arrayed in dupli-
cate on square membranes of 22 × 22 cm2 at a density of 27,648 clones per membrane
(47). Because of its size, this array format was later called a macroarray to distinguish
it from the glass slide microarray format.

It had been shown that clones containing expression plasmids with the His-tag could
be tested for protein expression by a colony blot technique by using an antibody against
the affinity tag. This approach was applied to the macroarrays to identify clones that
did express their cDNA insert as a His-tag fusion protein. Twenty percent of clones
were detected by the antibody. Random sampling showed that the clones that were
detected by the antibody mostly produced recombinant protein and mostly consisted of
cDNA insert that were cloned in the correct reading frame in respect to the vector-
encoded start codon (48). The antibody detection led to a fivefold enrichment of pro-
ductive clones. The productive clones were combined into a new, smaller library. This
library consists of 37,831 clones and is being arrayed on two macroarrays at standard
clone density or on one array at a slightly higher density.

Presently, macroarrays of the human fetal brain and other libraries are produced and
sold by the RZPD German Resource Centre. The RZPD is actively developing the
technology of the macroarrays and has now generated expression libraries and macro-
arrays from a set of other human tissues. Currently, the sequences of approx 3000
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clones of the fetal brain library are publicly available (49). The RZPD is continuously
generating more sequence information for their expression library clones.

Today, researchers are using macroarrays mainly to discover antigens of antibodies from
serum or CSF. However, the arrays also have been probed successfully with enzymes and
binding protein to discover substrates of methyl transferases (50) and kinases (51) as
well as protein interaction partners (45).

3.2. Properties of Human Brain Protein Macroarrays

This novel protein array technology provides some indispensable features for iden-
tifying target antigens in MS.

1. Because inflammation is not observed in other tissues, MS-associated antigens are prob-
ably expressed in the CNS. Therefore, the human brain cDNA protein expression library
represents an appropriate set of proteins to be screened.

2. The library comprises 37,831 expression clones, including full-length proteins in the right
reading frame but also proteins that are not in the correct frame, resulting in the expres-
sion of polypeptides that do not occur in nature. This outcome is an advantage for a broad
screening method when antibodies with unknown specificity are used.

3. The screening for antibody specificity is relatively easy to perform. The expression clones
are arrayed on polyvinylidene difluoride membranes, allowing experimental techniques
similar to a dot blot. Several rounds of panning required for phage display screening are
not necessary. Results can be obtained in less than 16 h.

4. The assay allows screening of antibody responses in single patients. The amount of anti-
body that is needed does not require pooling of antibodies from different patients.

Fig.1. Development of the protein macroarray technology from DNA array technology. DNA
(A) and protein (B) arrays of the same cDNA library were prepared by automated spotting. The
arrays were screened for cDNA clones of the GAPDH gene in parallel by DNA hybridization
(A) and with an anti-GAPDH antibody (B). The inset demonstrates the duplicate clone spotting
pattern.
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5. Proteins detected on the array are easily produced and purified in large amounts for subse-
quent experiments, because expression clones for each detected protein are available
through the RZPD.

6. This array not only allows detection of CNS proteins but also of artificial mimitopes.
Mimitopes can be further characterized by subsequent peptide scan analyses to identify
the original, native binding epitopes.
The disadvantage of the protein array is a result of the expression in Escherichia coli.
Arrayed proteins lack mammalian glycosylation. Antibodies specific for glycosylated pro-
tein domains therefore may not be identified by this technique. Furthermore, the array was
constructed from fetal brain and may not contain proteins expressed in the adult brain.

3.3. Identification of Target Antigens of Local Immune
Response in MS by Using Protein Macroarrays

The protein array of human fetal brain was applied to search for potential target
antigens in MS ([52]; Fig. 2). CSF of 12 MS patients and five patients with noninflam-
matory neurological diseases was selected and each probed at the same IgG concentra-
tion with a protein array. Binding of IgG was visualized by staining with horseradish
peroxidase-conjugated monoclonal anti-human IgG antibodies and subsequent devel-
oped by substrate. Expression clones that bound CSF IgG of MS patients but not con-
trols were selected. To identify the target of the antibody binding, corresponding
expression clones were ordered through RZPD. Plasmids of the clones were isolated,
and the cDNA inserts were sequenced. Subsequently, the sequences were used for a
database search. Forty-two unique sequences were defined, which not only made up
proteins expressed in the correct reading frame but also sequences that were expressed
out of frame, generating polypeptides with sequences that do not occur in nature.
Twenty-one expression clones, which showed the strongest reactivity in two or more
MS patients were selected (Table 1). Ten of these clones expressed genes in the correct
frame, and 11 clones expressed out of frame. Protein expression in the clones was
induced by isopropyl -D-thiogalactoside, and the His-tag fusion proteins were puri-
fied by nickel chelate chromatography. After confirmation of protein size and specific

Fig. 2. Experimental setup to define antibody reactivities in CSF by protein macroarrays.
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Table 1
Expression Clones Which Showed Differential Immune Reactivity
in MS Patients and Controls

RZPD clone* Protein ID Identity

N04524 B3 Out-of-frame expression
L04523 F3 Out-of-frame expression
E21555 C5 Out-of-frame expression
G17581 D6 Out-of-frame expression
H13574 C6 Out-of-frame expression
E06542 G4 MAZ
H07541 F4 MAZ
M18568 H5 MAZ
L17507 D3 ASPI
A07545 G2 Out-of-frame expression
A03592 H1 TCOF1
C06553 D1 Out-of-frame expression
L02568 G5 RNA-binding motif protein 5
O17528 H3 Out-of-frame expression
M05594 A7 Mitochondrial ribosomal
A11524 A1 Out-of-frame expression
J23564 D5 Out-of-frame expression
A02550 A5 Hemoglobin 3 chain
H15589 E1 Chaperon containing TCRP1 CCT5
F22533 B1 Out-of-frame expression
C10601 B7 RED protein

GAPDH GAPDH

*RZPD clone identifiers without prefix ‘MPMGp800.’

antibody binding by Western blot (using CSF from the corresponding MS patient),
ELISAs were established for all 21 proteins. For some proteins, we observed a signifi-
cantly higher immunoreactivity in MS patients compared with controls. Whereas 13%
of the 132 MS patients had CSF antibodies against the expression product of clone B3,
no such antibody responses were detected in any of the 118 controls. In contrast, no
reactivity was detected for the control protein glyceraldehyde-3-phosphate dehydroge-
nase (GAPDH). Immunoreactivities to certain pattern of distinct proteins occurred con-
sistently in different patients. Patients with IgG reactivity to protein B3 usually also
had antibodies against four other proteins, suggesting that a similar epitope was present
in these expression products that was targeted by the IgG of the patients (pattern I). All
five proteins of this pattern represent artificial products that were expressed out of
frame. Three other expression clones, which contain different cDNA fragments of Myc-
associated zinc (MAZ) finger protein, also showed high and largely overlapping im-
munoreactivities (pattern II).

Epitopes responsible for the immunoreactivity to pattern I and II were mapped by
peptide scan analysis. Subsequent amino acid substitution assays were performed to
define the best binding amino acids at each position of both patterns (Fig. 2). The
Swiss–Prot database was searched with the identified optimal motifs. We found 10
matches with the first motif and 13 with the second motif. Among the matches were
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some irrelevant proteins, because they were from nonpathogenic species but also
epitopes derived from human, bacterial, or viral proteins. Both patterns matched
two different proteins of EBV. CSF antibodies of MS patients bound strongest the two
peptides derived from EBV. Reactivity to all other proteins, including several self-
antigens, was lower. To determine the MS-specific immune reactivity to both EBV
proteins, ELISA experiments were performed. Humoral immune responses to these
proteins were elevated in the serum and CSF of MS patients compared with controls.
The specificity and high affinity of EBV-specific CSF antibodies was confirmed by
solution phase assays. Finally, binding to the oligoclonal IgG bands was shown for
both proteins, indicating a specific immune reactivity against these identified EBV
proteins in the CSF of MS patients. Although other self-antigens were recognized by
the antibodies, both EBV antigens showed the best binding. These findings demon-
strate that MS patients have an increased and highly specific immune response to EBV
in the CNS. These findings also suggest that EBV is involved in the pathogenesis of
MS. Possible mechanisms include CNS infection of glia cells or crossreacitivity of
EBV antigens with autoantigens in the brain. Further studies will address the specific-
ity of other target proteins that we identified by our macroarray approach.

4. Conclusions
The protein macroarray technology was used for large-scale screening of the target

antigens of the focused immune response in the CNS of MS patients. Combined with
epitope mapping techniques, we identified two candidate proteins as targets of the
local immune response in MS. Both targets were confirmed by additional assays,
demonstrating the efficacy of the protein array approach in MS. This approach may not
only be suitable to investigate antibody responses in other systemic or focal autoim-
mune diseases but also may help to investigate antitumor immune responses. However,
the success of such an approach is largely dependent on how closely proteins on the
array reflect the antigen repertoire in the diseased organ compartment. More advanced
arrays containing proper glycosylated proteins of the tissue of relevance are needed to
efficiently decrypt antigen responses in human diseases which involve a humoral
immune response.
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Differential Protein Expression, Protein Profiles
of Human Gliomas, and Clinical Implications

Ravi Sirdeshmukh, Vani Santosh, and Anusha Srikanth

Summary

Molecular profiling of tumors at the transcript or protein level has the potential of explaining
the biology of tumors as well as classifying them in molecular terms for the purpose of more
decisive diagnosis or prognosis, with respect to their aggressive, recurrence, or treatment response.
In recent years, these approaches have been used for the study of gliomas, which are the most
prevalent and lethal primary brain tumors. The studies on differential protein expression using
2DE/MS-based and other proteomic approaches, which are reviewed here, indicate their useful-
ness for future studies. We discuss the clinicopathological issues currently encountered with glio-
mas, the experimental approaches for protein profiling, experimental systems used to find
molecular markers for gliomas, followed by a review of recent proteomics studies carried out by
us and other investigators. A speculative scheme integrating the observations made in these stud-
ies is discussed and the chapter concludes with a perspective of the future developments that can
come from constantly improving proteomics technologies.

Key Words: Glioma; glioblastoma; differential expression; proteomics; mass spectrometry;
2DE.

1. Introduction
Gliomas constitute >60% of the primary tumors of the central nervous system (CNS)

and encompass a range of neoplasms. Their incidence is low, yet they represent a major
source of cancer-related mortality, and the overall outcome of patients with these tu-
mors has not changed much over the past 30 yr. The aim of this chapter is to illustrate
recent efforts of molecular analysis of glial tumors and to show the potential of such
analyses for understanding these tumors in terms of gene expression profiles, raising
the prospects of better clinical prognosis and treatment strategies. Gene expressions
can be determined either in terms of the levels of mRNA transcripts or their functional
end products, proteins, in a given cellular condition. Their comparative analysis in
conditions such as tumor and nontumor tissue would help in identifying the genes dif-
ferentially expressed and associated with the tumor condition. The two approaches
yield complementary information. However, in view of the space limitations, we re-
strict this chapter to proteomics approaches, differential protein profiles, and their po-
tential clinical utility, but we include a brief account of the application of DNA
microarrays and transcript profiling because they have provided important leads to
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understand tumors by molecular profiling. Also, the focus of our discussion is more on
astrocytomas, a histological type that is more prevalent among the gliomas. Other his-
tological types are mentioned in closely relevant contexts. Refer to other recent and
specialized reviews on the subject for further details (1–4).

2. Background, Types, Origin of Gliomas, and Clinical Issues
Mature and fully differentiated brain tissue consists of three major types of cells:

neurons, astrocytes, and oligodendrocytes. Gliomas are primary tumors involving these
cells of the CNS, the most common (>60%) among which are astrocytomas—the tumors
involving astrocytes. They are composed of a wide range of neoplasms that differ in
their location within the CNS, age and gender distribution, morphological features,
growth potential, extent of invasiveness, tendency to progression, and clinical course.
The overall classification of gliomas is shown in Fig. 1A and putative cellular path-
ways originating them (discussed subquently) in Fig. 1B. There are two distinct cat-
egories of these tumors. The first category encompasses at least 75% of the astrocytic
tumors and is termed as diffusely infiltrating astrocytomas, which are further subdi-
vided on the basis of their grades. The present grading systems for diffuse astrocyto-
mas is based on histopathological features that are predictive of brain invasion at the
tumor–brain interface, high growth potential, and capacity to infiltrate brain for distant
spread in the neuraxis. The histological staining of the various types of gliomas is
shown in Fig. 2. The two currently used grading systems, WHO and St. Anne Mayo,
are comparable, and both use the four-tier grading for astrocytoma and the histological
criteria considered for grading are nuclear atypia (diffuse astrocytoma/WHO grade II);
mitosis (anaplastic astrocytoma; WHO grade III), and microvascular proliferation, necro-
sis, or both (glioblastoma multiforme; GBM, WHO grade IV and its variants such as
giant cell glioblastoma and gliosarcoma). This category inevitably has the more omi-
nous prognosis owing to high tendency of these tumors to undergo malignant transfor-
mation, to infiltrate the surrounding brain and to invade leptomeninges. The second
category of astrocytic tumors, called circumscribed astrocytomas, clearly exhibits dis-
tinct clinicopathological features and consists of Pilocytic astrocytoma (WHO grade
I), Pleomorphic xanthoastrocytoma (WHO grade II), and Subependymal giant cell as-
trocytoma (WHO grade I). In contrast, to the first category, these tumors generally tend
to have a more favorable prognosis, because of a reduced capacity for invasive spread
and limited potential for growth and anaplastic progression. Therefore, clear recogni-
tion of these entities is important. Pilocytic and other grade I tumors are relatively
benign and occur in children and young adults. Grade II astrocytomas with a median
survival period of 8–10 yr are considered to be low-grade tumors with slow malignant
progression, whereas both grade III (median survival period, 2–3 yr) and grade IV
(GBMs) are high-grade malignant tumors. GBMs, the most common and the most
malignant form of glioma, with a median survival period of <1 yr occur among the
older age group and accounts for >60% of the astrocytomas. Even after surgery fol-
lowed by aggressive chemo- or radiation therapy, they recur with more aggressive be-
havior. Some low-grade astrocytomas progress to glioblastoma (secondary GBMs),
whereas others persist in a dormant state for many years. In contrast, GBMs also can
originate de novo without any evidence of the low-grade precursor (primary GBMs).
Histologically, the two forms are indistinguishable but do associate with different genetic
indicators, although they may not reflect much on the prognosis. The other type of glial



Proteomics of Human Gliomas 151

Fig. 1. (A) Classification of gliomas showing histological types and grades. Types marked
with asterisks represent tumors of rare occurrence compared with others. (B) Diagrammatic
representation of the two models suggested for the origin of glial tumors.

tumors, oligodendrogliomas, relates to oligodendrocyte lineage, and there are also
mixed gliomas, namely, the oligoastrocytomas. They could be of grade II or III (ana-
plastic) type. Yet another type, ependymomas (grade II or III), which develop in the
vicinity of the ventricular system and the spinal cord, constitute approx 10% of the
gliomas (see refs. 5 and 6 for further details).

The cellular origin of gliomas in general is incompletely understood. Tumors of
clonal origin are thought to arise from a single normal cell that suffered a genetic alter-
ation resulting in a growth advantage to that cell. Subsequent mutations in cells from
this parental clone would result in the outgrowth of a tumor with increasing anaplastic
changes and clonal complexity. For the origin of astrocytic tumors, two models can be
considered (Fig. 1B). The dedifferentiation hypothesis assumes that the normal cell
undergoing mutation is a terminally differentiated astrocyte, oligodendrocyte, or
ependymal cell. During gliomagenesis, the differentiated mutant normal cell triggers
its growth, resulting in tumors of low grade (grade II). Further mutations would cause
the tumor cells to acquire a less differentiated and more malignant morphological fea-
tures (grade III), which progress into further dedifferentiated state with little resem-
blance to the cell(s) of origin, accompanied by loss of cell-specific markers (grade IV).
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Evidence for this progression model comes from patients who clinically present with a
low-grade tumor and who subsequently develop a tumor recurrence of higher grade
and eventually form GBM.

The alternative misdifferentiation hypothesis is based on the concept that glial cells
originate from self-renewing stem cells differentiating into progenitor cells that even-
tually develop into three cell types of the mature glia. The pool of multipotential adult
stem/progenitor cells that are induced to undergo proliferation may be particularly
vulnerable to neoplastic transformation. During development and in adult stem cells,
occurrence of asymmetric cell division marks the generation of daughter cells of
variant proliferative and differentiation status (7). And it is an aberration in the normal
mechanisms that results in generation of tumor precursors and the onset of cancer.
Mutations in the progenitor cells that are capable of differentiating into both oligoden-
drocytes and astrocytes could give rise to the heterogenous GBMs, which have either
oligodendroglial, astrocytic, or mixed oligoastrocytic features. Mutations in the pro-
genitor cells further along the differentiation pathway may give rise to either anaplastic
oligodendrogliomas or anaplastic astrocytomas. Finally, mutations in the cells furthest
along the differentiation pathway would result in low-grade oligodendrogliomas or
astrocytomas having histomorphological features resembling astrocytes or oligoden-
drocytes. Certain hematological malignancies are known to originate from transforma-
tion of normal stem cells, and the existence of stem cells in restricted zones of adult
brain raises the possibility of stem cell origin of gliomas (8). It was recently shown that
a small subset of cells carrying a surface marker CD133 (CD133+ cells) in human
brain cancer could drive tumorigenesis. A very small number of them when injected
into mice could form tumors unlike the CD133– cancer cells (9). This finding adds
strong experimental support to the stem cell model for gliomas. Furthermore, cellular
heterogeneity is common in cancers. For glioma, it is a hallmark. The progenitor cells
that can differentiate along several pathways may undergo aberrant differentiation and
may unfold its potential generate greater heterogeneity encountered in gliomas, com-
pared with the more restricted precursors

Grade I tumors, such as pilocytic astrocytomas, are essentially benign tumors and
have significantly long median survival period. Grade II diffuse astrocytomas are slow-
growing tumors, but they can progress into aggressive grade III or grade IV GBMs with
dismal prognosis. Many grade IV tumors behave like grade III in terms of their clinical
outcome, and grade III like grade IV. Their chemo- or radiation response is also rela-
tively poor, posing a great challenge for their management. Whereas pure astrocytomas
project such a complex picture, the complexity is further increased when one has to dis-
tinguish them from oligodendrogliomas and mixed oligoastrocyomas, which are differ-
ent in terms of histology, treatment response, and overall prognosis. With this kind of
variation, accurate typing and grading of these tumors is crucial for better clinical man-
agement. Also, glial tumors may develop through one of the two pathways described
above, are highly heterogenous, and the therapeutic strategies applied to them may be
different. Accurate typing and grading of these tumors is thus crucial for better clinical
management. However, the high level of heterogeneity of gliomas both with respect to
the cell type as well as progression, results in a high degree of interobserver variations in
their histopathology analysis and grading (10). Thus incorporating additional parameters,
such as their distinction in terms of molecular markers, that allow us to discriminate
between their different types and grades would be very important.
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3. Molecular Genetic Changes and Molecular Markers
and Importance of Molecular Profiles

Several genetic aberrations and gene expression changes associated with oncogen-
esis and malignant progression of the astrocytic tumors have been identified . Amplifi-
cation of epidermal growth factor receptor (EGFR) and other genes, such as CDK4 and
MDM2, and deletions or inactivating mutations for P53, Rb, and other regulatory fac-
tors such as phosphatase and tensin homolog and platelet-derived growth factor consti-
tute the genetic pathways implicated for astrocytomas (3). All of these negatively
regulate specific activities in normal glial cells. Genomic microarrays were used to
investigate amplification of oncogenes throughout the genome of GBMs (11). High-
level amplifications were identified with respect to oncogenes including CDK4, MYC,
MDM2, and several others. These genes are suggested to be involved in the GBM
tumorigenesis. Recently, Hayashi et al. (12) have shown that glioblastoma can be clas-
sified into distinct genetic subsets on the basis of presence of p53 mutation, EGFR
amplification, or absence of both.

These molecular differences and others have helped in the use of immunohis-
tochemistry approaches to complement histopathological analysis of the tumors. For
example, immunohistochemistry to assess proliferative activity in the routine neuro-
pathological evaluation of diffuse astrocytic tumors provides a more direct and
objective index of the growth potential. Two cell cycle-associated nuclear proteins
that help in estimation of growth potential and that have been widely exploited for
immunohistochemical techniques are Ki-67 antigen and proliferating cell nuclear
antigen. Both can be detected by immunohistochemical techniques. The monoclonal
antibody MIB-1 against the Ki-67 antigen recognizes a nuclear nonhistone protein,
Ki-67 protein, which is expressed during the rest of the phases of the cell cycle,
except the G0 phase (13,14). Multiple studies with astrocytic tumors indicate that Ki-
67 immunoreactivity is a valuable tool to estimate the growth potential. There seems
to be a general correlation between histopathological grade and MIB-1–labeling in-
dices. Glial fibrillary acidic protein (GFAP) is an intermediate filament protein (IFP)
specifically expressed by astrocytic cells. Immunoreactivity for GFAP is considered
indicative of the glial phenotype (15–17). In diffuse astrocytomas, GFAP is differen-
tially expressed and its expression in anaplastic astrocytomas and GBMs is highly
variable. It tends to decrease during glioma progression, but it is not used as a prog-
nostic factor. Expression of vimentin, the major IFP present in the fetal stages, is
common in GBMs and is also used as a marker. The two subtypes of GBMs follow
different genetic pathways (6). Primary GBMs are characterized by EGFR amplifi-
cation or mutation consistent with its overexpression, whereas the P53 mutations are
associated with secondary GBMs as they are with their low-grade precursors. Immu-
nohistochemistry for these two antigens is used to support the clinical and histo-
pathological analysis to distinguish these two types. Despite these advances,
distinctions based on single-molecule differences between the histological types and
grades are not precise and adequate.

Gene expression profiling of cancer tissues would be useful to identify signature
gene sets that could distinguish different types or grades of tumors and their outcome.
A comprehensive characterization of the gene expression that may correlate with the
clinical behavior of gliomas would add precision in their molecular classification and
help to predict the prognosis and treatment response of patients (2,18). DNA micro-
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array analysis has given rise to significant molecular expression data on glial tumors,
which has initiated their characterization and molecular taxonomy. However, it is not
always possible to translate the gene expression data at the mRNA level into proteins
that are the end determinants of the gene function. Moreover, the majority of the drug
targets and diagnostic tests are protein based. Protein profiles and their posttransla-
tional modifications may offer useful and perhaps better tools that can define tumor
types, their chemo- or radiosensitivity as well as distinguish aggressive tumors from
less aggressive tumors (19). When integrated with clinical information such as patient
data on age and sex, symptoms, imaging, other clinical conditions, histopathological
analysis, other clinical conditions, and so on, gene expression profiling by microarray
or proteomics approaches would be highly useful to define tumor groups in terms of
transcript or proteomics profiles and to subsequently correlate them for biological
relevance or histological or survival-related distinctions.

4. Experimental System: Glioma Cell Lines Vs Primary Tumors

For any molecular analysis to identify disease lesions, the first important consider-
ation is the choice of an appropriate experimental system. Tumor-derived cell lines
constitute a useful experimental system to study molecular aspects relevant to the
tumors and are an indispensable tool for cancer research. The creation and character-
ization of permanent cell lines derived from primary human gliomas permitted access
to unlimited, renewable material for studying development of the brain tumors. How-
ever, it is possible that cell lines of the same pathological group may exhibit heteroge-
neity in gene expression, gene mutation, and cellular response to various treatments
(20).Several previous reports describe study of expression of mRNA or protein asso-
ciated with glioma cell lines, and cell line-associated RNA or protein expression was
examined as a diagnostic or functional (e.g., multiple drug resistance and invasive-
ness) marker for glioblastoma tumors (21). They also have established and character-
ized five glioma cell lines derived from GBM or anaplastic astrocytoma and
demonstrated that the pattern of P53 and EGFR expression as observed in the original
tumor is retained in the cell lines making them useful for analysis of tumor growth and
progression (22). Vogel et al. (23) have studied protein patterns between GBMs and
five different glioma cell lines and identified differential proteins whose expression
may be driven by in vitro culturing of cells. Such characterization of protein expres-
sion to distinguish solid tumors from the cell lines should bring greater value for the
use of cells (and tissues) to study molecular analysis in relation to the biology of these
tumors. Also, new cell lines are being established that may advance the studies (24).
However, these cell lines are already tumorigenic and selected for growth in culture,
limiting the amount of information that could be gathered about the events that led to
the formation of their tumors of origin. Several groups have demonstrated the exist-
ence of the stem cells in human brain tumors and their existence seems to correlate
with the heterogeneity seen in tumor cells with respect to proliferation and differen-
tiation (25), and the thinking that gliomas and other brain tumors may originate from
stem cells is gaining increasing support (8). Two cell lines, HNGC-1 and HNGC-2,
derived from high-grade malignant gliomas have been shown to represent low-grade
and high-grade malignancy, respectively (26). The slower proliferating HNGC-1 cells
progressively transform into the rapidly proliferating HNGC-2 cell line; thus, they
exhibit stem cell-like patterns and the ability to sequentially mimic the process of
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tumorigenesis. These cells thus carry a rich potential as a model system to study mo-
lecular events associated with gliomagenesis and progression.

The use of primary tumors to understand lesions important in tumor formation suf-
fers from two drawbacks. First, the availability of adequate amount of material for
molecular analysis is often limiting, particularly in gliomas. Second, the extent of vari-
ability and heterogeneity in specimens brings in further limitations for clinical correla-
tions to pass statistical acceptability. Direct comparison of molecular analysis between
the tumor and the nontumor tissue from the same patient is also difficult in astrocyto-
mas in which the tumor boundaries are very diffuse, forcing the use of normal tissues
from other surgeries on other patients. Surgical resections from temporal lobe epilepsy
surgeries are therefore taken and used as experimental controls. Because such tissues
are taken from other individuals, many of them are to be used to arrive at a normalized
protein expression pattern for the purpose of comparison. Despite these limitations,
primary tumors have been used with reasonable success, because the present methods
of molecular analysis are highly sensitive and allow handling of very small amounts of
samples and are yielding significant information.

5. DNA Microarray Analysis and Transcript Profiles

Gene expression profiling with either oligonucleotide- or cDNA-based microarrays
has been used for understanding glial tumor biology and behavior (reviewed in refs. 2,4,
and 27). Details of this topic and the methodology are described elsewhere in other
chapters. Either of these types of arrays can access virtually the entire genome, and the
challenge would be to analyze several data sets to pick the most reliable, differentially
expressed genes. Then, these genes are subjected to hierarchical clustering to identify
groups of genes or tumors with global expression profiles. Several reports describe
using DNA microarrays to pinpoint differentially expressed genes between normal
brain and diffuse astrocytomas and between astrocytomas of different grades (28–30).
To understand the molecular basis of astrocytoma progression, transcriptional profile
of approx 7000 genes in primary grade II gliomas and corresponding recurrent high-
grade (grade III or IV) gliomas were compared using oligonucleotide-based microarray
analysis, and the mRNAs associated with these groups of tumors were studied by van
den Boom et al. (31). These studies allowed distinction of primary grade II and pro-
gressive grade III and IV tumors in terms of transcript sets. Other investigators also
have reported differential gene expression to distinguish subtypes of glioblastomas
(32,33). Oligodendrogliomas, a subtype of gliomas, have different histology, exhibit
different chemosensitivity, and have different prognosis. Microarray-based studies also
distinguished genes whose expression correlated with this type of tumors compared
with the other histotypes (34,35). Another type, the cystic, slowly proliferating pilocytic
astrocytoma, is a distinct type of glioma and could be reliably differentiated from the
common and rapidly proliferating, diffuse astrocytomas by using cDNA microarray
analysis. Of the expression of 7073 genes, apolipoprotein D, was overexpressed almost
10-fold in pilocytic astrocytomas and emerged as a potential pylocytic tumor marker
(36). Necrosis-associated gene expression in GBMs was studied by Raza et al. (37).
The DNA microarray-based expression analysis is also found to be helpful to uncover
previously unrecognized patient subsets that differ in their survival and thus translate
microarray-based expression results into prognostic assays for clinical use (38).
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6. Proteomics Approaches and Protein Profiles
6.1. Methodology

Expression profiling at the protein level is relatively more complex for the following
reasons: 1) The number of proteins for each gene can be as many as six to eight times
higher if we include protein variants and essential posttranslational modifications. 2)
The protein complement is dynamic and subject to changes driven by multiple factors;
thus, protein abundance can vary by 6 to 8 orders of magnitude adding further level of
complexity. 3) Expression is not measured against preannotated proteins, but protein
annotation is indeed part of the experiment and a challenge by itself. And 4), to access
various proteins for identification, they need to be separated, and the success of the
separation will depend upon the resolving power of the technique. The sensitivity of
the techniques and their dynamic range are such that only small sets of proteins can be
accessed in a given experimental condition. The complications are further enhanced as
examples emerge to suggest that the protein networks are divergent in differentiated
cells of the same organism. Therefore, an integrated view of the mutual, interdepen-
dent functioning of the living systems is important.

6.1.1. Protein and Peptide Separations and Mass Spectrometry (MS)

The biggest challenge in protein analysis for proteomics studies is dealing with not
only an enormous number of molecules in a high-throughput manner but also mol-
ecules that are similar but still contain a gradient of chemical heterogeneity. During the
last several decades, biochemistry was dominated by development of protein separa-
tion principles and methods. Many primary separation approaches and their variations
are already available and encompass electrophoresis, liquid chromatography as well as
affinity principles. Rapid developments over the last decade in the application of these
methods of protein separation, their miniaturization, evolution of MS, methods for pro-
teins, and new bioinformatics tools have enabled evolution of powerful experimental
approaches for proteomic explorations. A general scheme, as shown in Fig. 3, is to
separate proteins or peptides, subject them to one more kinds of mass spectrometric
analysis, and use this combined information for data base queries using various algo-
rithms and bioinformatics tool (reviewed in ref. 39). MS is based on ionization of the
analyte molecules in the gas phase and provides a way for accurate determination of
masses of the molecules from mass by charge (m/z) ratios of the molecular ions. The
advent of soft ionization techniques such as matrix-assisted laser desorption ionization
(MALDI) and electrospray ionization have helped the application of MS to biological
macromolecules such as proteins. However, the mass differences among large mol-
ecules such as proteins are not discriminatory enough to allow identification of pro-
teins. A protein after its separation using biochemical principles is therefore subjected
to proteolytic digestion by using enzymes that cleave at specific sites in the protein
chain. The peptide fragments thus generated are a function of the location and number
of the target amino acid residue in the protein chain and yield a mass fingerprint by
MALDI. Such a fingerprint can be used for its identification from the database searches.
MALDI-MS is therefore routinely used for high throughput protein identifications with
reasonable degree of statistical success. Often, peptide mass fingerprint data are not
adequate for acceptable protein identifications, and small sequence information is
required for use in conjunction with the fingerprint data.



158 Sirdeshmukh, Santosh, and Srikanth

Protein sequencing by chemical method is common, but MS offers an alternative to
the chemical method. The chemistry and the labiality of the peptide bonds linking
amino acid residues in proteins allow fragmentation of proteins along its backbone. In
the tandem mass spectrometers with two mass analyzers or in ion trap instruments, a
parent ion of selected mass can be fragmented in a controlled manner by using gas-
induced collisions, and a mass ladder corresponding to peptide fragments differing by
one amino acid can be generated. The mass differences between two contiguous frag-
ments can be used to assign amino acids. Sequences up to 10–15 residues can be gen-
erated by this method and used independently or in combination with other MS data for
protein identifications. In addition to their sequence and abundance, a property of pro-
teins that may be interesting from a functional point of view is the state of protein
modifications. Diverse posttranslational modifications such as proteolytic processing,
phosphorylations, and glycosylations introduce important chemical variations in the
protein and change the mass of the protein or peptides. Mass spectrometry can be used
for detecting such changes and the sites at which they occur. Space constraints do not
allow us any detailed discussion on this aspect.

One of the most commonly used and established work flows in mass spectrometry-
based proteomics studies is two-dimensional gel electrophoresis (2DE) combined with
mass spectrometry (2DE/MS) (Fig. 3). The 2DE/MS method has very high resolving
power and is sensitive enough to facilitate the analysis of small amounts of clinical
samples. The proteins from tumor and nontumor tissues are first separated on 2DE gels
and detected as single protein spots by specific stating. By comparative analysis of gel
images, differentially expressed proteins displayed on the gels are selected and the
differential protein spots are subjected to in-gel tryptic digestion and processed for

Fig. 3. General scheme of the workflow in MS-based proteomics.
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peptide mass fingerprinting (MALDI-MS) followed by sequencing of some selected
peptides by tandem mass spectrometry (MS/MS). The combined information for each
protein is then used for protein identifications. In another method (40), a shotgun approach,
proteins are subjected to en masse tryptic digestion without any preseparation, and thou-
sands of resulting peptides in the total tryptic digest are then separated by multidimen-
sional HPLC and protein identifications are done using MS/MS-based sequencing of a
large number of peptides. In this latter approach, several peptides originating from the
same protein may fractionate at different places on HPLC and identify or match with
the protein from the database. Therefore, success of a protein identification will be
determined by the number of peptide hits for the same protein along the chromato-
graphic run. In a simplified version, proteins are separated on one-dimensional sodium
dodecyl sulfate-polyacrylamide gel electrophoresis, each protein band, which might
contain few to tens of protein, is digested with trypsin, the resulting peptides separated
on reverse phase-HPLC and sequenced by MS/MS method. Protein identifications are
then made on the basis of sequence information as above.

In a different experimental approach, protein mass patterns, especially for low-mass-
value proteins, are generated by picking up a set of low-mass-value proteins or pep-
tides from cells or tissues by using an affinity principle. Protein masses are then
determined by surface enhanced laser desorption ionization-MS method (41). This
approach does not permit identification of proteins but images of protein mass pro-
files can be rapidly obtained that can be used to represent the tissue condition. Intact
protein mass profiles of tissue sections also can be obtained using MALDI-MS (42).
On average, 500–1000 individual peptides or proteins in a much broader range of mo-
lecular weights can be accessed to generate tissue images representing cellular pheno-
types. All the aforementioned methods and approaches have been used for molecular
analysis of the glial tumors (see Subheading 6.2.).

6.2. Experimental Findings

One broad aim of all the studies on differential gene or protein expression in gliomas
is to identify molecules that can help in more precise tumor grouping, classification for
therapeutic and prognostic assessments. Hidden among the tumor-associated proteins,
there may be information on biological functions and aberrations underlying tumori-
genesis and progression that reveal important molecules with potential therapeutic tar-
gets. Broadly, the clinical questions that have been addressed in the proteomic profiling
studies so far involve molecular correlation with histological grading of gliomas; mo-
lecular distinction of primary and secondary GBMs; proteins associated with varying
survival rates; and aberrated protein functions relevant to tumor growth, progression,
and invasiveness.

6.2.1. Grade-Related Protein Expression and Potential Biomarkers

Previous studies by several investigators represent the study of differential expres-
sion of some selected protein candidates between tumor and normal tissues by using
Western blotting, immunohistochemistry, or both and their correlation with tumor type.
In some of these studies, protein analysis was complemented with differential expres-
sion studied at the transcript level. Differentially expressed proteins revealed from some
of these studies are as follows: expression of interleukin-6 in glioblastomas but not in
low-grade astrocytomas or oligodendrogliomas; increased expression of insulin-like
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growth factor-binding protein 2 in relation to advancing tumor grade (43,44). A dis-
tinct set of proteins identified in several of the previous studies are the matrix metallo-
proteases-2 and -9 and their possible association with tumor invasiveness (reviewed
in ref. 45). A recent study reported differential expression of YKL-40 and identi-
fied it as a potential tumor marker for gliomas (46).

In one of the first attempts to understand global protein expression in gliomas,
Hanash and co-workers (47) analyzed several high- and low-grade gliomas by 2DE
and identified 22 differential protein spots specific to high-grade gliomas, many of
which were identified using a 2DE gel database and serum proteins, cytoskeleton pro-
teins, and enzymes (Table 1). In another study, Hiratsuka et al. (48), using 2DE/MS
and peptide mass fingerprinting, compared proteins from gliomas of different grades
with nontumor tissues. Serum proteins, albumin, transthyretin, hemopexin, and apolipo-
protein A-1 were found to be upregulated in high-grade tumors. Another differentially
expressed protein, PEA-15, is a regulator of extracellular signal-regulated kinase
(ERK) mitogen-activated protein kinase (MAPK) and is a modulator of cell prolif-
eration and cell death. We have studied and reported differential protein expression
between normal tissue and high-grade astrocytomas and identified 29 differentially
expressed proteins (49). Differentially expressed proteins revealed in this study were
secretory, heat-shock proteins (HSPs), cytoskeletal, mitochondrial, neuronal cell pro-
teins, and other proteins or enzymes that have regulatory roles in the cells. Higher
levels of serum proteins observed in our studies and previous studies may be because
of increased vascularity and presence of higher blood volume. Similarly lower levels
of neuronal cell-specific proteins such as -synuclein, synaptosomal-associated pro-
tein, and N-ethylmaleimide sensitive factor-attachment protein (in grade III tumors)
may be a result of increased astrocytic cellularity in the tumor areas. Some of the dif-
ferentially expressed proteins with regulatory functions observed in these studies in-
clude proteins such as the HSPs, tumor suppressor protein prohibitin, and Rho-GDP
dissociation inhibitor or Rho -G –D inhibitor or Rho-guanine nucleotide dissociation
inhibitor (GDI) implicated in cell signaling. In both these studies, changes associated
with the cytoskeleton or cytoskeleton-related proteins also were observed. Hiratsuka et
al. (48) observed differential regulation of a group of cytoskeleton-related proteins,
prominent among them being downregulation of Sirtuin homolog 2 (SIRT2), suggest-
ing the involvement of cytoskeleton modulation in glioma pathogenesis. We observed
(49) destabilization of the intermediate filament protein (IFP) GFAP in tumors. Inter-
mediate filament proteins  constitute structural scaffolding in cells as well as forming
part of the regulatory dynamics of the cells by associating with several proteins. The
49-kDa form (GFAP ) is the main form of the protein reported for the normal glial
filaments. Smaller proteolytic fragments of the protein also exist representing soluble
fraction of the filaments (50). We observed, in our studies, that the 49-kDa species in-
creased in the grade III tumors but at the same time smaller proteolytic fragments also
increased. This increase may be consistent with a steady-state condition representing
GFAP expression and its concomitant destabilization in proliferating astrocytes.

In the aforementioned studies, grade-related differential protein expression has been
the major objective to identify possible genes involved in glioma tumorigenesis and to
identify proteins that might serve as potential molecular markers. SIRT2 is suggested
to be a potential glioma marker by Hiratsuka et al. (48). GFAP is already used as marker
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for astrocytes (13). The proteolytic fragments of GFAP observed by us are distinct and
their proportion in relation to the intact GFAP may vary with grades of the tumor. The
progressive proteolytic fragmentation patterns may be additionally useful to define
grades III and IV of astrocytomas. Low levels of Rho-GDI are implicated in high-grade
tumors of the breast and metastasis (51) and its altered expression is also shown in
drug-induced apoptosis in non-small cell lung carcinoma (52). Expectedly, differential
expression of SIRT2, prohibitin, Rho-GDI as well as destabilization of GFAP and ap-
pearance of its fragments will receive special attention for further investigations as
potential markers for malignant gliomas.

Oligodendocytes represent a distinct histological type of glioma and differ from
astrocytomas in chemoresponse. There are no reliable molecular markers to distin-
guish these tumors. Preliminary analysis of Luider et al. (53) indicated the possibility
of differential appearance of GFAP and its fragments in these tumors compared with
astrocytomas. Recently, Mokhtari et al. (54) analyzed many glial tumors made up of
both astrocytomas and oligodendrogliomas, and they examined expression and level of
oligo2, GFAP, p53, and loss of chromosome 1p. They observed oligodendrogliomas to
be Oligo+/GFAP–. However, on the basis of the expression of these two proteins, their
results suggest two additional subgroupings corresponding to Oligo–/GFAP+ and
Oligo+/GFAP– status, among astrocytomas and oligoastrocytomas. Thus, by patterns
of the expression of these two proteins, the tumors could be classified into “oligoden-
drogliomas” and “astrocytomas and oligoastrocytomas.” The aforementioned findings,
however, need further experimental support for any application in the clinical environ-
ment.

6.2.2. Protein Profiles and GBM Subtypes

As discussed under Subheading 2, GBMs can be subdivided into two sub types:
primary tumors, which arise de novo and secondary GBMs, which progress from lower-
grade gliomas. The two types are distinct disease entities, have different genetic path-
ways, and may differ in prognosis. Primary GBMs are characterized by overexpression
of EGFR, phosphatase, and tensin homolog mutations. In contrast, secondary GBMs
carry P53 mutations. Thus, clinical and genetic findings to distinguish these two types
are available and are exploited in immunohistochemical analysis by several workers.
In a blinded study, Furuta et al. (55) recently analyzed pure populations of cells, ob-
tained from these two types of tumors by microdissection, for protein profiles by 2DE
followed by their identification by MS/MS and arrived at a set of 11 distinct proteins
that were expressed in one or the other type, but not in both. These proteins included 1)
glycolytic enzyme such as enolase; 2) extracellular matrix proteins involved in cell
migration and in embryogenesis and tumor invasion; 3) molecules related to cell–cell
adhesion; 4) proteins implicated in nuclear functions, and so on. Similarly, Rb2/p130
expression and their inverse correlation with the degree of malignancy, i.e., high ex-
pression in low-grade gliomas and low expression in high-grade gliomas, was observed
by Li et al. (56), suggesting Rb2/p130 expression as potential prognosis factor.

6.2.3. Survival-Related Protein Profiles

In a comprehensive and recent study, Iwadate et al. (57) examined the proteomes of
many gliomas of defined histological grades (grade II, III, and IV) against normal tissue
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samples by using 2DE. They correlated the protein patters with patient survival periods
over a 5-yr period. Proteome-based clustering could distinguish normal vs tumor samples
as well as more aggressive tumors from less aggressive tumors even within a given
grade. Using peptide mass fingerprinting, they identified 37 tumor-associated proteins
from these clusters, which may provide a novel, clinically more relevant molecular clas-
sification to define tumors on the basis of their aggressiveness independent of the con-
ventional histological classification. Many of the overexpressed proteins in the
high-grade tumors could be designated as signal transduction proteins, including small
G proteins, whereas others included molecular chaperons, transcription and translation
regulators, extracellular matirix-related proteins, and cell adhesion molecules, and they
could be developed into markers for prognostication.

6.2.4. Differential Protein Expression and Understanding Malignancy

Amplification or mutations in genes such as EGFR, P53, and others involved in the
signaling pathway form the basis for the onset of uncontrolled cell proliferation. How-
ever, there are several downstream biochemical events, particularly at the level of pro-
tein functions, that contribute to the maintenance of this state as well as alter the
physiology of the differentiated cells. Irrespective of the primary objective of the study,
the aforementioned reports have identified several differentially expressed proteins.
The known functions of at least some of these proteins permit some speculative discus-
sion on the biological effects underlying these tumors and their malignant state and
suggest their therapeutic implications. Table 1 is list of differentially expressed pro-
teins identified in these studies, from different grades of gliomas. Their functional
grouping is shown in Fig. 4.

One of the distinct groups of functionally related proteins revealed in these studies
includes many small G proteins of the Rho family (57). Rho proteins that have similari-
ties with RAS oncogenes were initially thought to regulate actin cytoskeleton. How-
ever, they are now implicated in signal transduction pathways, regulate gene expression
and cell proliferation, and Rho function is required in RAS transformation. Rho pro-

Fig. 4. Functional grouping of differentially expressed proteins observed in gliomas and
included in Table 1. Functional categories were assigned basically as defined and indicated in
the original studies. Proteins with unknown functions or in small numbers under several func-
tional are shown as others.
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teins cycle between the membrane and the cytoplasm as GTP-bound or GDP-bound
forms, respectively (58). GTP-bound forms promoted by Rho-guanine nucleotide ex-
change factors and Rho-GTPase activating proteins bring about GTP hydrolysis. An-
other related factor, Rho-GDI, which regulates the Rho GDP–GTP equilibrium and
consequent GTPase activity by sequestering Rho-GDP in the cytoplasm, was found to
be underexpressed in the majority of the malignant (grade III and IV) tumor specimens
studied (49). Its downregulation along with higher levels of G proteins implies promo-
tion of Rho-GTPase activities required for cell growth signaling. Thus, Rho- and Rho-
related protein functions may play a role in gliomagenesis, although RAS mutations
have not been implicated in gliomas.

Another putative regulatory protein found to be downregulated in malignant (par-
ticularly grade III) astrocytomas is prohibitin (49). The cellular function of this protein
is not fully understood. It is implicated in the nuclear as well as mitochodrial functions
(59,60). Its role in cell cycle arrest may be facilitated by its involvement in the Rb
pathway and interaction with the downstream transcriptional factors to inhibit cell
proliferation. Mutations in prohibiton genes are known to be associated with sporadic
breast cancer (61), and thus it has been discussed in the literature as a tumor suppressor
protein. Some studies have reported upregulation of prohibitin in cancers (48,62); how-
ever, no clear functional explanation for this effect was discussed. Its relative levels in
different grades of astrocytomas, in our studies, suggest overall (~60% of the tumors)
downregulation of this protein in grade III tumors. In grade IV, this underexpression
was comparatively less pronounced, if at all. In a few grade III tumors, we observed
marginal upregulation of this protein. In the light of its growth suppressor function, its
down regulation as observed by us may have implications in the proliferation state of
the gliomas. Rb pathway has been implicated in glioma and our results suggest pos-
sible involvement of prohibitin in this pathway.

HSPs are overexpressed in response to various stress stimuli, including cancer,
inflammation, and atherosclerosis (63). Major biological function of HSPs is the chap-
erone activity. In astrocytes, they also are involved in maintaining the integrity of the
cytoskeleton (64). HSPs have been reported to be upregulated in many cancers. In
gliomas, the situation seems to be mixed. Increased levels of crystalline alpha B, HSP70
and -27 were observed in malignant tumors by some workers (47,57). In contrast, we
observed some increase in grade IV tumors but in grade III high-grade tumors, their
levels (particularly crystalline alpha B, HSP60) were found to be lower than the con-
trols (49). We have tried to explain this variant finding in terms of low induction of
HSP promoters in differentiated astrocytes and transport of HSPs out of the cells; how-
ever, they need to be experimentally proven. Although the levels of HSPs were found
to be higher in grade IV than the control, these levels may not be still adequate to
support higher chaperone requirement in these rapidly growing tumors. Nevertheless,
lower levels of HSPs may imply lowering of their chaperoning and cytoskeleton-stabi-
lizing function in cells. If true, destabilization of GFAP in these tumors observed by us
may even be a result of this alteration. Through their posttranslational modifications,
interactions with associated proteins, IFPs including GFAP form dynamic, regulatory
networks related to structural rearrangements during various cellular processes, includ-
ing cell division (65). The dynamics between the soluble and insoluble forms seems to
be controlled by phosphorylation of GFAP, and work in progress (unpublished data) in
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our laboratory suggests changes in phosphorylation status of this protein, presumably
promoting its proteolysis. A steady-state situation that may result would be continued
GFAP expression in increasing astrocytic population in the growing tumor associated
with its simultaneous destabilization and proteolysis. Grade IV tumors with greater
dedifferentiated characteristics may lose the ability to make GFAP but continue its
proteolysis, resulting in overall underexpression of the protein. It is interesting to note
that even other cytoskeleton-related proteins are altered in gliomas (48). SIRT2 was
significantly decreased in all grades of gliomas. Sirtuin homolog 2 is thought to regu-
late microtubule network and is involved in the control of mitosis. However, this may
be regulated at the transcriptional level. Some other cytoskeleton-related proteins
whose expression was altered are CRMP-2 (involved in microtubule dynamics) and
profilin 2 (actin binding). Together, any destability of the IFP-like GFAP or alterations
in other cytoskeleton components imply change in the cytoskeleton functions and may
have cascading effects in the differentiated state of the tumor cells.

Malignancy of brain tumors is different from other types of cancers in that the tumor
cells do not migrate to other organ sites in the body but infiltrate into surrounding brain
tissue, thus spreading the tumor locally and leading to tumor recurrence. Investigations
of many groups on protease profiling indicate increase in a number of proteases nota-
bly, serine protease (uPA), cystein protease (cathepsin), and matrix metalloproteases-2
and -9 and implicate their role in modulation of the extracellular matrix and glioma
invasion. Inhibition strategies involving each of these proteases have shown to signifi-
cantly reduce tumor invasion and growth (see ref. 45).

Thus, downregulation of prohibitin  and Rho-GDI, overexpression of Rho GTPases
may promote cell proliferation. SIR T2 levels may also be responsible for the deregu-
lated mitosis. Concomitant proteolysis of GFAP presumably as a combined effect of
low HSPs  and tumor associated GFAP phosphorylation may cause destabilization of
the cytoskeleton. All these effects together may contribute to the overall cell proliferat-
ing and dedifferentiation pathways constituting the tumor phenotype, as diagramatically
shown in Fig. 5.

Experimental observation made so far with grade III astrocytomas seem to be consis-
tent with the scheme. It is possible that the same effects hold true for progressive second-

Fig. 5. Schematic representation of biochemical effects speculated on the basis of the known
functions of differentially expressed proteins and their combined contribution to the tumor
state.
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ary GBMs. In contrast, we are not sure whether the scheme could be extended to primary
GBMs, which may have more independent genetic and biochemical pathway. Chromo-
some (chr) 19 deletions have been already implicated in gliomas. The molecular profil-
ing findings reviewed in this chapter include at least four differentially expressed proteins
mapping on this chromosome. Other chromosomes carrying five or more differentially
expressed genes are chr 1, 11, 17, and 20. In particular, alterations on chr 20 map virtu-
ally on the same loci. chr 11 has been implicated in other types of malignancies such as
leukemias, whereas differential proteins such as Rho-GDI identified on chr 17 are dis-
cussed as a potential marker in breast and lung carcinomas. chr 1 and 20 may be investi-
gated further in relation to gliomas.

7. Future Perspective
Gliomas represent a unique group of cancers when it comes to resistance to chemo-

and radiation treatments and variation in prognosis. Despite the increasing number of
tumor-associated genes and proteins that have been identified during the past several
years, enhancing our understanding of the tumors considerably, the progress over clini-
cal outcome of gliomas has been dismal. Guidelines or criteria for histological assess-
ments of tumor types and grades are in practice but inadequate to deal with the great
degree of variability observed with real cases. Genetic alterations such as EGFR
amplification or P53 deletion for GBMs and their use and the use of other antigens
such Ki-67, GFAP, and vimentin provide immunohistochemical tools and help in his-
topathological analysis. Still, definition of tumors in terms of global molecular changes
would be highly useful for their precise and more reliable classification, and most of
the efforts of molecular analysis are directed toward this aim. DNA microarray and
proteomics allow simultaneous analysis of expression of large number of genes and
proteins. Initial attempts using these methods of molecular analysis support the feasi-
bility of developing a new basis for tumor taxonomy. Transcript profiling has been
explored to distinguish tumor histotypes such as astrocytomas from oligodendroglio-
mas and tumor grades as well as to identify patient subsets accordingly to their survival
outcomes.

Protein are the ultimate determinants of the gene function, and protein profiles offer
a stronger basis for the biological aberrations and may be more robust for applications
in the clinical settings. Most of the studies carried out for proteomics analysis of glio-
mas have relied upon 2D gel electrophoretic separation of proteins followed by their
identification by microsequencing or MS-based sequencing. This approach has so far
been largely applied for the study of astrocytomas and has yielded useful information
to identify altered protein expressions in tumors of different grades and different sub-
types and to find survival correlations. Although this method generally displays 1000–
1500 well-resolved proteins, it has limitations accessing low-abundant proteins or
membrane proteins, many of which may be crucial in relation to the regulation of the
tumor growth and progression. In addition, the method is time-consuming and may not
be suitable for large-scale application. An alternative, liquid chromatography–MS/MS
approach is more sensitive (39) and has the potential to cover greater dynamic range of
proteins in the analysis of tumor vs normal tissues. New methods for enrichment of
membrane proteins and use of liquid chromatography–MS/MS approach to identify
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them have been developed and have been used for membrane proteins from normal
brain as well as glioma cell line (66). These developments, when applied to study pri-
mary tumors, are sure to yield valuable information on membrane-associated and other
low-abundant proteins and further unravel the basis of tumor heterogeneities. Com-
parison of proteins and protein patterns between primary tumors and cell lines and
identification of cell line-associated proteins that may be driven by culturing in vitro
(23) strengthens the prospects of successfully using cell lines as an experimental sys-
tem to understand tumors. Similarly, new glioma cell lines such as the lines developed
by Shiras et al. (26) may allow study of molecular profiles to understand transition to
rapid proliferation state of the cells and can prove to be a useful model system to iden-
tify new genes and proteins associated with tumorigenesis and progression.

Finally, discoveries from molecular analysis of tumors have to be validated and
translated into feasible tests in the clinical environment, which is going to be an enor-
mous effort and has to be initiated globally. Large-scale screening methods will have
to be developed. Direct tissue imaging based on protein mass profiles determined by
surface enhanced laser desorption ionization- or MALDI-MS is under rapid develop-
ment and has potential for large-scale applications (67). However, these methods do
not permit identification of profiled proteins. Strategies to combine or adapt these meth-
ods to validate or screen for tumor-specific proteins identified by other approaches
have to be developed. Possibility of the identification and accurate mass characteriza-
tion of unique proteotypic peptides from the protein digests is being explored, and
databases of such peptides may be developed in the near future. Thus, possibility of
direct MS-based screening of tissue protein digests for proteotypic peptides and identi-
fication of proteins by accurate mass measurements is not very distant (68). Body flu-
ids are an important source for identifying biomarkers associated with a disease (69,70).
For postsurgery monitoring of glioma patients, imaging or tissue analysis may not be
the obvious and preferred choice, and biomarkers in the body fluids will be useful.
Methods for direct analysis and exploration of fluids such as blood plasma, serum, or
cerebrospinal fluid by MS are still in their infancy. Existence of blood-brain barrier
also may render some limitations in the case of CNS tumors. But alternative experi-
mental strategies cannot be ruled out and can be investigated. Identification of SOX6
as a glioma marker, by screening testis cDNA expression library by antisera from
glioma patients (71), is an example of the usefulness of the alternative strategies. Thus,
multiple experimental strategies and experimental systems are being used to study glio-
mas, and there should be little doubt that these efforts will further unravel the processes
underlying these tumors and help in development of more definitive therapies or new
biomarkers for the clinical management of gliomas.
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Antibody-Based Microarrays
From Focused Assays to Proteome-Scale Analysis

Christer Wingren and Carl A. K. Borrebaeck

Summary
Our research in immunotechnology focuses on the cells and molecules of the immune system

for various biomedical applications. Applied research as well as projects addressing fundamental
issues is being pursued within four main project areas: 1) antibody technology, 2) proteomics, 3)
cancer, and 4) allergy. Within the proteomics project, we have taken advantage of the strong back-
ground in antibody engineering to design antibody-based micro- and nanoarrays for applications
ranging from focused assays to proteome-scale analysis. Antibody-based microarray is a novel
technology that holds great promise in proteomics. The microarray can be printed with thousands
of recombinant antibodies carrying the desired specificities, the biological sample added (e.g., an
entire proteome), and virtually any specifically bound analytes detected. The microarray patterns
generated can then be converted into proteomic maps, or molecular fingerprints, revealing the
composition of the proteome. Global proteome analysis and protein expression profiling, by using
this tool, will provide new opportunities for biomarker discovery, drug target identification, and
disease diagnostics and will give insight into disease biology. Ultimately, we apply this novel
technology platform within our cancer and allergy projects to perform high-throughput disease
proteomics.

Key Words: Antibody microarrays; biomarker discovery recombinant antibody library; dis-
ease diagnostics; protein expression profiling; proteome analysis; proteomics.

1. Background
Entering the postgenomic era, proteomics, or the large-scale analysis of proteins,

has become a key discipline for identifying, characterizing, and screening all proteins
encoded by the genome (1–3). The human proteome is thought to be composed of
>300,000 different proteins, distributed among approx 200 cell types. Because aber-
rant expression and function of any of these proteins in the proteome can result in
disease, the impact of proteome analysis in medicine will be substantial (1–3). In tradi-
tional proteomics, various separation methods, such as two-dimensional (2D) gels,
coupled with mass spectrometry (MS), have evolved into a versatile tool commonly
used (2–7). However, because the number of proteomic projects has increased during
the past few years, it has become clear that 1) highly multiplex, high-throughput
proteomic approaches displaying high specificity-selectivity and sensitivity will be
needed, and 2) that integration of different data sets generated by multiple strategies
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and technology platforms will be required (2,3). Antibody-based microarrays are
among the novel class of rapidly emerging proteomic technologies that will offer new
opportunities for proteome-scale analysis (8). This chapter discusses our approach to
develop the antibody microarray technology into a proteomic research tool and our
present and future applications thereof.

2. Antibody Microarrays: A Short Introduction
Protein microarrays have the potential to mirror the breakthroughs in genomics

enabled by high-density DNA microarrays developed during the past years (9). To
this end, affinity protein microarrays in which specific binders, such as antibodies, are
used to detect and quantitate protein analytes (quantitative proteomics) (Fig. 1) has
raised high expectations (8). The technology will undoubtedly play a significant role
within proteomics, supplementing current technologies, such as 2D gels and MS (8,10–15).
The array patterns generated can be converted into detailed proteomic maps revealing the
composition of the proteome. The technology will thus provide high-throughput means to
perform comparative proteome analyses of, e.g., healthy vs diseased samples. This
approach will allow scientists to address, e.g., signaling and metabolic pathways; to
identify disease-specific proteins; to examine protein–protein interactions of functional
networks; and to perform differential protein expression profiling, disease diagnos-
tics, and biomarker discovery (8,10,12–15). Furthermore, the potential to study dis-

Fig. 1. Schematic illustration of the antibody microarray concept.
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ease development and progression and to assess response to treatment will have a major
impact on how we analyze and examine several diseases, such as human cancer.

Currently, major efforts are under way to explore and exploit the antibody microarray
technology within (disease) proteomics. In the past few years, the first applications in
which antibody arrays have been used for protein expression profiling and limited
proteomic profiling have been published (16–19). In these examples, low- to medium-
density arrays were used for multiplex analysis of complex samples (e.g., cell lysates
and serum) targeting mainly water-soluble analytes (16–19). Recently, also the possi-
bility to target membrane proteins by using antibody arrays was outlined (20,21). Despite
great progress, the full potential of the technology will be taken advantage of only when
the remaining key issues, such as scaling up the arrays, has been solved. Still, anti-
body-based microarrays belong to the novel class of rapidly evolving proteomic tech-
nologies that in the near future will display a true high-throughput format (8).

3. Quest for Developing Antibody Microarrys: Our Approach
Our long-term interest and previous achievements within antibody engineering and

applications thereof have provided a strong basis for our approach (22). Our specific
aim was to develop an antibody-based microarray technology platform for high-
throughput (disease) proteomics. Our long-term goals were to study human diseases,
such as cancer, and to perform disease diagnostics, biomarker discovery, and drug tar-
get identification by using our antibody-based microarrays. Ultimately, these efforts
would then be combined with our similar and parallel activities already being pursued
at the genomic level within the areas of cancer and allergy (22).

To accomplish our goals, we have taken on a broad approach and identified five
critical subareas that had to be addressed: 1) content, 2) array, 3) sample, 4) assay, and
5) data processing (Fig. 2). This chapter focuses on the progress made within these five
areas that have resulted in high-performing affinity microarrays based on human recom-
binant antibody fragments.

3.1. Content

3.1.1. Choice of Content

The choice of probes is a key issue in the process of designing affinity microarrays
for proteome analysis (10,11,13,16). The rational behind selecting antibodies over vari-
ous antibody mimics as content have been reviewed recently (8) and are not be dis-
cussed here. Among the different antibody formats available, we strongly favor
recombinant antibody libraries as probe source (8,16) over monoclonal reagents (10,23,24).
The key reasons for this choice are briefly outlined below (reviewed in ref. 8):

Availability:
• Large (>1010 members) recombinant antibody libraries that will provide access to

probes with virtually any desired specificities are available (25–27)
• The number of available monoclonal antibodies is small, creating major difficulties in

finding antibodies with the desired specificities
Scaling up:
• Not a problem (see availability)
• The task of producing thousands of monoclonal antibodies will be overwhelming, mak-

ing the process of fabricating high-density arrays extremely demanding
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Properties:
• in libraries based on one fixed scaffold (framework), all members will display very

similar molecular properties (e.g., on-chip stability)
• monoclonal antibodies, based on many different scaffolds, will display a wide range of

properties, making them less suited as probes.
Redesign:
• upon optimization of the selected scaffold, the best molecular properties can readily be

redesigned into all members in the library in a one-step procedure
• the design of monoclonal antibodies would have to be optimized individually, making

such large-scale improvements virtually impossible.

3.1.2. Design of Content

We have designed a human recombinant single-chain Fv (scFv) antibody library
genetically constructed around one framework, the n-CoDeR library containing 2 ×
1010 clones10 (25) as probe source for our microarray applications (16). The scaffold,
composed of the variable-region frameworks VH3-23 and VL1-47 was carefully selected
with the purpose to generate high-performing antibody fragments (25). The results
showed that highly functional, well-expressing antibody fragments specific for several
different ligands, including peptides, proteins (of human and nonhuman origin), carbo-
hydrates, and haptens, could be generated (25). Indeed, the library design may even
provide an antibody diversity exploring a specificity space that supersedes the evolu-
tionary process provided naturally (27). Furthermore, these antibody fragments com-
monly exhibited dissociation constants in the subnanomolar range (25). Most
importantly, we have recently demonstrated that these single framework antibody frag-
ments (SinFabs) were an excellent source of probes for microarray applications (16,28–
34). Thus, we have already bypassed one of the major bottlenecks identified within
many protein array projects, the availability of almost limitless number of probes dis-
playing high functionality, specificity, and sensitivity.

Fig 2. Overall scheme of our proteomics projects, outlining the five critical subareas addressed,
aiming to design antibody-based affinity microarrays for high-throughput disease proteomics.
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The structural and functional on-chip stability of arrayed probes is often identified
as a key issue. Commonly, proteins tend to unfold and lose their activity when printed
onto a solid support and allowed to dry out. For example, early work showed that
<20% of arrayed monoclonal antibodies displayed adequate reactivity (23). To illus-
trate the importance of the precise choice of framework when designing antibody
libraries for array applications, we have recently compared the biophysical proper-
ties (functional on-chip stability in particular) of scFv antibodies based on four differ-
ent scaffolds (28). The results showed that the on-chip half-life (how long a fabricated
array could be stored in a dried out state and still display 50% reactivity) varied signifi-
cantly, from only 7 d (VH5-51/VL2-23), 39 d (VH3-30/VKIIIa), and 42 d (VH5-51/
VKIIIb) to >180 d (VH3-23/VL1-47, i.e. our library design) (28). Furthermore, struc-
tural analysis indicated that the two key molecular parameters of buried surface area
and the number of interdomain van der Waals interactions correlated well with the
observed on-chip stability (28). In recent work, using even further optimized array
setups, we have shown that our scFv antibodies displayed functional on-chip stability
(80–100% retained antigen-binding activity) in room temperature exceeding 240 d
(34a). To date, these are the highest on-chip stabilities reported for recombinant anti-
bodies in microarray applications.

Furthermore, our library has been designed so that each antibody carries two C-
terminal affinity-tags (a flag- and His-, or myc-tag) (25) that may be used for purifica-
tion, anchoring of the probes onto the substrates, or both (Fig. 1) (29,31). Other tag
systems also may be used, but many available affinity-tags display binding affinities
that are too low, thereby reducing or impairing the efficiency of coupling. However,
we have recently shown that one possible way of addressing this problem is to redesign
the single His-tag to introduce a double His-tag (34a).

3.1.3. Selection and Production of Content

We have an in-house capacity to select and produce antibodies in small scale by
using Escherichia coli or Pichia pastoris. To meet the logistic challenges regarding
large-scale selection and production, we have established a long-term collaboration
with Bioinvent International AB (Lund, Sweden) (35), where we have access to a fully
automated facility for large-scale screening, selection, and production of recombinant
antibody fragments (36). Their system can handle target antigens in various formats,
including peptides, soluble proteins as well as cell-bound targets at a high throughput.
Depending on the array design (see Subheading 3.2.), the number of clones required
will vary significantly, from a few clones to several thousand. However, the process of
selecting numerous, well-characterized probes is a challenge even for specialized com-
panies. Selecting binders for an entire proteome is further complicated by no proteome
currently being available as individually purified proteins. This problem can, to some
extent, be addressed by adopting novel array designs (see Subheading 3.2.) (32).

3.2. Array

3.2.1. Substrate Design

To succeed in the efforts of developing high-performing antibody-based microarrays,
or protein arrays in general, the design of the substrate is also essential (8,30,31,37–39).
Four key properties of the solid supports are as follows: 1) high biocompatability, 2) high
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and selective probe binding capacity, 3) ability to bind the probes in a favorable orienta-
tion, and 4) low nonspecific binding (background) (reviewed in refs. 8,30,37–39).

A wide range of substrates are commercially available, but the choice is not obvi-
ous, and recent data do not suggest one support to be the optimal substrate for any
given protein microarray application (8,30,37–39). The precise choice will depend on
several factors, such as the probe source, the coupling chemistry needed, the sample
complexity, and the sensitivity required, and so on. To date, our preferred commercial
substrates are black polymer Maxisorp microarray slides (plastic/adsorption) (low
background, high biocompatibility, high sensitivity) (40), protein-binding glass slides
(polymer-modified glass; adsorption) (low background, high biocompatibility) (40),
FAST-slides (nitrocellulose-coated glass, adsorption) (high biocompatibility, high
probe binding capacity) (41), and Xenoslide N glass slides (Ni2-chelate derivatized/
affinity binding) (42).

To increase the selection of potential substrates, we also have setup two cross-disci-
plinary projects to design our own in-house substrates suitable for antibody microarray
applications (30,31). In collaboration with Prof. Höök and others (Lund Institute of
Technology), patterns of DNA-labeled and scFv-antibody–carrying lipid vesicles directed
by material-specific immobilization of DNA and supported lipid bilayer formation on an
Au/SiO2 template have been generated (31). Apart from providing very inert substrates
with low nonspecific binding, this is one of the first designs toward self-addressable
protein arrays. In addition, the setup also may be used for fabricating membrane pro-
tein arrays.

Together with Prof. Laurell and others (Lund Institute of Technology), a variety of
silicon-based supports, including planar silicon, micro- and macroporous silicon as
well as nitrocellulose-coated variants thereof, were recently designed and evaluated
(30). The model surfaces were scored based on biocompatibility and probe binding
capacity as judged by spot morphology, signal intensities, signal-to-noise ratios, dynamic
range, sensitivity, and reproducibility. A set of five commercially available substrates
were used as reference surfaces. The results showed that several well-performing sili-
con-based supports readily could be designed, where in particular a nitrocellulose-
coated macroporous variant, MAP3-NC7 (Fig. 3), received the highest scores (30). In
comparison, MAP3-NC7 displayed properties equal or better to those of the reference
substrates. Together, designed surfaces based on silicon can undoubtedly meet the
requirements of the next generation of solid supports for antibody microarrays, and
they were also recently used in microarrays with a dual readout system based on fluo-
rescence and MS (51).

3.2.2. Array Production and Handling

We have established an in-house antibody microarray facility for fabrication, han-
dling and analysis of the chips. To fabricate the arrays, we have a BioChipArrayer1
(43), a noncontact spotter, based on piezzo technology, that deposits the probes in the
picoliter (pL) scale. The choice of substrate determines whether the probes will have to
be prepurified before the dispensing. When fabricated, the chips are fed into a Protein
Array Workstation for fully automatic handling (blocking, washing, addition of sample,
and so on) of several chips at the same time (43). Finally, a ScanArrayExpress system
(confocal fluorescence scanner) (43) is used for detection and quantification of the arrays.
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3.2.3. Array Format

The choice of array design depends on the application, ranging from small focused
assays targeting a few analytes to proteome-scale analysis addressing thousands of
analytes. To date, we have fabricated mainly low- to medium-density microarrays, but
we have in-house capacity to also produce dense microarrays (i.e., a few thousand
probes per array). Today, this is the “top-of-the-line” design that most array laborato-
ries are capable of generating, providing that the availability of probes is not the limit-
ing factor.

However, to be able to perform proteome-scale analysis, microarray designs allow-
ing >> 10,000 analytes to be addressed simultaneously must be developed. Recently,
we outlined our view of the array format of tomorrow—megadense nanoarrays
(>100,000 probes) (32). Here, we have proposed that nanotechnology will provide us
with the tools required to design and fabricate such nanoarrays (32). At this point, the
term “probe specificity” is no longer relevant. This technology would clearly facilitate
the probe selection step , because we would no longer need to know the fine specificity
of each probe at forehand. Instead, these highly dense arrays would be analysed based
on pattern recognition, by using, for example, artificial neural networks. In differential
proteome analysis, patterns that differ between healthy vs diseased sample would first
be analyzed and identified using the full arrays. Based on these observations, smaller
and more focused microarrays could then be rapidly designed, based on perhaps <250
antibodies, to analyze and characterize the observed differences in more detail. Ulti-
mately, the combination of megadense antibody nanoarrays with self-adressable array

Fig. 3. Properties of the designed macroporous silicon-based nitrocellulose coated substrated
MAP3-NC7. (A) Signal intensities and spot morphologies. Three identical 8 × 8 arrays, com-
posed of an anti-choleratoxin SinFab molecule arrayed in seven serial dilutions ranging from
11 fmol/spot to 111 atmol/spot, were incubated with Cy5-labeled analyte, choleratoxin subunit
B, at a concentration of 80 nM (blue diamonds), 8 nM (red squares), or 0.8 nM (cyan triangles)
nM. A nonspecific scFv (clone FITC-8) was used as negative control. Signal intensified after
subtracting local background and negative control are shown. A close-up of the data obtained
for the 0.8 nM analyte is shown. (B) Scanning electron micrograph images. The cross-section
and inserted top view of the substrate are shown. Data adapted from ref. 30.
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designs (instead of having to dispense the probes one by one) and label-free analytical
sensing principles (instead of having to label complex proteomes) may prove to be the
array design for high-throughput (disease) proteomics.

3.3. Sample

All samples generated in a soluble format can be analyzed by antibody-based
microarrays (8). The reduced sample consumption in the microarray format is essen-
tial, because only minute volumes of precious samples are often available. We have
shown that volumes in the picoliter scale may be sufficient if also the sample is arrayed
using conventional spotters (29).

The sample complexity is a key feature that may impair the analysis by 1) making it
difficult to label the samples in a representative manner, by 2) causing high nonspecific
binding and thereby significantly reducing the assay sensitivity, or a combination of 1
and 2. In traditional proteomics, various prefractionation strategies, removal of high-
abundant proteins, or both have been successfully applied in preparation for 2D gel
analysis, which significantly improved the detection of low-abundant proteins (4–6).
However, in antibody array applications, little attention has so far been placed upon
optimizing the sample format. We have recently shown that a simple one-step fraction-
ation (based on size) of complex proteomes considerably enhanced the detection of
low molecular weight (<50 kDa) and low-abundant analytes (subpicogram per millili-
ter range) (52). Recently, we also have shown that nonfractionated proteomes, such
as human serum, could be directly screened for low-abundant analytes (sub pico-
gram per milliliter) by optimizing the microarray design (choice of substrate, block-
ing reagent, sample buffer, labeling reagent, and so on) (53). This optimization owes
to the inherent power of selectivity (specificity) displayed by affinity microarrays and
is considered to be a major advantage compared with MS-based approaches.

3.4. Assay

3.4.1. Specificity

Using readily available “on-the-shelf” antibody reagents for designing antibody arrays
may cause problems, because these reagents have not been designed and selected for
microarray applications (3,16). This reason is probably as why several recent studies
have raised serious concerns as to whether antibodies are specific enough to act as
content (3,10,44–46). In our case, we have used an antibody probe source designed for
microarray applications that also was found to display outstanding properties with
respect to specificity (8,16,25,29). The lack of any detectable cross-reactivities is a
prominent feature of our antibody microarray technology platform, irrespective of
analyte format (peptide, hapten, protein, intact cells, and so on) and degree of sample
purity ranging from pure analytes to complex samples, such as human serum or crude
cell lysates applied (Fig. 4) (8,16,29).

3.4.2. Analytical Principles and Limit of Detection

We have adopted fluorescence as the main analytical principles for our antibody
microarray technology platform. We have recently shown that a limit of detection
(LOD) in the subpicomolar to femtomolar range was regularly obtained, whether the
antigen was a large protein, a peptide or a small hapten, even when applied as complex
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Fig. 4. Comparative proteome analysis of nonstimulated vs stimulated dendritic cells, by
using a nine-probe anti-cytokine antibody microarray. The sample, in the formate of crude cell
lysate, was directly labeled in a two-color approach. (A) Cy5-scanned microarray image of
activated sample. (B) Cy3-scanned microarray image of nonactivated sample. (C) Comparison
of cytokine levels in activated vs nonactivated sample. Four cytokines were found to be
upregulated in the activated sample. Data adopted from ref. 16.

mixtures (29). Moreover, a limit of detection (LOD) corresponding to only 300
zeptomoles (~5000 molecules) has been achieved without using any signal amplifica-
tion (29). These LODs clearly demonstrated the power of our antibody microarrays
(reviewed in ref. 8). Furthermore, by using our optimized SinFab microarrays designs
(with respect to buffer systems, blocking reagents, choice of label, and so on), we have
recently shown that an LOD in the subpicogram per milliliter range could indeed be accom-
plished also for directly labeled serum samples, without having to prefractionate the serum
(53). To perform adequately, it has been suggested that antibody-based microarrays
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must have an LOD in the picogram (attomolar) range (47). Thus, our current antibody
microarray technology platform is already within the suggested range of LODs to be
able to perform adequate proteome analysis. Currently, we are exploring the possibili-
ties of performing signal amplifications to increase the assay sensitivity even further.

We also have pursued alternative avenues for interfacing label-free analytical prin-
ciples to circumvent the inherent problems associated with label-dependent readout sys-
tems. In these efforts, we have observed LODs in the attomolar range (subnanomolar)
(matrix-assisted laser desorption ionization/time of flight MS) (33), femtomolar range
(surface-enhanced laser desorption ionization MS) (Wingren and Borrebaeck, unpub-
lished observations), and in the picomolar range (quarts crystal microbalance with dis-
sipation monitoring) (34). These approaches are promising, but they have so far only
been used for small prospective arrays. Ultimately, analytical principles, such as MS
and tandem MS, may allow the user to both detect and identify the bound analyte(s) in
a one-step procedure directly on the chip.

The range of analytical principles evaluated within protein microarrays as whole
and the LODs observed have been reviewed previously (8) and are therefore not dis-
cussed further here. Briefly, a sandwich setup should be a preferred design to improve
the specificity and sensitivity of the microarray assay (47–50). The sandwich approach
works fine as long as small focused arrays are constructed. However, as soon as the
arrays need to be scaled up, this approach is no longer a viable approach, because the
process of generating high-quality sandwich antibody pairs against thousands of
analytes will be overwhelming. In addition, a threshold of approx 50 probes per sand-
wich array has been proposed to still maintain adequate assay features (e.g., specific-
ity) (15).

3.5. Data Processing

We have implemented currently available software and know-how to successfully
quantitate, analyzes, and evaluate our array data. Still, the handling of protein array
data is in general terms in its infancy compared with the rigid procedures adopted within
the established DNA microarray technology. Significant progress will occur within
this area during the next years, when commercial software are adapted to antibody
microarrays, allowing data to be presented as supervised or nonsupervised hierarchial
clusters, heat maps, and so on.

4. Antibody Microarray Applications: Current and Future
The first printed antibody microarrays that opened perspectives for rapid large-scale

protein analysis were reported only a few years ago (23,24), and the major efforts have
since focused on developing the basic technology platform (10,11,13,14). The number
of applications is still small, but it is anticipated to increase significantly within the
next years (8). To date, applications have been developed mainly within diagnostics,
small-scale screening, and focused protein expression profiling by using low- to medium-
density arrays (<500) based predominantly on intact monoclonal antibodies (reviewed in
refs. 8,10,11,13,15).

We have shown that our antibody microarray technology platform based on opti-
mized recombinant SinFabs successfully could be used to screen for haptens, peptides,
and intact proteins (water-soluble proteins as well as membrane proteins) in a format
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ranging from pure analytes to complex proteomes, such as sera or crude cell lysates
(8,16,29–34,53,44). The potential of this platform was demonstrated by serum
proteome screening of high-abundant (nanomolar range, submicrogram per milliliter)
and low-abundant (subpicogram per milliliter) analytes (29,53,54). In the former case,
a focused sinFab array composed of 10 probes directed against eight complement pro-
teins were used for evaluation (Fig. 5). The results showed that directly labeled human
serum readily could be screened for content of high-abundant analytes (29; Ingvarsson
et al., unpublished data). Work is currently in progress to evaluate this platform for
screening human patient serum samples for complement protein deficiencies (53;
Ingvarsson et al., unpublished data). For low-abundant analytes, a focused anticytokine
chip was used to screen human serum samples. The results showed that analytes present
in the subpicogram per milliliter range could be detected in directly labeled complex
proteomes (53). Considering the complexity of human serum (5–7), these data demon-
strates proof-of-concept for our array platform, illustrating the high specificity dis-
played by our content (16,29).

In recent experiments, differential cytokine expression profiling was successfully
performed on dendritic cells challenged with a proinflammatory cytokine cocktail, by
using recombinant scFv antibodies (16,52; Ingvarsson et al., unpublished data). In these

Fig. 5. Screening of human complement proteins in directly labeled human serum by using
a focused anticomplement protein sinFab microarray. All eight complement proteins targeted
could be detected.
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studies, directly labeled crude cell lysates, cell supernatants, or both were analyzed on
arrays based on 10 to 84 SinFabs. The data showed that specific upregulation of several
cytokines could be detected after 24 h (Fig. 4). Similarly, the kinetics (0, 4, 8, 16, 24,
and 48 h) of the cytokine expression also was successfully studied using our antibody
arrays. Most importantly, these data were further corroborated on both gene and pro-
tein levels by matching DNA microarray analysis and ELISA experiments (16;
Ingvarsson et al., unpublished data).

To generate correct and complete maps of the entire proteome, both water-soluble
proteins as well as membrane proteins must be addressable. Membrane proteins, which
constitute an extremely important group of proteins being one of the most common
targets for disease diagnostic, biomarker discovery and therapeutic antibodies, are,
however, often considered as a difficult group of proteins to analyze. Recently, Belov
and co-workers reported on a successful application of antibody-based microarrays for
immunophenotyping of leukemias by targeting membrane-bound cell surface proteins
on intact cells (20,21). We are currently also developing an array technology platform
based on recombinant SinFabs for membrane protein profiling (Dexlin et al., unpub-
lished data).

5. Summary and Conclusions
We have successfully developed the first generation of high-performing antibody

microarrays based on recombinant antibody fragments for complex sample analysis,
demonstrating great potential within disease proteomics. A highly specific and sensi-
tive assay could be designed targeting a wide range of analytes. We also have outlined
the array format of tomorrow, indicating the progress desired before the technology
truly will evolve into the high-throughput proteomic research tool needed by the re-
search community. The final product will then allow us to perform high-throughput,
comparative proteomics with a resolution that no technology is even close to today.
Ultimately, this approach will open up new avenues for disease diagnostics, biomarker
discovery and drug target identification with important implications for disease
proteomics.
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Glycoprofiling by DNA Sequencer-Aided
Fluorophore-Assisted Carbohydrate Electrophoresis
New Opportunities in Diagnosing and Following Disease

Wouter Laroy and Roland Contreras

Summary
In recent years, the importance of glycosylation has been realized. Carbohydrates not only

serve as decoration for proteins and lipids but also form an integral part of the glycoconjugate,
adding to its functional and structural properties. The specific type of glycosylation may change
with altering physiological conditions, such as disease. Likewise, altering glycosylation may
determine disease or disease properties. Studying glycosylation has long been a major problem,
mainly because of the lack of proper analytical technology. Only minute quantities of the
analytes are available from natural sources, and they cannot be amplified like DNA. The possi-
bility of branching, different isomeric linkages, and the use of building blocks with the same
mass lead to isomeric and isobaric structures. Lately, technology has become available that is
able to differentiate these structures and that comforts enough sensibility and throughput to
analyze samples from natural sources. DNA sequencer-aided fluorophore-assisted carbohydrate
electrophoresis (DSA-FACE) is one of these new techniques with great potential. Here, we
briefly introduce the method and discuss some of its applications in diagnosis of disease.

Key Words: Congenital disorders of glycosylation; diagnosis; disease; DNA sequencer-aided
fluorophore-assisted carbohydrate electrophoresis; DSA-FACE; glycosylation; liver.

1. Introduction
Glycosylation is the enzymatic addition of sugars or oligosaccharides to macro-

molecules such as proteins (glycoproteins) and lipids (glycolipids). Generally,
glycosyla-tion occurs in the secretory pathway, i.e., in the endoplasmic reticulum and
the Golgi apparatus. Consequently, >90% of all secreted and membrane-bound pro-
teins are glycosylated. Together with other post- and cotranslational modifications, of
which phosphorylation is probably the most studied, glycosylation helps in diversify-
ing gene products. Indeed, extensive genomic studies (1) have shown that the func-
tioning of a complex organism requires more than the gene products directly encoded
in the genome (2,3). In contrast to phosphorylation, most forms of glycosylation are
related to extracellular functions (4,5).

In glycobiology, the glycan structures and their influence on the macromolecule or
the environment are studied. It has been shown that glycosylation is not a random
process. Depending on protein structure, both during and after folding, specific sites
are modified with carbohydrates both during and after folding. To add to this complex-
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ity, glycosylation and its presence or absence can depend on the physiological state
of the cell and on its environment (6,7). There is no direct code in the genome that
determines the state of glycosylation. Although all cells in an organism have the same
genomic information, the physiological state of a specific cell and its environment
determine which part of the glycosylation machinery is active. We can state that a
specific cell under specific conditions glycosylates specific sites on specific proteins in
a specific way. Consequently, a particular glycoprotein should not be considered a
single entity but rather as a group of different glycoforms (8). Different glycoforms of
the same protein may have different functional, kinetic, or physical properties.

The so-called paradox of glycosylation states that no specific function can be associ-
ated with a specific carbohydrate structure (9). This statement may seem to contradict
the aforementioned statement that glycosylation has specific functions, but this is not
necessarily so. These functions depend on the specific protein to which the carbohy-
drate is linked and on the environment in which it is expressed. When considering
glycans as a structural feature of proteins, just like amino acids, this role can be easily
understood. A classical example is the effect of glycosylation of the heavy chain of
immunoglobulin G on the structure of the whole Fc moiety, whereby the effector func-
tions associated with the Fc portion of IgGs are tuned by its glycosylation (10). Regard-
less, the exact role of a carbohydrate depends on its interactions with the protein
backbone and with other proteins, carbohydrates, or other types of molecules. This
view allows us to understand that a specific carbohydrate structure can serve many
functions. Some general functions can be assigned to specific structures, but they usu-
ally do not cover the whole story. Terminal sialic acid molecules on glycoproteins are
known to protect them from clearance from the blood by liver receptors. However, as
part of a larger terminal carbohydrate structure, they may influence many other func-
tions or properties of the specific protein in a specific environment, illustrating that for
full comprehension of complex life, glycomics is as essential as proteomics and
genomics. Because the condition of the cell largely controls which part of the
glycosylation machinery is active at a certain time, changes in these conditions result in
altered glycosylation. Alternatively, the types of glycoconjugates produced by a cell,
tissue, or organism reflect their current physiological state. In pathology, this knowl-
edge can be used in two ways. First, these changes can indicate a certain disease, just
like a change in protein concentration. Second, the altered glycosylation can be studied
as a function of the pathology. In the former use, diagnosis is the focus (11), whereas in
the latter use the main goal is therapy (12,13). In what follows, we discuss the use of
glycosylation changes in diagnosis, making use of newly developed technology.

2. Glycosylation in Diagnosis: Current Use and Limitations

Until now, the direct use of glycosylation in diagnosis of diseases or physiological
conditions is limited. However, some of the current applications are based on the occur-
rence of different isoforms of a protein; different oligosaccharides present on a particu-
lar protein backbone result in different glycoforms of that protein. When a charged
sugar is involved, the protein isoforms have different isoelectric points, which facili-
tates their separation and gives them predictive value. For example, specific changes in
isoforms of human transferrin are directly related to alcohol abuse (14–16). Therefore,
carbohydrate-deficient transferrin is currently used for the follow-up of alcoholic
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patients under treatment. The same approach is taken for the detection of abuse of
exogenous erythropoietin (EPO) in sports (17); the test is based on differences in EPO
isoforms between human endogenous and recombinantly expressed EPO.

Specific antibodies are commonly used in diagnosis to detect changes in protein
concentrations. Many antibodies recognize specific sugars as such or as part of a com-
bined sugar–peptide epitope. Alternatively, lectins can be used for the detection of
specific types of glycosylation. Currently, these carbohydrate recognition proteins are
used in some diagnostic tests, most commonly in the detection of specific carbohydrate
cancer markers (7). However, it is not the intention of this chapter to go into further
detail about these applications.

One of the major current obstacles for the use of carbohydrates in diagnosis has been
the lack of appropriate analytic techniques. Carbohydrate-recognizing proteins have
proven useful as diagnostic tools, but they also have their limitations. They do not
allow us to get a complete picture of the different oligosaccharides present because
they only recognize a specific part of the molecule. Techniques that do allow further
characterization are nuclear magnetic resonance, X-ray crystallography, and mass spec-
trometry (MS). Nuclear magnetic resonance is currently the best for obtaining full struc-
tural data. However, because large amounts of pure product are needed, this method
cannot be used for diagnostic purposes. Crystallization of oligosaccharides and even
more so glycoproteins remains very difficult and impractical for diagnostic applica-
tions. MS has been extensively used in the analysis of oligosaccharides (18), but it has
some disadvantages, too. A major disadvantage is associated with the occurrence of
isomeric and isobaric branched structures in natural oligosaccharides, many of which
cannot be differentiated by classical MS. More advanced multiple MS techniques (19)
do allow differentiation of these structures, but they lack the advantages of high
throughput and sensitivity.

Because the amount of biological sample available is frequently limited, and because
of the characteristics of oligosaccharides, the perfect technique for glycodiagnosis should
combine high-sensitivity, high-resolving power (including the isomeric and isobaric
structures), high throughput, and low costs (material and personnel). In the remaining
part of this chapter, we focus on a new carbohydrate analysis technique that approaches
these criteria and may make glycodiagnostics a reality.

3. Glycosylation Analysis: DNA Sequencer-Aided Fluorophore-Assisted
Carbohydrate Electrophoresis (DSA-FACE)

Carbohydrates, like DNA and proteins, can be separated electrophoretically on poly-
acrylamide gels (19). To allow detection, and in some cases to add charge, the oli-
gosaccharides are fluorescently labeled. Classical fluorophore-assisted carbohydrate
electrophoresis (FACE) allows separation and detection of oligosaccharides, although
with relatively low sensitivity and poor resolving power. A major breakthrough came
when slab gel DNA sequencing equipment was successfully used for the profiling and
analysis of oligosaccharides (20,21). When an appropriate fluorescent dye is used, usu-
ally 8-aminopyrene-1,3,6-trisulfonic acid, DSA-FACE (Fig. 1) allows separation of
many isomeric and isobaric structures with high resolution and sensitivity. Moreover,
the high sensitivity permits the use of minute amounts of glycoproteins for the analysis
of all the attached glycans. Now that this technique is available, high-throughput analy-
sis of biological samples becomes possible, and its use in glycodiagnosis is emerging.
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4. DSA-FACE in Glycodiagnosis
4.1. N-Glycosylation Changes in Liver Disease

To exploit a disease marker in practice, it is not sufficient to have a good analytical
method, getting a pool of molecules including the marker must be easy and preferen-
tially cheap. Because blood sampling is a common and harmless practice, serological
markers are the most common. Usually, a change in the relative amount of a specific
protein is measured.

Chronic liver pathology is a complex disease. It evolves through a continuous pro-
cess that has been divided into stages (22). Administration of hepatotoxic agents (alco-
hol and viruses) leads to inflammatory necrosis of liver tissue, which activates hepatic
stellate cells to secrete extracellular matrix components as part of the healing process.
Because of the chronic nature of the necrosis, however, this process results in exces-
sive deposition of these components, and the ensuing fibrosis disturbs liver architec-
ture. Different degrees of fibrosis are distinguished, and different scoring systems have

Fig. 1. DSA-FACE for glycoprofiling of serum and diagnosis of disease. During sample
preparation, glycoproteins are immobilized on Immobilon P in a 96-well filtration plate (1).
After reduction and carboxymethylation, efficient deglycosylation results in the N-glycan pool
(3–6). After fluorescent labeling and clean-up (7,8), electrophoretic separation on a DNA
sequencer platform leads to the serum GlycoProfile. Analysis of this profile may be informa-
tive for diseases or other physiological conditions.
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been used for staging it. The Metavir score, based on histological examination of liver
biopsy material, is commonly used. Metavir score F0 reflects the healthy liver. Cirrho-
sis, the most severe form of fibrosis, has a Metavir score of F4. This stage is character-
ized by clusters of abnormally replicating hepatocytes, named regenerative nodules,
which constitute a major risk factor for the development of hepatocellular carcinoma,
one of the most aggressive cancers known. Staging diseases in a limited number of
classes is a classical practice in medicine; however, it is a very limited view: a disease
evolves continuously from one stage to another.

The invasive liver biopsy procedure leads not only to major discomfort to the patient
but also to social and economic consequences. Moreover, a substantial portion of liver
biopsies leads to severe complications and even death (23). Now that treatments for
liver disease are emerging (but still largely experimental), other means for follow-up
of liver conditions are needed because repetitive biopsies are not advisable. Some sig-
nificant changes in serological values have been shown in liver disease. Total bilirubin,
hyaluronic acid (24), and 2-macroglobulin (25) are just some examples (reviewed in
ref. 26). However, adequate predictive value is obtained only when they are combined
in a mathematical model (27,28).

In a recent study on liver disease, the assumption was made that different active
glycosylation machineries are active in healthy and diseased hepatocytes (29). Because
the majority of glycoproteins in the serum are synthesized by these cells, the total N-
glycome of these proteins may reflect liver condition. Using DSA-FACE, total serum
N-glycoprofiles were obtained. A new serological marker based on specific changes
the serum glycome was tested on a cohort of 60 blood donors and 188 liver disease
patients. Clear changes in the N-glycan profiles were observed in cirrhosis (Fig. 2):
more agalacto forms, more structures containing bisecting N-acetylglucosamine, and
less branching. Based on these profiles, the so-called GlycoCirrhoTest was defined
(Fig. 3), allowing differentiation of cirrhosis from noncirrhotic chronic hepatitis with a
sensitivity of 92%, a specificity of 93% and an efficiency of 85–90%. Interestingly,
when combined with FibroTest (a commercially available liver test based on several
known serological markers), compensated cirrhosis was detected with 100% specific-
ity, 75% sensitivity and an overall classification efficiency of 93%. Decompensated
cirrhosis was detected with 100% sensitivity, but this may have less clinical relevance.

A more detailed study of the glycan profiles revealed delicate changes in the differ-
ent fibrosis stadia (Fig. 3). These changes are of considerable clinical importance,
because biopsy is still the only practical starting point for grading fibrosis. A marker is
of even more importance in the follow-up of the staged patients, because new thera-
pies are becoming available. In these cases, repeated biopsies are not advisable and are
most commonly refused by the patient. Moreover, repeated biopsy would make an
already expensive treatment a huge burden on social security or on the patient. Thus,
the aforementioned and other ways for the serological diagnosis of liver disease are
closely followed by the hepatology field.

Although staging of fibrosis, e.g., by Metavir score, remains difficult, we can con-
clude that follow-up may become possible using the serum glycome tests alone, or in
combination with any of the other markers or algorithms. Although specific differen-
tially glycosylated proteins have been used previously, GlycoCirrhoTest would be the
first marker based exclusively on total glycome profiles. Finally, researchers and clini-
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Fig. 2. Examples of total serum protein N-GlycoProfiles. (Top) Maltooligosaccharide refer-
ence. (Middle) Typical electropherogram of desialylated N-glycans derived from proteins in
control serum sample. (Bottom) Representative electropherogram obtained from a cirrhosis
patient. Structures of N-glycans of relevance to this study are shown below the panels; peaks
that are important for fibrosis and cirrhosis markers are boxed. (Figure reproduced from
Callewaert et al. (2004). Copyright permission was granted by the Nature Publishing Group.)

cians have to question whether categorical staging (biopsy) or continuous staging
(serological markers) are the most appropriate. The former is still the gold standard
in diagnosing liver disease (30). The latter surely has advantages, but its acceptance
requires a different way of looking at the progressing disease.

4.2. Glycosylation Changes in Congenital Disorders of Glycosylation (CDG)

Congenital disorders of glycosylation (CDG) is a booming area in pediatrics (31).
Since the first report of this disease in 1980, 20 different types of CDG have been
described. CDGs are genetic diseases caused by defects in the glycosylation machin-
ery. Two types are distinguished. CDGs type I have defects that affect the synthesis of
the N-glycan lipid-linked precursor, or the transfer of this precursor oligosaccharide to
specific sites on the forming polypeptide. Thus, fewer sites on a protein are occupied,
resulting in abnormal glycoforms. The original test for CDG was based on transferrin
isoelectrofocusing to detect different sialylation degrees. When defects in the process-
ing of the transferred precursor glycan occur, the disease is classified as CDG type II.
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Fig. 3. Trends in derived diagnostic variables. Serum samples were classified in eight clini-
cally relevant groups. Three diagnostic variables were derived from the profiles in Fig. 2. Ordi-
nate scale is logarithmic. Error bars represent 95% confidence intervals for the means.(Figure
reproduced from Callewaert et al. (2004). Copyright permission was granted by the Nature
Publishing Group.)

Transferrin eukaryotic translation initiation factor IEF is still the most frequently
used diagnostic assay: it is cheap, rapid, relatively reliable, and suitable for screening
(32,33). So far, its major clinical application has been for screening. However, there
are some disadvantages, too. It does not detect defects in O-glycan biosynthesis, and
not even all defects in N-glycan biosynthesis. Indeed, normal transferrin can only bear
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a limited amount of specific N-glycan structures. Thus, only defects in the synthesis of
those will be detected. We can conclude that abnormal transferrin IEF indicates CDG,
but normal transferrin IEF does not exclude it.

Better technology is now available for the detection of abnormalities, at least for the
profiling of N-glycans, in the form of DSA-FACE. This technology permits analysis of
the glycome not only of one protein but of all proteins in the serum. As shown previously,
altered N-glycan profiles are observed in different subtypes of CDG type I (34). The
observed changes seem to be a milder manifestation of some of the changes observed in
adult liver cirrhosis patients, which agrees with the reported steatosis and fibrosis in CDG
type I patients. These changes include increased core fucosylation of the biantennary
glycan and reduced abundance of the trigalacto triantennary structure. Other changes
associated with liver cirrhosis, such as strong undergalactosylation and an increased pres-
ence of structures with a bisecting N-acetylglucosamine, are less frequently observed in
the CDG type I serum N-glycome or not at all. At least for CDG-Ia, this result correlates
with the aberration observed in the transferrin IEF pattern.

Several CDGs are caused by or associated with defects in O-glycosylation (35).
O-Mannosylation has been shown to be affected in a range of congenital muscular
dystrophies (36). Defects in proteoglycan synthesis have been associated with Ehler–
Danlos sclera (37) and hereditary multiple exostoses (38,39). So far, these kinds of
changes cannot be detected by DSA-FACE; thus, other assays need to be developed.

5. Conclusions

So far, total glycome profiles have not been used for the diagnosis of diseases,
although this link has been reported in the literature. The main reason is that method-
ology for glycome analysis in a clinical setting has not been available. DSA-FACE
combines some strong features that may allow its application in clinical practice. Its
sensitivity allows analysis of tiny amount of samples, a major breakthrough in the
analysis of materials from biological sources. The examples in this chapter may not
be problematic in this aspect, but consider be helpful in analyzing subsets of proteins
in the serum or glycans from other sources where less material is available, e.g.,
mucus and cerebrospinal fluid. One big advantage of DSA-FACE over other sensitive
methods is its ability to separate many isobaric and isomeric structures. This ability is of
huge importance in the analysis of sugars. Increasing the resolution improves the diag-
nostic value of a profile. Finally, DSA-FACE also has a throughput that allows screen-
ing of many samples. Because conditions of separation are based only on the carbo-
hydrates and not on their source, these conditions can be the same for any analysis.
Thus, one DNA sequencer, whether it is gel based or capillary electrophoresis based,
can analyze all diseases to which N-glycosylation changes are associated. Indeed, the
aforementioned two examples are those that have been studied so far, but they are not
the only possible applications. The detection of several forms of cancer, inflammation,
and so on are other applications. A new way of diagnosis, which we tend to call
GlycoDiagnosis may evolve from this strategy.
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Summary

One of our long-term interests is to explore the immunogenic sugar moieties that are important
for “self-” and “nonself” discrimination and host immune responses. We have established a high-
throughput platform of carbohydrate microarrays to facilitate these investigations. Using this tech-
nology, carbohydrate-containing macromolecules of distinct structural configurations, including
polysaccharides, natural glycoconjugates, and mono- and oligosaccharides coupled to lipid, poly-
acrylamide, and protein carriers, have been tested for microarray construction without further
chemical modification. Here, we discuss issues related to the establishment of this technology and
areas that are highly promising for its application. We also provide an example to illustrate that the
carbohydrate microarray is a discovery tool; it is particularly useful for identifying immunological
sugar moieties, including differentially expressed complex carbohydrates of cancer cells and stem
cells as well as sugar signatures of previously unrecognized microbial pathogens.

Key Words: Antibodies; antigens; carbohydrates; glycans; glyconjugates; microarrays;
microspotting; nitrocellulose; polysaccharides; severe acute respiratory syndrome-associated
coronavirus; SARS-CoV.

1. Introduction

Our group has focused on development of a carbohydrate-based microarray technol-
ogy to facilitate investigation of carbohydrate-mediated molecular recognition and
anticarbohydrate immune responses (1–3). Like nucleic acids and proteins, carbohy-
drates are another class of the essential biological molecules. Because of their unique
physicochemical properties, carbohydrates are capable of generating structural diver-
sity, and so they are prominent in display on the surfaces of cell membranes or on the
exposed regions of macromolecules (4–6). As a result, carbohydrate moieties are suit-
able for storing biological signals in the forms that are identifiable by other biological
systems. In this chapter, we discuss 1) our theoretical consideration for developing
high-throughput carbohydrate microarrays, 2) a unique approach we took to establish
carbohydrate microarrays, 3) a practical carbohydrate microarray platform that is cur-
rently in use by our laboratory, and 4) an example that illustrates a highly promising
area for carbohydrate microarray technology to explore.
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2. Theoretical Considerations in Developing Carbohydrate Microarrays
The Genome Project has led to the discovery that only approx 30,000 genes in the

human genome must account for all the complexity of the human organism. This dis-
covery raised an important question about the roles of protein processing and structural
modification in modulating the biological activities of proteins and cellular functions.
In higher eukaryotic species, most secretory and membrane-bound proteins are deco-
rated with sugar moieties, which is achieved by a critically important posttranslational
protein modification, called glycosylation. In many physiological and pathophysiologi-
cal conditions, expression of cellular glycans, in the form of either glycoproteins or
glycolipids, is differentially regulated. There are documented examples that show that
cell display of precise complex carbohydrates is characteristically associated with the
stages or steps of embryonic development, cell differentiation, and transformation of
normal cell to abnormally differentiated tumor or cancer cells (7–10). Sugar moieties
are also abundantly expressed on the outer surfaces of the mass majority of viral, bac-
terial, protozoan, and fungal pathogens. Many sugar structures are pathogen specific,
which makes them important molecular targets for pathogen recognition, diagnosis of
infectious diseases, and vaccine development (4,11–15).

In spite of the biological magnitude of carbohydrate molecules, the characterization
of carbohydrate structures and the exposition of their function have lagged compared
with other major classes of biological molecules, such as nucleic acids and proteins.
For example, whereas the microarray-based high-throughput technologies for nucleic
acids (16,17) and proteins (18,19) were developed years ago, the first carbohydrate
microarray research was published in 2002 (1,20–24).

Our endeavor has focused on establishment of a high-throughput carbohydrate
microarray platform that is technically equivalent to the state-of-the-art technologies
of the cDNA microarray. Carbohydrates are strikingly different from nucleic acids in
structure, physicochemical properties, and cellular function. Thus, the fundamental
principles that are at the basis of establishment of a carbohydrate-based assay differ
from the basic principles of the nucleic acid-based assays, such as the cDNA microarray
and oligonucleotide biochips. For the nucleic acid-based biochips, the detection speci-
ficity is determined by the A::T and C::G base pairing, and there is no need to preserve
the three-dimensional (3D) structures of the nucleic acid molecules. By contrast, car-
bohydrate microarrays require preservation of the 3D conformations and topological
configurations of sugar moieties on a chip to permit a targeted molecular recognition
by the corresponding cellular receptors to take place (4,5).

Therefore, several technical difficulties must conquer to establish a high-throughput
carbohydrate microarray technology. These difficulties take into account whether car-
bohydrate macromolecules of hydrophilic character can be immobilized on a chip sur-
face by methods that are suitable for high-throughput production of microarrays;
whether immobilized carbohydrate-containing macromolecules preserve their immu-
nological properties, such as expression of carbohydrate-epitopes or antigenic determi-
nants and their solvent accessibility; whether the carbohydrate microarray system
reaches the sensitivity, specificity, and capacity to detect a broad range of antibody
specificities in clinical specimens; and eventually whether this technology can be applied
to investigate the carbohydrate-mediated molecular recognition on a titanic scale that
was previously impossible.
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3. Experimental Approach to Establishment
of High-Throughput Carbohydrate Microarrays

Our intent was to introduce immunological specificity to microarray technology to
establish a microarray-based broad-range immunosensor for the exploration of immuno-
logical diversity of carbohydrates and the immune responses to carbohydrate antigens. In
experimental design, we applied a well-studied model system of carbohydrate–
anticarbohydrate interaction, (1,6)dextran and anti- (1,6)dextran antibodies (25–27),
for our initial investigation (1). To address whether carbohydrate macromolecules of
hydrophilic character can be immobilized on a chip surface, we applied the fluorescein
isothiocyanate (FITC)-conjugated (1,6)dextrans as probes to screen available chip
substrates that were produced for printing cDNA microarrays for their potential use in
carbohydrate microarrays. This investigation guided us to the discovery that the nitro-
cellulose-coated glass slides are suitable for immobilization of carbohydrate-contain-
ing macromolecules.

To test whether the size and molecular weight of polysaccharides influence their
surface immobilization, FITC- (1,6)dextran preparations of different molecular
weights and of similar molar ratios of FITC/glucose were applied. A structurally dis-
tinct polysaccharide, inulin, was chosen as a control to see whether surface immobili-
zation of polysaccharides is restricted to a specific carbohydrate structure. This
investigation demonstrated that dextran preparations of different molecular weights,
ranging from 20 to 2000 kDa, and inulin of 3.3 kDa could be printed and immobilized
on the nitrocellulose-coated slide without chemical conjugation. The linear range of
the material transferred and surface immobilized, however, differs significantly among
dextran preparations of different molecular weights (1).

To investigate whether immobilized carbohydrate antigens preserve their antigenic
determinants, dextran preparations of different linkage compositions and with differ-
ent ratios of terminal to internal epitopes were printed on nitrocellulose-coated glass
slides. These preparations included N279, displaying both internal linear and terminal
nonreducing end epitopes, B1299S, heavily branched and expressing predominantly
terminal epitopes, and LD7, a synthetic dextran composed of 100% (1,6)-linked
internal linear chain structure. The dextran microarrays were incubated with mono-
clonal antibodies of defined specificities, either a groove-type anti- (1,6)dextran 4.3F1
(IgG3) (28) or a cavity-type anti- (1,6)dextran 16.4.12E (IgA) (29). The former recog-
nizes the internal linear chain of (1,6)dextrans, whereas the latter is specific for the
terminal nonreducing end structure of the polysaccharide.

The groove-type monoclonal antibody (mAb), 4.3F1, bound well to the dextran
preparations with predominantly linear chain structures, N279 and LD7, but bound
poorly to the heavily branched (1.6)dextran, B1299S. By contrast, when the cavity-
type mAb 16.4.12E was applied, it bound to the immobilized dextran preparations with
branches (N279 and B1299S) but not to those with only internal linear chain structure
(LD7). These patterns of antigen–antibody reactivities are typically identical to those
recognized by an ELISA binding assay for either the groove type or cavity type of anti-
dextran mAbs. Therefore, the immunological properties of dextran molecules are well
preserved when immobilized on a nitrocellulose-coated glass slide. Their nonreducing
end structure, recognized by the cavity-type anti- (1,6)dextrans as well as the internal
linear chain epitopes bound by the groove-type anti- (1,6)dextrans are displayed on
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the surface after immobilization and are accessible to antibodies in an aqueous solu-
tion. This approach was then extended to test a large panel of carbohydrate-containing
macromolecules to assess their immobilization on chip and to evaluate expression of
antigenic structures for antibody detection. We demonstrated that polysaccharides and
glycoconjugates of distinct structural configurations and of diverse sugar chain con-
tents were applicable for this biochip platform, i.e., a method of nitrocellulose-based
noncovalent immobilization for high-throughput construction of carbohydrate
microarrays (1).

Nitrocellulose polymer is a fully nitrated derivative of cellulose in which free
hydroxyl groups are substituted by nitro groups, and it is thus hydrophobic in char-
acter. Documented investigations have suggested that immobilization of proteins on a
nitrocellulose membrane requires revelation of their hydrophobic surfaces to the mem-
brane (30,31). The molecular forces for the carbohydrate–nitrocellulose interaction
remain to be characterized. Perhaps the 3D microporous configuration of the nitrocel-
lulose coating on the slides, the macropolymer characteristics of polysaccharides and
the polyamphypathic properties of many carbohydrate-containing macromolecules are
key factors for the stable immobilization of carbohydrate antigens on the slide. Given
the structural diversity of carbohydrate antigens, we highly recommend that each prepa-
ration must be tested on this chip substrate.

4. Practical Platform of Carbohydrate Microarrays
The aforementioned experimental investigations have guided our research to the

establishment of a high-throughput platform of carbohydrate microarrays. As illustrated
in the Fig. 1, this approach applies to existing cDNA microarray systems, including spot-
ter and scanner, for carbohydrate array production and applications. A key technical ele-
ment of this array platform is the introduction of nitrocellulose-coated microglass slides
to immobilize unmodified carbohydrate antigens on the chip surface.

A high-precision robot designed to produce cDNA microarrays was used to spot
carbohydrate antigens onto a chemically modified glass slide. The microspotting
capacity of this system is approx 20,000 spots per chip. The antibody-stained slides
were then scanned for fluorescent signals with a Biochip scanner that was developed
for cDNA microarrays.

For microspotting, antigens and antibodies were printed using PIXSYS 5500C (Car-
tesian Technologies, Irvine, CA). Supporting substrate was FAST Slides (Whatman
Schleicher and Schuell, Keene, NH). For immunofluorescence staining, the staining
procedure used is essentially identical to regular immunofluorescent staining of tissue
sections. For microarray scanning, a ScanArray 5000 Standard Biochip Scanning Sys-
tem and its QuantArray software (Perkin-Elmer, Boston, MA) were used for scanning
and data capture.

4.1. An Eight-Chamber Subarray System for Customized Arrays
We have designed an eight-chamber subarray system to create customized carbohy-

drate microarrays for defined purposes. As illustrated in the Fig. 2, each microglass
slide contains eight separated subarrays. The microarray capacity is approx 600
microspots per subarray. A single slide is designed to enable eight microarray analy-
ses. A similar design with array capacity of approx 100 microspots is also commer-
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Fig. 1. A high-throughput biochip platform for constructing carbohydrate-based microarrays.

Fig. 2. Graphical presentation of the eight-chamber subarrays.

cially available (Whatman Schleicher and Schuell). For eight-chamber subarrays. Each
microglass slide contains eight subarrays of identical content. There is chip space for
600 microspots per subarray, with spot sizes of approx 200- and 300-µm intervals,
center to center. A single slide is, therefore, designed to permit eight detections. For
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repeats and dilutions, each antigen will be printed at 0.5–1.0 mg/mL and also at a 1:10
dilution of the initial concentration. A given concentration of each preparation will be
repeated at least three times to allow statistical analysis of detection of identical prepa-
ration at given antigen concentration. For antibody isotype standard curves, antibodies
of IgG, IgA, and IgM isotype of corresponding species serve as standard curves for
antibody detection and normalization.

4.2. Examination of the Presence of Antigens and Antibodies on the Array

To verify that we have successfully “printed” proteins, synthetic peptides, and car-
bohydrates, we incubate microarrays with antibodies, receptors, or lectins known to
react with the printed substance. The reaction is detected either directly by conjugating
with a fluorochrome to the “detector” or by a second-step staining procedure.

4.3. Staining and Scanning of Carbohydrate Microarrays

Immediately before use, the printed microarrays are rinsed with phosphate-buffered
saline (PBS), pH 7.4, with 0.05% Tween 20 and then blocked by incubating the slides
in 1% bovine serum albumin in PBS containing 0.05% NaN3 at 37 C for 30 min. They
are then incubated at room temperature with serum specimens at given dilutions in 1%
bovine serum albumin PBS containing 0.05% NaN3 and 0.05% Tween-20. Next, anti-
human (or other species) IgG, IgM, or IgA antibodies with distinct specific fluorescent
tags (Cy3, Cy5, or FITC) are applied to reveal the bound antibodies according to their
Ig heavy chain isotypes. The stained slides are rinsed five times with PBS with 0.05%
Tween-20 after each staining step. ScanArray 5000A is used to scan the microarray.
This instrument is a standard biochip scanning system (Perkin-Elmer) equipped with
multiple lasers, emission filters and ScanArray acquisition software.

4.4. Analysis of Microarray Data

Fluorescence intensity values for each array spot and its background are calculated
using QuantArray software analysis packages. Data for at least three replicates for each
substance analyzed are collected on each chip (“triple spotting”).

4.5. Validation and Further Investigation of Microarray Observations

It is always astute to verify microarray data by other experimental approaches. We
check our carbohydrate microararry findings by doing conventional immunoassays,
e.g., ELISA, dot blot, Western blot, flow cytometry, and immunohistology. Examples
of such investigations were described in our recent publications (1,3).

5. Promising Areas for Exploring Carbohydrate Microarray Technology
As described above, carbohydrates of multiple molecular configurations and of

diverse sugar chain structures can be stably immobilized on a nitrocellulose-coated
glass slide without chemical conjugation (1,3). A direct application of this technol-
ogy is in exploring the repertoires of human antibodies with anticarbohydrate activi-
ties. When a large collection of microbial carbohydrate antigens is arrayed on a sugar
chip, such array would allow a simultaneous detection and characterization of a wide
range of antibody reactivities and provide specific diagnostic information of infectious
diseases. In combination with the use of semisynthetic glycoconjugates, which display
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unique oligosaccharide chains, a biochip-based characterization of the epitope-binding
specificity of a single antibody or lectin and determination of the dominant antigenic
responses elicited by a natural infection or a vaccination would be practically achiev-
able. Similarly, this technology can be extended to monitor autoantibodies and tumor-
specific or -associated anticarbohydrate activities.

This novel approach can be applied to other biological systems in which a carbohy-
drate–carbohydrate or carbohydrate–protein interaction plays a significant role. For
example, a sugar chip can be applied in screening for the carbohydrate-based cellular
receptors of a microorganism. Experimentally, a candidate protein or the whole cell of
a microbe can be placed on a sugar chip to probe the carbohydrate structures that a
microbial pathogen may bind and selectively colonize in certain type of host cells or
tissue environments. Such investigation is noteworthy, because it may lead to a better
understanding of the host–microbe biological relationship as well as the pathogenesis
mechanism of human pathogens. A reverse type of application is to print a large panel
of structurally uncharacterized polysaccharides or glycoconjugates, such as those iso-
lated from mixtures of natural herbs of traditional eastern medicines, to react with
antibodies or lectins of known carbohydrate-binding specificities. In this way, the
sugar chain epitope profile of these printed preparations can be rapidly recognized,
providing important clues for drug discovery. In addition, such sugar chain epitope
mapping strategy is technically straightforward and is suitable to serve as a scanning
method to verify and control the quality of a complex formula of herbal medicine or
nutrition additives, which contain significant quantities of glycan components or lectins
with carbohydrate-binding reactivities.

Recently, we have focused on the establishment of a glycomics strategy to facilitate
identification of the sugar moieties of biological significance. We proposed to take
advantage of the highly evolved immune systems of mammals to recognize the immu-
nogenic sugar moieties of microbes. Specifically, we use carbohydrate microarrays to
capture specific antibodies elicited by a microorganism (see Fig. 3 for a schematic
illustration of this approach). To critically evaluate this strategy, we have chosen a
previous unrecognized viral pathogen, severe acute respiratory syndrome-associated
coronavirus (SARS-CoV) (32–34), as a model for our investigation. This task was
difficult and challenging, because information regarding the sugar moieties of this
virus was entirely unavailable. This information is, however, very important for our
consideration of vaccination strategy against SARS-CoV as well as investigation of
pathogenic mechanisms of SARS. Therefore, we constructed glycan arrays to display
carbohydrate antigens of defined structures and subsequently applied these tools to
detect carbohydrate-specific antibody “fingerprints” that were elicited by a SARS vac-
cine. Our rational was that if SARS-CoV expressed antigenic carbohydrate structures,
then immunizing animals by using the whole virus-based vaccines would have the pos-
sibility to elicit antibodies specific for these structures. In addition, if SARS-CoV dis-
played a carbohydrate structure that mimics host cellular glycans, then vaccinated
animals may develop antibodies with autoimmune reactivity to their corresponding
cellular glycans.

By characterizing the SARS-CoV neutralizing antibodies elicited by an inactivated
SARS-CoV vaccine, wedetected autoantibody reactivity specific for thecarbohydrate moi-
eties of an abundant human serum glycoprotein asialo-orosomucoid (ASOR) (Fig. 3B).
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Fig. 3. Glycan arrays are used to characterize the antibody profiles of vaccinated animals
(glycan array I) and to scan for ASOR-specific immunological probe (glycan array II). Antigen
preparations spotted on each glycan array and their array locations are summarized in supple-
mental Tables S1 and S2 of ref. 3 (available at the Physiological Genomics website at http://
physiolgenomics.physiology.org/cgi/content/full/00102.2004/DC1).

For array I (Fig. 3A,B), a glycan array that contains 51 antigens (0.5 ng/microspot) was
constructed and applied to scan horse anti-Pn 18 serum (Fig. 3A) as well as anti-SARS neutral-
izing antibodies (Fig. 3B).

For array II (Fig. 3C,D), a glycan array that displays 24 antigens, many of preparations of
Gal-containing carbohydrate antigens, was stained by lectin PHA-L (Fig. 3C), which is spe-
cific for Gal 1,4-N-acetylglucosamine-linked units, and by lectin GS1-B4 (Fig. 3D), which is
considered to be specific for Gal 1-3Gal.
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This surveillance provides important clues for the selection of specific immunological
probes to further examine whether SARS-CoV expresses antigenic structures that imi-
tate the host glycan. We found that lectin PHA-L (for Phaseolus vulgaris L.) is specific
for a defined complex carbohydrate of ASOR (Fig. 3C,D). Using this reagent as a probe,
we confirmed that only the SARS-CoV–infected cells express a PHA-L–reactive anti-
genic structure (see ref. 3 for the details). We obtained, therefore, immunologic evi-
dences that a carbohydrate structure of SARS-CoV shares antigenic similarity with host
glycan complex carbohydrates. This viral component is probably responsible for the
stimulation of the autoantibodies directed at a cellular glycan complex carbohydrate.

These observations raise important questions about whether autoimmune responses
are indeed elicited by SARS-CoV infection and whether such autoimmunogenicity
contributes to SARS pathogenesis. ASOR is an abundant human serum glycoprotein
and the ASOR-type complex carbohydrates are also expressed by other host glycopro-
teins (35,36). Thus, the human immune system is generally nonresponsive to these self-
carbohydrate structures. However, when similar sugar moieties were expressed by a
viral glycoprotein, their cluster configuration could differ significantly from those dis-
played by a cellular glycan, and in this manner, generate a novel nonself antigenic struc-
ture. A documented example of such antigenic structure is a broad-range HIV-1
neutralization epitope recognized by a monoclonal antibody 2G12. This antibody is
specific for a unique cluster of sugar chains displayed by the gp120 glycoprotein of
HIV-1 (37). It is, hence, important to examine whether naturally occurring SARS-CoV
expresses the ASOR-type autoimmune reactive sugar moieties. During a SARS epi-
demic spread, the viruses replicate in human cells. Their sugar chain expression may
differ from the monkey cell-produced viral particles. Scanning of the serum antibodies
of SARS patients by using glycan arrays or other specific immunological tools may
endow with information to shed light on this question.

In synopsis, recent establishment of carbohydrate-based microarrays, and especially
the availability of different technological platforms to meet the multiple needs of car-
bohydrate research, marks an important developmental stage of postgenomic research
(1,20–24,38). Our laboratory has established a simple, precise, and highly efficient
experimental approach for the construction of carbohydrate microarrays (1–3). This
approach makes use of existing cDNA microarray system, including spotter and scan-
ner, for carbohydrate array production. A key technical element of this array platform
is the introduction of nitrocellulose-coated microglass slides to immobilize unmodi-
fied carbohydrate antigens on the chip surface noncovalently. This technology has
achieved the sensitivity to recognize the profiles of human anti-carbohydrate antibod-
ies with as little as a few microliters of serum specimen and reached the chip capacity
to include the antigenic preparations of most common pathogens (~20,000 microspots
per biochip). We described also an eight-chamber subarray system to produce carbohy-
drate microarrays of relative smaller scale, which is more frequently applied in our
laboratory’s routine research activities. Of late, we applied this system to assemble
glycan arrays to probe the immunogenic sugar moieties of a recently discovered viral
pathogen, SARS-CoV. This research approach is probably applicable for the identifi-
cation of immunological targets of other microorganisms and for the exploration of
complex carbohydrates that are differentially expressed by host cells, including stem
cells at various stages of differentiation and human cancers.
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PART IV

EMERGING TECHNOLOGIES IN DIAGNOSTICS

Krishnarao Appasani

How microarrays can be used in a robust way for blood diagnostics, prenatal
genetic screening, and “lab-on-a-chip” methods is the subject of Part IV. Microplate
hemagglutination is the most frequently used detection method for blood donation
testing in clinical laboratories; however, it has lower throughput patient testing. To
overcome this obstacle, Chapter 15, by Petrik and Robb, describes the successful
adoption of a microarray platform to screen blood donations by identifying a set of
blood group markers. In addition, their chapter summarizes the details of testing
blood-borne pathogens by using rolling circle and polymerase chain amplification
methods. In Chapter 16, Gambari et al. describe how they devised lab-on-a-chip to
generate cellular arrays based on dielectrophoresis. Laboratory-on-chip technology
could represent a very appealing approach, because it involves the miniaturization
of several complex chemical and/or physical procedures in a single microchip-based
platform, leading to the possibility of manipulating large numbers of single cells or
cell populations. This new methodology may open novel opportunities in the field of
pharmaceutical science and tumor immunology.

Rapid and highly sensitive diagnostic tests are a necessity for any pathological
laboratory to treat and manage various forms of human diseases. Another important
emerging scenario in the clinics is how efficiently the genetic disorders can be
diagnosed. In the final chapter, Chandak and Hemavathi address an important
problem of genetic disorders in developing countries (such as India): these disorders
remain largely hidden owing to insufficient diagnostic laboratories. With the aid of
prenatal test results and diagnoses, clinicians can provide genetic counseling (with
the help of social psychologists), so that parents can make appropriate decisions.
However, these tests prompt a host of social and ethical concerns arising from the
culture, religion, and politics of any country.
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Microarrays and Blood Diagnostics

Juraj Petrik and Janine Scott Robb

Summary

Blood donation testing consists of a series of distinct assays determining compatibility of blood
and blood products between donor and recipient as well as detecting potential contamination by
life-threatening blood-borne pathogens. Current testing algorithms in developed countries provide
extremely safe blood supply, although they are rather complex. Microarray technology has the
potential to simplify the testing of algorithms by providing a single multiplex testing platform.

Key Words: Blood testing; microarrays; protein arrays; blood grouping.

1. Introduction
Microarray technology has the potential to alter many diagnostic applications, espe-

cially high-throughput multiparameter assays. In this chapter, we discuss potential
impact of microarrays on blood donation screening algorithms by providing a single
testing platform for microbiology and blood group markers. An initial stage of such
development is demonstrated on examples of successful blood grouping and antibody
screen for some rare alloantibodies.

2. Current Blood Testing Methods
Blood tests can reveal a variety of changes taking place during disease processes as

well as genotype and phenotype characteristics necessary for further medical interven-
tions. There are a huge number of tests and instruments in use, reflecting the needs of
specialized hospital laboratories as well as individual point of care devices. Microarrays
could play an important role predominantly in high-throughput applications. In this
chapter, we focus on the potential role of microarrays in future blood donation screen-
ing techniques.

2.1. Unique Features of Blood Donation Screening

Blood transfusion occupies rather an unusual place among medical procedures in
the level of expected safety of both the procedures and the outcome. Risk assessments
for very few other medical procedures would be comparable with figures for residual
risk of transfusion-transmitted viruses, currently in the range of one in several million
of donations (1). A combination of donor selection methods, testing procedures, and,
in some cases, inactivation techniques guarantees an extremely safe blood supply (2).
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Blood donation screening is a unique process for several reasons:

1. The majority of donations produce a negative result for blood-borne pathogens because
blood donors represent a self-selected healthy population.

2. Each sample positive for blood-borne pathogens must, however, be detected, because
blood, blood products, and components are destined for recipients. The sensitivity of the
screening test needs to be extremely high, even at the expense of slightly lower specific-
ity. Repeat testing is a routine component of testing algorithms.

3. For the same reasons, clinically relevant blood groups and the presence of blood group
alloantibodies have to be reliably determined.

4. Screening procedures have to be able to satisfy throughput needs between several hun-
dreds and a few thousand donations per day (for an average size blood center);

5. Turnaround time has to be short owing to the shelf life of some of the components (e.g., 5-day
shelf life for platelets) and flexibility of stock management.

2.2. Testing Targets
Each donation has to undergo testing for a set of markers for selected blood-borne

pathogens and to determine blood group compatibility. Table 1 lists the testing targets
and parameters of currently used testing procedures.

2.2.1. Testing for Blood-Borne Pathogens

Highly sensitive immunoassays form the basis for the majority of microbiology
assays. They usually represent various modifications of sandwich ELISAs. Ideally,
the screening would be based on direct antigen detection, confirming the presence of
an infectious agent. Often, however, the antigen concentration or titer of the infectious
agent in circulating blood is too low to be detected in this way. One exception is hepa-
titis B surface antigen (HBsAg) produced at quantities sufficient for robust antigen
detection. The best HBsAg assays can detect approx 1 pg/mL, which is approx 8.35 ×
106 molecules for a 24-kDa protein.

Generally, we are measuring antibodies developed as a response to infection. The
appearance of measurable antibodies may take a significant amount of time creating a
potentially long window period. For immunoassays, the antibodies (polyclonal or
monoclonal) or antigens (recombinant proteins and peptides) are attached to a solid
phase, most frequently represented by the surface of a bead (microsphere) or a
microplate well. One- or two-step sandwich detection is usually used, with conjugated
enzymes converting substrate into color or (chemi)luminescent signal.

Owing to the sensitivity issues with many antigen-detecting immunoassays, much
hope was placed in the application of nucleic acid amplification technologies (NATs),
most frequently represented by PCR. This technology indeed has an exquisite sensitiv-
ity (Table 1) and detects the component of the infectious agent rather than antibodies.
The period for viruses for which PCR was introduced as a routine screening method
has been shortened significantly, and residual risk of transfusion-transmitted events
are extremely low. It would seem to be an ideal screening procedure. However, the cost
efficiency of this type of testing is being increasingly questioned, especially because
the number of NAT-only positive donations is lower than originally expected (see Sub-
heading 2.3.).

2.2.2. Blood Typing and Detection of Alloantibodies

The traditional method of monitoring blood group serology reactions is hemaggluti-
nation. It is an inexpensive technique with easily identifiable end point detection. There
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are two basic types of assays, both included in routine testing procedures. In “forward
blood typing,” the red blood cell (RBC) antigens of clinically relevant blood group
systems are determined using specific polyclonal (minority) or monoclonal antibodies.
IgM monoclonal antibodies are preferred to IgGs, because they cause hemagglutina-
tion in one step owing to their structure, providing 10 antigen binding sites per mol-
ecule compared with two per IgG molecule. Microplate assay format is most frequently
used for donation blood typing (Table 1). “Reverse typing” is designed to detect anti-
bodies against blood group antigens. The reason for development of alloantibodies (or
isoantibodies) is usually abnormal pregnancy, blood transfusion, or some immuniza-
tions. Clinically relevant antibodies need to be detected in donors, and especially in
recipients, because they could cause life-threatening reactions. The microplate hemag-
glutination is the most frequently used detection method for donation testing, whereas
lower-throughput patient testing is most often done using gel cards.

2.3. Advantages and Disadvantages of Current Testing Methods

As mentioned in Subheading 2.2.1., current preventative screening and testing pro-
cedures used in developed countries provide an extremely safe blood supply. Introduc-
tion of a conceptually different method in the form of PCR into a routine testing
algorithm for certain blood-borne pathogens ended an era completely dominated by
immunoassays. It makes it easier for blood centers to accommodate improved and new
technologies as they emerge.

PCR would be a very attractive general testing platform owing to its sensitivity and
precision. PCR and other target amplification techniques have been used not only to
detect pathogens but also for determination of RBC and platelet antigens (3–6). Unfor-
tunately, there is a high cost attached to PCR screening, both direct (e.g., contamina-
tion prevention measures, reagents, instrumentation, and specialized staff) and indirect
(e.g., significant license fees). The only viable way to achieve satisfactory cost effi-
ciency would be extensive multiplexing. Although some multiplex assays were suc-
cessfully developed, the number of targets is generally low. This low number is mostly
because of interference of primers and probes, which is difficult to predict even with
the help of oligonucleotide design software. Future improvements may, however
increase the multiplexing potential of target amplification methods. At the same
time, there is a continuous improvement in the performance of immunoassays, and
some antigen or combi (antigen and antibody) assays are getting closer to NAT assays
in respect of closing the window period (7). It does not seem probable at present that
one type of assay (e.g., nucleic acid based or immunoassays) would be able to replace
the other type entirely. It remains to be seen how successfully they can be codeveloped
in the future.

We have an extremely safe but also complex testing algorithm in place. Microarray
technology could address this complexity by providing a single donation testing instru-
mental platform for a complete set of required markers (8; see Subheading 3.).

3. Microarrays as the Potential Next Generation Testing Platform
First experiments to further miniaturise the existing immunoassays date back to late

1980s and early 1990s (9). In parallel, several groups were developing techniques for
simultaneous monitoring of large groups of genes. These techniques required high
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probe density facilitated by the use of new, nonporous materials such as glass, silicon
or plastic, allowing for the reduction in the quantities of deposited probes and reaction
volumes. Robotic spotting techniques (10,11) and in situ oligonucleotide synthesis (12)
speeded up gene expression studies with information content provided by large sequenc-
ing projects. Significant efforts were dedicated to developing new surface chemistries as
well as alternative microarray formats, including encoded beads and exploiting
microfluidics and additional features such as electronic probe and sample addressing
(13–15). Although driven mainly by genomic research, the potential of microarrays for
diagnostics has been quickly identified. Indeed, diagnostics may well become the main
microarray application in the future.

It soon became clear that some of the techniques used for preparation of DNA arrays
could be adapted to protein microarrays (16,17) despite the more complex character of
protein interactions compared with rules for complementary nucleic acid strands
reannealing. Alternative systems describing the use of polyacrylamide patches and
subarrays within microplate wells also were reported (18,19). For mass screening appli-
cations such as blood donation testing, the cost efficiency is one of the main parameters
to consider, together with high sensitivity and specificity, robustness, and a high level of
automation, limiting or eliminating the operator-introduced errors. This need will inevi-
tably affect the complexity of future microarray-based testing platforms. An open plan
blood typing microarray, with no physical barriers between the probes, has the potential
to develop into a highly cost-effective, high-throughput system for blood screening if it
can sustain the specificity of reactions and achieve the required sensitivity.

Most protein arrays described to date investigate the interaction of free protein mol-
ecules with the defined partner (probe) immobilized on the solid surface. Probes are
represented predominantly by antibodies (18–21), in some cases by antigens (22,23).
Blood group serology adds another dimension to these interactions, because the inter-
action involves blood group antigens on the surface of RBCs. Antibody–cell interac-
tions on planar microarrays have been described for applications such as leucocyte
typing (24) but still are rather rare. Quinn et al. (25) described solid phase blood group-
ing by using the Biacore platform, but this is an analytical rather than high-throughput
application platform.

3.1. Potential Benefits of Microarray Testing

In the currently used testing algorithms, several aliquots of donated blood are taken
to be used on between three and six instrumental platforms to test for a complete set of
required markers (see Subheadings 2.2.1. and 2.2.2.). Time required for testing on
different instruments varies and sets of results become available at different times, the
slowest holding up the release of blood and blood components, which cannot be issued
without final data reconciliation. A proportion of samples will undergo repeat testing,
because the sensitive tests necessary for initial screening produce some false-positive
samples in addition to true positives. Table 2 provides a comparison of current algo-
rithms with potential changes, which might be possible, for future microarray-based
testing platform. The most significant change would be transition from testing many
samples in parallel for one or few markers on multiple instrumental platforms, to simul-
taneous testing of each sample for the required set of markers on one or two chips. Data
reconciliation would be simplified by data provided simultaneously. One platform
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would not require multiple sets of reagents for various instruments or staff dedicated to
individual platforms, as is the case at present. Inclusion of multiple probes per target is
easier in microarrays because the incremental cost of additional probes is low. This
platform could perhaps eliminate the need for repeat testing, because the reactivity pat-
tern on multiple probes should provide a clear answer on sample reactivity.

3.2. Options to Increase Microarray Sensitivity

Sensitivity is probably the major problem for wider use of microarrays for some
diagnostic purposes. This problem is often being addressed by combining target ampli-
fication (e.g., PCR) by using degenerate primers or nonspecific amplification, with
subsequent microarray analysis (26–28). Such combination would add another extra
step to existing blood donation testing algorithms, increasing the complexity of testing
as well as costs. Fortunately, there are multiple alternative approaches currently being
developed to increase the detection limits.

Ideally, the screening assays would approach the PCR sensitivity at lower cost, effec-
tively through the higher multiplexing power, and perhaps the true multianalyte char-
acter of the procedures. Current, PCR techniques allow detection of less than 10 genome
equivalents per reaction, amplifying the target approximately a billion times. The best
ELISA-based assays can detect 106–107 molecules per milliliter. How can this gap of
approx 6 orders of magnitude be closed in the absence of target amplification methods
for proteins? Certain advantage is offered by the presence of hundreds to thousands of
copies of the viral antigens compared with one or two copies of genomic RNA or DNA
per virion. In addition, there are some alternative methods of signal enhancement as
listed in Table 3. Signal amplification methods seem to provide the biggest gain in
sensitivity in comparison with usual methods using few fluorophore molecules conju-

Table 2
Comparison of Current Testing Algorithm
With Proposed Microarray Based Testing Algorithm

Testing algorithms

Parameter Current Microarray-Based

No. of instrumental platforms 3– 6 1
No. of markers per assay 1–4 n × 10

No. of probes per target

in screening assay up to 5 Multiple
Individual detection of probes No Yes

Need for repeat testing Essential Non-essential

Result acquisition Sequential Simultaneous
IT result reconciliation before

products/components issue Essential Not necessary

Reagent (probe) consumption n × uL  n × pl - nL
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gated to primary or secondary reagents in sandwich assays. To apply any amplification
method simultaneously to all sites on a planar microarray, the amplified signal needs to
be localised, not diffuse. One primer variant of rolling circle amplification (RCA; 29)
produces a long product physically attached to the site and can provide signal amplifi-
cation exceeding 8 × 103 (30). Another amplification method is tyramide signal ampli-
fication (TSA) based on the catalytic activity of horseradish peroxidase generating
high-density labeling of a target claiming subpicogram per milliliter sensitivity. Elimi-
nation of the need for physical separation of individual sites necessary for target ampli-
fication methods makes these techniques less expensive. Other advantages include use
of RCA and TSA for both DNA and protein arrays (31,32) and isothermal reaction.

A smaller, but significant increase in sensitivity is provided by new detection tech-
niques. Resonance light scattering uses a white-light source scanner to detect mono-
chromatic, scattered light signals of metal (e.g., gold, silver) particles. The material,
size, and shape of the particles determine the signal. When resonance light scattering
was directly compared with fluorescent detection of bacterial pathogens, the authors
observed even 50 times more intense signal (33).

Planar waveguide technology developed by Zeptosens uses a special coating of T2O5

or TiO2 to induce evanescence field for efficient fluorescence detection (34), at least 10
times more sensitive than the conventional fluorescence if using the company’s chips
and a reader. New materials such as quantum dots (or semiconductor nanoparticles)
provide brighter fluorescence, narrower emission spectra, and higher resistance to
photobleaching compared with the conventional small molecule dyes. Signal also can
be increased, however, by using small molecule dyes enclosing thousands of dye mol-
ecules within a derivatized nanoparticle and enhancing the signal many times (35).

Instead of using a linear probe, usually labeled with a single fluorophore,
dendrimers or multiply branched molecules provide the opportunity to introduce
many dye molecules and to increase generated signal. When used for DNA microarray
human herpes virus diagnosis, the signal has been enhanced at least 30 times (36).
Some of the described approaches can be further combined, leading to very sensitive
assays, potentially approaching the sensitivity of nucleic acid amplification tech-
niques. Combined with easier multiplexing such assays could be well suited for high-
throughput blood screening of the future.

4. Development of Microarray Blood Testing Format

As outlined in Table 2, a microarray-based blood screening platform could provide
advantages over existing testing algorithms. An ultimate testing platform would com-
bine pathogen testing with blood group serology. As the first step in this development,
we have investigated the applicability of blood grouping in a microarray format.

4.1. Blood Group Serology

The majority of blood serological methods are based on the ability of erythrocytes to
agglutinate. Reactions in the liquid phase using tubes were replaced by slide and tile
reactions and later by microplate format. Solid phase assays (37,38) were more suit-
able for predispensed, dried reagents and automation, including operator-independent
readout. An alternative solid phase assay is the gel card system containing microtubes
with antibodies suspended within a gel or glass microbeads (39,40).
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Agglutination techniques on solid phase have been exploited with lesser success in
the reverse format to test for clinically relevant alloantibodies against blood group anti-
gens. It proved more difficult to reproducibly immobilize and store erythrocytes or eryth-
rocyte ghosts than immobilized antibodies (41,42), and despite various systems being
developed, gel cards are still the most widely used format.

The experiments described below aimed at developing an array platform for the
determination of the antigens of main blood group systems by using a set of well-
defined proprietary antibodies routinely used in current agglutination-based assays.

4.1.1. Blood Grouping

Microarray blood grouping could replace an agglutination reaction with fluorescent
or other quantifiable readout signals. Affinity of immobilized antibodies needs to be
sufficiently high to keep specifically bound RBCs attached during the incubation and
washing steps. In addition, the reaction conditions must guarantee preserving the integ-
rity of the RBCs necessary for binding of the labeled RBCs or fluorophore-conjugated
secondary reagent. We have investigated multiple parameters of these interactions on a
variety of slide surfaces under various printing regimes, reaction conditions, and so on.
An extensive set of well functionally characterized proprietary antibodies, used in a
variety of current blood grouping assays, has been exploited in these studies (43,44).
We have shown that a reproducible ABO grouping can be achieved and successful
typing can be extended to Rhesus (D, C, c, E, e), Kell, and other clinically relevant
blood group systems. Table 4 lists the most clinically relevant of the 25 blood group
systems and shows the basis of their characteristics. Even a selection of most important
of blood group systems reveals the structural variability of blood group antigens as
well as large differences in their abundance. When adding the functional heterogeneity
and various modes of attachment to RBC membrane affecting the access to antigens,
the character of various interactions involving antigens of blood group systems could
be studied by microarrays, apart from purely diagnostic application.

Figure 1 depicts a typical blood grouping experiment conducted on gold slides.
Monoclonal antibodies specific for A, B, A(B), Rhesus D, and K blood group antigens
were immobilized on gold slides, and their reactivity was investigated separately with
RBCs of different phenotypes of the aforementioned blood group antigens. In Fig. 1A,
RBC carrying blood group A antigen bound to both anti-A and anti-A(B) antibodies
and RBC carrying both, blood group A and B antigens bound in addition to anti-B
antibody, as expected. RBC carrying blood group antigen B bound to anti-B antibody.
They could be expected to react as well with anti-A(B) antibody, but reaction with this
unique, single available antibody of this specificity is known to be weak, even in nor-
mal hemagglutination assays (48). RBCs of blood group O specificity do not react with
any of the antibodies, because they do not carry A or B antigens and serve at the same
time as a negative control. Various levels of reactivity can be seen in Fig. 1B with
RBCs carrying two (DD) one (Dd) or no (dd) copy of the RhD antigen. Again, RBCs of
dd phenotype serve at the same time as a negative control in this assay. Figure 1C
shows a dose-dependent signal produced by binding homozygous (KK) and heterozy-
gous (Kk) cells to the immobilized K specific antibody. All other four RBC prepara-
tions are K negative (kk) and show no or minimal reactivity. We were assaying two
different types of blood group antigens in this experiment: carbohydrate A and B blood
group antigens and protein Rhesus D and K antigens (Table 4).
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Fig. 1. Microarray red cell grouping. Monoclonal antibodies specific for blood group anti-
gens A and B (A), Rhesus D (B), or K antigen (C) were printed using MicroGrid II Arrayer
(BioRobotics) on gold slides (Erie Scientific), blocked, and incubated for 1 h at room tempera-
ture with 1% suspension of fluorescently labeled erythrocytes of six different phenotypes: ABO,
cells carrying A, B, both (AB), or no (O) antigen. DD cells carry two copies of D antigen, Dd
one and dd none. Similarly, KK cells carry two copies of K antigen, Kk one copy, and kk no
copies. Slides were washed twice with phosphate-buffered saline briefly spun and scanned on
Packard Bioscience ScanArray 5000 by using QuantArray® Microarray Analysis Software (GSI
Lumonics). Reactivity is expressed as S/N, with signal from phosphate-buffered saline spots
providing noise values. Values represent median of at least three replicates.
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4.1.2. Antibody Screen

Another part of blood group serology is the determination of alloantibodies against
blood group antigens, which may cause significant, sometime life-threatening situa-
tions if undetected in donors and especially recipients. These assays are more difficult
to adapt to a solid phase, because they require immobilization of red cells, although
alternative systems can be developed.

During the initial stage of microarray antibody screen development, we immobi-
lized RBCs of various specificities on planar microarray slides modified with different
surface treatments. Figure 2A shows that signals produced by specific binding of
monoclonal anti-A and anti-B antibodies to gold slides-immobilized RBCs carrying
corresponding antigens are several times higher than those caused by nonspecific bind-
ing, crossreactivity, or both and can be clearly distinguished. Figure 2 shows an initial
series experiment under conditions not fully optimized yet. The reaction parameters
are being continuously improved to reduce nonspecific signal. However, the back-
ground will always be higher with immobilized whole cells than with isolated antigens.
It can be documented by using the synthetic blood group B antigen (last column), pro-
ducing lower signal-to-noise ratio (S/N) for specific (anti-B) reaction but no cross-
reactivity or nonspecific signal. Much lower S/N values were obtained for anti-D
monoclonal antibody binding to immobilised RhD+ RBCs (Fig. 2B). Again, the sig-
nals on RhD– cells are detectable but significantly lower than on RhD+ cells. As in
Fig. 1, in this case we were also measuring the reactivity of two compositionally and
structurally different blood group antigens. Carbohydrate A and B antigens protrude
from the surface of RBCs and are easily accessible, whereas access to protein Rhesus
D antigen with epitopes close to the membrane surface is more difficult. As in other
types of blood group assay, this accessibility could explain the differences in the
obtained S/N values. Another important factor is the number of antigenic sites per
RBC (Table 4).

Fig. 2 In addition to higher background on immobilized whole cells, the stability of
such reagents is a cause for concern. As an alternative, recombinant blood group anti-
gens could be used, and this approach is a subject of intense development. However,
some of the antigens are multipass transmembrane proteins, making it difficult to adopt
proper configuration preserving the conformational epitopes. Linear epitopes, in con-
trast, can often be mimicked by synthetic peptides. Immobilization of these probes
instead of red cells provides an alternative way for antibody screening in the future.

5. Future Developments

A complete set of currently used reagent panels for blood grouping and antibody
screening needs to be evaluated on real samples to confirm applicability of a planar
microarray to this type of assay. We are working on adapting mandatory blood-borne
pathogen tests to microarray platform. Although blood group serology usually does not
suffer from sensitivity problem, it can be an issue with some antigens present in low
numbers on the surface of RBCs. It is a much more pronounced problem for pathogen
detection, and we envisage exploiting signal-enhancing methods to overcome insuffi-
cient sensitivity in some cases. Signal amplification methods could be used for both
weak blood grouping and pathogen detection. In addition, these techniques could be
applied to both DNA and protein arrays, should both types be necessary for complete
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Fig. 2. Microarray blood group antibody detection. Group A, B, or O red blood cells, positive
(RhD+) or negative (RhD–) for Rhesus D antigen were spotted on gold slides (Erie Scientific),
alongside the synthetic blood group B antigen (Dextra Laboratories) by using manual spotter
(V&P Scientific) with solid pins. Slides were incubated for 1 h at room temperature with mono-
clonal antibodies for blood group antigens A and B (A) or Rhesus D antigen (B). After repeated
washing, the slides were incubated with fluorescein isothiocyanate anti-mouse IgM (Sigma) at
33.3 µg/mL (A) or Cy3-conjugated anti human IgG (Sigma) at same concentration (B), repeat-
edly washed , briefly spun, and scanned using Axon 4100A scanner and Axon GenePix Pro 4.1.
S/N values are as in Fig. 1.
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blood donation screening. Although we have focused on protein microarrays in this
chapter, there is an extensive development work going on for blood group genotyping.
It is very possible that no single type of assay, DNA based or protein based, will be able
to completely replace the other type, owing to some genotype–phenotype discrepan-
cies as well as existence of certain protein-only agents such as prions. Microarray tech-
nology has, however, potential to accommodate all required assay formats on one
testing platform.
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Summary
Dielectrophoresis (DEP)-based lab-on-a-chip devices represent a very appealing approach

for cell manipulation and will enable laboratory testing to move from laboratories into
nonlaboratory settings. DEP-based lab-on-a-chip platforms involve the miniaturization of sev-
eral complex chemical and physical procedures in a single microchip-based device, allowing the
identification and isolation of cell populations or single cells, separation of cells exhibiting dif-
ferent DEP properties, isolation of infected from uninfected cells, and viable from nonviable
cells. In addition, DEP-arrays allow cellomics procedures based on the parallel manipulation of
thousands of cells. Arrayed lab-on-a-chip platforms are also suitable to study cell–cell interac-
tions and cell targeting with programmed numbers of microspheres.

Key Words: Cellular arrays; delivery; dielectrophoresis; lab-on-a-chip; microspheres.

1. Introduction
The postgenomic era is characterized by the development of approaches enabling

researchers to study the expression of several hundreds of genes at the mRNA (gene
expression profiling by using microarray technology) or protein (proteomic strategies)
levels (1–3). Accordingly, several studies have provided strong evidence that thou-
sands of transcripts can be quantified using microarrays exposing cDNA or oligonucle-
otide probes (4,5). At the same time, several hundreds of proteins can be quantified
using arrayed monoclonal antibodies (6).

Although the number of studies on gene expression profiling and proteomics has
been dramatically increased over the past 5 yr, the number of reports on the possibility
to analyze complex cell populations is much lower. However, the possibility to
manipulate large numbers of single cells is very interesting, and several groups are
currently involved in projects aimed at analysis at the single cell level (7).

For analysis at the single cell level, the so-called “laboratory-on-chip” (lab-on-a-chip)
technology could represent a very appealing approach, because it involves the miniatur-
ization of several complex chemical and physical procedures in a single microchip-
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based platform (8–12), leading to the possibility of manipulating large numbers of
single cells or cell populations. There is a general agreement that lab-on-a-chip tech-
nology will enable laboratory testing to move from laboratory into nonlaboratory set-
tings (12–19).

The concept of lab-on-a-chip is depicted in Fig. 1, in which a parallelism is shown
between technological improvements and miniaturization of computers and lab-on-a-
chip platforms. As it occurred for computers (that were located in large rooms, later on
tables, and recently within suitcases and even within hand-held devices), laboratory
technologies can move from laboratories using complex equipment into miniaturized
lab-on-a-chip platforms.

As far as the physical basis of the design, production, and characterization of lab-on-
a-chip devices for cell manipulation, dielectrophoresis (DEP) (20–24) has been
reported as a very valuable approach (25–28). Application of DEP protocols (23,24)
results in the movement of particles in nonuniform electric fields (22,23,27,29,30) in
which the particles experience a translational force (DEP force) of magnitude and
polarity depending not only on the electrical properties of particles and medium but
also on the magnitude and frequency of the applied electric field. Thus, for a given
particle type and suspending medium, the particles can experience, at a certain fre-
quency of the electrode-applied voltages, a translational force directed toward regions
of high electric field strength. This phenomenon is called positive DEP (pDEP). By
simply changing the frequency, they may experience a force that will direct them away
from high electric field strength regions. This phenomenon is called negative DEP
(nDEP). A scheme outlining the concept of pDEP and nDEP is shown in Fig. 2A.

Using DEP-based lab-on-a-chip platforms, isolation of cell populations or single
cells, separation of cells exhibiting different DEP properties, and isolation of infected
from uninfected cells and viable from nonviable cells is possible. In addition, DEP

Fig. 1. A parallel analysis of miniaturization of computers (top) and laboratory equipment
(bottom).
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arrays allow cellomics procedures based on the parallel manipulation of thousands of
cells. Arrayed lab-on-a-chip platforms are suitable to study cell–cell interactions and
cell targeting with programmed numbers of microspheres.

2. Theory Supporting DEP-Based Levitation
and Movement of Biological and Physical Objects

For cells, the DEP properties largely depend on several biological parameters, includ-
ing membrane capacitance (determined for living cells by the membrane dielectric per-
mittivity and composition, thickness, and area) and conductance. For spherical
geometries, a first order approximation of the DEP force can be expressed as the gen-
eral equation shown in Fig. 2B, where e0 is the vacuum dielectric constant, R is the
particle radius, Ea0 and ja (a = x, y, z) are the magnitude and phase of each component
of the electric field in a Cartesian coordinate frame, ERMS is the root mean square
value of the electric field, Re( ’CM) and Im( ’CM) are the real (in-phase) and imagi-
nary (out-of-phase) components of the Clausius–Mossotti factor (Eq. a of Fig. 2B),
which is a function of the complex permittivities of the particle e*p and the medium
e*m, defined as e* = e0 + s/jw, with e0 the permittivity of vacuum, e the relative dielec-
tric permittivity, and s the conductivity.

For nDEP, it should be Re(fCM)<0. At low frequency ( << / ), equation a can be
approximated by Eq. b of Fig. 2B, whereas at high frequency ( >> / ), Eq. c of Fig.
2B is obtained. Thus, particle levitation by nDEP is possible at low frequency if p < m,
and at high frequency if p < em.

Fig. 2. (A) Scheme outlining the concept of nDEP and pDEP. (B) Algorithms on which
dielectrophoresis is based. (C,D) Scheme showing two DEP-cages (C) that are forced to move
one against the other, originating a single cage (D).
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Figure 2C,D shows a numerical simulation of the effects of the general working
principle of DEP. By applying suitable potentials to the electrodes, it is possible to
generate time-dependent electric fields in the liquid. These fields can then generate
DEP fields acting on the particles in the fluid. A DEP force is then generated owing to
the differences in the dielectric permittivities of the different materials. An important
point of this approach is that the overall system can be designed to force the DEP fields
to create closed cages (DEP-cages) that can trap inside particles in a stable way. In Fig.
2C, two DEP-cages are simulated that can entrap, when suitable electric potentials are
applied to the electrodes, microspheres, target cells, or both. By looking at Fig. 2C, it is
possible to see a local minimum of electric fields associated with the presence of the
two DEP-cages. Because these electric potentials can be applied under software con-
trol, it is possible to change how particles are moved by modifying the settings on a
computer. In addition, it is possible to change in time the location of these closed DEP-
cages. After changing the potentials applied to the electrodes, the location of the two
cage changes (Fig. 2D), and all the microparticles entrapped in the two starting DEP-
cages are now concentrated within a single DEP-cage. DEP-based lab-on-a-chip de-
vices are of great interest to manipulate single cells, as published previously (31–34).

3. Description of Lab-on-a-Chip Platforms for Cell Manipulation
The general setup for lab-on-a-chip platforms is described in Fig. 3 and includes a

microscope (Fig. 3A) connected with a charge-coupled device-camera and computer,
and platforms suitable for inclusion of the lab-on-a-chip devices. In Fig. 4B,C are
shown two lab-on-a-chip platforms, described in detail by Medoro et al. (35) and
Manaresi et al. (34) constituted by paralleled (the SmartSlide depicted in Fig. 4B) or
arrayed (the DEP array depicted in Fig. 4C) electrodes.

Several DEP-based lab-on-a-chip devices were recently described and found to be
suitable for biotechnological applications in isolation of single cell populations as well
as manipulation of single biological objects, including cells and microspheres.

3.1. Lab-on-a-Chip With Spiral Electrodes
Examples of biological applications of lab-on-a-chip platforms with spiral electrodes

have been reported by Wang et al. (36) and by Gascoyne et al. (37). By using a micro-
electrode array consisting of four parallel spiral electrode elements energized with
phase-quadrature signals of frequencies between 100 Hz and 100 MHz, Wang et al.
(36) demonstrated that MDA-MB231 breast cancer cells can be concentrated at the
center of the chip, as shown in the scheme depicted in Fig. 5A. MDA-MB231 cells
were studied in suspensions of conductivities 18, 56, and 160 mS/m (36). At low fre-
quencies, cells were levitated and transported toward or away from the center of the
spiral array, whereas at high frequencies cells were trapped at electrode edges. These
results suggest that spiral electrode arrays could be applied to the isolation of cells of
clinical relevance (36).

3.2. Lab-on-a-Chip With Parallel Electrodes

Two examples of lab-on-a-chip devices with parallel electrodes are shown in Fig.
5B,C. The first example shown in Fig. 5B (38) combines DEP forces with fluid flow;
in this case, the separation is obtained by the combination of fluid and DEP forces,
separating particles differently attracted by the microelectrodes (38).
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Fig. 3. (A) Setup of the lab-on-a-chip assembly, consisting of a microscope, a mother board
(B), a personal computer, and a micropump for temperature control (C).

Fig. 4. (A) Detail of the location of the lab-on-a-chip devices under a microscope and struc-
tures of the SmartSlide (B) and of the DEP array (C). In the insets, separation of cell popula-
tions (B) and single cells (C) is shown within the SmartSlide (containing paralleled electrodes)
and the DEP-chip (containing arrayed electrodes). Scheme concerning the SmartSlide are from
Medoro et al. (35,42) schemes concerning the DEP array are from Medoro et al. (33,42) and
Manaresi et al. (34).
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The second example, shown in Fig. 5C, was reported in a study published by
Altomare et al. (39) and reviewed by Gambari et al. (40). This device is mad up of a
microchamber, delimited on the top by a conductive and transparent lid (which is itself
an electrode and is electrically connected to the device by means of a conductive glue)
and on the bottom by a support. A spacer (constituted of optic fibers) determines the
chamber height, whereas a silicon elastomer gasket delimits and seals the microcham-
ber on the sides.

A mother-board is used to generate and distribute to each electrode in the device the
proper phases needed to create and move the DEP-cages and to perform the sensing
operations, whereas a software tool allows to control the actuation and sensing opera-
tions flows. By changing the electrode programming, each DEP-cage can be indepen-
dently moved from electrode to electrode along the whole microchamber, dragging
with it the trapped elements. This device allows the separation, concentration, or both,
of cells and microspheres in a fully electronic system without the need for fluid flow
control. This device, with 39 parallel electrodes by which it is possible to generate
from 0 to 13 cylinder-shaped DEP-cages, was applied to separate white blood cells
from red blood cells (39,40). The same system was recently used to demonstrate that
these cells are suitable for genomic studies (41).

More recently, the design, technical parameters, building approach, and manufac-
turing of the SmartSlide, with 193 parallel electrodes by which it is possible to gener-
ate from 0 to 63 cylinder-shaped DEP-cages, has been described (35,42). Set up of this
device and use for separating cells are shown in Fig. 4B.

Fig. 5. Scheme depicting devices based on spiral (A) and parallel (B,C) electrodes. The inset
in A shows concentration of cell populations in the center of the device.
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3.3. Lab-on-a-Chip With Low-Density Arrayed Electrodes

Cells belonging to the U937 human monocytic (43), HTB glioma (43), SH-SY5Y
neuroblastoma (43), and HeLa cervical carcinoma (44) cell lines have been moved
throughout lab-on-a-chips carrying 5 × 5 electrode arrays. The cells are moved as clus-
ters of few cells and cell separation and isolation performed.

3.4. Lab-on-a-Chip With High-Density Arrayed Electrodes

Design, technical parameters, building approach, and manufacturing of a DEP-based
arrayed device have been described by Medoro et al. (33,42) and Manaresi et al. (34).
This DEP-array (Fig. 4B) is constituted by a microchamber defined by the chip surface
and a conductive-glass lid. The chip surface implements a two-dimensional array of
microsites, each consisting of a superficial electrode, embedded sensors and logic. The
electrode array is implemented with complementary metal oxide semiconductor top-
metal and protected from the liquid by the standard complementary metal oxide semi-
conductor passivation. In this system, a closed DEP-cage in the spatial region above a
microsite can be created by connecting the associated electrode and the microchamber
lid to a counterphase sinusoidal voltage, whereas the electrode of the neighboring
microsites is connected to an in-phase sinusoidal voltage. A field minimum is thus
created in the liquid, corresponding to a DEP-cage in which, depending on its size, one
or more particles can be trapped and levitated. By changing, under software control,
the pattern of voltages applied to the electrodes, spherical DEP-cages can be indepen-
dently moved around the device plane, thus grabbing and dragging cells, microbeads,
or both across the chip. Particles in the sample can be detected by the changes in optical
radiation impinging on the photodiode associated with each microsite. Because of the
small pitch of the electrodes, single cells can be individually trapped in separate cages
(Fig. 4C, inset) and independently moved on the device. Particle position is digitally
controlled step by step in a deterministic way, by applying corresponding pattern of
voltages to the array that set the position of the DEP-cages.

4. Biological Applications of Lab-on-a-Chip Platforms
4.1. Isolation and Concentrations of Cell Populations

The possibility to isolate or concentrate cell population by the aid of DEP-lased lab-
on-a-chip platforms has been reported previously (24,36,40,45,46). For example, Yu et
al. (46) recently reported the use of an efficient method for trapping neurons and con-
structing ordered neuronal networks on bioelectronic chips by using arrayed nDEP
forces. A special bioelectronic chip with well-defined positioning electrode arrays was
designed and fabricated on silicon substrate. When a high frequency ac signal was
applied, the cell positioning bioelectronic chip is able to provide a well-defined non-
uniform electric field and thus generate nDEP forces (46).

Interestingly, when a neuronal suspension was added onto the energized bioelec-
tronic chip, the neurons were immediately trapped and quickly formed the predeter-
mined pattern. According with the protocol developed by Yu et al. (46), neurons may
adhere and then be cultured directly on the cell positioning bioelectronic chip and show
good neuron viability and neurite development (46), suggesting that this approach could
be used to characterize functional activities of neuronal networks. It should be pointed
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out that the development of novel technologies aimed to pattern neurons into regular
networks is of great scientific interest in neurological research.

4.2. Separation of Cell Populations Exhibiting Different DEP Properties

Several examples have been reported on separation of cell populations exhibiting
different DEP properties (27,29,30,33). For example, Huang et al. (27) reported a
dielectrophoretic field-flow-fractionation method and used it to purge human breast
cancer MDA-435 cells from hematopoietic CD34+ stem cells. In the case reported by
these authors, an array of interdigitated microelectrodes lining the bottom surface of a
thin chamber was used to generate dielectrophoretic forces that levitated the cell mix-
ture in a fluid flow profile. CD34+ stem cells were levitated higher, were carried faster
by the fluid flow, and exited the separation chamber earlier than the cancer cells. The
same group was able to demonstrate high separation performance in separating T- (or
B)-lymphocytes from monocytes, T- (or B)-lymphocytes from granulocytes, and mono-
cytes from granulocytes (27).

Another interesting application of DEP-based lab-on-a-chip is the possibility to sepa-
rate viable from nonviable yeast by using DEP (47,48). A further example is repre-
sented by the possibility of using DEP-based lab-on-a-chip for the isolation of infected
cells from uninfected counterparts. This possibility was shown by recent articles dem-
onstrating that lab-on-a-chip platforms carrying spiral electrodes can be used for iso-
lating malaria-infected cells from blood (49). Therefore, DEP-based protocols offer
great potential in cell discrimination and isolation.

4.3. Forced Interactions between Cells and Microspheres

The software-guided interactions between microspheres and target cells can be
achieved with the use of DEP-based devices. For example, DEP-based devices carry-
ing paralleled electrodes can be used to force the interactions between microspheres
and K562 cells (50), after moving them at the central electrode within the correspond-
ing DEP-cage.

A second example is shown in Fig. 6 and was performed with the DEP-array to
determine whether this system would be suitable for directing single microspheres (51)
to a single identified target cell (Fig. 6B). In the experiment shown in Fig. 6, three
cationic microspheres (M1, M2, and M3) and two K562 cells are shown, entrapped in
five independent spherical DEP-cages. Only one of the two cells, named T-K562, was
designed to be the cellular “target” of the three microspheres. We first moved
microsphere M1, generating the cell–microsphere complex shown in Fig. 6C, and then
microsphere M2, generating the T-K562/M1M2 complex shown in Fig. 6D. Finally,
we moved the M3 microsphere for a further targeting of the T-K562 cell, obtaining the
T-K562/M1M2M3 complex shown in Fig. 6E. The details of this experiment are
described in Borgatti et al. (52).

4.4. Forced Interactions Between Cells

Forced interaction between cells is of great relevance in several research fields in
which cell–cell interaction is the major experimental step. Among these projects are
studies on interactions between target tumor cells and cytotoxic T-lymphocytes or natu-
ral killer cells. From this point of view, the DEP-based arrayed device described by
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Medoro et al. (33,42) and Manaresi et al. (34) could be of great interest, as shown in the
application described in Fig. 7, in which software-guided interaction between a cyto-
toxic T-lymphocyte and a single target K562 cell are shown (Borgatti et al., manuscript
in preparation).

5. Conclusions
Manipulation of single cells and microspheres is one of the frontiers of lab-on-a-chip

technology (21,28,33,37). With respect to the possibility of easy, reproducible, soft-
ware-guided levitation, movement, and targeting of single cells, few examples are
present in the literature (37). However, DEP-based movement and separation of cells by
using a platform consisting of spiral, parallel, and arrayed electrodes has been reported
in several studies (42–51). Accordingly, DEP-based manipulation of microparticles was
described previously (52). The results herein demonstrate that software-guided manipu-
lation of a very high number of target cells, microspheres, or both can be operated in
DEP-based lab-on-a-chip platforms able to generate cellular arrays. These DEP-based
approaches enable, in our opinion, novel possibilities in pharmaceutical science, tech-
nology, and tumor immunology.

Fig. 6. (A) Scheme showing spherical-shaped DEP-cages entrapping single microspheres and
cells on the DEP array. (B–E) Programmed sequential interactions between three cationic
microspheres (M1, M2, and M3) and one target K562 cell. The microsphere M1 was moved first
to obtain the T-K562/M1 complex shown in C. Then, the M2 and M3 microspheres were moved
to obtain the T-K562/M1M2 and T-K562/M1M2M3 complexes shown in D and E, respectively.
The scheme reported in A was from Medoro et al. (33,42) and Manaresi et al. (34).
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Technologically, the use of an active substrate implemented with microelectronic
semiconductor technology allows integration of an array of optical sensors to detect
the position and possibly the status of all particles inside the device. This information
can be used to provide meaningful feedback on device operations. Thus, the device has
the potential to be used without bulky and expensive external microscopes and cam-
eras. This approach will be important, in perspective, for portable lab-on-a-chip plat-
forms. A final point is that these systems are suitable for cellomics approaches because
thousands of cells to be concurrently and independently moved and detected owing to
numerous electrodes.
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Summary
The new genetics or—as it is often called—genomics is one of the most exciting and challeng-

ing areas of science today. It promises to revolutionize medicine and healthcare in the twenty-first
century. We are now only just beginning to understand the genetic basis of common diseases; but
the number of patients with the potential to be affected by genetic susceptibility and the capability
to identify them using newer advances in genetics is rising rapidly. The simple rules of inheritance
proposed by Gregor Mendel are no longer adequate to explain complex patterns of inheritance,
reflecting intriguing phenomena such as mitochondrial inheritance and genomic imprinting. The
distinction blurs between the genetic factors and the environment in the expression of the clinical
phenotype. Genes are no longer thought to operate in isolation but to interact with each other and
with the environmental milieu, both external and internal.

Mapping of the human genome, one of the greatest scientific developments, places researchers
at the edge of a new frontier that is already yielding medical breakthroughs and shows promise for
many others. The resultant discoveries have come to herald a new era wherein these new scientific
advances are fast becoming an integral part of modern medicine and have led to an increased
understanding of diseases. Contemporary aspects, such as molecular diagnostic testing for various
single gene disorders, bacterial and viral identification, chromosome analysis in congenital anoma-
lies, and DNA analysis for forensic and parental identification, have come to be regarded as repre-
sentative and crucial facets of present standards of health care.

This chapter aims to create an interface among the subject, its students, and its practitioners at
the field level, encompassing diverse walks of life, ranging from diagnostics to industrial and
pharmaceutical applications, as well keeping pace with the current emerging developments and
the challenges involved. It is fondly hoped that this will serve as a platform for further scientific
inquiries and pave the way for the refinement of the discipline in the times ahead.

Key Words: Genetic disorders; inheritance; genetic analysis; prenatal diagnosis; genetic coun-
selling.

1. Introduction
The association of human beings and disease is as old as humanity. The major concern

has always been the infectious diseases that are common and associated with immense
suffering. However, another class of diseases that not only cause physical misery to the
patients but also psychological upset is genetic disorders, characterized by transmission
down the generations. Even worse are the late-onset genetic disorders, which affect indi-
viduals when their family is almost complete. The worst, however, is the ugly truth that
there is no available cure for these diseases; hence, prevention of inheritance of such
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diseases becomes a necessity. The burden of genetic disorders in the society is becoming
increasingly evident as infectious diseases are being managed better, owing to the aware-
ness about immunization, better understanding of the pathogenesis of the diseases, and
the ever-growing development of medical science. More than 5000 human diseases are
currently being classified as resulting from the action of a single mutant gene. However,
the genetic defect in many of these diseases is yet to be determined. The past two decades
have seen the emergence of modern cytogenetics and molecular genetics along with the
development of medical genetics from a purely academic discipline into a clinical spe-
cialty of relevance. The role of genetic counselling, prenatal diagnosis, carrier detection,
and other forms of genetic screening in the prevention of genetic diseases is now well
established and is reflected in the increasing provision of genetic services throughout the
world. It is indeed unfortunate that only after there is an affected child in the family that
the parents or relatives get concerned of the genetic nature of the disease. Prospective
approaches are required for combating disorders of high prevalence and with known
genetic basis, such as for thalassemias, cystic fibrosis, and so on. The classical examples
may include near eradication of thalassemia in Sardinia by adopting mandatory screen-
ing and genetic counselling for the whole population, and routine screening for cystic
fibrosis in many countries.

The new genetics—often called genomics—is one of the most exciting and chal-
lenging areas of science today. It holds the promise to revolutionize medicine and
healthcare in 21st century. We are now only just beginning to understand the genetic
basis of common diseases, but the number of patients with the potential to be affected
owing to genetic susceptibility and the need to identify those individuals by using newer
advances in genetics is rising rapidly. The simple rules of inheritance proposed by
Gregor Mendel are no longer adequate to explain complex patterns of inheritance
reflecting intriguing phenomena such as mitochondrial inheritance and genomic
imprinting. The distinction blurs between the genetic factors and the environment in
the expression of the clinical phenotype. Genes are no more thought to operate in iso-
lation but rather to interact with each other and with the environmental milieu, both
external and internal. Recently, more and more genes causing “complex diseases” such
as cancer, asthma, diabetes mellitus, and heart disease are being identified, and analy-
sis of such disorders with particular reference to the role of environment is very chal-
lenging. The concept of susceptibility and predisposition to various diseases, based on
the genetic constitution of an individual is also taking shape. Mapping of the human
genome, one of the greatest scientific developments, places researchers at the edge of a
new frontier that is already yielding medical breakthroughs and shows promise for
many others. The resultant discoveries have come to herald a new era wherein these
new scientific advances are fast becoming an integral part of modern medicine and
have led to an increased understanding of disease.

With the completion of Human Genome Project, mapping the associated genes for
such disorders and understanding the genetic mechanism will be simpler. The research
on gene therapy is in a very interesting stage with a recent study reporting steady state
of expression of factor IX gene in mice for a period of 6 mo. Many other therapeutic
strategies also are being envisaged with specific stress on stem cells transplantation.
The contemporary aspects such as molecular diagnostic testing for various single gene
disorders, bacterial and viral identification, chromosome analysis in congenital anoma-
lies, and DNA analysis for forensic and parental identification have come to be regarded
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as representative and crucial facets of present standards of healthcare. The advent of
microarray has added another dimension to the functional genomics. However, it will
take some more time before the concept can be put to routine use.

The treatment for most of the genetic disorders is rehabilitation, except for a few
metabolic errors, such as phenylketonuria, where modification of diet may lead to sub-
stantial improvement of the phenotype. In the absence of specific treatment and gene
therapy also being a long-cherished goal, it is very important to persist with the concept
of molecular diagnosis, carrier detection, genetic counseling, prepregnancy monitor-
ing, preimplantation genetic diagnosis, and prenatal diagnosis. The identification of
molecular defect in the proband can be used as a handle to track the inheritance of
defective gene in the fetus by performing fetal sampling procedure at relevant gesta-
tional age. Overall, the scenario for DNA diagnosis has immense potential with par-
ticular stress on prospective screening and counseling for common single-gene
disorders such as thalassemias, muscular dystrophies, and hemophilias, and so on.

The problem of genetic disorders in developing countries such as India remains
largely hidden, comparable with the tip of an iceberg. It is unfortunate that although
countries such as India contribute to almost one-sixth of the world population and that
there are more than 10 million births annually, very few laboratories are available to
offer competent diagnostic services for chromosomal abnormalities or metabolic
errors, and fewer still offer DNA-level diagnosis. Most of the laboratories that have
competence in DNA-based diagnosis are housed in scientific research institutions with-
out functional linkages to hospitals and the problems of patients care. Although some
laboratories are engaged in the carrier detection and prenatal diagnosis of some com-
mon genetic diseases, the basic data regarding the incidence and molecular nature of
common genetic disorders is lacking. This discrepancy can be partly attributed to the
failure to have registry for individual patients and partly to lack of awareness about the
genetic diseases both in patients as well as in the clinicians. The same situation also
exists elsewhere, including many European countries. Fortunately, the scenario has
moved toward a change, and the knowledge about such diseases and their impact on
the society is now being appreciated. In this chapter, we present information on some
of the commonly occurring diseases, various approaches to analyze them, and how
their prevalence can be minimized by identification and selective termination of defec-
tive fetuses.

This chapter is aimed at creating an interface between the subject, its students, and
practitioners at the field level by encompassing diagnostics and industrial and phar-
maceutical applications as well as current emerging developments and the challenges
involved. It is hoped that this chapter can serve as a platform for further scientific
inquiries and pave the way for the refinement of the discipline.

2. Genetic Diseases and Their Patterns of Inheritance
Genetic disorders are conditions associated with genetic mutations that may be inher-

ited or may arise spontaneously. Single gene disorders arise as a result of mutation in one
or both alleles of a gene located in an autosome, a sex chromosome, or a mitochondrial
gene. They generally refer to conditions inherited in patterns that follow the rules origi-
nally proposed by Mendel. In contrast, polygenic disorders are a result of involvement
of two or more genes, whereas multifactorial disease arises owing to complex interplay
of genetic and environmental factors.
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2.1. Dominant and Recessive Disorders

Dominant disorders need only one copy of the defective gene to express the clinical
phenotype, whereas recessive disorders traditionally involve diseases where individu-
als who are clinically affected have both copies defective (double dose). However, the
final phenotypic expression of even single gene disorders is subject to many regula-
tions; thus, it is important to understand the pattern of inheritance and peculiarity, if
any, especially with autosomal dominant disorders. Recently, co-dominant inheritance
has been described, where each allele at a particular locus can have distinct phenotypic
expression (1). There is an extra wrinkle in this pattern with regard to the genes on the
sex-determining chromosomes, X and Y. Not everyone has two copies of the genes on
the sex chromosome. Men are XY and women are XX. Because of this anomaly, genetic
diseases are also classed as autosomal and sex-linked (Table 1).

2.1.1. Autosomal Dominant

Disorders with autosomal dominant pattern of inheritance account for almost one-
half of all single gene disorders. They are usually inherited and only the affected can
pass the disease to the next generation, showing characteristic vertical pattern on a
pedigree (Fig. 1). Transmission of the trait from father to son is a key feature of this
type of disorders. The recognition of the characteristic pattern may be complicated by
variable expression and incomplete penetrance of the trait; there may be different fea-
tures in the individuals of same family and the manifestation of the disease may vary,
despite having the same mutant gene. An affected individual has 50% chance to pass
the disease to next generation. Many of these conditions, such as Marfan syndrome,
have a high new mutation rate that maintains the prevalence of these diseases.

2.1.2. Autosomal Recessive

Autosomal recessive inheritance typically means that parents, although clinically
normal, are obligate carriers. Consanguinity is an important clue to identify this pattern
of inheritance. These disorders are known to skip generations and show the character-
istic pattern of horizontal inheritance on a pedigree. Such parents will have a 25%
chance of having an affected son or daughter in each pregnancy. These disorders are
usually very severe, and majority of inborn errors of metabolism such as phenylketo-
nuria, hemoglobinopathies, and so on belong to this category.

2.1.3. X-linked Dominant

X-linked Dominant disorders such as vitamin D-resistant rickets can affect both
males and females. The condition in males is uniformly severe, but females are more
variably affected because of X-chromosome inactivation. This pedigree resembles that
of an autosomal dominant trait except for the lack of male-to-male transmission.

2.1.4. X-Linked Recessive

These pedigrees show a marked discrepancy in the sex ratio with only affected males
often in more than one generation. Because females have two X-chromosomes, daugh-
ters are unaffected but are usually carriers and transmit the condition to the next genera-
tion, resulting in a “knight’s move” pedigree pattern of affected males. Rarely, the disease
can affect females owing to X-chromosome inactivation. Carrier women have a 50%
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Table 1
Features in the Pedigree to Identify the Pattern of Inheritance

Inheritance pattern Features

Autosomal dominant • Vertical inheritance
• No gender bias—both males and females are affected
• Male to male transmission
• Affected individuals in multiple successive generations
• Unaffected do not transmit the condition
• Incomplete penetrance and variable expression

Autosomal recessive • Horizontal inheritance
• No gender bias—both males and females are affected
• Male to male transmission
• Affected individuals usually in one generation only
• Parental consanguinity
• Parents are considered obligate carriers

X-linked dominant • Vertical inheritance
• No male-to-male transmission
• Males affected
• Females have milder phenotype

X-linked recessive • Knight’s move
• Only males affected
• No male to male transmission
• Females are usually carriers, may rarely be affected

Mitochondrial • Maternal transmission
• No transmission from father
• No gender bias—both males and females are affected
• Affected individuals in multiple successive generations
• Highly variable clinical expressivity owing to heteroplasmy

and threshold effect
Multifactorial • No gender bias—both males and females are affected

• Does not follow Mendelian pattern of inheritance
• Skips generations
• Only few family members affected

chance of having an affected son and an equal chance of having a carrier daughter. An
unaffected male never transmits the condition, but all his daughters are obligate carriers.
New mutations are known to account for about one-third of all cases. Diseases such as
Duchenne muscular dystrophy, hemophilias, and so on follow this pattern of inheritance.

2.1.5 Mitochondrial Disorders

Mitochondrial disorders are characterized by a peculiar pedigree pattern—both
males and females are affected, but disease is transmitted through females only. How-
ever, expression of the clinical phenotype is highly variable, because only a fraction of
cellular mitochondrial DNA may be mutated (heteroplasmy). A “threshold effect” also
determines the final clinical picture, because a certain proportion of mutant mitochon-
dria are tolerated within a cell. These disorders are mostly associated with central ner-
vous system, heart, skeletal muscle, and so on.
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2.1.6. Multifactorial Disorders

In contrast to single gene disorders, multifactorial disorders or complex diseases
have both environmental and genetic components; the genetic component is determined
by multiple genes. Variations in each gene in the cascade also influence disease pheno-
type. There is no gender bias in the pedigree and usually there are no or few affected
family members. It is difficult to calculate the recurrence risk for these disorders, which
is mostly derived from the empirical data from the populations. Commonly occurring
diseases such as diabetes and coronary artery disease are examples of complex dis-
eases.

2.1.7. Disorders Associated With Dynamic Mutations

Most genes are transmitted unaltered (stable transmittance) through each generation
of a family. These disorders are characterized by unstable triplet repeats such as CAG,
CGG with a propensity to expand beyond a critical size threshold in successive genera-
tions. An intermediate size range between normal range and disease range exists and is
described as premutation. Premutation is also the explanation for the phenomenon of
anticipation where the clinical picture worsens over successive generations. The age
of onset is inversely correlated and the severity directly associated with the number of
repeats. Huntington’s disease (HD) and myotonic dystrophies are the examples of this
type of disorder.

3. Approach for Analysing Genetic Disorders

The approach for genetic analysis for inherited disorders can be summarised in five
important stages (2).

Fig. 1. Patterns of Mendelian inheritance. (A) Autosomal dominant inheritance. (B) Autosomal
recessive inheritance. (C) X-Linked dominant inheritance. (D) X-Linked recessive inheritance.
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3.1. Clinical History and Pedigree Charting

The gateway to recognizing inherited disorders is a thorough medical family history
recorded in the form of a pedigree. The word “pedigree” first appeared in the English
language in the 15th century and has its origin in the French term pie de grue or “crane’s
foot,” describing curved lines, resembling a bird’s claw that were used to connect an
individual with their offspring. Pedigree for at least three generations is constructed
using standardized set of symbols (Fig. 2). A standard medical history is required for
the proband (affected individual who draws attention to the family) and for other affected
persons in the family. Direct questions need to be asked for similarly affected individu-
als, miscarriages, early deaths, consanguinity, major and minor malformations, age of
presentation, and so on. The pedigree assists in distinguishing genetic from other risk
factors, establishing diagnosis, and in deciding on testing strategies (3). It is an
invalubale tool in understanding the pattern of inheritance, calculating recurrence risks,
determining reproductive options apart from making decisions on medical manage-
ment and surveillance, and proper patient counselling.

The importance of a complete physical examination and relevent anthropometric
measurements to understand the clinical phenotype cannot be underestimated. A care-
ful clinical examination and investigation of parents and family members for mild
manifestations can be of great use in genetic counseling, because incomplete penetrance
or variable expression is characteristic of many autosomal dominant conditions having
no sex bias with vertical pattern of inheritance, coupled with genetic anticipation
(increased severity of the disease or decreased age of onset).

Fig. 2. Commonly described pedigree symbols.
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3.2. Genetic Testing
3.2.1. Identification of Genetic Defect by Molecular Methods

Genetic tests use a variety of laboratory techniques to determine whether a person
has a genetic condition or disease or is likely to get the disease. Individuals may want
to get tested if there is a family history of one specific disease, they show symptoms of
a genetic disorder, or they are concerned about passing on a genetic problem to their
children. These tests include techniques to examine genes or markers near the genes.
Direct testing for diseases such as cystic fibrosis and sickle cell anemia comes from
analysis of an individual’s specific genes and identification of the defect therein respon-
sible for the phenotype. A technique called linkage analysis, or indirect testing, is used
when the gene cannot be directly identified but can be located within a specific region
of a chromosome. Indirect testing is usually performed with the help of DNA markers,
which are located close to the gene (extragenic), if not in the gene itself (intragenic).
This testing requires a positive family history and additional DNA from affected fam-
ily members for comparison (2).

Genetic testing is usually diagnostic testing and involves diagnosis of a disease or
condition in an affected individual. It also may be useful to help predict the course of a
disease and determine the choice of treatment. Carrier testing is performed to deter-
mine whether an individual carries one copy of an altered gene for a particular reces-
sive disease. Finally, predictive (presymptomatic) testing determines the probability
that a healthy individual with or without a family history of a certain disease might
develop that disease. Historically, the term presymptomatic testing has been used when
testing for diseases or cycling conditions such as HD, in which the likelihood of devel-
oping the condition is very high in people with a positive test result. This type of test-
ing is going to become very popular in the perspective of susceptibility screening for
various complex diseases and modification of the risk for these diseases.

Genetic testing is a complex process, and the results depend both on reliable labora-
tory procedures and accurate interpretation of results. Tests also vary in sensitivity,
that is, their ability to detect mutations or to detect all patients who have or will get the
disease. Interpretation of test results is often complex even for trained physicians and
other healthcare specialists. When interpreting the results of any genetic test, the prob-
ability of false-positive or false-negative test results must be considered. Special train-
ing is required to be able to analyze and convey information about genetic testing to
affected individuals and their families. Persons in high-risk families live with troubling
uncertainties about their own future as well as that of their children. A negative test,
especially a test that is strongly predictive, can create a tremendous sense of relief.
Simultaneously, a positive test also can produce benefits by relieving uncertainty and
allowing a person to make informed decisions about his or her future. Under the best of
circumstances, a positive test creates an excellent opportunity for counseling and inter-
ventions to reduce risk.

3.2.2. Carrier Analysis

The main aim of carrier testing is to identify carriers to assess the risk of a couple
having an affected child to provide information on the options available to avoid such
an eventuality. It is usually done in the context of reproductive planning or prenatal
diagnosis and should ideally be done before a pregnancy occurs. Identification of car-
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riers forms the cornerstone toward eradication of the recessive diseases, such as
thalassemias. There are several possible strategies for screening, depending on factors
such as frequency of the disease; heteogeneity of the genetic defects; and social, cul-
tural, and religious factors. Screening for carrier status is ideally “prospective,” i.e.,
when carriers are identified before having an affected child. This screeening is usually
done in view of the family history or biochemical parameters or a high prevalence of
specific genetic disorder such as hemoglobinopathies or cystic fibrosis. Unfortunately,
often, it is “retrospective,” i.e., when couples already have an affected child and are
planning for future pregnancy.

3.3. Prenatal Diagnosis

The pinnacle of any genetic diagnostic testing is prenatal diagnosis, which simply
means diagnosing a genetic disease or condition in an unborn fetus. Without the knowl-
edge gained by prenatal diagnosis, there could be an untoward outcome for the fetus,
the mother, or both, because congenital anomalies account for 20 to 25% of perinatal
deaths. Specifically, prenatal diagnosis is helpful for managing the remaining weeks of
the pregnancy, determining the outcome of the pregnancy, planning for possible prob-
lems that may occur in the newborn infant, deciding whether to continue the preg-
nancy, and finding cycling conditions that may affect future pregnancies.

3.3.1. Prenatal Sampling and Stage of Gestation

There are a variety of noninvasive and invasive sampling procedures available for
prenatal diagnosis. Each of them can be applied only during specific time periods dur-
ing the pregnancy for greatest utility. The prenatal procedures used for such diagnosis
are as follows.

3.3.1.1. INVASIVE PROCEDURES

3.3.1.1.1. Chorion Villus Sampling. Chorion villus sampling is a specialized test
that can be performed beginning at the 10th and up to the12th week of pregnancy. It
involves removing a small amount of the tissue called the chorionic villi, which is
located on the outside of the fetal gestational sac. The chorion is a fetal tissue and
shares its genetic makeup with the fetus, not the mother. The chorion has many small,
finger-like projections on its outer surface, and a few of these projections may easily be
removed under ultrasonographic guidance without disturbing the pregnancy. However,
a possibility of maternal tissue getting sampled along with the fetal tissue also remains;
hence, the removed samples need to be processed (4). Although the process needs spe-
cial equipment, and technical expertise, it is fairly safe in experienced hands. However,
women undergoing chorion villus sampling may sometimes experience a miscarriage
(0.3%).

3.3.1.1.2. Amniocentesis. Amniocentesis involves guiding a thin needle through
the mother’s abdomen into the amniotic sac and removing a small amount of the fluid
that is surrounding the fetus. Ultrasound is used to determine the location of the fetus
and the best place to withdraw the fluid. The amniotic fluid contains cells that have
been shed by the fetus during normal development. Amniocentesis is the safest prena-
tal sampling procedure, but in rare cases, there may be fluid leakage or an infection.
Any of these complications may cause a miscarriage (0.1%). Amniocentesis is most
commonly performed between the 14th and 20th week of pregnancy.
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3.3.1.1.3. Fetal Cord Blood Sampling. Fetal cord blood sampling is also known as
percutaneous umbilical cord sampling or cordocentesis and collects fetal blood directly
from the umbilical cord or fetus. This procedure is technically most challenging and is
associated with higher risk of miscarriage (1–2%). However, if properly performed, it
is the best procedure because it gives pure material in good quantity. The procedure is
usually performed between 18 and 20 weeks of gestation.

3.3.1.2. NONINVASIVE PROCEDURES

3.3.1.2.1. Preimplantation Genetic Diagnosis (PGD). PGD is a recently developed
technique that allows screening and identification of specific genetic defects in early
embryos created through in vitro fertilization (IVF) before transferring them into the
uterus. Because only unaffected embryos are transferred to the uterus for implantation,
PGD provides a good alternative to current prenatal sampling procedures such as am-
niocentesis or chorionic villus sampling, which are frequently followed by pregnancy
termination if results are unfavourable (5). The technique involves making a small hole
in the zona pellucida of the eight-cell embryo and removing a single cell from the
embryo. Removing one cell does not harm the embryo at this stage, because the cell is
identical to the rest of the embryo. Couples wishing to have PGD have to undergo con-
ventional IVF or intracytoplasmic sperm injection even if they are able to conceive
pregnancies naturally, because there is a risk of getting contamination by any extrane-
ous sperm. Although PGD has many advantages, a misdiagnosis could occur from this
technique. Conventional prenatal diagnosis methods provide large amounts of material
available for analysis; therefore, errors are considered extremely rare. Because PGD
analysis is performed on a single cell, the diagnosis often is very difficult because one or
more of the genes may fail to amplify, a direct consequence of analyzing such a minute
quantity of material.

3.3.1.2.2. Fetal Cells in Maternal Circulation. Fetal cells are historically known to
circulate in the blood of pregnant women. More recently, molecular analysis of plasma
DNA during pregnancy led to the discovery that maternal plasma contains both free
fetal and maternal DNA (6,7). Fetal cells in maternal circulation were thought to be
good source of noninvasive prenatal diagnosis, but fetal cells from a 9-yr-old preg-
nancy have been shown to ciruclate in the maternal blood. Of three types of fetal cells
sought as a source for fetal DNA, including erythroblasts, lymphocytes, and tropho-
blasts, erythroblasts are best suited, because they are highly differentiated and do not
persist after the delivery. The detection of fetal DNA in maternal plasma is technically
much simpler and more robust than the detection of fetal nucleated cells in maternal
blood. Fetal DNA may be detected in a small amount of maternal plasma.The detection
and analysis of fetal DNA is based on the exclusion of the paternally derived patho-
logical allele, assuming that it was different to the mother’s mutation. The major limi-
tation is its inability to distinguish the maternally derived allele, thus making the
diagnosis only 50% effective.

3.3.2. Postsampling Analysis

It is important that the specific mutation responsible for the genetic disorder in the
family is known before deciding about the sampling. Genomic DNA can be isolated
from the aforementioned samples directly except from chorionic villus sample, which
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needs processing under the microscope to remove maternal tissue. Because the amount
of DNA available is very little, specific experiments are performed to assess the status
of the fetus and confirmed by repeating by another individual. Finally, 10-loci
microsatellite analysis is done to rule out the maternal contamination. The sex of the
fetus is never analyzed and reported.

3.4. Genetic Counseling

Gentic counseling may be defined as the “process” by which patients or relatives at
risk of a disorder that may be hereditary are advised of the probability of developing
and transmitting the disorder, its consequences, and the ways in which it may be pre-
vented or ameliorated. It is a multistep process and involves clinical expertise similar
to any other medical speciality. Counseling must be nonjudgemental and nondirective
and hence needs to include all aspects of the condition (8). The aim is to deliver a
balanced version of the facts; hence, the depth of explanation should be matched to the
educational background of the couple. Natural course of the disease and treatment
(sometimes only supportive) needs to be highlighted. The risk of recurrence in future
pregnancy is explained, if necessary with the help of diagrams. It also is made clear
that there may be two or three or more consecutively affected children in a family as
chance does not have memory. It is often useful to compare this recurrence risk against
the general population risk for the condition and for common birth defects. It is stressed
that any family can have children affected with genetic diseases or congenital malfor-
mations and parenting such a child or carrier status for genetic disease is not a stigma
nor should be considered a discriminating factor. A common misconception about he-
redity also may need to be dispelled. The last and the most important part of the coun-
seling is about reproductive options. Depending upon the parents’ judgement about the
risk of recurrence, they may go for contraception, adoption, in vitro fertilization, or
further pregnancy with or without prenatal diagnosis (Fig. 3).

3.5. Follow-Up

The most important but unfortunately the least rigorously pursued step is the follow-
up. It is a good practice to follow the counseling session with a summary of the infor-
mation provided and suggesting interaction, whenever required. The consultands
should be contacted and any new or improved test explained, whenever it becomes
available.

4. Illustrative Examples of Individual Diseases
A few commonly occurring diseases are briefly explained as a prototype for each

type of genetic disorder.

4.1. Huntington’s Disease

HD is an autosomal dominant progressive neurodegenerative disorder characterized
by uncontrolled movements, general motor impairment, psychiatric disturbances, demen-
tia, and associated with selective neuronal death, primarily in the cortex and the stria-
tum. Onset of the disease is usually in the third or fourth decade of life, and symptoms
progressively worsen over next 15–20 yr before the patient succumbs. The disease is
very severe if it manifests before the age 20 yr and is termed juvenile HD. The gene for
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this disorder, IT15, is located on chromosome-4p16.3 (9). The underlying mutation has
been identified as triplet repeat CAG/polyglutamine expansion in the first exon of the
gene. The CAG tract has been shown to range up to 34 copies on normal chromosomes,
whereas it is expanded above 39 in affected individuals. The range between 34 and 39
repeats is considered as the premutation range, suggesting susceptibility for amplifica-
tion in the next generation. The degree of repeat expansion is inversely associated with
age of onset, and a change in the length of CAG tract with transmission from parent to
child represents the rule rather than the exception. This explanation is also the biologi-
cal explanation for the phenomenon of anticipation, which is related to the increasing
disease severity or decreasing age of onset in successive generations. Anticipation oc-
curs more commonly in paternal transmission of the mutated allele. The disease pa-
thology has been linked to abnormal protein–protein interaction related to the elongated
polyglutamine tract (10).

Apart from CAG repeat expansion, very rare cases of other mutations in IT15 gene
have been reported. The molecular diagnosis focuses on the identification of number of
CAG repeats in the gene and is usually done by PCR by using fluorescent primers.
PCR-based methods can detect alleles with size up to about 115 CAG repeats.

4.2. -Thalassemia

Thalassemias are inherited autosomal recessive disorders that affect the production
of hemoglobin and cause anemia. Thalassemias originate when there is an imbalance

Fig. 3. Genetic counseling for various disorders with specific patterns of inheritance. (A)
Autosomal dominant inheritance. (B) Autosomal recessive inheritance. (C) X-Linked reces-
sive inheritance.
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in the final -globin and -globin chain ratios. An equal amount of  and  globins is
required to form a functionally efficient haemoglobin molecule. The incidence of

-thalassemia, which is associated with defective -globin chain production is very
high and >30 million people are thought to carry the defective gene. Carrier frequency
varies from 3 to 17% in different populations. The disease is of variable severity and
correlates with the amount of -globin chain produced (11). Thalassemia major
patients have severe microcytic hypochromic anemia owing to severely impaired

-globin chains production, because both -globin genes are mutated, whereas thalas-
semia minor patients are usually heterozygous for 0 or + mutation and have mild-to-
nonexistent symptoms. Certain individuals have symptoms of severity in between the
two spectra and are known as thalassemia intermedia. The most characteristic
haematological marker associated with the carrier stage is an elevated level of HbA2

(>4.5%).
-Thalassemias are very heterogeneous at molecular level with > 200 different

mutations of variable severity described in the literature (http://globin.cse.psu.edu).
Despite this marked molecular heterogeneity, the prevalent molecular defects are lim-
ited in each at-risk population. For example, five mutations in HBB gene account for
approx 95% of all the patients in India. These mutations are classified as either +

(reduced expression of -globin gene ) or 0 (complete absence of -globin) type (12).
Mutations in the HBB gene can be detected by a number of PCR-based procedures

such as allele-specific oligonucleotide screening, reverse dot blot hybridization, and
amplification refractory mutation system (ARMS). The most commonly used methods
are reverse dot blot analysis with a set of probes or primer-specific amplification, or
primers complementary to the most common mutations in the population (Fig. 4). The
usual approach is to screen the proband for the eight common mutations by using PCR
coupled with either allele-specific oligonucleotide or reverse dot blot hybridization
approach (13). In the situation of failure to identify the mutation (~5–7%), complete -
globin gene can be sequenced to identify the mutation. Usually, the parents are obligate
carriers in this situation, but it is important to confirm the mutation in the parents by
performing ARMS-PCR for identified mutation(s) in the proband. Very rarely, one
of the mutations may originate for the first time in either of the parents and thus the
recurrence risk will be comparable with the general risk. These facts are important for
genetic counseling and planning for future pregnancy and genetic testing. Once the
mutation is identified, the couple can be advised to proceed for appropriate sampling
procedure depending on the age of gestation followed by prenatal diagnosis.

4.3. Duchenne/Becker Muscular Dystrophy

Duchenne muscular dystrophy (DMD) is a severe, progressive, and lethal form of
muscular dystrophy occurring in up to 1 in 3500 males, whereas Becker muscular dys-
trophy (BMD) is a related disorder with milder clinical course. DMD is one of the most
frequent muscle diseases in children with the age of onset usually before 3 yr. The first
symptoms are walking problems owing to symmetrical weakness of the hip and lower
proximal limb muscles, which slowly spreads to upper limbs, neck, and respiratory
muscles. Calf hypertrophy is also present in 95% of DMD patients and they have diffi-
culties in climbing stairs as well as in getting up from the floor (Gower’s sign). BMD
shows a variable phenotype from a little less severe DMD-like condition to very mild
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in patients that remain ambulant throughout their lives. Serum creatinine phosphoki-
nase levels are elevated in both the conditions initially, but later get fixed at certain
levels as the muscles become completely atrophic.

Both DMD and BMD follow X-linked recessive pattern of inheritance and are caused
by mutations in the dystrophin gene on Xp21. The dystrophin gene, the largest human
gene known to date spans 2.4 megabases in Xp21. Deletions are the commonest muta-
tions and responsible for two-thirds of patients, whereas duplications and point muta-
tions account for the remaining. Deletions, which alter the open reading frame of the
gene generally, cause DMD, whereas in BMD, the reading frame is usually intact and
this frame shift model complies with the phenotype in 92% of cases (14). In both DMD
and BMD, partial deletions and duplications cluster in two recombination hot spots,
one hot spot proximal and one hot spot more distal, but the site and size of these muta-
tions are very heterogeneous. The mutations are usually inherited but as is true with all
lethal X-linked disorders, DMD also has a high rate of new mutations. Moreover, approxi-
mately one-third of sporadic cases are owing to a new mutation and have an associated risk
of approx 20% for gonadal mosaicism in the parent of origin of the X-chromosome
carrying the mutation.

Fig. 4. Genetic analysis of -thalassemia. (A) ARMS-PCR analysis showing the proband to
be positive for IVS 1-5 G>C mutation (mutant allele). (B) Screening of eight common muta-
tions in -globin gene by reverse dot blot hybridization, showing the proband to be homozy-
gous for IVS 1-5 G>C mutation. The mutation has been inherited from the heterozygous parents.
(C) Electropherogram showing a heterozygous mutation (IVS1-1 G>A) in the -globin gene



Prevention of Genetic Disorders 259

The diagnosis of DMD and BMD is usually clinical and confirmed by immunostaining
the muscle biopsy with dystrophin antibody. Molecular genetic analysis initially begins
with deletion analysis using multiplex PCR for a number of exons (Fig. 5). In total, 25
exons accounting for approx 70% of all deletions can be performed in parallel. In the
remaining cases, linkage analysis using intragenic microsatellite markers is applied to
identify the “at risk” or “affected” X-haplotype. Thus, a positive family history and
DNA from additional family members is essential. Once a marker (either direct or
indirect) has been identified, identification of the carrier status is next important step.

Pedigree analysis is never more informative than in X-linked recessive diseases such
as DMD. It is possible to identify the obligate carriers if the detailed family history is
available. Although a rough idea can be obtained by elevated serum creatinine phos-
phokinase levels, by muscle histology, or by dystrophin immunoreactivity, DNA-based
analysis accurately detects carriers in >95% of cases. In families where a deletion is
identified, quantitative PCR can be performed for detection of the copy number of
DMD gene. Linkage analysis using the specific microsatellite marker can be used to
trace the inheritance of affected X-haplotype and establish the carrier status.

4.4. Multifactorial Disorders (Factor V Leiden)

Deep venous thrombosis is a thrombophilic state commonly affecting the veins in
the legs. Factor V Leiden is a genetically acquired trait that can result in a
hypercoaguable state owing to the phenomenon of activated protein C resistance

Fig. 5. Genetic analysis of Duchenne muscular dystrophy. (A,B) Deletion analysis of vari-
ous exons in DMD gene by multiplex PCR. Arrowheads indicate the deleted exons. (C) Carrier
analysis using quantitative PCR. (i) Exclusion of the proband as carrier since the band intensity
and peak height is same as the normal female. (ii) Inclusion of the proband as carrier because
the band intensity and the peak height is same as the normal male. (D) Carrier analysis using
intragenic markers shows the daughter as the carrier since she shares the same allele with his
affected brother.
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(APCR). APCR was first described in 1993 followed by factor V Leiden in 1994, and
>95% of patients with APCR have factor V Leiden. Factor V Leiden thrombophilia is
characterized by a poor anticoagulant response to activated protein C and an increased
risk of venous thromboembolism. Presence of the factor V Leiden allele also has been
reported in individuals with deep vein thrombosis, central retinal vein occlusion, cere-
bral sinus thrombosis, and hepatic vein thrombosis.

The term “factor V Leiden” refers to the specific G-to-A substitution at nucleotide
1691 in the gene for factor V that predicts a single amino acid replacement
(Arg506Gln) at one of three activated protein C cleavage sites in the factor Va mol-
ecule, which plays an important role in blood clotting (15). Individuals heterozygous
for the factor V Leiden mutation have a slightly increased risk for venous thrombo-
sis, whereas homozygous individuals have a much greater thrombotic risk. The G>A
mutation at position 1691 in factor V gene leads to the loss of site for MnlI enzyme
and can be identified by PCR amplification followed by restriction digestion (PCR-
restriction fragment length polymorphism). This analysis can be used for susceptibil-
ity screening for thrombophilic condition states and appropriate genetic counselling
to modify the risk associated with it.

5. Future Thoughts
Currently available technologies can help eliminate some single gene disorders in

the future such as haemoglobinopathies, cystic fibrosis, X-linked dystrophies, and so
on. Complete cure for many genetic diseases are not likely to be found soon; there-
fore, preventing the disease is preferable to waiting for a possible cure. Furthermore,
available treatments often have multiple adverse effects. Prolonging the life span of
affected patients could cause them to develop diseases not previously known to be
associated with the particular genetic conditions. For example, as improved treat-
ment prolongs life for individuals with cystic fibrosis, other manifestations of pan-
creatic insufficiency and nutritional malabsorption associated with the disease, such
as diabetes mellitus and osteoporosis, begin to emerge. Pharmacogenetics and geno-
type based therapy are also gaining momentum, and it is not far away that prescrip-
tions will become completely individualized. Additionally, newer technologies are
being developed that will help in providing the diagnostic testing faster and at more
reasonable rates. Thus, the future holds great promise for genetic testing with an
ever-widening horizon for single gene disorders and additional scope for susceptibil-
ity screening for various complex diseases.
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