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Preface

The premise of this book is to provide guidance to those persons who are dedicated

to the creation and development of new drugs to aid patients. Our aim was to

address the key factors that have led to failure of preclinical and clinical drug

candidates. Despite the significant scientific advances over the past few decades in

the disciplines associated with research and development (R&D), the overall

productivity, as measured by new approved drugs, has not improved. However,

the reasons for failure in the clinic have changed over time. Today the two most

prevalent factors leading to drug failure are drug safety and lack of efficacy. While

clinical failure due to pharmacokinetic factors has been reduced, it is still a

significant challenge at times within the drug discovery phase. Although the success

rate in delivering important drugs to patients has not yet yielded significant

improvements, our understanding of what causes these failures and how to address

them has advanced.

This volume does not aim to cover all aspects of drug failure but rather focuses

on a few key areas that can address the success rates in pharmaceutical R&D from

the selection of the biological target to the safety profiling of the potential clinical

candidates. In chapter “Target Selection and Validation in Drug Discovery”, Clive

G. Jackson tackles the importance of biological target selection and validation

including strategies for prioritizing the most appropriate targets for disease inter-

vention. He addresses aspects of the complexity of disease mechanisms, selection

of targets in the genomic era, and challenges of clinical trial designs. He also

conveys strategies for reducing attrition based on target selection. In chapters

“Optimizing Pharmacokinetic Properties and Attaining Candidate Selection” and

“The Role of Biotransformation Studies in Reducing Drug Attrition” the authors

deal with pharmacokinetic aspects of drug discovery. In chapter “Optimizing

Pharmacokinetic Properties and Attaining Candidate Selection”, Keith W. Ward

focuses on pharmacokinetic related attrition and how to optimize these properties in

drug candidates with both in vitro and in vivo studies. In chapter “The Role of

Biotransformation Studies in Reducing Drug Attrition”, Douglas K. Spracklin

et al. address the key issue of biotransformation and its role in drug attrition,

including reactive metabolites. Chapter “Reducing Drug Attrition: Safety
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Pharmacology” focuses on the key role of safety pharmacology in the identification

of potential new drugs. Peter Siegel discusses how to maximize safety pharmacol-

ogy activities to reduce drug attrition.

It is our hope that the readers will find this book helpful in their drug discovery

efforts to fight against diseases.

We would like to thank the authors who have contributed to this treatise for

sharing their expertise as well as the time they dedicated to the completion of this

volume.

Boston, MA, USA James R. Empfield
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Introduction

Attrition: The Biggest Enemy of the Pharmaceutical Industry

The Problem

The research and development (R&D) costs associated with a new drug (NME: new

molecular entity) have grown significantly over the past couple of decades. A study

undertaken by the US Congressional Budget Office in 2006 found that total

spending on health-related R&D had tripled between 1990 and 2006 while NME

approvals, following a spike in the mid-1990s had been constant in the range

between 20 and 30 [1]. A 2003 analysis by a group at Tuffs University found that

the R&D costs associated with new drugs are estimated to be $802 million [2].

However, this is a low estimate when taking into account the total cost (all attrition)

in R&D. The cost of developing new drugs has been calculated to be growing at an

annual rate of>13% over the past 60 years and increasing at an exponential rate [3].

A major cause of this increase has been the increased failure of drug programs to

deliver a marketed drug for therapeutic use [1]. The success rate from potential

candidate drug to a marketed product has been estimated to be between 4 and 11%

[4]. Considering all attrition, from the start of chemical optimisation in a drug

discovery project, the overall success rate is probably closer to 1–2%. The reasons

for attrition have changed over time. With the introduction of drug metabolism and

pharmacokinetics (DMPK) as primary screens in drug discovery projects since the

1990s, pharmacokinetics (poor bioavailability or metabolism) is no longer the

primary reason for failure. Instead, toxicity now accounts for the bulk of pre-

clinical project and phase I failures. In the later development phases, lack of

efficacy is the primary cause of compound attrition. In addition to toxicity and

efficacy, portfolio decision-making is a major contributor to attrition. Within the

arena of small molecule drug discovery and development, attrition is highest in the

central nervous system (CNS) area and lowest in cardiovascular [5]. Even after

market launch, it has been estimated that ~10% of new drugs show unexpected

adverse reactions in patients [5]. This book aims to address how drug discovery
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organisations can improve success rates (lower attrition) on the road from potential

biological target for intervention through the creation of candidate drugs and

clinical studies and finally through regulatory approvals to address unmet medical

needs. Topics covered in this book are broad, including biological target selection,

medicinal chemistry design principles, biotransformation, pharmacokinetic optimi-

sation, safety pharmacology, toxicology, and pharmaceutics.

Advances in Drug Metabolism and Pharmacokinetics (DMPK) and
Toxicity Assessment

Over the past couple of decades the drug discovery industry has placed an emphasis

on frontloading DMPK and toxicity so as to address these areas prior to clinical

development. Within the DMPK area numerous in vitro assays with high through-

put have been developed to assess drug candidate permeability, metabolic stability,

P-glycoprotein (PgP) active transport, and specific cytochrome P450 inhibition and

metabolism. In a similar way, although somewhat more recently, in vitro assays to

assess toxicity risks have been established. For example, assessment of cardiac risk

of drug candidates is now routinely carried out through various in vitro hERG

(human ether-a-go-go gene) evaluations. Similarly, in vitro assessment of genetic

toxicity and phosphlipidosis (a lipid storage disorder that leads to excess accumu-

lation of phospholipids in cells) is carried out at many companies. These assays

have not only guided the selection of drug candidates for clinical development, but

also have enabled a greater understanding of how to design higher quality com-

pounds that are devoid of DMPK and key toxicity liabilities. While this has had a

major impact on early drug discovery, particularly opposite DMPK, it has nonethe-

less only touched the surface of the potential toxicity liabilities that drug candidates

may face. Therefore, additional efforts to understand how to design more ‘drug-

like’ agents have been a focus for medicinal chemists over the past decade.

Drug-Likeness, Toxicity and Physical Properties

Recent developments, primarily from studies of large proprietary and public data-

bases, strongly indicate that a number of molecular properties are associated with

successful DMPK and toxicity drug discovery outcomes, and control of these

properties is indicated as a key activity in the war on attrition. The key findings

are briefly summarised here.

The well-known ‘rule of 5’, derived from a survey of drugs in phase II [6], has

stimulated many further studies aimed at linking these easily assessed physical

properties with DMPK and more recently toxicity liabilities. The rule of 5 states

that absorption of drugs is optimal when: the molecular weight is <500,
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lipophilicity (the octanol-water partition coefficient, logP) is<5; the sum of oxygen

and nitrogen atoms for hydrogen bond acceptors is<10; and the sum of OH and NH

groups for hydrogen bond donors is <5. Lower limits were not set in this analysis.

This published analysis became a guide for medicinal chemists and drug discovery

scientists in their efforts to design drug candidates that would have a greater success

rate opposite DMPK properties. Since this report in 1997, other physical properties,

namely polar surface area (PSA), rotatable bond count, and ionisation state, have

been reported to be relevant parameters for bioavailability [6, 7]. The physical

properties of compounds in the various phases of clinical development suggest that

there is a convergence towards drug-like properties as compounds proceed towards

being marketed [8, 9]. This analysis suggests that both higher molecular weight and

more lipophilic compounds tend to be discontinued from development at a higher

rate. Despite this finding, a study on the properties of new compounds being

patented in current drug discovery projects indicates that they are both larger

(higher MS) and more lipophilic than historically approved oral drugs [10].

Amongst oral drugs, there has also been a substantial increase over time in

molecular weight and H-bond acceptors, but lipophilicity, H-bond donors and %

PSA are not changing significantly [11]. It has been proposed that physical proper-

ties that are not changing over time are more important indicators of ultimate

success and that lipophilicity is the most critical drug-like property [10, 11].

Recent studies of compounds in differing phases of development show that

structural features are also linked to successful outcomes. In the GlaxoSmithKline

portfolio, the number of aromatic rings reduces from preclinical to phase III and it

was proposed that <3 aromatic rings is preferred; however, the aromatic ring count

also correlates with lipophilicity [12]. This is the only report to date showing that

attrition in a major pharmaceutical company’s portfolio is linked to compound

lipophilicity. The 3-dimensionality of molecules also appears to be important; a

simple measure, the fraction of tetrahedral carbon atoms (sp3 hybridised carbon

atoms), increases through the development phases [13]. A similar trend was found

with structural similarity to natural products and metabolites; a ‘biological rele-

vance’ parameter increases though the phases of drug development [14].

The importance of optimal drug-like properties has been reinforced by studies

relating physicochemical properties to empirical DMPK and toxicity [15] para-

meters. Amongst AstraZeneca and Pfizer proprietary compounds, both molecular

weight (Mol Wt) and lipophilicity (logD at pH 7.4) influence compound perme-

ability in CACO-2 cells [16, 17]. As Mol Wt increases, higher logD is needed to

maintain a better than even chance of reaching high permeability [16]. Considering

permeability and metabolic stability together, optimal properties were found at Mol

Wt 350 and logD 1.5 [17], values very similar to mean oral drugs [8]; increasing

Mol Wt to >450, however, results in a marked reduction in combined permeability

and stability [17]. In a study of GlaxoSmithKline proprietary compounds, focussing

on solubility, permeability, bioavailability, volume of distribution, clearance, PGP

efflux, cytochrome P450 inhibition and hERG inhibition, it was found that com-

pounds with molecular weight <400 and logP <4 generally had improved risk

profiles compared to those with greater values [18]. A study of AstraZeneca
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compounds shows that hERG (human ether-a-go-go gene) inhibition, an indicator

for cardiovascular toxicity, is primarily driven by compound’s lipophilicity and

basicity [19]. In 245 compounds assessed for in vivo toxicity in Pfizer, overall organ

toxicity, when normalised for exposure, was shown to be reduced by 6-fold when

clogP is <3 and PSA is >75 [20]; the effect is larger (24-fold) for bases, perhaps

due to higher volumes of distribution. A study by AstraZeneca of the Bioprint

database, where 2,133 drugs and reference compounds have been examined in

>200 assays, shows that promiscuity is linked to clogP: values of <3 demonstrate

reduce risk while those >4 have increased risk [10]. Basic compounds showed a

much higher risk of promiscuity (polypharmacology) than neutral or acidic com-

pounds, but in all classes, promiscuity increased with lipophilicity. The metric

ligand lipophilicity efficiency (LLE = p(Activity) – logP or D) has been proposed

as a simple measure to assess the quality of drug candidates; values of LLE of >5

are expected to demonstrate lower risks of promiscuous behaviour and therefore

lower toxicity [10]. Similar trends in promiscuity were seen among a set of Roche

compounds [21] where promiscuity of bases was ascribed to the presence in the

screening panel of amine-preferring targets, for example aminergic G-protein

coupled receptors.

Overall, the studies summarised above should help to guide medicinal chemists

in their efforts to design higher quality compounds and avoid the more obvious

issues linked to compound failures. In essence, many studies now confirm that

physical properties decrease in the order: research compounds > development

compounds > drugs. To maximise the success of drug discovery programmes

design work should be carried out in the optimal regions, rather than the far-flung

zones, of drug-like space, especially in consideration of lipophilicity. It is clear that

combining high lipophilicity with basicity is likely to markedly increase the risk of

toxicity and promiscuity. This necessitates that lead generation activities should be

focused to seek the right properties to begin chemical optimisation. It has been

suggested that high throughput screening (HTS), with a focus on finding active

compounds, has led to the selection of larger and more lipophilic, and therefore less

viable, leads [22]. Assessment of HTS hits by their ligand efficiencies, which is

essentially potency corrected for physical properties, is an essential step in improv-

ing lead-like [23] quality. The field of fragment-based drug discovery, which relies

on highly ligand efficient but small fragments as starting points, has made consid-

erable progress [24]. In principle, starting optimisation with a fragment should

make it easier to stay closer to the optimal regions of drug-like space. Drug targets

being pursued today are different from historical targets and while target class

differences in physical properties do exist [25], these differences are no greater than

the differences seen between the patent profiles of individual companies [10]. In

addition, the spread of logP values in each target class is greater than the differences

between target classes. These observations suggest it should be possible to find

compounds with optimal physical properties to reduce DMPK and toxicity risk with

the bulk of drug discovery targets.
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Target Selection and Validation

The genomic revolution has provided drug discoverers with knowledge of the full

complement of human genes and proteins. However, this is not the panacea that it

may seem. Firstly, only a small proportion (~3,000) of the genome is likely to be

susceptible (‘druggable’) to small molecule drug discovery [26]. Secondly, linking

individual target proteins to disease states (validation) remains a formidable chal-

lenge and selecting the wrong target for a disease will inevitably result in attrition

due to efficacy. To overcome this, pathway-based discovery has been proposed as

an alternative approach [27]. Manipulating pathways could have implications for

therapy beyond targeting single diseases [28]. Recently there has been a surge of

interest in developing drug-target relationships or networks [29, 30] which

have demonstrated that drugs are rarely completely selective for a single target.

Antipsychotic drugs, which rely for their effectiveness on binding to several mono-

aminergic G-protein coupled receptors [31], provide a classical example of poly-

pharmacology, albeit serendipitous in that these profiles were unknown for the

most part when these drugs were discovered. Structure-based polypharmacology,

deliberately targeting multiple proteins, may offer a means of lowering attrition due

to efficacy [32]. In following this path, care will have to be taken to avoid introdu-

cing physical chemistry driven promiscuity with accompanying risk of toxicologi-

cal failure. Optimising desired multiple activities in single molecules remains an

important future design challenge [33] for medicinal chemists.

Prospects

The very high attrition rates in pharmaceutical pipelines, while being a major issue

for the health of drug R&D, also offer an opportunity: a 10% improvement in
success rate would more than double the output of new medicines. There are

reasons to be optimistic that this can be achieved.

Significant progress has been made within the drug discovery industry in

addressing attrition due to DMPK properties and specific toxicity liabilities, such

as drug interaction with the hERG cardiac channel. It is clear that the developments

in small molecule drug discovery, outlined above, are beginning to provide better

understanding of the root causes of failure resulting from inherent molecular

properties in candidate drug molecules. In particular, minimising the physical

property risks associated with toxicity and drug metabolism has the potential to

impact attrition rates substantially in the pre-clinical phase. Molecular properties

are entirely under the control of medicinal chemists and are determined by the lead

selection strategies and optimisation tactics chosen by drug discovery projects.

Ensuring appropriate drug exposure for binding to the target receptor and

sufficiently wide safety margins to allow dose escalation, combined with measure-

ment of relevant clinical biochemical responses, can begin to address the failures
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seen in early clinical phases. Improved understanding of target pathways and

linkage to disease states will improve efficacy failure and potential mechanism-

based toxicity (toxicity due to interaction of the biological target of interest).

Addressing both toxicity and efficacy liabilities has the promise of decreasing

drug attrition over the next decade and beyond.
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Target Selection and Validation

in Drug Discovery

Clive G. Jackson

Abstract The failure of drug discovery productivity to match increased investment

chiefly for reasons of poor efficacy in the clinic, despite elucidation of the human

genome and growing knowledge of disease processes, has been a cause of much

concern to pharmaceutical companies, investors and regulators. The reasons for this

poor productivity are wide ranging and include strategic, commercial, regulatory as

well as scientific factors. This chapter examines likely root causes and the vigorous

response in many areas of drug discovery. These include improved target identifi-

cation and validation technologies, network pharmacology, greater collaborative

ways of working and use of biomarkers and patient stratification. Other areas of

potential importance are highlighted such as product positioning and support

beyond Phase 3. More than 10 years of experience in the pharmaceutical industry

in target selection and validation is drawn on to identify factors important for

reducing attrition in the early pipeline including organisation, multidisciplinary

input and target selection criteria. Overall there are reasons to be hopeful that these

recent developments in target validation and drug development will deliver

improvements in productivity that will be sufficient to begin to restore confidence

in the sector.
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1 Introduction

The start of the new millennium was accompanied by optimism that there would be

a surge in new medicines to meet patient needs driven by our knowledge of the full

complement of human genes and ability to measure their expression in disease.

However the next 10 years revealed a very different picture. Investment has
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increased but the rate of delivery of new medicines to the market has remained

constant, and as a result drug discovery is now less cost-efficient than before the

genomic revolution. Whilst the number of projects entering Phases 2 and 3 has

increased, the percentage failure rate has increased also. The fact that this higher

attrition is almost totally due to poor efficacy has made improving the process of

selecting and progressing the right target to meet patient need a critically important

issue. Moreover the focus in the industry on reducing drug discovery cycle time and

increasing the “number of shots on goal” to improve output has generated an

increased demand for targets. In recent years this flat line delivery of new medicines

despite increased investment has contributed to reduced investor confidence in the

sector and driven major change in the larger pharmaceutical companies including

mergers and reduction in their internal research capacity.

This chapter seeks to explore the root causes of this high attrition in Phase 2 and

3 due to poor efficacy. These potential causes are wide ranging and likely to

vary between targets, disease indications and pharmaceutical companies. Whilst

many are scientific in nature, others are the result of the commercial environment

in which companies operate and drug discovery productivity is undoubtedly

influenced by a complex interplay of these factors. Ways in which drug discovery

research is making a vigorous response on a number of fronts to this challenge are

also discussed. That the industry can respond effectively to bring attrition rates

down has been demonstrated in the past by the efforts put into front loading

preclinical studies of pharmacokinetics and bioavailability that reduced attrition

in Phase I due to these factors from 40% in 1990 to 10% today.

Some important concepts underpinning the discussion here are, firstly, that it is

not the target that is being validated but the hypothesis of how modulating target

activity can deliver efficacy. A target may be invalid in one hypothesis but valid

in another, e.g. the differing effects of anti-TNF therapy in multiple sclerosis

compared to rheumatoid arthritis. Secondly, as it is not possible for target validation

strategies to deliver absolute confidence ahead of Phase 2 and 3 clinical trials, the

objective is ultimately one of risk management where a suitable balance needs to be

struck between the cost and time taken and the amount of risk reduction achieved.

Thirdly, a therapeutic target is often thought of as a single protein that is directly

involved in a causative disease process. However it is important to think more

widely than this. A target need not be part of a disease mechanism but can be part

of a normal physiological process that is able to suppress symptoms if harnessed

through drug intervention, e.g. β2-adrenoreceptor agonists are used as broncho-

dilators in asthma. Today target scope has increased beyond proteins to include

messenger RNAs and the growing number of classes of RNA regulatory elements

such as microRNAs by employing oligonucleotide therapeutics. Also increasingly

it is necessary to consider how targets in combination may be needed to deliver the

desired benefit to patients.

Ten years of experience of selecting and further validating targets in respiratory

and inflammatory diseases for small molecule, monoclonal antibody and oligo-

nucleotide drug discovery at AstraZeneca will be drawn on to identify some success

factors in lowering early drug discovery pipeline attrition. The importance will
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be highlighted of a clear definition of the hypothesis describing the molecular

and cellular mechanisms linking the target to the clinical trial end points and how

multiple sources of evidence can be integrated to increase or decrease confidence in

this hypothesis. Also evidence is presented of the positive impact on drug discovery

pipeline performance of increasing the stringency of target selection and validation

criteria and of operating in multidisciplinary teams dedicated to target delivery

against a clearly defined target product profile.

Before starting it is necessary to address the matter of terminology. Target

identification, target selection, target validation and translational research are just

some of the terms used widely and differently in the literature. For the purpose of

this chapter, target identification refers to the process by which a candidate gene

becomes prioritised for further evaluation, whilst target selection refers to the point

at which sufficient evidence has been gathered for the target to be accepted into the

drug discovery pipeline and initiate hit identification. Target validation will be used

to describe the process that continues right from target identification up to launch

(and beyond) of gathering supporting evidence that therapeutic intervention will

deliver the expected efficacy in patients. Translational research in the context of

drug discovery is a rather broad term that has come into use to cover a range of

strategies to more effectively integrate preclinical and clinical research to achieve

rapid and successful translation of new research discoveries about disease into

treatments for patients.

2 Extent of the Challenge

The stark facts of Pharmaceutical R&D productivity are that the introduction of

new molecular entities (NMEs) has remained roughly constant for the last decade

despite a major rise in R&D investment by large pharma which exceeded $50 billion

dollars in 2010 [1]. It has been estimated to cost on average $1.2–1.3 billion dollars

to bring an NME to the market when the cost of failed projects is included [2]. The

overall failure rate in pharmaceutical development for compounds from first time in

man to registration has remained at around the 90% level or higher over the last

decade. The top ten pharmaceutical companies have on average produced less than

one registered NME per company each year between 2005 and 2010 [3]. This

shows an overall decline in Pharmaceutical R&D productivity. The number of

clinical trials has increased especially at Phase 2 and 3, which are the most

expensive development stages, and this is a major factor in driving up R&D

spending. Between 1990 and 2004 attrition increased from 40 to 70% at Phase

2 and from 20 % to 55% in Phase 3 [3]. At the heart of this problem is failure due to

poor efficacy which in recent years accounted for 50% of all Phase 2 and Phase

3 failures and was the dominant factor driving attrition. Of the remainder safety was

the next largest cause which may also include a component due to target-related

adverse effects which is also a target selection and validation issue.
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This stagnation in the number of new drug launches seems particularly surpris-

ing given the advances in disease research, the publication of the human genome

and the rapid growth in the biopharmaceutical sector. However it is important to

recognise that today new medicines face higher regulatory and safety assessment

hurdles than in the past. Therefore it can be argued that drug discovery has

maintained a constant output whilst improving quality. Meeting these standards

has inevitably generated upward pressure on development costs despite drives for

increased efficiency and reduced cycle time in the industry.

The initial finding that monoclonal antibodies delivered up to threefold

higher success rate in development than small molecules [4] has driven major

investment in this area and an increase in number of projects entering the clinic.

However it remains to be seen if this improvement can be sustained long term

as drug developers move beyond the few early high confidence targets into less

well-validated ones in order to fuel the expansion of the biopharmaceutical sector.

Also the high pricing of biologicals is a further threat to their continued success

given the increasing pressure on private and public payers to control costs. There-

fore biologicals will need to be aimed at indications with high unmet need and show

very good cost-effectiveness in order to be viewed positively by them.

Currently only around three in ten launched products recover their development

costs [5], and with pricing likely to become an ever more keenly contested issue by

payers around the world, this could result in an increase in the effective failure rate.

The situation is exacerbated by the fact that several pharmaceutical companies are

facing an imminent loss of patent cover on many of their most profitable medicines.

Therefore, despite the current profitability of large pharmaceutical companies, the

sector is causing concern to investors. In an attempt to respond to these challenges,

management in the sector has turned to a variety of measures including mergers and

consolidation, reduction of the cost base of research and development, externalisa-

tion of research and collaborations and public private partnerships to drive innova-

tion and improve future productivity.

3 Root Causes

Analysis of why so many projects fail due to lack of efficacy in Phases 2 and 3 is

important if we are to avoid repetition in the future, but it can be hard to establish

exact reasons, and failure can be due to a combination of factors. However there

is evidence to suggest that the following are some frequent contributory causes

for failure. These include overdependence on single technologies or paradigms for

target selection, lack of understanding of disease processes and their underlying

molecular and cellular complexity, lack of predictive biological test systems

in vitro and in vivo and lack of tools to effectively probe gene function. It is also

likely that aspects of clinical trial design including inability to predict responder

patient subsets have played a key role. Strategic management decisions and

commercial pressures in the sector have themselves contributed to the observed
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attrition. At the same time there has been a growing requirement for higher safety

standards than was the case 10 years ago.

3.1 Increased Risk in Drug Discovery Portfolios

A recent careful study of the 28,000 drug development compounds in the Pharma-

ceutical Industry Database of the IMT Institute for Advanced Studies, Lucca, Italy,

points to a move away from drug discovery in therapeutic indications with a higher

probability of success, e.g. cardiovascular disease and acute, non-life-threatening

indications into higher-risk areas such as CNS disorders, oncology and chronic

diseases such as COPD. Quantitative assessments of this effect indicated that this

alone could explain the reduction in pharmaceutical productivity [3]. Important

driving forces for this trend are the greater potential financial returns and lower

competition. Indications with high probability of success tend to be those with

existing drug launches and a well-established development path in the clinic. Payers

are willing to reward novel, differentiated therapies for areas of unmet need with

higher pricing. However, best-in-class products showing incremental improve-

ments over existing products, even though of value to the patient, may be subject

to reference pricing schemes and competition from generics. Also the reduced risk

of failure of best-in-class medicines has to be set against the cost and risk of larger

Phase 3 studies needed by some regulatory authorities to demonstrate advantage

over existing therapies and the ability of first-in-class products to maintain their

market share against competition from second- and third-in-class launches [6]. At

the same time, the growth of genomic technologies and information about disease

pathways has given the industry a large number of potential first-in-class target

opportunities in these areas of unmet need. Given that this reimbursement picture is

unlikely to change the sector needs to be successful in first-in-class and higher-risk

areas both for its future profitability and to benefit patients who are as yet without

effective treatments.

There can be strong commercial pressure for pharmaceutical companies to show

analysts and investors a full portfolio of candidate drugs in development. Also large

pharmaceutical organisations aim to maintain a full portfolio of candidate drugs in

the clinic to fully utilise their preclinical research and development capacity.

Therefore strategic decisions are sometimes made to take high-risk projects through

Phases 2 and 3. Such decisions may also be taken due to the perceived high financial

benefit of succeeding in a new area of unmet need. A further reason for project

attrition due to strategic decision-making can result from changes in disease area

focus. In some cases this has caused closure of projects as late as Phase 3 and

registration. Given the long cycle times in drug discovery, frequent changes in

disease area focus can incur considerable loss of efficiency.
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3.2 Payer Willingness to Pay

A positive Phase 3 study is often seen as the successful conclusion to the drug

discovery process. However a considerable hurdle still remains even for a differ-

entiated, first-in-class medicine which is the willingness of health-care providers to

pay and advisory bodies such as the National Institute for Clinical Excellence in

England and Wales to recommend the treatment.

An example of attrition due to failure to convince the payers and advisory bodies

of the cost-effectiveness of a medicine is Pfizer’s product Exubera. Here there was

an expectation that inhaled insulin would improve quality of life through greater

convenience, also encourage poorly controlled diabetics on oral therapies to include

insulin in their treatment regime and would lead to improved metabolic control.

Although Exubera was as effective in glycaemic control as subcutaneous insulin

and was preferred to traditional injections, no clinical advantage was shown, and

costs were much higher due to poorer bioavailability. Payers declined to take up the

product due to a perceived lack of cost-effectiveness [7]. Further long-term trials to

demonstrate improved metabolic control through better compliance may have been

able to provide important further support if undertaken. The increased convenience

of insulin pen injectors was likely to further erode any advantage of Exubera as

these were actually preferred in a later study [8]. This example shows how impor-

tant it is to have a clear well-researched product vision (usually described as a target

product profile, TPP) that correctly identifies unmet patient need, aligns with strong

drivers for cost-effectiveness and takes into account potential competitor

developments.

3.3 Complexity of Disease Mechanisms

Major progress is being made in identifying many molecular and cellular changes

that occur in disease. However our understanding is clearly incomplete in most

diseases where there is unmet need as shown by the high failure rate at Phase 2 for

first-in-class treatments. The heterogeneity of patient responses to new medicines

further underlines the need to understand how disease mechanisms vary between

patient segments and longitudinally with time as the disease progresses.

Cancer might have been expected to be an early area of success as comparison of

gene sequences between health and disease has led to the identification of many

oncogenic and tumour suppressor mutations that can be shown to be present in

certain patient subsets [9]. The development of a number of targeted therapies

against certain oncogenes has followed, but in the view of many oncologists, the

impact has been less than expected [10]. There have been notable successes such as

in the treatment of chronic myelogenous leukaemia with Gleevec [11], but most

cancers develop resistance to these treatments that limits their value, e.g. to the

EGFR inhibitors Tarceva and Iressa in non-small cell lung cancer [10].
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The recognition of the importance of neovascularisation in solid tumour develop-

ment has generated much effort in antiangiogenic approaches. However the anti-

VEGF monoclonal antibody Avastin has been approved for use in certain solid

tumours such as colorectal cancer but requires combination with chemotherapeutic

agents. Results with other tumours have been negative or marginal, and the FDA

recently withdrew approval for Avastin use in breast cancer which underlines the

mechanistic complexity and differences between solid tumours [12].

Hypotheses about pivotal disease mechanisms dictate the biological test systems

used to make target selection and validation decisions. For a long time the increased

proliferation of cancer cell lines was considered as a cardinal feature of the disease

and was used to test for effective treatments. However the more recent observations

that primary tumour cells frequently have slow proliferation rates but show

increased resistance to programme cell death and are often more sensitive to

compounds that induce apoptosis than normal cells [13, 14] have shifted the

screening paradigm. This emphasis on rapid growth may have contributed to the

poor performance of many earlier agents in the clinic.

Now there is strong investment in personalised medicine approaches in many

diseases [15, 16]. Also there is an important movement to accelerate this growth of

disease understanding further by more open and collaborative working (see Sect. 6).

Technological advances in genomic sequencing, informatics, genetics, epigenetics,

imaging and RNAi, amongst others, are also making their contribution to advancing

disease understanding at the present time (described in Sect. 9).

3.4 The Dominance of a Single Paradigm or Technology

3.4.1 A Historic Perspective

It is important to recognise how the drug discovery process and target selection

strategies have been strongly influenced by the latest advances in biological

research over the last 30 years.

Before 1980 drug discovery was largely based on the screening of compounds

for a desired response in cells or in an animal efficacy model (currently known as a

phenotype-led approach). Subsequently the target became characterised by pains-

taking biochemical studies. A good example is FPL 55712 that was discovered as

an antagonist of the then uncharacterised slow-reacting substance of anaphylaxis

and contributed to the characterisation of the type 1 cysteinyl leukotriene receptor

(cysLT1) and its ligands. Medicinal chemistry approaches lead ultimately to the

development of Accolate and Singulair as important treatments for asthma [17].

Subsequently drug discovery shifted to focus on identifying targets directly

through a growing, but still limited, understanding of signalling pathways, receptors

and ligands playing a role in disease such as the enzymes of the arachidonic acid

cascade. Subsequently the race to clone new examples of key druggable target

classes such as GPCRs and kinases by homology led to the “target class approach”

8 C.G. Jackson



where attempts were made to secure patent protection and find applications in

disease for new family members [18]. The opportunity to grow expertise in the

biology and methods of a given target class and develop directed libraries of small

molecules were seen as major advantages. This approach has given rise to impor-

tant areas of drug research such as the molecular characterisation of the many

serotonin receptor subtypes, the elucidation of their roles in the central and peri-

pheral nervous system and medicines for migraine and depression [19]. However it

could also fuel research spending not directed against any specific patient need, and

there could be wasted effort in trying to find suitable indications for new members

of the class.

3.4.2 Target Selection in the Genomic Era

The release of the first draft of the human genome [20] in conjunction with

the availability of powerful tools such as gene array chips (described further

in Sect. 9.2) for comparison of mRNA expression levels for all genes in the

genome in cells and tissues in health and disease was expected to bring about a

revolution in understanding of disease processes and discovery of new effective

treatments. In turn this fuelled major research investments by pharmaceutical

companies in genomic target identification internally and through expensive colla-

borations [21], e.g. the $465 M Bayer and Millennium collaboration.

However subsequent experience resulted in a major lowering of expectations.

There were a number of reasons for the failure of large genomic campaigns to

deliver the expected products. Firstly, there was the problem that many hundreds of

genes can be uniquely expressed or up- or downregulated in a comparison study

between health and disease, and functional analysis of genes was severely rate

limiting. This led, in some cases, to large numbers entering drug discovery screen-

ing and undergoing later attrition (450 new targets in the Bayer-Millennium study

gave rise to 180 targets entering drug discovery and 2 clinical candidates) [21].

Alternatively, potential targets required extensive further filtering involving com-

parisons of multiple genomic expression datasets from different sources, data

mining and application of criteria such extent of upregulation which could result

in the loss of valuable targets that, for example, may be regulated mainly by post-

translational processing. From experience at AstraZeneca Charnwood in asthma

and rheumatoid arthritis, and of others elsewhere, this approach often led to large

strategic investments in expression profiling taking around 2 years to generate an

output that then proved difficult to progress for various reasons. Retrospective

analyses of this period have tended to conclude that this was not a cost-effective

approach. However the first targets that can be considered to be of truly genomic

origin did enter the clinic [21].

Now genomic expression data is tending to make a more appropriate contri-

bution to target selection, validation and safety assessment through integration with

information from other technologies to generate an overall platform of evidence
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supporting the hypothesis for how modulating the target will deliver efficacy

(see Sect. 9).

3.4.3 The “One Target, One Disease” Paradigm

An underlying tenant of drug discovery that has become prevalent in industry and

academia, perhaps inadvertently due to the genomic era, is that for each disease or

TPP there will always be single targets that if modulated by a highly selective drug

will give the desired efficacy. However this has become increasingly questioned

over the last 10 years, and there is much evidence to support the view that

combinations of drugs or drugs targeting the activities of multiple genes (called

polypharmacy) are likely to be a more productive approach in some if not most

situations [22].

At a theoretical level, modelling of biological networks controlling cell pheno-

types predicts that these systems are robust due to redundancy, and compensating

mechanisms and targeting multiple components in a system is frequently necessary

to achieve a change in response of the system [22]. There is preclinical and clinical

evidence that this is the case. Lack of phenotypes for the large majority of single

gene knockouts in mice and yeast shows the ability of biological systems to

compensate for loss of a single component, whilst loss of a further gene can

sometimes result in display of a phenotype illustrating the degree of robustness of

biological systems [23]. A further elegant demonstration of the importance of the

interaction of target combinations is the discovery of synthetic lethal targets in

oncology. In this one target in the cell system is mutated, and modulating the

activity of the synthetic lethal target can kill cancer cells harbouring the oncogenic

mutation whilst having no effect on the untransformed isogenic cell without the

mutation although much of the transcriptome is the same in both [24, 25].

Clearly there are examples of good efficacy by selective therapies to a single

target, e.g. anti-TNFs. However, in the clinic the importance of combination

therapy has been recognised for a long time in many diseases such as asthma and

cancer, and there is evidence that many licensed drugs act at multiple targets. It is a

striking fact that many of our most effective antibiotics would not have been

discovered if the approach had been taken of developing selective compounds

against a single target; e.g. fluoroquinolone antibiotics need to inhibit both ParC

and GyrA [22]. An interesting demonstration of the importance of the combination

paradigm over the actual nature of the targets themselves comes from the BeSt trial

in early RA where two different combinations (methotrexate and prednisone or

methotrexate and the anti-TNF antibody infliximab) were equally effective at

controlling symptoms and preventing joint damage, and both combinations were

more effective than optimisation of monotherapies including infliximab [26].

It is hard to estimate what the consequences of the emphasis on this paradigm

have been. Whilst network pharmacology, polypharmacy and identification of the

right combinations of targets offer major challenges to drug development, it seems

critically important that the industry actively explores this area of opportunity and
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does not continue to put almost all its efforts into the “one target, one disease”

paradigm that may itself be a fundamental cause of low productivity.

3.5 Technology Gaps and the Target Validation Bottleneck

The mismatch that occurred in the early years of genomics between the growth in

capabilities in expression profiling and the low capacity and speed of methods for

analysing gene function became known as the “target validation bottleneck”. This

was often exacerbated by the lack of predictive or well-characterised in vitro and

in vivo efficacy models. From the description in Sect. 3.5.1 of the functional

validation technologies and biological test systems used around 10 years ago, it is

clear to see that functional data can often be error prone, equivocal or absent. It is

salutary that workers at Bayer found that only 30% of literature reports of positive

validation data could be repeated [27], and this agrees with this author’s own

experience over a number of years which underlines the difficulties in generating

reliable functional data (and the risk in depending purely on literature reports). The

difficulties in generating unequivocal functional validation data in preclinical

studies are likely to have contributed to the failure to filter out many weaker targets.

Once a project is established, there can be considerable momentum generated to

capitalise on the patentable lead molecules produced in medicinal chemistry, and it

can be hard to overturn early interest in a target without definitive negative data as

any positive lines of evidence can tend to dominate thinking. Because of the cycle

times in drug development, targets that were entering the pipeline 10 years ago are

contributing to the poor statistics in Phase 2 and 3 at the present day.

Technological strides in the last decade including gene silencing by RNA

interference should contribute to achieving greater confidence in preclinical func-

tional data (see Sects. 9.1–9.5).

3.5.1 Technologies for Modulating Target Activity

Whilst a number of alternative functional validation approaches were available

around 2000, they tended to suffer from low throughput, restricted availability, and

low success rate in probe generation or could result in artefacts. For example,

success in generating neutralising monoclonal antibodies is low by classical

methods (less than 10%), dominant negative mutants need careful use due to

potential for signalling artefacts and antisense design, and chemistries were usually

proprietary to certain biotech companies. Whilst the drug discovery process can

generate lead small molecules or biologicals that are well-characterised functional

validation probes for use in vivo, these are only achieved by around lead optimi-

sation phase of drug discovery after considerable effort. Unfortunately use of weak,

poorly selective or uncharacterised probes at high concentrations was, and is, quite

common in publications on target function leading to false positive results.
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Gene knockouts in mice (KOs) or transgenics (where a gene is inserted into mice

or other species) have become widely used to probe gene function, and initiatives

are underway to generate KO mice for all potential druggable targets [28]. However

the phenotypic changes are not always predictive of observations in man [29].

A good example of agreement is myostatin which inhibits myogenesis and where

the KO in mouse and naturally occurring mutations in cattle and man all result in a

major increase in muscle mass and strength [30]. However PPARγ (peroxisome

proliferator-activated protein gamma) KO and an agonist both increase insulin

sensitivity rather than having opposing effects [31]. Analyses of the available

knockouts for the targets of the 100 bestselling drugs [32] and 100 drug pipeline

projects in Phase 2 or later [33] showed a high correlation of the phenotype in

animal models to the effect of the medicine in man. However, as efficacy in animal

models will have been an important criterion for progression of many of these

targets into the clinic, a high correlation is perhaps to be expected. Only about 10%

of KOs show an overt change of phenotype compared to the wild type under normal

conditions. Constitutive deletion or expression may result in physiological adap-

tation that masks the phenotypic change. Using knockouts in efficacy models can

increase the percentage that show an effect, but the value of this depends on the

predictivity of the efficacy models (see Sect. 3.5.2.).

3.5.2 Experimental Test Systems In Vitro and In Vivo

In a few indications such as blood cholesterol lowering and β2-adrenoreceptor
agonists for asthma where medicines have already reached the market, there is

evidence for the translation of efficacy in preclinical models into efficacy in

patients. However this clearly cannot be said for first-in-class projects which

represent an increasing proportion of drug discovery portfolios.

In vitro monolayers of transformed cell lines have been used widely in both

oncology and other diseases often without in-depth studies of their relevance.

Cancer patients present with diverse genomic and epigenetic driver changes, and

often in the past there has not been an effort to select cell lines with similar genomic

changes. Also selective pressures in culture have resulted in cancer cell line

acquiring genomic changes not found in primary tumour samples [34, 35]. Cancer

cell behaviour and drug sensitivity is dependent on the physical and cellular

microenvironment including interactions with other tumour cells, surrounding

stromal cells and extracellular matrix which is not modelled by simple monolayer

culture. Beyond oncology the use of rapidly dividing transformed cell lines to

model, for example, cells involved in inflammation that are terminally differenti-

ated is likely to be even less representative. New methodologies to better model the

phenotype and tissue context of normal and disease cells and greater use of primary

patient material are discussed in Sect. 9.4.1.

Animal efficacy models offer the potential to evaluate the pivotal nature of a

target’s function when integrated into in vivo pathophysiology including additional

and competing disease mechanisms. Demonstrating robust effects in an animal
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efficacy model has been widely seen as essential for project progression. However

the target biology is often different in humans and animal model species; e.g. IL8

can act through two chemokine receptors in humans, CXCR1 and 2, which have

different distribution and ligand specificities, whereas a single receptor is present in

mouse [36].

Animal efficacy models are rarely true disease models and at best can represent

some features or mechanisms of human disease. This is well illustrated by animal

models of rheumatoid arthritis (RA) which have different dependencies on cyto-

kines, antibodies and inflammatory cells in the initiation and chronic phases and

manifest different pathologies and drug sensitivities. The widely used murine

collagen-induced arthritis model does not exhibit remissions and exacerbations as

occur in RA but is sensitive to therapeutic treatment with anti-TNF agents and

methotrexate, whilst the murine streptococcal cell wall model can show exacer-

bations, but TNFα plays only a very limited role. Arthritis models have played an

important part in supporting the progression to the clinic of successful therapies

such as the anti-TNFs, tocilizumab (an IL6 receptor blocking antibody) and

abatacept (a CD80 and CD86 blocker). Even so the degree of predictivity of any

one model can be highly uncertain. Widely used arthritis models are strongly

dependent on IL1β, but clinical trials with the IL1 receptor antagonist Anakinra

and an IL1 receptor blocking antibody have shown weak efficacy in the clinic [37].

In some area such as neuroprotective agents, the failure rate for translation of

efficacy in animal models into the clinic has been 100% [38]. Pain models have a

similarly high failure. Whilst arguments have been made that this is the result of

poor methodology and animal model design [39], others have argued that each

species represents a divergent, evolved complex system that cannot be expected to

be predictive of each other [38]. The lessons of personalised medicine and different

responses to drugs by individuals, ethnic groups and even between homozygotic

twins further underline the ability of even very similar complex systems to behave

very differently. Negative results are rarely published making it hard to properly

assess the predictivity of animal efficacy models.

Clearly blanket use of a single animal model as a Go, No Go tollgate for target

progression decisions prior to the clinic has resulted in false positives and false

negatives and will have been a contributory factor to clinical failure. The decision

on whether to use an animal efficacy model and what weight to put on the results is

clearly challenging. This and recent developments in animal models including

genetically engineered mouse models (GEMMs) that model genomic changes in

cancers and other human disease are discussed in Sect. 9.4.3.

3.6 Human Genetics

It has been known for a long time that many common diseases such as asthma and

diabetes are to a degree inherited, and attempts have been made to identify the

underlying genetic factors responsible. In rare genetic disorders such as cystic
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fibrosis mutations in a single gene have a profound impact and very high correlation

with the manifestation of symptoms (high penetrance) and have been identified by

genotyping of affected and unaffected family members. This is done using linkage

analysis which depends as a starting point on the fact that the closer an influential

allele is to a known chromosomal marker, the more likely it is to segregate with it

and not be separated by recombination events (termed linkage disequilibrium).

However in many common disease states, heritability has been found to be due to

the summation of the effect of multiple, commonly occurring allelic variations each

having a small effect (low penetrance) which has become known as the common

disease, common variant hypothesis. The search for such genetic variations has

been the focus of much effort in order to identify new targets and potential

mechanisms in disease [40]. However these studies were often long and costly

without giving rise to an output that was unequivocal and exploitable. Common

alleles that influence disease susceptibility or resistance are hard to find by family-

based studies and require big population-based studies [41]. Because of the low

resolution of chromosome mapping available in 2000, it was usually only possible

to implicate large stretch of DNA containing many genes, and it required much

further work involving sequencing and discovery of new markers (singe nucleotide

polymorphisms or SNPs) within this region to home in on the disease-related gene

which then requires further functional validation. Also the target may not itself be

druggable resulting in pathway analysis to find an alternative. In addition it is not

known to what extent the reason for low penetrance is due to a low effect of the

allele on target function or if the target itself has a marginal effect.

However the latest developments in SNP identification and of technologies for

genome-wide association studies (GWAS) have transformed the ease of human

population genetic studies and their use in target identification and validation (see

Sect. 9.5).

An alternative to this scanning of the whole genome for susceptibility or

resistance genes is to interrogate known deletions or SNPs in a candidate gene for

association with disease. All genetic studies depend for their success on how the

patient and control cohort are defined and on careful statistical analysis of the

results. An example that shows both the value and also the risks of attrition comes

from studies of the Δ32 N-terminal deletion in the CCR5 chemokine receptor that

was reported to be associated with resistance to both HIV and RA [42, 43]. CCR5 is

expressed on the cell surface of CD4+ T cells and inflammatory and antigen-

presenting cells and was proposed to be important for their recruitment in arthritis

and was also found to be the coreceptor for cell entry for most HIV strains. In the

case of HIV, this discovery has led to the development and approval of Maraviroc,

a CCR5 antagonist for the treatment of CCR5-trophic strains of HIV [44]. However

clinical trials of Maraviroc and two other CCR5 receptor antagonists in rheumatoid

arthritis showed no efficacy [45, 46]. Subsequently more highly powered studies

and meta-analysis cast doubt on the strength of the initial genetic association with

resistance to RA [47].
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3.7 Challenges of Clinical Trial Design

Clinical trial design for first-in-class products suffers from many uncertainties, risks

and constraints that impact on how well the hypothesis for efficacy can be tested.

These include uncertainty about study duration, choice of appropriate responder

patient subsets, disease severity and uncertainties about patient numbers and sta-

tistical powering. The relatively limited number of regulatory recognised primary

end points may mean that there is not an end point that is ideal for testing the new

hypothesis. For example, in COPD the lung function tests of forced expiratory

volume in 1 second (FEV1) and spirometry are the well-recognised quantitative

primary end points [48]. However, for a first-in-class protease inhibitor, the quanti-

tative and temporal correlations between inhibition of the target, improvement in a

related pathology end point (e.g. imaging of protection against airspace enlarge-

ment) and the primary end point (a significant measurable protection against further

fall in FEV1) are likely to be uncertain and difficult to predict.

The importance of patient selection in avoiding false negative outcomes in clinical

trials is demonstrated by the EGFR inhibitor gefitinib where a Phase 3 study in

advanced non-small cell lung cancer showed no efficacy [49]. However subsequent

studies and retrospective analyses have clearly established benefit in progression-free

survival in a subset of patients having EGF receptor activating mutations [50]. In

many areas of unmet need, such as osteoarthritis (OA), where there is little precedent

for positive clinical trial outcomes and underlying disease mechanisms are hetero-

geneous, patient segmentation, selection of efficacy biomarkers and definition of

quantitative end points are still ongoing challenges [51]. Clinical trial design in

Alzheimer Disease regards at what stage to treat and for what duration has only

slowly progressed through a process of experimentation over the last twenty years

inevitably resulting in suboptimal testing of many drugs in the past [52].

Successful clinical trial design requires good integration of preclinical and clinical

knowledge and communication across disciplines which is frequently difficult to

achieve and maintain over the long drug discovery cycle times. Also there are likely

to be cost considerations to factor in that might impact on decisions about design.

Whilst much discussion has focused on target selection and preclinical target

validation as a source of project failure, it is likely that clinical trial design can be a

major reason also. The recent focus on patient stratification and personalised

medicine involving molecular, genetic and clinical characterisation of patient

segments, development of new biomarkers and more extensive co-operation

between regulators and pharmaceutical companies should result in improved clin-

ical trial design (see Sects. 11 and 12).

3.8 Target-Related Safety Liabilities

It has been estimated that overall drug compound attrition rates for reasons of safety

are currently 30% and from analysis of projects at Bristol-Myers Squibb and Merck
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between 1993 and 2006 28%, or this was due to target-related pharmacology [53].

Therefore assessment of the role of the target in normal physiology and its potential

safety liabilities is an important target validation issue. The importance to patients

and the success of the industry itself of correctly assessing safety risks versus

benefits was graphically demonstrated by the withdrawal of Merck’s selective

cyclooxygenase-2 inhibitor Vioxx [54].

Advances in in vitro predictive toxicology methods and toxicogenomics are

likely to play an increasing role in early identification and elucidation of the

mechanism of target-based adverse effects in the future (see Sect. 10).

4 Strategies for Reducing Attrition

The urgent need to improve prediction of clinical efficacy and drug discovery

productivity has generated a vigorous response to many of these root causes

amongst scientists and management in the pharmaceutical sector.

One direction has been to focus on improving the efficient management of each

step in drug discovery, reducing cycle time and the management of pipeline metrics

in order to reduce cost and time and achieve more “shots on goal” in the clinic. This

has included a growing application of process management methodologies for

quality control, waste elimination and process optimisation such as Lean Six

Sigma in companies such as Pfizer and AstraZeneca [55, 56]. Whilst these process

improvements may result in useful incremental improvements in the cost-

effectiveness of drug discovery, they are being applied to what is in most cases

an already well-optimised process and do not address the core underlying waste

which is the cost of failed Phase 2 and 3 clinical trials due to poor efficacy.

Developments in drug discovery research that may start to address the root

causes explored here are reviewed in Sects. 5–12. The learning from the author’s

own experience in early target selection and preclinical target progression is

described in Sect. 13.

5 Having the Right Product Vision and Delivering

Commercial Success

It is possible to take a purely target-led approach to arrive at a target product profile

(TPP) in which the biology of a druggable target is profiled to see if it is likely to

meet any known patient need. The alternative is to have a clear product vision at the

outset crystallised from investigations of unmet medical need and seek targets that

will deliver this TPP. Both approaches have been used, but the latter allows effort to

be focused on setting up test systems for evaluating and comparing the importance

of a number of candidate targets in cell responses, disease processes and
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pathologies relevant to the unmet need. These biological tests can be time-

consuming and expensive to develop and validate making a focus on a defined

patient need more efficient as well as being more likely to align with a good

commercial opportunity. This patient-led approach requires collaborative working

and clear communication between preclinical molecular, cell and in vivo biologists,

clinicians and those involved in assessments of the commercial opportunity.

The assessment of the commercial viability of a TPP is a challenging activity but

important in reducing the risk of a newly approved medicine failing at the last

hurdle. These analyses are done by most pharmaceutical companies and should take

into account factors such as the size of the patient population or segment, the

estimated market share given other competitors likely to be on the market at the

time of launch, and the price payers may be willing to pay for the predicted

improvement in patient health.

Payers such as the National Health Service use their advisory body, the National

Institute for Health and Care Excellence (NICE), to undertake cost-effectiveness

analyses to guide their decision on whether to recommend prescribing a newly

approved medicine. The most widely used basic unit for this analysis is the QALY

(quality adjusted life year) which is the expected years of life remaining multiplied

by a utility score representing the level of the patient’s health. The cost-

effectiveness is estimated by calculating the increased cost of a new treatment per

QUALY gained by its use (£ per QALY) [57] also known as the incremental cost-

effectiveness ratio (ICER). NICE and the Scottish Medicine Consortium set thresh-

old levels based on the overall financial imperative of maximising the value derived

from the available health-care budget such that a medicine is generally considered

cost-effective only if the £/QALY estimate is below 20–30,000. It is widely

recognised that this analysis has both theoretical and methodological weaknesses.

However alternative approaches such as estimating willingness to pay (WTP) per

QALY have proved very complex and given widely varying results, and to date

there is not as a consensus about an improved approach [58, 59].

This has become a contentious area as it sometimes blocks patient access to new

medicines that may have shown benefit in clinical trials. Also it puts a largely

economic tollgate at the end of many years of work developing a new and effective

medicine. Therefore it is essential that drug companies engage proactively with the

assessment of cost-effectiveness and take measures to provide the best supporting

evidence. Carefully controlled Phase 3 studies often do not fully reflect experience

in clinical practice, as shown for etanercept [60], or form a good basis for QALY

calculations. So Phase 4 or “naturalised” in life trials can also be important for

pharmaceutical companies to provide adequate supporting evidence to public and

private payers.

The importance of setting an appropriate price is demonstrated by abatacept

(Orencia), a fusion protein that blocks T cell co-stimulation for use in RA. Initial

NICE guidance was to restrict use to late-stage disease when two non-biological

disease-modifying treatments (DMARDS), anti-TNF therapy and the anti-B cell

antibody rituximab had all failed. Discounting Orencia through a patient access

scheme by Bristol-Myers Squibb has led NICE to reappraise its guidance and

recommend it as an option for use as an alternative to other biologicals [61].
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5.1 A Successful Example from Asthma

The example of the development by Novartis of omalizumab (Xolair), a monoclonal

antibody that neutralises IgE, is a useful example to illustrate the importance in drug

development of understanding patient need, commercial opportunity, correct clin-

ical study design and effective interaction with those assessing cost-effectiveness.

Asthma is characterised in the clinic by reversible, bronchoconstriction with

mucus production and underlying inflammation resulting from an increased sensi-

tivity to specific allergens (and other agents, e.g. smoke particulates). Mild inter-

mittent and mild or moderate persistent asthma are usually controlled well (but not

fully) by regular use of cost-effective inhaled long-acting β2-adrenoreceptor ago-
nist bronchodilators with inhaled corticosteroids plus the addition of leukotriene

receptor antagonists as an “add-on” therapy as required. However there are a small

number of patients who have severe disease and are much less responsive to steroid

treatment (including oral) and whose condition is unstable resulting in exacerba-

tions that frequently require hospitalisation and can result in death. Only about half

these severe asthmatics have high circulating IgE levels and other hallmarks of

allergy. Unstable asthma accounts for the majority of the health-care burden largely

due to the cost of hospitalisation during exacerbations.

Many possible product profiles present themselves from this overview that could

meet patient needs including a new, more effective, oral, first-line therapy for

symptom relief in mild and moderate asthmatics at a similar cost per patient as

inhaled treatments. Xolair as a monoclonal antibody would have a high cost per

patient per year, so the challenge of demonstrating good cost-effectiveness was

particularly great. Also the treatment requires attendance at the clinic for

i.v. infusion so is only applicable to more severe disease. Therefore focusing the

clinical trials on severe asthmatics and choosing exacerbation frequency as the

primary end point was important in clinical development. In the Phase 3 INNO-

VATE study, Xolair was successful as an add-on therapy in improving lung

function, quality of life measures and reducing likelihood of exacerbations [62].

Even so arriving at an acceptable ICER required post-study analysis and identifi-

cation of those with a prior history of frequent exacerbations as the group most

likely to benefit. Achieving agreement that reduced mortality could be predicted

from reduced exacerbations had a strong influence on whether Xolair treatment

would give an acceptable but borderline ICER in the NICE and other evaluations. In

the case of Xolair, a 1-year “in life” open-label Phase 4 study (ETOPA) showed that

longer treatment in this setting resulted in an improved ICER [63]. Xolair was

recommended by NICE for use though only in severe asthmatics where other

therapies had failed and dependence on allergen and IgE could be demonstrated

and where there was a history of frequent exacerbations. Subsequently cost-

effectiveness analyses in several countries have further confirmed the cost-

effectiveness of Xolair and led to the recommendation by NICE for use in children

if using oral steroids frequently [64, 65].
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The above discussion shows the risks to commercial success of a newly

approved medicine and the uncertainties inherent in decisions of cost-effectiveness.

It is very important that drug companies do all that is possible to reduce risks in

these areas and ensure correct positioning, trial design including “in life” studies

and pricing to build the case for cost-effectiveness.

6 Improved Disease Research: The Importance

of Collaboration and Open Access

Detailed knowledge of disease mechanisms is clearly critical for target selection

and validation as well as correct design of clinical trials including selection of end

points and biomarkers. This involves understanding the linkage between target

function and primary end points in terms of intracellular signal transduction, cell

interactions and their relationship to observed pathologies. One of the consequences

of poor success in the clinic has been the recognition by the pharmaceutical sector

of the need for a greater understanding of disease processes and how these vary

between patients within the same disease. Over the last 10 years, there has been

impressive progress in the description of the disease processes at the genomic,

epigenetic, transcriptional, cell signalling, tissue and whole-body levels and in the

development of technologies to study them. (Many of these technologies are also

central to generation of target validation data and are described in Sect. 9.) However

this growth of information has been slow to translate into a greater clarity about

how to combat disease and pick winning targets.

An important response to this failure to understand the underlying driver versus

bystander events in common diseases (and many other large drug discovery chal-

lenges) has been a growing conviction that all the necessary leading science and

innovative thinking cannot be found inside any one company alone. This has given

new impetus to collaborative and open access forms of working and to looking

outside to a greater extent for transformational innovations, disease understanding

and new project concepts. Also the failure to improve the flow of new medicines

has resulted in central government increasing research funding on collaborative

projects and programmes such as the FDA’s Critical Path (c-Path) Initiative and the

EU’s Euro 2 billion Innovative Medicine Initiative (IMI) both of which aim to

promote innovations in health care through creating public private partnerships

between companies and institutions with leading expertise and capabilities. Table 1

shows just a small number of recent examples of the wide range of collaborations

established to develop enabling technologies, biological assay systems, elucidate

target function or disease mechanisms and discover biomarkers and strategies for

personalised medicine. Table 1 also illustrates the diversity of organisational

structures employed.

The potential benefits of collaborative working are many. For early initiatives

such as the Biomarker Consortium and c-Path’s Predictive Safety Test Consortium
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(Table 1), in which most large pharmaceutical companies are involved, the need to

bring together adequate amounts of validation data and standardise methodologies

to assist regulatory acceptance whilst sharing costs are clear advantages. The

pharmaceutical industry has a long track record in establishing alliances with

biotech companies with complementary capabilities to advance their projects.

Between 1997 and 2002 large pharma entered into approximately 1,500 such

alliances [66]. Also the pharmaceutical industry traditionally has sought collabo-

rations with academic institutions. However, in the past there was often a mismatch

of objectives and cultures between the industrial partner (tending to be project-,

problem- and timeline-focused and protective of IP) and their academic partners

(tending to be focused on knowledge generation and dissemination) resulting in

suboptimal collaborations and low knowledge sharing. Lately the recognition of the

need to understand fundamental disease biology in greater depth has resulted in

broader, long-term collaborations involving more partners and varying degrees of

open access to the wider research community such as the Pfizer’s $14 M Insulin

Resistance Pathways Project. Such initiatives may better align the objectives of the

partners [66]. The larger numbers of partners in such collaboration from a range of

disciplines will hopefully achieve a more complete and integrated output. However

these forms of consortia and partnerships with wide scope and multiple partner

institutions can consume high levels of research funding and present a much greater

challenge to efficient management, so it still remains to be seen how many will

prove truly cost-effective in delivering health-care innovation.

Pharmaceutical companies are also investing in translational science initiatives

and early identification of promising innovations in academia and start-ups by

funding public private laboratories integrating pharma and academic staff such as

Bayer’s CoLaborator and Pfizer’s Centers for Therapeutic Innovation. Several

companies are also providing venture capital support for transformational devel-

opments in health care through such means as Enlight (Table 1).

There is a growing willingness in large pharmaceutical companies to overcome

traditional concerns about loss of confidentiality and intellectual property rights and

work collaboratively and precompetitively in open innovation initiatives where all

biological information is made freely available to the wider research community. A

powerful example of a fully open, IP-free initiative is the Structural Genomics

Consortium (SGC) based in Oxford, Toronto, and Karolinska Universities and

funded by several grant authorities and pharmaceutical companies. Its aim is

high-throughput X-ray crystal structure analysis of druggable target classes and

tools for exploring target function such as antibodies and chemical probes [67]. The

SGC has so far contributed 1,400 structures to the Protein Data Bank; information

that would previously have been considered proprietary because of its value in

facilitating drug design. The SCG has a powerful (more than 200) network of

academic collaborators that can quickly, without IP barriers, generate open access,

biological information using these proteins and probes.

The value to successful target selection of open access for all information on

human disease biology and target function is obvious. This argues for a culture of

enlightened self-interest where all target validation information and disease biology
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is considered precompetitive and shared as there is still ample opportunity for

companies to pursue proprietary drug discovery projects based on how such

information is used to define TPPs and the medicinal chemistry strategy they adopt.

Clinical trial information, whether positive or negative, can feed back much

useful information about disease mechanisms and suitability of biomarkers. So it is

important that outcomes are made known and reported accurately. As a result of

concerns about reporting of adverse events and interpretation of efficacy data, there

has been a concerted move in this direction by regulatory bodies such as the FDA

and EMA, industry bodies such as EFPIA and companies themselves to ensure

higher levels of transparency [68]. This has included legislation in the USA.

Glaxosmithkline recently pledged to establish a process by which all patient level

data can be made available to researches with valid scientific questions.

Patient health records are increasingly being seen as an underused resource for

biomedical research as they contain data and test results on progression, response to

treatment and occurrence of comorbidities. The growth in the existence of elec-

tronic health records (EHRs) has opened up the possibility to mine these data to

identify new associations between disease and patient phenotypes and genotypes

[69, 70] and new approaches to patient stratification and personalised medicine.

Currently much effort is going into overcoming the issues of ensuring anonymity,

developing consistent terminologies for use across health-care organisations and

bioinformatic tools to adequately integrate and mine the diverse types of data.

Public private partnerships such as the IMI’s Electronic Health Records for Clinical

Research (ECR4CR) aim to facilitate this process [71]. An early example of the

potential utility of ECRs has come from integration of genome-wide scan data and

ECRs leading to the identification of a previously unknown linkage between SNPs

in the FOXE1 region with primary hypothyroidism and other thyroid disorders [72].

This new area of clinical and medical informatics is generating expectations of

transformational discoveries and efficiencies through the ability to probe the same

ECR datasets with different questions and select different cohorts for different

purposes. However it is important to keep in mind the lessons from genomics that

large amounts of data do not automatically translate into improved understanding of

disease, so it is important that investment is linked to, and directed by, positive

outcomes from early initiatives.

7 Clear Definition of the Hypothesis Linking the Target

to Unmet Patient Need

A crucial step in target identification and validation thinking is the creation of the

hypothesis describing the molecular and cellular mechanisms by which a target

initiates or causes progression of the disease (or if the target is not directly part of

the disease process, then how pharmacological modulation of its activity will

influence disease mechanisms in a beneficial way). It is important to recognise
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that this hypothesis for efficacy usually comprised a series of causative steps linking

different levels of biological organisation (the target, the cell, the tissue and the

patient), and each is itself a hypothesis. Firstly at the intracellular level a change in

the target activity arising from, for example, mutation, expression or changes in

cellular location is postulated to give rise to a change in cell behaviour. Observed

changes in cell behaviour in disease such as migration, death, division or mediator

release are hypothesised to underlie disease processes that in turn are postulated to

give rise to the observed pathologies. Finally, at the highest level these observed

pathologies, manifested as structural and physiological changes, are hypothesised

to give rise to the symptoms and unmet patient need. These steps are shown in Fig. 1

and are similar to those described by others [75]. Whilst this may seem obvious, it is

important to consider the value, limitations and consequences of this approach.

Firstly, the component hypothesis for each causative step may be more or less

correct, and validation evidence needs to be evaluated or generated for each.

Clearly if there is even a low or moderate risk associated with each

sub-hypothesis, then this can multiply up to a high risk overall. Evaluating the

strength of existing evidence for each component hypothesis also facilitates assess-

ment of overall risk and allows the focus of resource on addressing the high-risk

gaps. The strength of the component hypothesis linking an observed pathology and

Fig. 1 Steps in the hypothesis linking the target to patient need. Generic causative steps used in

the description of the hypothesis for target efficacy are shown in (a) along with the potential for

low efficacy due to target redundancy and contributions from additional disease mechanisms

(described further in Sect. 7). (b) The causative steps are exemplified for MMP12 which could be

considered as a candidate for target selection on the basis of [73, 74]
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the unmet patient need is frequently an area of unrecognised high risk. An example

that illustrates this is the unexpected result that reduction in blood and sputum

eosinophils by the anti-interleukin-5 monoclonal antibody mepolizumab did not

reduce responsiveness to antigen challenge or improve lung function in moderate

persistent asthmatics despite the evidence that IL5 was important for eosinophil

maturation and activation and the role attributed to eosinophils in broncho-

constriction and lung inflammation [76]. Subsequent discussions centred around

whether lumen or tissue eosinophil number had been adequately suppressed

underlining the uncertainty that can exist in the quantitative relationship between

cell responses, pathology and symptoms. Recognising uncertainty and risk in the

hypothesis at this level and undertaking studies to characterise these linkages is an

important aspect of increasing our understanding of disease.

A target may be active in more than one cell or pathological process;

e.g. neutrophil elastase could be analysed in this way for loss of lung extracellular

matrix and consequences in emphysema [77] but also for increased mucus produc-

tion and its consequences in bronchitis [78]. It can be valuable to analyse the

validation evidence for more than one causal chain of events in order to establish

which is the stronger hypothesis overall or to identify the likelihood of additional

sources of efficacy. Such analyses can influence important decisions, e.g. the choice

between bronchitis or emphysema patients or both in clinical trial design for

neutrophil elastase.

However it must be recognised that a simple linear description of the causative

links between target and unmet need is usually an oversimplification (see Fig. 1).

The patient need is likely to be the result of several pathologies, and each will be

affected by many disease processes involving different cells. For the pathology of

airway space enlargement in the MMP12 example in Fig. 1, some of the other

disease processes involved are likely to be inflammatory cell influx, increased

endothelial and epithelial cell apoptosis and failure of matrix repair in addition to

increased extracellular matrix degradation [75]. Each of these processes will

involve several cell types containing several potential targets. There can be sub-

stantial redundancy at the target level; e.g. several proteases in the COPD lung,

including MMP12 and neutrophil elastase, have overlapping substrate specificities

and could be more or less important in extracellular matrix breakdown [79]. In

target selection it is important to take into account all that is known about this

broader context of contributing disease processes and potential target redundancy in

order to minimise the chance of poor efficacy. Also in the validation strategy it may

be necessary to design studies to probe the importance of these competing mecha-

nisms or targets.

Also diseases tend to involve positive and negative feedback loops and fre-

quently involve the whole body; e.g. inflammatory disease in a particular tissue also

involves increased bone marrow production of progenitors and the transport of

inflammatory cells through the blood. In reality the disease state may best be

described as a complex interaction network. Systems biology aspires to model

and understand the regulation of the “interactome” of the disease state more fully

in the future.
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In the meantime the description of the hypothesis for efficacy in terms of a linear

series of causative steps linking the target to patient need still provides a useful

practical framework for target validation studies and has the advantage of

subdividing the overall hypothesis into a number of steps each of which tends to

be suitable for experimental testing. In this it is extremely important to define the

component hypotheses in adequate detail in order to design experiments and

biology test systems that ask the correct validation questions. For the example

given in Fig. 1, rather than stating the hypothesis as “MMP12 from inflammatory

cells causes lung tissue damage”, it is more valuable to formulate this as “MMP12,

released fromM1 subtype of alveolar macrophages, is activated outside the cell and

degrades septal wall basement membrane elastin”. This more precise description

allows specific experiments to be designed to confirm the cell of origin, extra-

cellular activation, substrate specificity and tissue localisation. Sections 9.1–9.5

describe the types of preclinical evidence and techniques that can be marshalled to

derive reliable evidence to support the target playing a major role at each

organisational level.

If sound evidence can be obtained that a target has a profound and nonredundant

effect at the level of cell response, disease process and pathology consistent with the

hypothesis, then it is likely to provide a good preclinical platform for progression.

Importantly if during this analysis evidence arises that is clearly discordant with one

or more component hypotheses, this should halt progression at least until the

implications are properly investigated.

8 Where Do Targets Come from?

Certain trends in target selection have tended to dominate at different times as was

described in Sect. 3.4. Now companies use multiple strategies to try to identify the

best targets and build a diverse portfolio with a spread of novelty and risk. However

for most targets currently populating the pharmaceutical company pipelines, public

domain information is likely to have been the starting point. Because everyone has

access to similar public domain information, there is usually considerable overlap

between drug discovery pipelines. However it is interesting to note that the public

domain information can lead different companies to align the same target against

different indications perhaps for portfolio reasons or different interpretation of the

strength of the validation information.

Following the earlier emphasis on expression profiling to identify candidate

targets, there has been renewed interest in phenotype-led approaches including

screening large libraries with diverse chemistry for compounds with useful prop-

erties (sometimes called chemical biology) or collections of known drugs to

discover novel indications (known as drug repositioning or repurposing). A major

new direction has been functional genomics which involves high-throughput

screening of large libraries of reagents such as siRNAs, shRNAs or cDNAs that

are designed to probe the function of large sets of genes or the whole genome.
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The CRISPR/Cas9 system for gene editing (see Sect. 9.4.4) has begun to be used for

genome-wide studies also [80]. Functional genomic studies using siRNA in HIV

cell models have indicated that there may be severalfold more potential targets than

are known in the literature [81]. These phenotype-led approaches tend to identify

more novel targets and make more proprietary observations than the evidence-

based approach. Targets and pathways can impact on cell phenotype through

mechanisms that are not always obvious or predictable. The analysis of approvals

by the FDA over a 10-year period has indicated that phenotypic screening leads to

more first-in-class small molecule drugs with new molecular mechanisms of action

than target-based approaches [82].

However knowledge-based approaches and functional genomics are not mutu-

ally exclusive and can be used in combination; for example, public domain infor-

mation or expression studies can often be used to prioritise the sometimes large

number of hits from functional genomic RNAi screens. More recently develop-

ments in systems biology have raised hopes of being able to predict targets by in

silico methods in the future.

8.1 Evidence-Based Target Prioritisation

Given that public domain information will continue to make important inputs into

target identification and selection, it is important to use the latest bioinformatics and

information science strategies including ontogeny-based approaches to bring

together all strands of information from such sources as scientific papers, patents,

genomic and expression databases, etc. In large pharma it is also important to

search and integrate proprietary databases and information sources. It is good

practice to decide on a set of target selection criteria to compare a target against

(discussed further in Sect. 13.2). When prioritising a number of targets, each is

likely to present with a different profile of strengths, weaknesses and gaps, and this

will frequently result in the need to fill gaps or confirm pivotal results before target

selection. Functional data in relevant biological test systems or strong genetic

linkage to disease constitute more influential evidence than expression changes in

disease samples. It is important to recognising that scientific literature can result in

unintentional bias in target selection. The first member of the mitogen-activated

protein (MAP) kinase family, p38α, is the subject of many thousands of papers, and

many tools are available for its study, whereas family members discovered later are

less well studied, have fewer tools and will look less attractive as a target.

8.2 Functional Genomics and High-Throughput RNAi

Functional genomics has become a powerful new approach in target discovery in

the last decade with RNAi becoming the most widely used technology (described

further in Sect. 9.4.4). The efficiency of siRNA and shRNA design and synthesis
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quickly led to libraries of gene silencing reagents able to target every gene in the

genome including regulatory microRNAs. Combination with high-content biology

and imaging is commonly used to characterise effects of gene silencing on cell

function and also off-target toxicities. High-throughput siRNA screening is often

performed using a single oligonucleotide per well or pooled reagents against a

single gene. Chemically modified siRNAs are used in the leading libraries to reduce

off-target effects [83] discussed further in Sect. 9.4.4. Plasmid- or viral-born

shRNA can be screened singly or transfected into cell populations as pools against

large sets of genes. In the latter case, a change in cell phenotype is selected for and

the active shRNA sequenced to identify the target gene. In such experiments it is

very important that a phenotype such as cell survival in vitro or metastasis forma-

tion in vivo is used that is clearly distinguishable from off-target toxicities.

HT-RNAi can prove a highly valuable approach for discovering novel targets. A

good example is the identification of synthetic lethal combinations that would not

have been predictable on the basis of knowledge of cell signalling alone [84]. It is

being applied widely in many settings particularly in oncology including cell lines

[85], primary cells [86] and cells treated with RNAi ex vivo and adoptively

transferred in vivo [87].

However this remains a very demanding technology requiring considerable care

in assay validation, [88] and concern has been raised about the apparent lack of

agreement across laboratories [89]. Best practice in the field would be encouraged

by the existence of minimum reporting guidelines for publications as have been

developed for gene chip expression studies. Use of well-designed positive and

negative controls is important [90] as is hit confirmation through repeat screening

and assessing the degree of concordance between multiple independent RNAi

reagents. Due to the number of hits, it is usually necessary to devise a series of

criteria to prioritise the most suitable targets such as whether there is clustering in

certain pathways. Interestingly “Haystack Analysis” of the seed sequence of

siRNAs having their effect on phenotype via off-target effects may be useful in

identifying microRNAs that also regulate the cell response [91].

In applying HT-RNAi it needs to be born in mind that it may take 6–12 months

to arrive at a prioritised hit list. Also, as a key value of functional genomics is to

identify novel targets, then it may be necessary to invest greater internal effort to

build a validation data package to meet pipeline entry criteria for a novel target than

for a literature target.

8.3 Genome-Wide Association Studies

The International HapMap Consortium [92] has identified more than 1 million

SNPs that occur with a frequency of 1% or more in the genomes of several major

ethnic groups. Commercial hybridisation arrays for the 500,000 SNPs that represent

the most common haplotypes in the human genome have been developed, and these

have made genome-wide association studies (GWAS) a much more rapid and cost-
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effective tool for hypothesis-free target identification than in the past [41]. However

because of linkage disequilibrium the influential gene still needs to be investigated

further as the analysis usually still only identifies that it is within small region of

DNA. Such studies are rapidly expending the breadth of knowledge about suscepti-

bility and resistance genes, e.g. in asthma [93], and opening up new approaches for

patient stratification. There is a need for best practice in the use of the hybridisation

chips for SNP analysis as well as careful definition and validation of patient and

control groups and statistical analysis [41]. Next-generation sequencing methods

are likely to extend this approach to more SNPs in the genome.

8.4 Chemistry-Led Target Identification

The random screening of libraries for compounds that have the desired effect or

identifying them by literature mining or chance observation can also result in the

discovery of unexpected disease-modifying mechanisms. At AstraZeneca

Charnwood it was discovered that a group of immunomodulatory compounds

were able to block primary T-cell expansion by an unknown mechanism. This

mechanism proved to be block of the export of lactic acid produced as a result of the

very high level of metabolic activity of these cells after activation through inhi-

bition of the monocarboxylate transporter 1 (MCT1) [94].

However issues with this approach are that the mechanism of action can prove

very demanding to elucidate (as was the case for MCT1). This may involve

medicinal chemistry to enhance compound potency and to develop affinity labelled

probes. Analysis of interaction partners through various approaches may be

required. Finally confirmation of the mode of action through modulation of target

function by independent methods such as RNAi will be important. Compounds may

mediate their effect through more than one target which again could lead to useful

discoveries but also difficulties in elucidating the mode of action. A further risk is

that any safety liabilities associated with the mechanism will only become apparent

after all this effort has been made.

8.5 Drug Repositioning

Many of the top-selling medicines have found their major application in a different

indication than the one for which they were developed, e.g. Viagra [95]. Also it is

often the case that targets have different functions in different physiological

contexts, and the first function identified may not be the most useful for therapy

(as the naming of tumour necrosis factor shows). Given the cost of developing a

new candidate drug, if no or little efficacy is shown in the clinic then there is clearly

great value in identifying alternative indication. Also the profitability of a launched

medicine can be greatly enhanced by identification of a second indication. This has

led to many strategies to identify new indications by screening candidate drugs or
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other mature chemical assets in silico, in cell systems in vitro or in animal models.

There is evidence to suggest that this is a productive approach to achieving new

FDA approvals [96].

8.6 Network Pharmacology, Polypharmacy and Target
Combinations

As described in Sect. 3.4.3 network theory and much practical experience in disease

therapy indicate that disease phenotypes tend to be robust to the removal of an

individual component or connections in their protein interaction network making it

important for the pharmaceutical industry in the future to concentrate more effort in

the area of polypharmacy and discovery of new target combinations.

Combinations that are used in the clinic have tended to become the standard

therapy as a result of years of accumulated experience, e.g. the treatment guidelines

for asthma. Current initiatives, whilst valuable, almost exclusively involve attempts

to combine existing approved medicines either co-administered or co-formulated as

in the case of AstraZeneca’s Symbicort (an inhaled topical steroid and β-agonist
combination). However currently only about 320 targets are exploited by all

medicines, and whilst combining these in novel ways may greatly increase their

utility, it still represents a very small fraction of the potential of the genome and

excludes combinations of targets that may be highly efficacious only when targeted

together but silent alone. There are clearly challenges in both the identification of

new target pairs de novo and in development of drug combinations, but there is

encouragement from a number of directions that these are not insurmountable.

The total number of potential target combinations in the genome is massive and

too big to be explored systematically even by RNAi library screening. An obvious

strategy is to use a knowledge-based approach where combinations of targets are

selected on the basis of current understanding of the pathways and mechanisms of

disease. A target identification opportunity that exploits the concept of network

pharmacology but reduces the size of the problem is the synthetic lethal approach

where one of the interacting pair of targets has been mutated to become an

oncogene and so is fixed. An example of this was the finding that poly(ADP-ribose)

polymerase (PARP) inhibitors show differential lethality in breast cancer cell line

with the BRAC1 and BRAC2 mutations, and a whole genome siRNA synthetic

lethal screen revealed further strong enhancers of PARP inhibition [97]. If one

target is already selected by, for example, showing some but insufficient efficacy in

preclinical or clinical studies, then it is feasible to screen in vitro the whole or the

druggable genome by RNAi for enhancers [84].

For regulatory approval safety testing of each pharmacological agent individually

and in combination is likely to be needed. Clinical trials may be larger and more

complex if there is a requirement to demonstrate the benefit of the combination over

monotherapy thus increasing development costs. Given these hurdles there could be

an advantage in combining activity against multiple proteins in a single molecule by
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identifying pharmacophores with dual activity or tethering separate ligands together.

The combined β2-adrenoreceptor agonist and dopamine D2 receptor agonist,

Viozan, taken into late development for COPD by AstraZeneca [98] is an example

of how the structure activity and pharmacokinetic and pharmacodynamic relation-

ships for both can be optimised and balanced. Cheminformatic analysis and experi-

ence from high-throughput screening has shown that pharmacophores and members

of low molecular weight fragment libraries can also cross target classes [22].

Large molecule therapeutic platforms offer important opportunities for therapies

against multiple targets. The clinical testing of combinations of therapeutic oligonu-

cleotides seems to face less regulatory hurdles (e.g. Alnylam’s ALN-VSP, a

co-formulation of two siRNAs targeting VEGF and kinesin spindle protein for liver

cancer that has completed Phase 1) [99]. Also an area of strong investment is

bi-specific or multi-specific antibodies where a single antibody or construct carries

different variable regions that bind to different target antigens. There is one launched

bi-specific antibody for cancer, catumaxomab, andmany others in development [100].

8.7 Systems Biology

Systems biology populates computer models with experimental measurements of

the parameters of a biological system in order to understand the structure, dynamics

and control mechanisms of the system. It is being applied to model normal and

disease states at the pathway, cellular, tissue or whole organism level and aims to

predict how these will respond to targeting [101]. Known drug targets are being

studied to understand how they relate to the topography of their interaction net-

works to try to identify characteristics that are most likely to deliver a phenotype

change. Initially the nodes with the highest number of interactions were thought to

be the best targets, but recent analyses are focusing on where the components are

involved in connections between subregions of the network (termed bridging

centrality) [102]. However the in silico prediction of the best targets is still at a

very early stage.

Systems biology is a rapidly growing area of computational biology and is

attracting much investment, for example, the $14 M collaboration in diabetes

between Pfizer and universities in California. There have been successful demon-

stration of application of systems biology in, for example, blood clotting

[103]. However, modelling the heterogeneity of most diseases, their progression

over time as well as the differences that form the basis for patient segmentation is

likely to present a huge challenge. Also many cellular and physiological control

mechanisms remain incompletely understood, e.g. microRNAs and other regulatory

RNAs. The effort required to generate the experimental data to populate such

models could be large, and without an understanding of what level of complexity

can be successfully modelled, there is a danger that many studies could be

unproductive or not cost-effective.
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9 Sources of Preclinical Evidence to Support

the Hypothesis for Efficacy

How different sources of validation data can provide support for the different

causative steps in the hypothesis linking changes in target activity to unmet patient

need will be described (see also Fig. 2). For each of the component hypothesis, it is

important to draw on more than one independent source of validation data where

possible to build a robust platform of evidence. The experimental approaches that

can contribute this supporting data are very diverse, and it is not possible to describe

them fully here, but some recent reviews are cited. The techniques will be organised

under what can be learned from target structure, expression studies, signal trans-

duction, studies of function in biological test systems in vitro and in vivo and from

human genetics. Recent developments such as the use of high-content analysis and

multiplex assays to give a more complete picture of the role of the target in cellular

events will be highlighted as will the value of incorporating primary human patient

material into studies.

To reduce the lack of reproducibility of target validation data encountered by

Beyer [27] and ourselves, it is important to apply best practice. Therefore there will

Fig. 2 Sources of evidence for the sub-hypotheses for efficacy. Some of the main ways that the

technologies described in Sect. 9 can contribute evidence to support the causative steps linking the

target to patient need (as described in Sect. 7) are shown. Research into disease processes also

plays an integral part. Many of these approaches can be utilised for patient stratification as shown.

(Fig. 2 is of necessity a simplification and is not intended to be comprehensive). Abbreviations not

defined in text are bms, biomarkers, and EEPs, exploratory end points
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be emphasis on careful use and interpretation of the results of these technologies as

most have strengths, limitations and the capacity to generate artefacts.

As will be seen, computational biology and bioinformatics in different forms

have become an essential and integral part of target validation technologies and

strategies. Bioinformatics aims to derive new understanding from large datasets,

and an important practical aspect of achieving this is the development of software

that can display these complex datasets in a clear and accessible way to allow

experimental scientists to interrogate them. To effectively integrate disparate

datasets from different “omic” technologies with literature and text searching and

sources of patient information to assist target identification and validation is an

important objective in bioinformatics currently [104, 105].

9.1 Target Structure

Often useful insights into the role of a target in cell biology can be gained from the

sequence of the gene and its mRNA transcripts along with studies of the protein

three-dimensional structure. From these it is possible to assign most genes to known

structural classes such as GPCRs or kinases and recognise structural domains such

as those for DNA binding or kinase active sites. These allow broad inferences to be

made about function, types of interaction with other proteins and likely post-

translational modification. However, these need experimental confirmation. An

example of the value of this information is Aurora-2 kinase where structural

bioinformatics was used to identify other kinases with high homology. The crystal

structure of one of these (1CDK) was used as a template to generate a 3D homology

model from which active site inhibitors were successfully predicted and kinase

dead constructs designed for functional validation studies [106].

The existences of differential splicing patterns and isoforms can reveal the

complexity of the target biology and also highlight the importance of clearly

defining the molecular form(s) believed to be linked to disease and that should be

used for further target validation. Scrutiny of the gene sequence beyond the coding

region can give pointers to the regulation of the target and how this relates to cell

responses, e.g. involvement in inflammatory responses through presence of NFκB
transcription factor binding sites in the promoter. Bioinformatic analysis of the

DNA sequence of the promoters of genes undergoing changes in expression in

Alzheimer’s disease for consensus transcription factor binding sites has identified

potential common underlying regulatory mechanisms in the disease [107]. Also the

50 UTR of mRNA can contain regulatory sites such as binding sites for microRNAs

with assigned functions (although currently it is hard to predict miR target genes

with confidence) [108].
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9.2 Expression

An obvious prerequisite to studying the dependence of a cell response or phenotype

on the target is to demonstrate the presence of the target in both the key cell in

disease and the cell system to be used in vitro for functional studies.

mRNA levels are widely used as a measure of gene expression and taken as a

surrogate for actual protein levels largely because of the ease of the analysis.

However, this may not always be accurate as post-transcriptional control of trans-

lation occurs by many mechanisms, e.g. suppression by microRNAs. Therefore

inferences about the target based on mRNA levels require confirmation at the

protein level. mRNAs extracted from cells and tissues are mainly measured using

gene chips, quantitative reverse transcriptase polymerase chain reaction

(qRT-PCR), branched DNA probe detection or Northern blots, but these techno-

logies tend to be used in complementary ways.

Gene chip microarrays, of which the Affymetrix system (http://www.affymetrix.

com/) is the most widely used version [109], are a sensitive technology for

comparing expression of all genes in the genome and how they changes between

samples. Affymetrix chips carry multiple hybridisation probes for each gene plus

many common splice variants. Chips are also available for microRNAs and for the

genome of several animal species such as mouse, rat and rhesus macaque. Although

a routine technique, experience and best practice are needed to obtain reliable

results that are comparable between experiments and different laboratories ([110]

and references therein). Variability in the quality of sample preparation and

standardisation of expression microarray experiments and their statistical analysis

in the literature has raised concern and resulted in wide acceptance of the MIAME

guidelines for reporting of results [110]. Bioinformatic searches of public domain

or proprietary databases of gene chip experiments can provide a broader picture of

target expression in the body and initiate thinking about possible safety liabilities.

Also selective expression in the cell of interest suggests a specific role in that cell.

qRT-PCR is a complementary technique suited to subsequent detailed investi-

gation of a single gene across a range of samples rather than comparison of

expression of all genes in the transcriptome. qRT-PCR is more sensitive

(e.g. many GPCR mRNAs are expressed below the detection level of gene chips),

has a very wide dynamic range and is capable of high throughput including

384-well formats. mRNA is transcribed into cDNA then amplified exponentially

using PCR with the accumulation of a fluorescent product that is measured in real

time over the range in which product reflects the amount of input cDNA. Good

quality results again require careful standardisation and adherence to best practice,

and the minimum requirements for reporting qRT-PCR experiments have been

proposed also [111]. The TaqMan technology is a widely used example (http://

www.lifetechnologies.com/). The preparation of suitable standards for absolute

quantitation is difficult, and the most widely used approach is relative quantitation

where the expression is described as a ratio relative to a normalising RNA selected

for its consistency of expression across all the experimental samples. However
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there are no universal normalisation genes, and the best choice needs to be inves-

tigated for each study [112, 113]. It is important to note that relative quantitation

only allows comparison of the expression level of the same gene across different

samples and not between different genes in a sample. The sensitivity of the qRT-

PCR methodology means it can be applied, if great care is taken, to mRNA isolated

by laser capture of single cells from tissue sections [114]. Methods are available for

microRNAs also [115].

There is growing use of the branched DNA methodology which uses a

hybridisation probe capable of high signal amplification and can achieve very

high sensitivity and dynamic range [116] and can be applied to extracted mRNA

or in situ (Panomics: http://www.panomics.com/).

For protein determinations in cell extracts, one- and two-dimensional gel electro-

phoresis separation andWestern blotting using a validated antibody are widely used

and can give semi-quantitative results. Enzyme-linked immunosorbent assays

(ELISA) employing a capture antibody coated onto a plate and a different antibody

linked to an enzyme for detection are frequently the gold standard for protein

quantitation. However the advantages of analysing a range of protein components

in a single sample in parallel (although with slightly higher incidence of interfering

factors) have resulted in various multiplexing technologies [117] such as Luminex

(https://www.luminexcorp.com/) where multiple ELISAs are performed with each

capture antibody loaded onto one of a 100 different beads distinguishable by flow

cytometry. Arraying capture antibodies onto chips or plates to create analytical

protein microarrays [118] such as the commercial Meso Scale system (http://www.

mesoscale.com/) is becoming widely used for cytokines and signalling pathways.

Integral membrane proteins are often difficult to study by the above methods.

However measurement of expression on the surface of isolated cells using fluore-

scent antibody detection by immunocytochemistry (ICC) or flow cytometry is a

valuable technique that can explore both the level of protein expression and

heterogeneity within a population.

Frequently the availability of suitable antibody reagents can limit which tech-

niques can be used as a given antibody may only be sensitive and specific for a

single technique such as Western blotting or ELISA. Raising a suitable antibody de

novo can have variable success and needs forward planning. The availability of

purified protein or cloned cells expressing an integral membrane protein are

essential tools in validating assays to determine protein expression.

Proteomics approaches are used to profile the protein repertoire of cells, tissues

or biofluids and post-translational modifications. Detection and quantitation

involves fragmentation of proteins to peptides and analysis by various mass spectro-

metry techniques with or without prior separation techniques [119, 120]. However

the relatively low sample throughput, difficulties in detecting low abundance pro-

teins and the instrumentation and data handling demands tend to make this a

specialised approach.

The presence of a target protein may also be inferred from its activity providing

a suitably specific method is available such as pharmacological profiling using
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known agonists and antagonists or, in the case of an enzyme, specific substrates and

inhibitors.

These techniques for mRNA and protein determination described for isolated

cells can contribute evidence linking the target to cell responses. However when

they are applied to homogenates of tissues, they lose the possibility for topological

resolution. Therefore in situ hybridisation (ISH) with antisense probes to mRNA

and immunohistochemistry (IHC) with specific antibodies on frozen or paraffin-

embedded sections of patient tissue can be an important source of evidence as

questions can be asked about whether target distribution is co-localised with the

appropriate cell and also pathology. An illustration of this is the use of IHC in

COPD samples in conjunction with functional studies in mouse smoking models to

reveal a previously underappreciated role of IL1α-positive haematopoietic cells in

smoke-induced neutrophilic inflammation [121]. ISH can have particular value

when identifying cells synthesising a secreted protein. ISH and IHC are at best

only semi-quantitative although branched DNA techniques for mRNA may now

offer a way forward for tissue slices and whole cells.

If the patient samples are well curated and have associated health and treatment

records, then it is possible to stratify the samples according to such criteria as

observed pathology, disease activity and stage which could contribute to patient

stratification for trials. IHC in patient samples using molecular markers for disease

processes such as fibrosis or hypertrophy can also provide fundamental disease

understanding and create new hypotheses. Building such a tissue collection curated

by a qualified histopathologist can require substantial time and investment but is a

highly valuable target validation asset.

9.3 Signal Transduction

Understanding where the target fits into the known intracellular signalling networks

can add further valuable evidence about function, for example, involvement

in cell division or the inflammatory response. Also if the target is found to lie

in a signalling pathway that contains other targets known to be involved in the

regulation of the cell response central to the hypothesis, then this can also add

confidence.

Over the last two decades, the assay techniques to analyse the different types of

signalling events such as intracellular second messenger release, phosphorylation,

translocation and protein-protein interaction have become well established. Initially

these were applied to cell populations after lysis. However high-content analysis

(HCA or high-content screening or HCS) is an approach being used increasingly

that combines whole cell imaging with multiparameter readouts sometimes in live

cells [122]. This allows single-cell and whole population analyses. Readouts can

correlate multiple changes in cell response, organelle morphology and changes

such as increased target expression, activation or localisation. Specialised image

acquisition instrumentation and analysis software such as ArrayScan (http://www.
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thermoscientific.com/en/home.html) and Definiens (http://www.definiens.com/)

are central to these techniques. Reporter assays are also a widely used technique

to show activation of complete pathways through switching on expression of an

indicator transgene such as luciferase that is under the control of a pathway-

dependent promoter [123]. A recent development is functional protein microarrays

where large numbers of purified proteins are arrayed on a chip and cell lysates

applied to study global signalling changes in post-translational processes such as

kinase phosphorylation or protein-protein interactions [118].

Profiling of genes for epigenetic markers of activation or repression that involve

chemical modification of DNA or its associated histones [124] is becoming a very

important area for understanding disease cell biology and identifying targets that

may be important in disease-related cell phenotypes.

The discovery of approximately 700 genes whose microRNA products control

cell responses through pleiotropic effects on the expression of dozens of function-

ally related genes is an important area in understanding the regulation of cell

phenotypes (as well as representing a new group of therapeutic targets) [125]. Fur-

ther large groups of small RNA regulators of gene expression and large naturally

occurring antisense molecule have been described recently the roles of which in

disease are being explored [126].

In the past intracellular signalling studies focused on relatively few linear canon-

ical pathways such as the MAP kinase cascade. However, now signalling processes

are being understood more as complex interaction networks that are flexible and

vary depending on cell type, stimulus and context. Mining the vast literature and

knowledge databases for reported connections between gene products, signalling

events and cell phenotypes increasingly benefits from computational biology

approaches such as the widely used Ingenuity Pathways Analysis tool (IPA; Inge-

nuity Systems http://www.ingenuity.com/) that allows integration of multiple

“omics” datasets and literature reports. This allows novel interaction networks to

be proposed that places the target in an overall signalling context and creates a

hypothesis for how it relates to cellular functions. However experimental verifica-

tion is still needed. An example of this is the use of expression microarray data and

IPA to generate an hypothesis about signalling networks and genes causing resis-

tance to erlotinib in NSCLC cell lines that were then validated experimentally [127].

9.4 Functional Validation

9.4.1 Experimental Test Systems In Vitro

Careful definition of the hypothesis in terms of the cell type, cell stimulus and cell

response is important in order to develop appropriate experimental cell systems.

Despite the abundance of cell systems described in the literature for most organs

and diseases, in practice, it is frequently necessary to adapt a cell system or develop

one de novo to fit the stimulus and response in the hypothesis or to improve its
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relevance to disease by replacing cell lines with human primary cells, for example.

This can be a lengthy process and time needs to be allowed in project planning.

Unless the cell response is constitutive, the choice of cell stimulus needs careful

consideration. The cell in disease is likely to be exposed to a complex mixture of

stimuli that can synergise or one stimulus can prime a cell for activation by another.

The intracellular signalling for each stimulus can be different so a target may be

wrongly ruled out (or in) if the stimulus is incorrect or if a powerful non-physiological

stimulus such as calcium ionophores and, or phorbol ester is used. Conditionedmedia

from cultured cells and biological fluids obtained from disease such as COPD sputum

can be a useful approach. It is also good to set the key cell response described in the

hypothesis in a broader context by measuring other changes in response to the

stimulus by the use, multiplex assays and high-content analysis.

As discussed earlier there are good arguments to support the use of relevant

primary cells ideally from patients and culturing them in environments that more

closely mimic conditions in vivo. Cell culture on extracellular matrices, cocultures,

3D and organotypic cultures, explants and tissue slices are increasingly being used

to deliver more relevant information about cells, their interactions with their

environment and their involvement in disease processes. The examples below are

just a small number of successes in this area.

In oncology there is a growing understanding of the importance of the interplay

between tumour cells and stromal cells [128], much of which has come from

coculture experiments. An example relevant to bone metastasis in prostate cancer

is the release of bone anabolic and catabolic mediators by tumour cell, osteocyte

cocultures [129]. When compared to 2D cultures, the growth of cancer cells in 3D

cultures with extracellular matrix has been shown to better reflect an invasive

phenotype in prostate cancer cells and strongly influence their sensitivity to drugs

such as PI3 kinase inhibitors [130] and also more accurately reflect the action of

Her2-targeting reagents in Her-2 amplified breast cancer lines [131].

In respiratory disease, respiratory epithelial cell isolates from donors show a

remarkable ability to form an organised striated epithelium in air-liquid interface

cultures that closely resemble the transcriptome and morphological features of the

original airways [132]. In allergic disease such as asthma cocultures of antigen-

presenting cells, lymphocytes and T regulatory cells are central to the study the

immune response. Airways in precision-cut lung slices are able to demonstrate

bronchodilation and desensitisation to β2-adrenergic agonists [133, 134]. Recently
a microfluidic device (“lung-on-a-chip model”) has been created that reconstitutes

the alveolar-capillary interface between human pulmonary epithelial cells and

endothelial cells and subjects them to air and fluid flow and cyclic mechanical

strain. Early results suggest that this simulated breathing is important for recreating

lung responses seen in vivo [135].

For target identification and validation studies in COPD, asthma and OA at

AstraZeneca Charnwood, a wide range of primary cell systems were developed. In

COPD a number of cell types were isolated from each sample of lung resection

material from emphysematous patients and from noninvolved tissue from lung

cancer surgery (see Fig. 3) [136, 137]. Respiratory epithelial cells could be

used as air-liquid interface cultures in target biology studies, and an example of
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the use of alveolar macrophages from such sources was to explore the potential

value of targeting p38 MAP kinase in patients whose cells showed a high and low

sensitivity to steroids [138]. Such cells can also be used as a gold standard for

exploring the utility of more abundant cell systems, e.g. comparison of alveolar

macrophages with the properties of monocyte-derived macrophages [139]. Muscle

wasting is a symptom found in many COPD patients as well as other conditions and

new methods were developed to isolate sufficient satellite cells from post-mortem

muscle suitable for high-throughput use [140]. Cartilage explants from OA joint

replacement surgery can constitutively release extracellular matrix degradation

epitopes, mediators and metaloproteinases and can be further stimulated to do

so. We were able to standardise responses in such explants [141] in 96-well formats

and similarly in isolated OA chondrocytes. Explants have also been used by others

for target validation studies such as for adiponectin and its receptors [142].

Stem cell technology is a potentially valuable approach for target validation and

personalised medicine in the future particularly for tissues such as the CNS where

primary cells are not easily obtained. Human embryonic stem cells (ESC), adult

stem cells (ASC) and induced pluripotent stem cell (iPSC) are able to differentiate

under appropriate conditions into various cell types and substructures of different

Alveolar type II cells 

Bronchial epithelial cells  

Smooth muscle cells 

Alveolar macrophages 

Fibroblasts  

Microvascular endothelial cells 

Histopathology 
samples 

Fig. 3 Uses of human donor lung samples. Human donor lung samples from surgical procedures

can provide material for multiple uses in target validation. Cells of different types once isolated

can be cryopreserved for later use and are functional. Reproduced from [136] by kind permission

of Springer, Holland

Target Selection and Validation in Drug Discovery 39



organs [143]. An early experiment with iPSC derived from a diabetic donor’s skin

has already been used to culture pancreatic cells showing disease phenotypes [144].

However few well-characterised systems exist as yet (e.g. differentiation of stem

cells to neurones tends to result in a mixture of types). This will continue to be a

very active area aided greatly by the search for regenerative therapies. A further

recent development that could have important applications in target validation is

the rotating wall vessel bioreactor which is capable of creating a regular supply of

advanced, engineered tissues [145].

With these developments comes an increased range of choices about which cell(s)

to use and in what culture system. Again having a well-defined hypothesis for the

mechanism bywhich a target will impact on disease can be useful for focusing on the

right choice. It is important to not assume that a more organotypic or multicellular

systemwill automatically bemore relevant to disease but instead to set up criteria for

validating this based on comparisons with data from patients. The areas of compar-

ison can be the biology of the target (activation, expression, up- and downstream

signalling), level of the similarity of the transcriptome and types and strength of cell

responses including where possible benchmarking against known drugs.

The methods for modulating target function are described in Sect. 9.4.4. How-

ever it is important to recognise that in more complex cocultures and organotypic

systems using primary cells, the challenges of delivery of macromolecular reagents

such as siRNA and transgene constructs increase markedly. Therefore small mol-

ecules can often be the method of choice.

9.4.2 Practical Considerations in the Use of Human Donor Samples

To access human donor material for target validation means overcoming a number

of organisational and technical challenges. Several commercial sources of human

donor material do exist. However arranging access to human tissue through hospi-

tals or medical research institutes by collaboration and establishing a working

relationship with surgeons and researchers with an interest in the study is often a

good way to ensure a regular supply of good quality samples. The types and

amounts of samples available will depend on the disease and clinical practice. In

the case OA, regular samples of disease cartilage and underlying bone are available

due to joint replacement therapy, but in RA these are rare, but synovial fluid can be

obtained. Of primary importance is that the experimenter specifies and ensures

compliance with the protocols for how sample are to be handled and shipped.

Although human donor material for functional studies is inherently more variable

than cultured cell lines and human material has frequently to undergo lengthy

procedures to isolate the required cell type, good experimental reproducibility

and low failure rates can be achieved with multiple donors over many months.

Regularity of supply can be an issue, and it is a precaution to have more than one

source. Establishing such supply can be lengthy as it involves gaining permission

from the local ethics committees. Finally there is a need to archive and track human

samples in line with prevailing biobank regulations. Inevitably the costs and effort

involved in routinely utilising human donor material can be high.
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9.4.3 Experimental Systems In Vivo

Very few animal models if any mimic the full spectrum of mechanisms and pathol-

ogies of the human disease. Therefore it is necessary to identify models that best

recapitulate the specific pathology important to the hypothesis and confirm as far as

possible that the mechanisms underlying it parallel those that occur in human disease.

The extent to which responses in animal models can translate to improvements in

clinical trial end points and patient symptoms depends on the disease with past

experience in the clinic showing that greater success is likely in areas such as

blood chemistry, lung function tests and inflammation than in areas such as pain.

To gain the best evidence to support an animal model as fit for purpose, it is

important to investigate, firstly, how closely the target and its biology compare in

the model and man (including structure, cell and tissue distribution, signalling and

function in the key cell type for the hypothesis). This may need some supporting

studies such as functional validation in appropriate animal cells. Secondly, it is

necessary to evaluate the degree of concordance of the pathology in the model with

that in human disease and the mechanisms giving rise to it as similar pathologies

may arise through different mechanisms [146]. Transcriptomics and histopathology

supported by immunohistochemistry of the target and key disease process markers

can provide useful points of comparison between the animal model and man as can

any therapies active in man that are also active in the animal model species. Finally,

for animal models intended to predict an improvement in a clinical trial, end point

then is necessary to recognise the wide differences in success rates between diseases

as mentioned above. Taking all this characterisation data together, it is important to

then assess the overall level of risk and decide how much emphasis to place on the

animal model alongside other lines of target validation information rather than

making efficacy in an animal model an automatic tollgate for project progression.

An illustration of the value of comparison at the level of histopathology is the

generation of bone metastases using the prostate cancer cell line PC3 and the

ARCaPM clone. Both can establish bone metastases following inter-cardial injec-

tion. However ARCaPM is able to establish bone metastases with dominant osteo-

blastic lesions and some osteoclastic lesions that are histologically similar to human

disease, whilst PC3 cells generate largely osteoclastic metastases. Therefore the

ARCaPM system is likely to be more relevant for targets involved in the formation

of the metastasis itself (though other criteria for suitability should be applied as

described above) [147, 148].

Whilst in compound screening turnaround time and throughput are important,

for validation of high priority targets this is not such a consideration. Some of the

animal models most able to represent chronic human disease could be long time

course models such as the chronic ovalbumin challenge model of asthma [149].

Use of GEMMS in oncology allows the particular mutational background found

in patient subsets to be copied in mice. Results from this approach are widely

considered to be a great step forward as regards predictivity of drug effects over

traditional xenografts due to the tumour arising spontaneously in the correct context

of stromal cells and other micro-environmental factors as well as providing more
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relevant pharmacokinetic properties for dose to man determination [150, 151].

GEMMs offer an important way forward for patient stratification and personalised

medicine approaches for drug testing and potentially for creating hypotheses about

patient stratification biomarkers that can then be examined to see if they translate

into patients with similar genomic changes. However GEMMS currently are less

suitable for studies of metastasis formation. It is usual to use tissue-specific and

inducible expression systems for the mutated oncogenes or tumour suppressor

genes in GEMMs to achieve good results. However there are still differences

from human tumours in certain respects such as the degree of epigenetic modifica-

tion [152]. A successful application of the GEMMS approach outside cancer is the

introduction of the human Apo E transgenes into mice rendering the mouse

susceptible to atherosclerotic plaque formation on a high fat diet. This model has

been used extensively in atherosclerosis research for drug testing and identifying

the Apo E isoforms most important in this and Alzheimer’s disease [153]. The

growing understanding of the importance of genetic susceptibility factors in dis-

eases should result in wider application of the GEMMS strategy.

Finally, there is an advantage if readouts and biomarkers used in animal models

are identical to those to be used in clinical trials as this can reduce possible sources

of poor translation from preclinical studies to man. Whole-body imaging by

magnetic resonance, PET and CT scans, histology of biopsies and circulating

biomarkers can often be used in this way. Novel types of imaging are an important

and rapidly expanding area of research [154, 155]. For example, amongst the

methods that can be used in COPD in humans and animal models are standard

MRI to measure lung oedema (a feature of emphysema), whilst MRI of inhaled

hyperpolarised 3He allows real-time imaging of gas flow. Lung vascular perfusion

in different regions of the lung can be imaged by magnetic labelling of blood [156].

Clearly it can take a major investment of effort to develop and build a good case

that an animal efficacy model mimics aspects of human disease. There is a good

rationale for doing this precompetitively in collaborations and consortia to achieve

wider and more rapid validation of the model and to share cost.

9.4.4 Techniques for Modulating Target Activity

Modulation of target activity can be achieved by a wide range of techniques

including small molecules, aptamers, antibodies and naturally occurring ligands.

At the RNA level, antisense and RNA interference can be used and at the DNA

level mutations and transgenic constructs. Whilst the lead small molecules from a

drug discovery project may be active across species, frequently a parallel probe for

use in the animal model needs to be developed, and this is nearly always the case for

antibodies and gene silencing reagents. With gene silencing reagents and

transgenes, the ability to deliver in vitro and in vivo can be an important hurdle

requiring specialised delivery systems.

In using these tools and techniques, it is essential to undertake studies to

determine the efficacy and selectivity of the probe and generate supporting
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evidence that target modulation in vitro or in vivo has been achieved for the

duration of the experiment. Additional supporting studies in the target validation

experiment should aim to reveal any evidence that indicates the mode of action is

not through an effect on the target. Understanding the potential for false positives

and negatives and artefacts for each technology is very important in achieving this

as will be described for each.

Synthetic Small Molecules

Despite recent advances in gene silencing, small molecules are still key tools for

target validation (though only for the 20% of the genome considered druggable).

For relatively novel targets there may be no publications or patents describing small

molecule probes. However, a chemical genomic approach using screening of small

molecule libraries designed around known pharmacophores of the druggable class

has been used with good success by us and others [157]. Fragment libraries and

virtual screening have also been used. The medicinal chemistry effort to develop a

suitable small molecule probe for studies in vivo is considerably greater as suffi-

cient potency, selectivity and metabolic stability must be built in.

Single compound, single high concentration studies in vitro and in vivo as often

reported do not provide sufficient evidence for target involvement in the phenotype

and are often misleading due to off-target activities. The potency and efficacy of a

probe need to be quantified initially in a test system that is dependent on the target

activity such as a receptor cloned into a non-expressing cell background with an

immediate downstream signalling readout of activity, e.g. receptor auto-

phosphorylation. The comparison of the pharmacology characterised in the test

system with that obtained by dose response studies in the target validation experi-

ment in vitro or in vivo is important in increasing or decreasing confidence in the

correct mode of action. It is very important to monitor the pharmacodynamics

in vitro and in vivo to confirm an adequate effect of the probe over the time course

of the target validation study and provide evidence that the mode of action is as

expected, e.g. by using the immediate downstream signalling event used in the test

system. Confidence in selectivity should be increased in vitro or in vivo by the

sound pharmacology practice of ensuring that at least two structurally unrelated

probes give the same phenotypic effect. A functional validation approach with a

different mechanism such as RNA interference may also be useful to “phenocopy”

the compound effect. Testing for selectivity against closely related targets is useful

and is particularly important in the case of kinase inhibitors.

Aptamers

Single-stranded oligonucleotides (20–60 bases long) that assume specific confor-

mations depending on their sequence can act as tight binding, selective modulators

of target function [158]. They can be isolated in a few days from high complexity
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libraries by repeated rounds of selection of high-affinity binders followed by

RT-PCR amplification (the SELEX process) and further optimised by mutation

and chemical modified to enhance stability in vitro and in vivo [158]. Significant

amounts of pure target protein are needed, and it is considerably more difficult to

apply to targets on cells.

Naturally Occurring Ligands

Knowledge of the target biology and naturally occurring agonists, antagonists and

substrates can provide a valuable source of validation probes. The size and molec-

ular nature of these ligands are extremely diverse including small molecules and

soluble and membrane-bound proteins. Natural ligands and extracellular domains

of receptors can often be engineered to generate useful tools such as cytokine

sponges and the immunoglobulin fusion protein CTLA4-Ig. Natural substrates

can often be a starting point for the design of inhibitors.

Antibodies

Antibodies that inhibit (or in rare cases activate) can be highly potent and selective

tools for exploring the function of mainly extracellular targets such as cytokines and

cell surface receptors although approaches to try to extend their use for intracellular

targets by use of novel delivery systems or expression from transgenes to generate

intrabodies are being explored [159]. The success rate in generating neutralising

antibodies by standard monoclonal approaches can be low, and druggable target

classes such as class A GPCRs and proteases can prove challenging [160]. There

are many techniques used to isolate therapeutic antibodies that may be applicable to

generating target validation tools if available to the researcher such as screening

in vitro ScFv libraries of the human naı̈ve antibody repertoire and additional

techniques to increase chances of isolating antibodies against GPCRs. However

from this it is clear that it can be a significant investment in time and effort to try to

generate a functional antibody de novo without any guarantee of success. Therefore

it is particularly valuable if a functional antibody exists elsewhere or can be cloned

from a known sequence.

Gene Silencing

A major leap forward in target validation capability came with the development of

tools able to exploit the endogenous RNA interference pathway in eukaryotic

organisms [161, 162]. For the first time affordable, off the shelf, tools are available

to probe the function of all genes. Short (approximately 23 nucleotide) double-

stranded RNA molecules when introduced into the cell are able to trigger specific

degradation of target mRNAs with the complementary sequence (unlike longer
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dsRNAs that cause a host defence response). Multiple siRNAs can be predicted for

each gene using design algorithms and are commercially available singly or in

pools against a single gene and as libraries against sets of genes or the whole

genome. Constructs have been generated that can express short hairpin RNAs in the

cell and are processed to active siRNAs by the same pathway used for microRNA

maturation [162]. Expression of shRNA can be under the control of constitutive or

inducible promoters (such as the tetracycline on/off system) and with or without

integration into the host genome (e.g. after lentiviral or adenoviral delivery, respec-

tively). shRNA approaches are particularly suitable for experiments longer than one

week.

A survey in AstraZeneca after the first 3 years of use of siRNA showed that in

65% of projects where it was employed in vitro, it provided influential data for

milestone transitions either through validation of screens or targets (see Fig. 4).

However siRNA is not suitable in all situations, e.g. validating agonist

approaches, and can give false positive and negative results under some circum-

stances. RNAi frequently does not achieve protein knockdowns equivalent to small

molecule inhibitions (often due to delivery limitations) increasing the chance of

inconclusive or false negative results. Also many proteins have multiple functions

and play a structural role as part of a complex. Therefore the effect of siRNA may

result from disrupting these complexes and only be predictive of the effect of a gene

silencing drug and not a small molecule. Therefore it is important in further

validation that a pharmacological probe with similar mode of action to the intended

drug is used.

An siRNA can generate off-target effects by mimicking microRNA action if its

short seed sequence matches a site in the 30UTR of the off-target gene leading to

translational blockade or mRNA degradation [163]. Whilst siRNAs with the same

seed sequence as known microRNAs can be excluded during design, this is still a

substantial source of off-target effects as it is hard to predict if the seed sequence of

a given siRNA will act as a microRNA. An additional adverse effect of RNAi can

be perturbation of endogenous microRNA levels through saturation of the

microRNA processing pathway [163].

Target Valida�on
Success

Screen Valida�on
 Success

Technical failure (24%) 
Failed to influence (12%)

43%
21 %

36 %

63% influenced project progression or confidence
(n=25 completed studies)

•Time from start to conclusion for in vitro studies usually ~2-4 months
•(Data collec�on un�l September 2005)

Fig. 4 siRNA impact on

milestone transitions in

AZ until 2005. Examples

of impact (or lack of it)

of siRNA in preclinical

target progression were

elicited by questionnaire

from across all the

AstraZeneca research

areas (all studies were

in vitro)
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Some siRNA or shRNA sequences have been shown to generate strong inter-

feron response through activation of toll-like receptors 3, 7 and 8 and other pattern

recognition receptors such as RIG-1 leading to cytokine release and cell toxicity.

There have been many reports of efficacy in vivo using siRNA synthesised from

naturally occurring oligonucleotides. However, this is not recommended as native

siRNA has a plasma half-life of around a minute and is rapidly excreted through the

kidney and its efficacy has been shown in a number of instances, including

oncology models, to be mediated through TLR3-dependent cytokine release

[164, 165]. The interferon response and to a degree the microRNA effects

of siRNAs (but not shRNA) can be reduced by chemical modifications [163].

Chemical modification particularly on the 2’ hydroxyl of the ribose in certain

positions has been shown to improve half-life to many hours and strongly reduce

toll receptor activation, e.g. alternating on both strands [166].

For validating gene silencing reagents and confirming their mode of action,

methods must be available for measuring mRNA and protein knockdown in vitro

and in vivo (the latter requiring a sensitive antibody for blotting which can be an

issue). If the target is not expressed uniquely in the cell of interest in vivo but is

widely distributed, then there must be means by which the cell can be isolated as

adjacent tissues may not have received sufficient reagent due to variability of

delivery to different sites. Testing for absence of toxicity and interferon responses

and use of the 50-RACE assay to demonstrate (qualitatively) the appropriate mRNA

cleavage products are valuable methods for adding confidence that the observed

effect is through an RNAi mechanism in vivo [167].

Even more so than for small molecules, an essential quality control measure in

siRNA studies is to show siRNAs with different sequences are able to generate the

same phenotypic effect and that multiple negative control sequences are without

effect. Dose response curves of target knockdown and effect on phenotype are

important rather than single concentration studies as these can reveal anomalous

behaviour of some sequences.

A key issue is that siRNA and sequences encoding shRNA are not able

to penetrate cells efficiently without delivery systems. These are usually based

on lipid or nanoparticle transfection agents or conjugation to molecules to

achieve targeting or improved uptake [168]. Viral vectors are widely used for

shRNA [169]. Cells in vitro can vary extensively in their ease of transfection

with some, e.g. T and B cells, being particularly challenging. These delivery

systems are frequently the source of cytotoxicity or cell stress that can compromise

the readout and require validation as being efficient and having low or negligible

effects in their own right. In vitro, combined gene silencing tools and delivery

reagents should not impact expression of related or housekeeping genes and should

show minimal (less than 10%) toxic effects measured by sensitive measures such as

nuclear morphology changes, mitochondrial function and vital dye exclusion rather

than LDH release or cell number.

Effective delivery to tissue sites in vivo is still limited. Areas of success

are effective liposomal preparations able to achieve efficacy in the liver at sub-

microgram/kg levels and lipoplexes able to deliver to lung vasculature [170, 171].
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The larger pore size and less well-formed angiogenic vessels in inflammation and

tumours allow increased local concentration of siRNA delivered in lipids or other

particulates, and many systems claim efficacy in tumour models. Using targeting

mechanisms such as antibodies or receptor-mediated uptake has been widely

described. The transferrin nanoparticle from Calando has shown target knockdown

and efficacy in melanomas in the clinic [172]. Many tissues such as the CNS remain

a challenge. MicroRNA mimics are also double-stranded RNAs and require similar

delivery systems.

Because of its availability, higher potency and ease of design, siRNA has tended

to gain wider use than the earlier gene silencing technology of antisense that utilises

single-stranded RNA/DNA hybrid “gapmers” to recruit RNAse H to cleave the

complementary sequence in mRNA [173]. However this technology has continued

to advance with new chemical modifications to the nucleotide sugars, e.g. locked

nucleic acids (LNAs) allowing improved potency and shorter gapmers with signif-

icantly greater ability to enter some cells in vitro without a delivery system [174].

An antisense molecule can be designed that is specific to a given target and does not

suffer the microRNA off-target effects of siRNA. LNAs and other latest chemistries

are able to achieve good circulating levels and half-lives and enter cells to some

degree in vivo also without delivery systems [175]. Good potency (low g/kg) can be

achieved for tissues that are exposed to high circulating concentrations such as liver

and kidney cortex though higher doses are needed for various tumours and tissues.

Therefore, delivery systems are likely to still be needed to achieve efficacy and

avoid toxicities in many situations (microRNA antagonists are also single stranded

and tend to use similar nucleotide chemistries). Antisense may again become more

widely used and can be a confirmatory approach for siRNA.

Mutational Analysis

Over-expression of the target protein, genetic knockouts, and the expression of

mutated versions with changed activity are widely used approaches to exploring

target function in vitro and in vivo. Constitutively active mutations that render the

target active independent of cell regulatory control and dominant negative mutants

that inactivate the target and compete with the endogenous protein for signal

transduction partners are widely used strategies. In certain target classes there are

established strategies for creating such mutants, e.g. dominant negative kinases and

constitutively active low molecular weight G proteins. Such constructs can be

stably integrated and expressed from the chromosome via nonviral or viral vector

delivery or remain extrachromosomal (e.g. by adenovirus or adeno-associated viral

delivery). The later allows truly isogenic comparisons of mutant and controls as it

avoids random gene disruption although it has a limited duration. A significant

hurdle can still be efficient transfection particularly in some primary cell types. If

transfection efficiency is only moderate, it is often necessary to select using some

co-expressed marker. This may exclude use in certain primary cell systems if they

are short lived or nondividing.
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Although the value of these mutational approaches is well established, there are

risks of artefacts as over-expression of a protein (often by an order of magnitude or

more) can lead to non-physiological interactions in the cell. Also dominant nega-

tives can monopolise signal transduction elements upstream as well as downstream

of the target, e.g. by acting as a substrate for an upstream kinase. If these upstream

elements signal into other pathways, then these too will be suppressed even though

the target does not lie on them. As with siRNA a genetic knockout may mediate an

effect through destabilising a protein complex. The need for confirmation of the

results from these mutational strategies using orthogonal approaches such as a

small molecule is clear.

Inducible systems in vitro and in vivo, e.g. transgenes under the control of the

tetracycline promoter or knockouts by gene excision using an inducible Cre

recombinase systems, allow improved experimental control and also overcome

the risk of adaptation by the organism during early development. Induction under

the control of a growing number of tissue-specific promoter is increasingly being

used to more precisely test the hypothesis about the role of the target in disease.

A good example of use of all these techniques is the demonstration in mouse of the

importance of NFκB activation in the epithelium as a key step in neutrophilic

recruitment to the lung in inflammation and the importance of the kinase IKKβ,
and not IKKα, in NFκB activation in primary human lung epithelial cells which was

then confirmed using selective inhibitor [176–179].

The newly developed CRISR/Cas9 system for gene editing is a powerful

and efficient way of creating double allelic knockouts or targeted mutagenesis

of the endogenous gene in cell lines or animals without the need to integrate a

transgene [180]. It can also be used to edit multiple genes in parallel. The system

involves transient expression in a cell of a prokaryotic Cas9 nuclease and a single

guide RNA (sgRNA) that contains the sequences homologous to the target site and

the sequence required for Cas9 action. This can give rise to double strand breaks and

mutations that cause gene knockout or, alternatively by inclusion of an oligo-

nucleotide repair template, can direct specific gene editing. Modified procedures

using amutated Cas9 nickase have been developed to reduce off-target effects [180].

9.5 Human Genetics

Investigating the association between sequence variations in the target gene and a

disease phenotype in patients can provide a valuable source of supporting data for

the overall hypothesis as it is about the only approach that directly links the target

with actual patient symptoms. Sites of heterozygosity occur approximately every

300 base pairs in the genome, and the information from the International HapMap

Consortium [92] has provided a powerful tool for these studies. Hybridisation

probes can be used in assays to investigate whether SNPs in any candidate gene

are associated with disease using suitable case and control cohorts. Positive results
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are informative, but lack of an association does not rule out the target as the

functional consequences of the SNPs are usually unknown.

Genetics can also provide evidence to support the component hypotheses as

shown by the rare inherited deficiency of cathepsin C (dipeptidyl peptidase 1)

which results in the complete absence of active neutrophil elastase in the

azurophilic granule confirming DPP1 as the nonredundant upstream processing

enzyme for the activation of neutrophil elastase [181].

10 Predicting Safety Liabilities Due to the Target

It is a target validation question to ask what the normal physiological role of the

target is and what will be the consequences of modulating its activity. Therefore it is

important that target validation studies are designed to also allow potential safety

liabilities to be flagged.

Profiling the target’s involvement in signalling pathways of known function and

mRNA expression pattern can give an early indication of how widely expressed the

target is and in what cellular activities it may play a role. For protein expression it is

useful to explore this in normal tissue sections (tissue arrays often providing a

convenient approach). Functional validation experiments in vitro and in vivo

should be monitored for adverse effects and signs of safety liabilities (even though

in target validation studies in vivo dosing levels are chosen for pharmacological

efficacy rather than to define a therapeutic margin).

Data from knockout mice are often used to flag safety liabilities. However care is

needed as target expression in a KO mouse is completely removed which is usually

more than is achieved or intended with a medicine, and there are the caveats already

described for knockouts including the possibility of adaptation during early mouse

development. Human genetics may provide insight into the extent of safety liabili-

ties. In the case of the rare DPP1 deficiency (and hence lack of mature neutrophil

elastase), there is an occurrence of prepubescent gum disease [181].

Predictive toxicology screens in vitro for the liver, the most common site of

adverse effects, are achieving considerable predictivity and sensitivity through use

of multiparametric early toxicity readouts such as mitochondrial function and

membrane integrity in primary cell systems [182], coculture with Kupffer cells,

precision-cut slices and organotypic cultures [183, 184]. This again demonstrates

the relevance of primary cells and more complex cell systems as discussed for

studies of efficacy. The consequences of modulating target activity on normal liver

physiology if expressed there can be investigated in such systems at an early stage

in the project using small molecule or other reagents. Predictive toxicology systems

in vitro for other tissues are making progress including the use of stem cells, e.g. for

the heart muscle and kidney [185, 186].

Overall these lines of evidence can build a hypothesis of the role of a target in

normal physiology and highlight potential safety liabilities. It is important that

target validation teams have involvement or input from safety assessment expertise
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to assess these risks and define future risk mitigation strategies. However, this early

preclinical data is often not enough to provide a clear stop decision, but this

information can be used to guide further safety studies during the project.

11 Biomarker Selection

The search for new and robust biomarkers has been one of the most active areas of

medical research in recent years. A biomarker has been defined by the National

Institute of Health as a “characteristic that is objectively measured and evaluated as

an indicator of normal biological processes, pathogenic processes or pharmacologic

responses”, and there are a number of different types of biomarkers that can

contribute to drug discovery and patient care. Definitions are discussed in Wagner

[187]. Before treatment is initiated, biomarkers can indicate the likely presence of

disease, whilst other biomarkers are useful for predicting important aspects of

disease progression such as speed, severity or probability of the occurrence of

pathologies such as metastatic disease. Patient stratification or personalised medi-

cine biomarkers aim to dissect the underlying heterogeneity of the disease and

stratify patients into groups according to the disease mechanism involved in order

to identify potential responders to a therapy aimed at that mechanism (see

Sect. 12.2). Biomarkers used during clinical trial have the purpose of (a) demon-

strating that the dosing regime has had the predicted effect on target activity, termed

target engagement or proof of mechanism (PoM) biomarkers; (b) demonstrating an

effect on aspects of the disease (disease-related biomarkers); and (c) being sensitive

and early indicators of adverse events (safety biomarkers). Often it is found in these

different applications that two or more biomarkers are needed to achieve the

necessary level of predictive confidence as exemplified in OA [188].

PoM biomarkers are an essential part of clinical trials as being able to demon-

strate that the pharmacokinetic, pharmacodynamic relationship predicted from

preclinical studies translates to an adequate level of target modulation is clearly

fundamental to the correct interpretation of efficacy data. Measurement of target

activity itself or immediate downstream signalling events such as target protein

auto-phosphorylation in the case of a receptor tyrosine kinase are frequently used as

PoM biomarkers [187].

It is important to deploy biomarkers as exploratory end points to confirm or

disprove in the clinic the sub-hypotheses about the role of the target in cell

responses and pathologies described in Sect. 7. The information from such bio-

markers adds to understanding of disease processes and can assist future target

selection. If the cell response or pathology is extensively impacted by the treatment

but no efficacy is seen against the primary end point, then further efforts with

targets intended to work by the same mechanism are likely to be fruitless. Urinary

desmosine levels are increased in COPD and considered to be an indicator of tissue

degradation. If inhibition of a lung metalloproteinase did not result in a reduction in

desmosine, then it would call into question the target or approach to blocking tissue
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degradation as discussed by Vogelmeier et al. [189] for neutrophil elastase

(although, in reality, there are usually several possible explanations for not meeting

the clinical trial end points).

The development of biomarkers for use in proof of mechanism studies and as

exploratory biomarkers is being assisted by the technology developments such as

described in Sect. 9 for the analysis of cell signalling events ex vivo, cell responses

and circulating mediators and for imaging in vivo. Subsequent to identifying a

candidate biomarker is the development of a robust, sensitive, well-characterised

and suitable method for its measurement in the clinic (biomarker validation).

Aspects of practicality and cost also have to be taken into account when developing

diagnostic biomarkers or companion diagnostics for personalised medicine

approaches in commonly occurring diseases.

12 Clinical Trial Design

As was shown in Sect. 3.7, clinical trial design can be a cause of attrition. Over the

last 10 years, much has been done to try to improve decision-making about

progression through Phases 1, 2 and 3. This has included more effective and

extensive use of biomarkers, end points and improved patient selection. A conse-

quence of these trends is a growing complexity and cost of clinical trials. Therefore

there is a balance to be struck between the number of trials (and hence hypotheses

tested) and the complexity and amount of information gathered in each.

Within pharmaceutical companies there has been recognition of the importance

of greater integration into the clinical trial design and biomarker selection of

preclinical understanding of the molecular and cellular aspects of the target biology

and the pharmacology of the candidate drug. Knowledge sharing across preclinical

and clinical disciplines and over a period of years is often challenging, but the

organisation of drug development projects and their decision-making processes are

starting to support this in many cases.

12.1 Choice of Primary and Secondary End Points

The primary end point selected to demonstrate efficacy in a Phase 2 and 3 trial

needs to be both appropriate to the claims made for the drug and also be accepted by

regulatory authorities on the basis of extensive experience in the clinic. These

criteria can be conflicting for first-in-class treatments working by novel mecha-

nisms in diseases such as COPD where the choice of current end point is limited

[190]. However there is much effort going into to identifying new end points for

COPD [190]. To encourage innovation and successful clinical trial design, bodies

such as the FDA are developing sets of guidelines and advice for diseases such as

COPD describing recognised end points and strategies for novel drug mechanisms
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and encouraging early dialogue with them if a novel end point strategy is proposed.

It is very valuable, particularly in Phase 2, if an approved surrogate end point exists

as this can be used to give an early indication of efficacy and to support rapid

progression. The development of biomarkers as new surrogate end points is receiv-

ing much attention, but gaining acceptance for new ones will take time.

A choice of suitably complementary primary and secondary end points can

ensure the most value is derived from clinical trials. FEV1 is a quantitative primary

end point and can also be used as a surrogate end point. However it is recognised

that changes in FEV1 cannot reflect all aspects of COPD. Quality of life health

questionnaires have been developed in many diseases including COPD, and some

have become recognised as suitable end points. However the risk of subjectivity

exists, and the pros and cons of different health questionnaires are argued,

e.g. between the St George’s Respiratory Questionnaire (SGRQ) and others in

COPD [191]. The choice of FEV1 as an objective physiological primary end

point and the SGRQ as a secondary end point which, although more subjective,

can provide information on the extent to which patient needs have been met is a

complementary choice that is often used [189].

12.2 Identifying Responders, Patient Stratification
and Personalised Medicine

Intense effort is going on in most disease areas to identify potentially useful patient

stratification factors distinguishing patient subsets on the basis of disease mecha-

nism. The importance of such molecular diagnoses was illustrated in Sect. 3.7 for

EGFR inhibitors. As would be expected oncology is the lead area in this field given

the growing number of detected genomic changes in cancer and the ease by which

they can be screened. An early success in improved therapy is the use of KRAS as a

stratification biomarker for choice of treatment in metastatic colorectal cancer

which has played an important part in tripling of patient median survival time

[192]. Huge effort is going into further stratification of cancer patients, develop-

ment of companion diagnostic assays and identification of effective targeted drugs

and combinations. Molecular diagnosis of the mechanism by which resistance to

cancer treatments arises is a further area of stratification that will improve trial

success and future treatment. The ultimate goal of personalised medicine is to tailor

the treatment to the full mutational background of the individual. Approaches to

this include culture of primary tumour cells from individual patients using

3D techniques such as described in Sect. 9.4.1 and testing drug combinations to

achieve the best outcome [193, 194]. Successes are not limited to cancer. In asthma

the importance of selecting allergic versus neutrophilic severe asthmatic patient for

Xolair treatment has been mentioned earlier, and recently variants of the

β2-adrenergic receptor have been identified as influencing the sensitivity of some

asthmatics to β2-agonists [195].
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Many other methodologies that are able to measure different changes associated

with disease are being investigated in the very active search for stratification and

personalised medicine biomarkers including epigenetics, transcriptomics, cellular

assays and histopathological analysis of biopsies and imaging techniques [196].

A number of these have been highlighted earlier in the chapter. In COPD there has

been a recent proposal for stratifying patients according to a matrix of symptoms

and disease severity [197].

However it is necessary to apply appropriate study design to clearly demonstrate

the improved predictive power of these stratification biomarkers and companion

diagnostics and therapies which may not be a trivial matter [198].

Population and ethnic differences is another key factor being considered in

personalised medicine. These can be based on genetic or other differences.

For example, in many emerging economies smoking is on the increase compared

to Western Europe, so there are likely to be more early-stage COPD patients

with consequences for mechanisms and treatment approaches.

13 Effective Management of Target Selection

and Progression

13.1 Managing Target Selection

A clear conclusion from 10 years of work in the Respiratory and Inflammation

Research Area of AstraZeneca is that the strategy and organisation of target

selection and validation can have a profound impact on the productivity of the

process. Around 2000 we explored a number of genomic projects for target

selection and encountered the challenges inherent in this approach described in

Sect. 3.4.2. In order to establish a target selection mechanism that was both more

efficient and able to respond flexibly to changing needs of the portfolio and

integrate the full range of validation approaches, we created cross-discipline project

teams able to drive target selection. Each team had expertise and input from

molecular biology, bioinformatics, disease cell biology, immunohistochemistry,

in vivo pharmacology, clinical sciences and medicinal chemistry.

The operating model was that each project team would focus on a single TPP and

its associated pathologies and cell responses and would establish relevant experi-

mental systems to perform target selection and validation. There was a strong

emphasis on developing assays in vitro using regular supplies of patient samples

for probing target function with ligands, small molecules and RNAi, etc. and on

immunohistochemistry in well-curated disease tissue collections. Other techno-

logies including small expression genomic studies were used as appropriate to

contribute complementary data rather than be the central driver for target selection.

Each team would use whatever technologies or approaches appeared most produc-

tive to find targets according to their assessment of the area and richness of
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opportunities from the literature and conference reports. Target ideas were strictly

prioritised, and typically 2–3 targets per team were worked on in parallel for a set

period of time (usually around 6 months) to a predefined validation strategy. For

each target this usually involved substantial in-house experimental work prioritised

according to an assessment of the key risks of failure of the target hypothesis. For a

target to enter the pipeline, it had to be reviewed successfully against a set of target

selection criteria (see Sect. 13.2).

Over a 4-year period, this proved a very efficient mechanism able to deliver one

new target into the pipeline per 1.2 FTEs (including effort spent on candidate

targets that did not achieve pipeline entry criteria). On average 60% of targets

were deselected for various reasons before pipeline entry due to the work of the

project teams which resulted in bringing attrition forward before lead generation

commenced thus improving the average quality of targets in the pipeline and

reducing waste in high-throughput screening and medicinal chemistry effort.

13.2 Importance of Target Selection and Progression
Criteria

Defining the criteria for when a target is considered adequately validated to

enter the hit identification process and also to move through later drug discovery

milestones is central to managing target progression. The way in which validation

criteria can make a strongly positive impact on pipeline attrition is again illustrated

by experience in respiratory and inflammation at AstraZeneca Charnwood (see

Table 2). Here the underlying philosophy was that targets should be examined

against a set of criteria on pipeline entry and criteria of increasing stringency at

subsequent milestones so that target confidence should be enhanced in step with

increasing investment in lead generation.

Prior to March 2003 the pipeline was largely populated with legacy targets

selected for various reasons including literature evidence and target class

approaches, whilst after this time new targets had to be subjected to a set of more

rigorous and standardised validation criteria that frequently necessitated in-house

work to provide an adequately robust validation package. A 3–4-fold reduction in

the percentage of projects closing for target validation reasons was achieved at each

of the two drug discovery stages between target selection and lead optimisation

phase. Also pre-2003 much effort was expended prior to project closure on trying to

reposition these legacy targets in other disease indications to find an application for

the medicinal chemical assets that had been developed. Other metrics of the cost

involved showed that the resource expended upfront on target validation was easily

justified by the saving on later project attrition before lead optimisation phase. Also

in a situation where hit identification capacity is constant, this improved pipeline

performance would be expected to result in more projects reaching candidate drug

phase which generates more clinical trials or more choice.
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In practice the criteria used by different pharmaceutical organisations vary

widely. How these are chosen tends in part to be a practical decision dependent

on factors specific to the organisation such as what is the capacity to run lead

generation activities, how full is the pipeline at different stages, how much risk of

later attrition is tolerable and how important it is to succeed in a given area. Another

factor governing the actual criteria is the nature of the disease indication; for

example, how much functional validation can be done in vitro. Given that more

information and validation tools will arise during the project, criteria for pipeline

entry often need to be a suitable compromise. If they are too stringent, then flow of

targets may be too low; if they are too weak, then too many will suffer attrition later.

The following are target entry guidelines similar to those used to bring about the

improved pipeline performance post 2003 shown in Table 2. It is clear from the

following discussion that the decision to start small molecule or biological lead

generation on a given target should involve input from multiple disciplines:

Clear hypothesis for efficacy. This needs to explain how modulation of the target

activity will result in efficacy to meet the TPP through causative steps such as

outlined in Sect. 7 and must be adequately detailed to allow accurate testing of

the hypothesis and sub-hypotheses.

Full assessment of public domain and internal data on the target. As a resource, a
structured bioinformatics and data mining package should be assembled and

maintained describing known genomic variants and isoforms, expression ana-

lysis from available databases, signal transduction information and relevant

literature on function.

Evidence for target expression at the protein level in disease in the correct cell and
tissue (with expression of any relevant ligands or receptors). In addition to

mRNA and protein analysis in cell extracts, high-resolution expression analysis

in disease tissue (by immunohistochemistry or in situ hybridisation) in well-

characterised patient samples is preferable as this can more precisely relate the

target expression to the cell types and pathology consistent with the hypothesis.

Functional validation in disease-relevant biological test systems. For most targets

and diseases, the minimum requirement for pipeline entry is for this to be shown

Table 2 Value of target validation criteria in reducing attrition in the early preclinical pipeline

(AstraZeneca Respiratory and Inflammation Discovery Research)

Period

Hit identification phase Lead identification phase

No. of closure

events

Due to lack of

efficacy data

No. of closure

events

Due to lack of

efficacy data

01/01/2000 to

01/03/2003

20 40% 12 33%

01/03/2003 to

13/10/2007

41 12% (inc. 5% due to

target toxicity)

25 8% (inc. 4% due to

target toxicity)

Project terminations across all AstraZeneca Respiratory and Inflammation Research disease areas

were assessed to identify where lack of sufficient supporting efficacy data was the main reason for

closure. After 01/03/2003 projects are mainly those that had passed review against more stringent

standard target selection criteria for pipeline entry (see Sect. 13.2)
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in a disease-relevant cell system in vitro. Wherever possible this should employ

primary human cell samples. If the TPP requires the target to provide improved

efficacy on top of existing therapies, then the test system needs to be configured

to show this. Routinely these data would be generated in-house (with any public

domain data supporting confidence). An important spin-off of this investment

in-house is that the assay systems are ready to be integrated into the screening

cascade as required. Also the selectivity, potency and mode of action of func-

tional probes (RNAi, compounds, etc.) must be confirmed by the methods

described in Sect. 9.4.4 and an adequate number of independent probes or

orthogonal methodologies used to ensure confidence. Additional in-house or

public domain data obtained in vivo and human genetic disease association data

would clearly provide additional strength. Risk of redundancy regards mecha-

nism or target should have been assessed.

A feasible plan for further validation. To achieve the level of confidence needed for
later milestone transitions and ultimately to enter the clinic, a feasible further

validation plan is essential. Without this a target may look increasingly weak as

the project progresses. A risk assessment should be made to identify key

experiments to strengthen the target and mitigate areas of high risk.

Clinical trial feasibility. There is a requirement for a top level input from clinical

sciences on the probable shape, feasibility and likely strength of Phase 2 and

3 studies. This ensures early input and engagement from the clinical and

development organisation.

Identification of potential safety issues. A review by those with safety assessment

expertise of what is known about the target biology including its expression

pattern in the body is required. Whilst this rarely results in a stop decision,

potential risks will be identified and tests can be incorporated into the project

progression plan.

Feasibility of the screening cascade for drug discovery. A screening cascade should

be defined based on assays tested in-house or ones for which there is a very low

risk of failure. The molecular form of the target used for screening needs to be

selected. Choice of SNP variants can influence the structure activity relationship

(SAR).

It is important to recognise that target validation considerations are only one of

the areas to assess when deciding on whether a target should enter the pipeline.

Others are druggability (Sect. 13.3) and assessment of competition. Freedom to

operate needs to be assessed as the impact on the project of the patent situation

regards the target and drug discovery methodology is important particularly in the

area of monoclonal antibody discovery.

The package of target validation data supporting pipeline entry is generally only

a starting point, and it is important that this package is strengthened during the early

phases of drug discovery driven by the target validation plan which may need

updating in the light of new results. This risk mitigation plan is often specific to the

target. However in general terms the target validation picture should be expected to

develop preclinically in the following areas:
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Expression. More extensive immunohistochemistry against tissue sections from

patients to relate the target to disease processes using markers and to disease

stage and patient segments.

Functional validation. With the development of better validation probes through

the lead identification and optimisation process, then it is likely that data will

have been obtained in additional or more disease representative functional

validation systems in vitro and in vivo. If an efficacy model in vivo is used, an

assessment supporting its relevance will have been made as described in

Sect. 9.4.3. Other potential mechanisms involving the target that might contri-

bute to efficacy or risks of redundancy could have been investigated.

Human genetics. A genetic association study to identify linkage to disease occur-

rence or specific disease traits will have been done.

Biomarker and personalised medicine strategy. This will have been defined

preclinically.

Mechanism-related safety issues. Progress will have been made to mitigate risk

through predictive toxicology or other means as described in Sect. 10.

It is important to try to define clear go/no go decision criteria if possible and

adhere to them despite the caveats and uncertainties that sometimes surround

functional validation test systems and probes.

Use of external experts to provide an independent and 360-degree assessment of

the reason to believe in a project through means such as scientific advisory boards

often happens late on when it tends to be too late to reasonably question the

selection of the target. Therefore there is a strong case for including independent

experts with a range of opinion in a review of target validity earlier before selecting

a candidate drug.

13.3 Druggability in Target Selection

Current experience in small molecule drug discovery is that it is easier to identify

hits and leads for certain classes of target than for others and is therefore a dominant

factor in assessing the risk associated with a target. In general GPCRs, kinases,

nuclear hormone receptors, enzymes, transporters and ion channels are considered

to be the most druggable, whereas protein-protein interactions are considered to be

difficult or undruggable [199]. However it is important to look in more depth as

some subsets of protein-protein interactions clearly are amenable to blockade,

e.g. chemokine and chemokine receptor interactions, whilst some subsets of ion

channels and even class A GPCRs have proved difficult. Also it’s important to

recognise that being able to find initial hits may not translate into developing a safe

new chemical entity with good drug-like properties. Kinase active site inhibitors

can be identified easily, but developing adequate selectivity can hinder drug

development. Also it can prove difficult to develop drug-like active site inhibitors

for lipases due to the hydrophobicity of the substrate-binding pocket.
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Therefore when evaluating the feasibility of lead generation, it is important to

consider the following additional questions that can help assess risk:

• Are small molecule inhibitors already reported in publications and patents and

have good pharmaceutical properties? Is it known that others have been unsuc-

cessful in identifying small molecule hits?

• If no significant small molecule inhibitors are known, then how close in

sequence and structure is the target to others in its class where inhibitors are

known?

• Has the target been crystallised, or can computation chemistry develop a homo-

logy model based on the crystal structure of a related target to assist drug

discovery by co-crystallisation or virtual screening?

A danger in such analyses is that we become limited by past experience and do

not discover ways to develop small molecules against novel target classes. The

discovery in our labs of a new class of immunomodulators acting through a

previously undrugged monocarboxylate transporter subclass is an example [94].

Therefore it is appropriate for druggability to be a strong factor that influences the

target selection strategy overall but should not totally exclude other targets which

present with a strong validation package.

Today it is usual for large pharmaceutical companies to have access to additional

therapeutic platforms such as monoclonal antibodies, fragment antibodies, thera-

peutic proteins and oligonucleotides. This greatly increases the opportunity to

develop medicines for the most validated targets so reducing the risk of project

attrition. Monoclonal antibodies and therapeutic proteins which are directed against

extracellular or cell surface targets increase the number of available therapeutic

targets to around 6,000 [200]. Antisense and siRNA therapeutics to any therapeutic

target inside or outside the cell can be designed readily. Also oligonucleotide

therapeutics can achieve total selectivity between very similar structures,

e.g. kinases. However, there are still major delivery issues to be overcome. The

further development of oligonucleotide delivery technologies should be of high

importance to the pharmaceutical sector as many of the most validated targets for

different diseases lie in the 75% of the genome that is still considered undruggable.

13.4 Portfolio Management

Target selection and validation can play an important role in overall portfolio

management to meet the strategic needs of the pharmaceutical organisation by

focusing effort on TPPs that have been prioritised because of a shift in disease area

priority or fluctuation in pipeline occupancy. Company strategies undergo review

often resulting in a need to reshape the portfolio rapidly to maintain productivity. The

Disease Target Project team model used by AstraZeneca Respiratory and Inflamma-

tion Research Area described in Sect. 13.1 proved very flexible and responsive to

such changes after a major strategic review resulted in closure of osteoarthritis as a

disease area and the parallel development of novel TPPs in the remaining respiratory
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and inflammation indications. The project teams were a fully dedicated and experi-

enced resource that could be quickly realigned to new disease biology and transfer

experimental skills to new TPPs. New targets were selected and accepted into the

pipeline to largely reshape the early portfolio in only a few years.

Monitoring the severity and type of risks associated with individual targets and

factoring in the different levels of risk between disease areas described in 3.1 can

assist portfolio management to achieve the desired risk level in pipelines for a

single disease or across the whole portfolio.

14 Conclusions

At the start of the millennium, prospects for an increase in drug discovery looked

bright. The sequencing of the human genome along with a growing understanding

of gene expression changes in disease, signalling pathways and cancer-causing

oncogenes fuelled an understandable optimism that their would be greater success

in the clinic and an increased number of novel medicines each year. The fact that

this has not happened despite increased investment has caused much loss of

confidence amongst investors and deep self-examination within the sector. Much

discussion has centred on the preclinical technologies and strategies used for target

selection and validation. However this chapter has sought to show that, whilst this is

an important factor, the root causes are broader and the search for solutions needs to

be more holistic.

Commercial considerations as well as patient need have driven a trend towards

higher risk portfolios focused on first-in-class approaches in chronic and severe

diseases. Whilst it is very important to strive to meet these patient needs, proper

evaluation and balancing of risk across a drug discovery portfolio is a crucial

activity for modern pharmaceutical companies. The pressure to maintain a full

development pipeline to provide an optimistic outlook for investors can fuel late

attrition and be ultimately counterproductive if pursued at the expense of

maintaining rigorous standards of target validation. Increasingly companies are

becoming open to in- and out-licensing and co-development deals, and these

provide options to use their development infrastructure more flexibly and also to

spread and balance risk.

Should a candidate drug achieve registration, there is still a significant risk of

attrition in practice due to failure to make a profit and not be taken up by payers.

Essential considerations in mitigating this risk are correctly aligning the TPP with

well-researched patient need, constructive engagement with payers and those

evaluating cost-effectiveness and follow-up “in life” studies where necessary and

realistic pricing strategies.

A clear conclusion from many of the failures in the clinic due to lack of efficacy

is that previously we have underestimated the complexity of disease processes.

However, the drug discovery statistics reflect the historic status of knowledge.

In the time between current late phase projects entering the drug discovery pipeline

and the present day, there have been major advances in our understanding.
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These include basic regulatory mechanisms such as microRNAs and epigenetics,

identifying new disease mechanisms and understanding the importance in many

diseases of the patient’s genomic background as well as describing mechanistically

distinct patient groups within a given disease. New potential predictive and

personalised medicine biomarkers are being identified at an impressive rate. If

even some of these prove robust and useful in clinical practice, then important

progress will have been made in selecting the right patient for the right treatment.

How far we have progressed on the journey towards being able to adequately

understand disease processes at the molecular level so we can accurately predict

the outcome of modulating a given target in a given patient in prevalent diseases is

still unknown, but it is likely that we are still some way off.

The challenge to understand disease processes better and establish better bio-

markers and predictive preclinical models has resulted in a very valuable move

towards collaboration, precompetitive research, public private partnerships and

open access initiatives and away from the previous industry emphasis on protecting

intellectual property rights as the highest priority. The emergence of RNA inter-

ference as a widely used target validation workhorse would not have been possible

without a more open attitude towards intellectual property. Although it is early days,

the move towards full openness in clinical trials data and “big data” initiatives such

as searchable electronic health records may yet make further contributions to our

understanding of disease, our susceptibility to it and occurrence of comorbidities.

These trends towards increased openness and collaboration are likely to accelerate

the growth of our understanding of disease and development of useful methodol-

ogies with subsequent benefits for drug discovery.

The developments in understanding of disease mechanisms, biomarker vali-

dation and patient segmentation are already having a positive impact on clinical

trial design. The emergence over recent years of collaborative working between

regulators and companies should speed acceptance of biomarkers and new end

points. Also the wider use of secondary and exploratory end points should result in

better understanding of the effect of medicines in trials and feedback information

on disease processes.

Today many strategies for candidate target identification are available. Tradi-

tional knowledge-based strategies have been enhanced by the growing public

domain information sources and bioinformatic approaches developed to mine

them. Powerful functional genomic techniques and methods for genome-wide

scans for genetic associations with disease have come to the fore to add to other

earlier hypothesis-free “omics” approaches. Drug repurposing seeks to ensure that

maximum value is derived from existing drug development efforts. Major invest-

ments have been made in systems biology and the next 10 years should reveal how

productive it is likely to be in target identification and disease state modelling.

In the past the gap in functional validation technologies and the failure to

develop predictive biological test systems in vitro and in vivo have undoubtedly

led to many false positive targets entering the clinic. Progress in areas such as RNA

interference, primary cells, 3D and organotypic cultures and GEMMs shows how

these barriers are being pushed back. However, there are no short cuts to good
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quality functional validation data, and the demands in technical skill, time and

resources to establish these approaches have to be recognised and made available.

Developing such biological test systems and validating (as far as possible) that they

properly recapitulate features of human disease is a resource-intensive but essential

activity as is the proper characterisation of functional probes and their mode of

action. Using human donor material in test systems in vitro requires the setting up

of a reliable supply infrastructure and overcoming technical challenges to achieve

reproducibility. It is argued here that improved target validation justifies these

efforts given that the cost is still small compared to failed Phase 2 and 3 trials.

An area that is also showing clearly the benefit of primary, 3D, coculture and

organotypic cultures is predictive toxicology for more accurate detection of safety

liabilities which is itself a target validation issue if they are the result of the target

biology.

The value has been described here of rigorously formulating the hypothesis for

efficacy in a series of causative steps or sub-hypotheses for the role of the target in

the key cell response, the cell in pathology and the pathology in clinical trial

primary end points. This forms a basis for a thorough assessment of risk and

development of mitigation plans as part of the target validation strategy.

In target selection and validation at AstraZeneca in Respiratory and Inflamma-

tion, a key learning in achieving high productivity and reducing attrition in the early

pipeline was the importance of how the process was organised and quality con-

trolled. Organisationally, the most productive model was the creation of dedicated

multidisciplinary teams each aligned to a TPP with yearly objectives for successful

target delivery against clear target selection criteria. The teams were free to adopt

whatever strategies or technologies were most appropriate given the nature and

abundance of target opportunities. Two concepts were central to this strategy.

Firstly, it was recognised that target validation is a discipline in its own right

requiring the development of a group of scientist with in-depth knowledge of the

best practice, strengths and weaknesses of key technologies and who were experi-

enced in identifying target validation risk and designing and managing validation

strategies. Secondly, the team composition recognised the importance of fully

integrating preclinical and clinical expertise.

The insights of network pharmacology about the potential danger of the domi-

nant “One Target, One Disease” paradigm and the value in identifying effective

target combinations deserves careful investigation. Developing efficient strategies

to identify these novel combinations could be challenging but of high value.

An assumption that is often inherent in target selection and progression is that

there will always be a large number of targets for every TPP, and if small molecule

hit identification fails against one, then another can be found. However it is quite

likely that the number is actually very low when one considers the fraction of all

genes likely to be involved in diseases and the percentage that are druggable [200]

and taking into account the highly specific nature of many TPPs that may specify,

for example, that the target shows additional efficacy on top of existing standards of

care. Therefore a target with a good validation status has to be seen as a highly

valuable commodity and all efforts made to identify candidate drugs. The gene
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silencing modalities of antisense or siRNA have potential for the future as they have

high success rates in identifying lead molecules against all targets. However

delivery is still a major obstacle for many tissue sites, and cost per patient can be

a limitation. Therefore it is to be hoped that the recent decreased investment by the

pharmaceutical industry in gene silencing and delivery technologies is reversed in

the near future.

Overall, the response to the poor productivity in drug discovery in terms of

increased disease research, development of new technologies, new clinical trial

approaches and new ways of working has been vigorous and wide ranging. Unfortu-

nately the benefit these developments may deliver will take 10 years to impact on

perceived success in the clinic and the industry metrics due to the long drug

discovery cycle time. Unfortunately there are strong pressures on industry leader-

ship to deliver rapid improvements. Mergers are one measure to try to improve a

company’s profitability [201]. But other analyses by the Tufts Centre indicate that

drug discovery productivity can suffer [202]. Retrenchment of internal research and

closer association with academia in shared facilities to increase innovation, aid

translational research and reduce the cost base has becoming a common strategy

that is as yet unproven, could be slow to reverse and has led to the loss of capacity

and expertise. Undoubtedly the sector has and will continue to go through a period

of radical change and organisational upheaval. It is to be hoped that this period of

change does not hinder the recent scientific developments described here from

delivering their potential. Whilst none of these developments in drug discovery

research is likely to be a panacea in its own right, if a number can contribute an

incremental improvement such that there is a doubling of the success rate in the

clinic from its current level, then it would likely be transformational to the health of

the sector. Therefore despite the uncertainties there seems reason to be hopeful that

these wide-ranging developments will eventually deliver the desired improved

productivity.
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Optimizing Pharmacokinetic Properties

and Attaining Candidate Selection

Keith W. Ward

Abstract The optimization of pharmacokinetic properties of potential new drug

molecules is a key component of most drug discovery efforts; failure to achieve

this optimization is a major reason for delays and failures in discovery programs.

Numerous experimental tools are available to drug discovery scientists with which to

evaluate the pharmacokinetic properties of new chemical entities; however, the

outcomes from these studies can be complex, and the decision-making paradigm

with given experimental outcomes is not always intuitive. This chapter highlights

some of the primary risk areas for pharmacokinetics-related attrition, discusses merits

and deficiencies of some assays commonly used in a pharmacokinetics lead optimi-

zation paradigm, and provides some recommendations for strategies to design an

effective pharmacokinetic experimental critical path to provide molecules with

optimal developability profiles.
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1 Introduction

During the discovery of new pharmaceutical agents, the optimization of pharmaco-

kinetic properties plays a central role. The pharmacokinetics of a molecule control

its rate of appearance at the site of action, the maximum concentration and extent of

exposure at the target site, the rate and means of disappearance of the parent drug

molecule from the site of action, and ultimately the elimination of the agent from

the body. Therefore, successfully identifying and nominating a candidate com-

pound for progression to development that carries the greatest probability of

success is highly dependent on the selection of the molecule with optimal pharma-

cokinetics, not for the sake of pharmacokinetic properties themselves, but insofar as

they support efficacy and safety. Entire libraries and peer-reviewed journals are

dedicated to the technical details of the science and art of pharmacokinetic lead

optimization and the nuances of the various available assays to explore pharmaco-

kinetic properties, and these will not be recapitulated here. Rather, the purposes of

this chapter are to highlight some of the key means by which pharmacokinetics

can contribute to attrition risk, describe approaches to minimize the risk of attrition

and/or to mitigate the possible downstream consequences of a suboptimal pharma-

cokinetic profile, and point out potential pharmacokinetic issues and pitfalls that

may be encountered during the lead optimization and candidate selection process.

Particular attention will be paid to assays which, while often used in pharmacoki-

netic lead optimization, may not afford the most streamlined process to support

research programs.
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2 Pharmacokinetics-Related Attrition

The importance of optimizing pharmacokinetic properties as a means to reduce

attrition is far from a novel concept. Indeed, as the pharmaceutical industry began to

generate increased numbers of new molecules and development programs in the

1980s, it became clear that inappropriate pharmacokinetic properties was one of the

key drivers of clinical attrition, being responsible for up to 40% of the failures of

development programs in a 1991 survey [1] (Fig. 1). As a result of recognizing this

dependence of development success on pharmacokinetic optimization, the industry

invested heavily in the late 1980s and 1990s in preclinical pharmacokinetic lead

optimization technologies and staff, with the result that it would today be virtually

inconceivable for a drug discovery organization to not have access to such preclini-

cal pharmacokinetic data. This investment has been one of the success stories in

drug discovery; a more recent survey has suggested that pharmacokinetics-related

clinical attrition has decreased to only about 10% of all drug development failure

(Fig. 1). Certainly this metric speaks to the value of rigorous consideration of

pharmacokinetics during the discovery process. However, it is also important to

consider the remaining contributors to attrition; issues with efficacy and safety

contribute approximately 25–30% each to the failure of development programs.

While some of these failures are almost certainly due to inherent properties of the

potential target or chemotype being investigated, it is likely that at least some of this

attrition is also pharmacokinetics-related – simplistically, too much or too little

active drug reaching the site of action or off-target effect for an inappropriate period

of time. Accordingly, further attention to pharmacokinetic issues may well allow

continued improvement in overall rates of clinical success.

To address pharmacokinetics-related drug attrition, most organizations engaged in

lead optimization place pharmacokinetic assays at key roles along a drug discovery

critical path. The simplified generic critical path shown in Fig. 2 is illustrative of a

typical route followed by a drug discovery team in moving from lead identification to

candidate selection. Embodied in the activities described in this critical path is an

acknowledgment that each assay being conducted is designed to eliminate those

compounds that are least likely to demonstrate clinical success. With respect to

pharmacokinetics, the key attrition risks addressed along this critical path include

drug–drug interactions, inappropriate pharmacokinetic properties, and pharmacoki-

netic contributors to poor efficacy and safety; each of these will be treated in detail

below. One of the guiding principles to bear in mind throughout these discussions is

that all studies performed in the lead optimization phase should be highly rationale-

based. That is, one should not embark upon work in this stage unless there is a clear

answer to the question “What will we do with the data?” There is often a great

temptation to perform studies, or even to place assays on the critical path, that may be

of interest to further characterize a compound, or to explore an interesting pharma-

cokinetic phenomenon, and it is the role of the effective chemist or DMPK profes-

sional to avoid these temptations. Time is the critical determinant in this phase: for a

new entity with $1B in annual sales, each day of delay in progressing the ultimate
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marketed molecule towards clinical development and launch represents nearly

$3MM in lost revenue. Although quality is always important in designing

such assays, studies during this phase should be designed with “decision-making

quality” – no more, no less. This principle of designing studies for speed and only to

answer critical questions should be kept in mind throughout this chapter.

3 Computational Pharmacokinetics

It should be noted that the exemplar critical path displayed in Fig. 2 is highly

experimental-based, with no explicit treatment of “in silico” or computational predic-

tive assays. Certainly computational modeling has been effective in chemical design,

and to some extent in the prediction of potency of new chemical entities. Progress also

has been made with the computational prediction of cytochrome P450 affinity, and in

some instances parameters such as protein binding [2]. Given this progress, and the

dramatic increases in computational power and predictive algorithms in recent years,

many attempts have been made to build global models for the prediction of pharma-

cokinetic parameters. The concept of performing pharmacokinetic lead optimization

in silico is alluring; in theory, success in this area could take a process that may

require months or years of iterative experimental time and reduce it to a very short set

1991 2000
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Efficacy

Pharmacokinetics

Cost of Goods

Preclinical or Clinical Safety

Fig. 1 Increased investment in preclinical pharmacokinetics during lead optimization and candi-

date selection has resulted in a dramatic decrease in pharmacokinetics-related failure of clinical

development programs during the 1990s. Re-depiction of data described by [1]
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of confirmatory experiments to validate the model output. Indeed, models with binary

output (a pharmacokinetic parameter predicted to be “favorable” or “unfavorable”)

abound and have enjoyed wide usage in the industry for at least a decade [3, 4].

However, generally speaking, computational models have not been broadly success-

ful with accurate quantitative predictions of pharmacokinetic parameters [5]. Drug

metabolism and disposition is a complex process involving multiple interacting

biological systems, with a large network of competing reactions, alternative

pathways, nonlinear activities, and interindividual variability, and our understanding

of these interwoven processes is not sufficient to build global predictive models,

particularly for in vivo pharmacokinetics. In some instances, greater success has been

encountered with the use of local models, that is, models to predict pharmacokinetic

behavior within a single chemical series. However, even in these instances, a fairly

large amount of experimental data is required within the series of interest to allow the

identification of trends that can be used to build a local model.

More problematic still, for a computational model to be able to predict features

in a molecule that will yield improved pharmacokinetic performance, the algorithm

must be “trained,” ideally with exemplar molecules that have both favorable and

unfavorable attributes. Otherwise the software will be unable to accurately report

when a molecular change is or is not likely to result in a favorable outcome, since

Candidate Selection

GLP Toxicology and ADME

Non-Rodent Pharmacokinetics 
and/or In Vivo Pharmacology

Rodent Pharmacokinetics

In Vitro Developability
(Cytochrome P450, Intrinsic Clearance)

In Vitro Potency

Critical Path Activities Desired Outcomes and Throughput

Decision to Invest Further in Asset (1-2 Compounds)

Demonstrate Predictable Safety Margin (<10 Compounds)

Prediction of Acceptable Human PK and Proof of 
Pharmacological Principle (10s of Compounds)

Reasonable Mammalian PK (100s of Compounds)

Eliminate Compounds with Drug Interaction Risks or Risk 
of Poor Human PK (100s of Compounds)

Evidence of Biological Activity (1000s of Compounds)

Fig. 2 The left panel depicts a typical drug discovery critical path, with higher-throughput or

higher failure-rate assays placed early in the screening cascade. On the right is shown the intended
outcome by stage, as well as the general annual throughput often achieved. Note the key role of

DMPK assays in this simplified lead optimization scheme
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the model has insufficient experience to know what “favorable” looks like. The

catch-22 of this paradigm is that generally speaking, if a lead optimization team has

already produced a sufficient number of molecules with favorable pharmacokinetic

properties to build a reliable model, the very need for the model is somewhat

obviated, in that the team likely has clear empirical structure-performance direc-

tion, if not candidate molecules themselves. This general statement is not always

applicable, of course; there may be instances where favorable pharmacokinetic

properties are coupled with some other unfavorable developability attribute (patent

issues, toxicity, drug–drug interactions, etc.), and these molecules could be used to

train a computational model. In such instances, local models may be used to

prioritize compounds for further study, or even to direct chemistry away from

synthesis of a molecule predicted in silico to be suboptimal. However, until the

predictive quality of these models is improved, the chemist must be cautious in

using such model output in a true decision-making capacity. Otherwise, a team

could find itself either eliminating compounds or series via in silico predictions that

would in fact have acceptable experimental properties, or spending significant time

performing “spot check” experiments to validate the in silico predictions.

4 Drug–Drug Interactions

4.1 Cytochrome p450 Inhibition

One of the key assumptions regarding the patient population for most new thera-

peutic agents is the great likelihood of polypharmacy [6]. Because concomitant

medications may share common distribution, metabolism, or elimination pathways,

the possibility exists that changes in pharmacokinetics of a given agent could be

induced by co-administration of other molecules, producing a drug–drug interac-

tion that can impact safety or efficacy. Therefore, with few exceptions, the target

product profile for a new drug will include a requirement that the agent not produce

clinically significant drug–drug interactions. Working from the knowledge that

many problematic drug–drug interactions in recent history have been related to

interference with oxidative metabolism mediated largely though CYP450 isozymes

[7], most modern lead optimization programs operate with a primary goal of

selecting a lead molecule without such a liability. To this end, relatively high-

throughput in vitro assays have been developed to identify compounds that are

potent inhibitors of CYP450 isozymes commonly involved in drug metabolism

(typically CYP1A2, CYP2C9, CYP2C19, CYP3A4, and CYP2D6) [8]. For screen-

ing purposes, such assays usually rely on interference by the new chemical entity

with the CYP450-dependent metabolic conversion of a known pro-fluorophore into

its fluorescent state, generally run in at least a 96-well plate format. Because

fluorescence detection of a fixed pro-fluorophore is used, these assays can be

applied without the need for bespoke bioanalytical assay development for each

78 K.W. Ward



new chemical entity of interest [9]. As a result, these assays often are invoked quite

early on a team critical path, often just after or even in parallel with in vitro

pharmacologic potency. In fact, numerous companies are screening all new

compounds synthesized as part of inherent profiling of their chemical libraries.

The increase in throughput afforded by such assays has undoubtedly played a

major role in reducing development attrition due to clinically significant drug–drug

interactions. However, in a lead optimization setting, such assays cannot be used

blindly. For instance, one important consideration is that the assay output is quite

sensitive to slight inter-laboratory variations in assay format (enzyme source,

amount of protein in the assay, solvent used for the compound of interest, etc.).

Therefore, although the generation of IC50 values for many new molecular entities

is possible, to provide any meaningful output the assays must be placed into more

detailed context. Clinically significant drug–drug interactions will be dependent not

only on absolute inhibitory potency of a test agent, but also upon the concentrations

of that agent achieved in the clinic. To be more specific, the relevant concentration

is that at the active site of the enzyme, however, since these data are not readily

available, plasma concentrations or even simply the administered dose are often

used as a surrogate. This relationship must be explored for the individual assay

being invoked in lead optimization by validating the assay against molecules

known to produce clinically significant drug–drug interactions and producing a

plot such as the one shown in Fig. 3. For this hypothetical assay, it is clear that

regardless of clinical dose, molecules with an IC50<1 μM against one of the major

CYP450 enzymes will have a high probability of exhibiting a clinically significant

drug–drug interaction, and those with IC50s above 10 μM have a low probability of

such issues. For compounds with IC50s between 1 and 10 μM, compounds with a

large clinical dosage are somewhat more likely to cause a drug–drug interaction

issue than those with low clinical dosages. For an assay with this response for

molecules with known clinical interaction potential, one could easily envision

setting meaningful “go/no-go” screening criteria for new chemical entities

evaluated in the assay. However, only by constructing such a plot for the specific

assay and conditions being employed one can arrive at a meaningful interpretation

of the IC50 values obtained, and the medicinal chemist should insist on the

development of such a relationship prior to the establishment of pass/fail criteria

for a CYP450 inhibition screen.

Obviously, it would be preferable to select a lead compound free from potential

drug–drug interaction issues. However, depending on the chemotype being

optimized, it may not be possible to separate potency against relevant CYP450

isozymes and activity at the biological target of interest. In these instances, a team

may elect to progress a molecule through development in the anticipation that the

dosage will be low, or in the hope that it will represent one of the instances where

the in vitro IC50 is not representative of in vivo drug–drug interactions and test this

hypothesis in the clinic. Short of this, or to help further mitigate or inform the risk of

this approach, it may be reasonable to test such a molecule in a preclinical in vivo

model of drug–drug interactions, such as nonhuman primates co-dosed with a

CYP450 inhibitor [10]. Another potential means to assess the in vivo significance
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of a low CYP450 IC50 would be to conduct a preclinical pharmacokinetic linearity

experiment [11]. If a molecule exhibits pharmacokinetic nonlinearity at relatively

low concentrations in vivo, it may be more likely to be subject to clinically

significant drug–drug interactions. Such studies are somewhat labor-intensive and

are not generally routine in a lead optimization paradigm; however, they may be

useful to help offset the risk of progressing a molecule with significant in vitro

CYP450 inhibition liabilities.

4.2 Cytochrome P450 Induction

Although not typically a major area of resource expenditure in drug discovery lead

optimization programs, the issue of CYP450 induction should also be addressed.

CYP450 induction can occur when a molecule either directly or indirectly activates

gene expression of drug metabolizing enzymes, resulting in increased metabolic

capacity. Although not a common phenomenon, clinically significant drug–drug

interactions can be attributed to CYP450 induction, rather than inhibition [12].

Given the relatively low frequency at which this tends to occur compared to drug

interactions mediated by inhibitory processes, many lead optimization programs do
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Fig. 3 This plot illustrates an approach to the practical validation of an in vitro CYP450 inhibition

assay. Red symbols, representing molecules which have demonstrated a clinically significant

drug–drug interactions, clearly predominate with higher dose and lower IC50s in the hypothetical

assay. Because of interassay variability, such a relationship should be constructed for any CYP450

assay employed on a team’s critical path
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not tend to attempt to screen for this activity. However, in some instances, consid-

ering a mechanistic screen for this property may be reasonable. For instance, it has

been determined that induction of the nuclear receptor PXR is one of the primary

mechanisms for induction of CYP450 activity [13]. PXR interaction assays have

been designed and may be deployed in a drug discovery team. Such assays may be

particularly important if the molecular target of a discovery program is also a

nuclear receptor, as it would then be more likely that PXR interaction could be an

important off-target effect of molecules in that program. However, for such an

in vitro assay, the same caveats apply as described above for a CYP450 inhibition

assay – until a given induction assay is validated using tool molecules with and

without clinically significant drug–drug interaction potential, substantial caution

must be employed in their use. As another level of interrogation of induction

reactions, important data can be derived from the initial nonclinical safety studies

with new molecules. Often, increases in liver weight and/or decreases in drug

exposure with chronic dosing can be indicators of CYP450 induction. Further,

livers from these studies can be harvested and subjected to analysis to determine

abundance or activity of key CYP450 isozymes of interest (provided, of course, that

the same level of assay validation as described above, with compounds known to

produce clinically significant CYP450 induction, has occurred). However, these

analyses are less useful in lead optimization since (1) the results from the nonclini-

cal safety species must be extrapolated to humans; (2) the dosages used in the

nonclinical safety studies are likely high multiples of those that will be encountered

in a clinical setting; and (3) by the time a team progresses to nonclinical safety

studies, failure to identify a real CYP450 induction issue until this time would

represent a significant issue in terms of time lost in the development process.

4.3 Transporter Substrate/Inhibitor Status

As a final note on drug–drug interactions, significant effort has been expended in

roughly the past decade to select molecules without CYP450 interaction liabilities.

Medicinal chemists have successfully identified numerous structural motifs that

frequently produce CYP450 interactions [14] and often tend to avoid these func-

tional groups when designing new molecules. It can be argued that such selection

has exerted an “evolutionary pressure” on chemical libraries and on drug candidates

which reduces the risk for drug–drug interactions mediated by oxidative metabo-

lism, but which also selects for molecules that are eliminated by other means, such

as by metabolism via conjugation reactions (Phase II metabolism) or by elimination

intact via excretion through active transport processes (Phase III reactions). Such

disposition mechanisms can also be the source of clinically significant drug–drug

interactions, and there is growing attention on this area of research. It is widely

recognized that drug transporters are involved in a nearly ubiquitous manner in drug

disposition [15], including uptake and efflux in the major absorption and extraction

organs of the intestine, liver, and kidney [16–19], as well as distribution into key

organs of effect or side effect, such as the brain [20].
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Given their importance in drug disposition, it is not surprising that screening of

new chemical entities for their interaction with various drug transporters has made

its way into drug discovery lead optimization critical path screening. However,

such an attempt is often met with several challenges. First, the multiplicity of drug

transporters, each of which has varying degrees of substrate specificity, tissue

distribution, and reaction kinetics, is frankly overwhelming. To date there is no

possible means to screen for interactions with all possible relevant transporters in a

drug discovery setting, given the inherent resource and time constraints on the

process. Given this problem, there has been a major focus on a few key transporter

proteins, particularly P-glycoprotein. However, even screening for interaction with

a single protein is not straightforward, different methodologies often give different

“answers” to the question of whether a given molecule is a substrate or inhibitor of

P-glycoprotein, and a suite of assays may be required to get a thorough understand-

ing [21]. A second major issue with screening for interactions with transporters in a

discovery setting is that it is difficult to find animal models to confirm in vivo the

relevance of any in vitro findings. Animal models used to study transport processes

have been generally limited to rodents, due to their accessibility and genetic

manipulability, and the work that has been performed in nonrodents has indicated

functional differences in transporter activity [22, 23]. Even the rodent work that has

been done has been met with challenges, not the least of which is that functional

perturbation of transporter systems via genetic variants or targeted genetic manipu-

lation appears to be often met with the biochemical response of modulation of

compensatory transporter and enzyme activities, complicating any data interpreta-

tion from such experiments [24–26].

Another issue with incorporating assays for transport interactions in drug discov-

ery is that even using a well-designed assay system that provides a reasonably clear

experimental answer, the functional significance of such a finding is not completely

understood. For instance, P-glycoprotein is well known to be highly expressed and

active in the intestinal epithelium as well as at the hepatic canalicular membrane [27].

This anatomical placement, as well as its broad substrate specificity and early

experimental data, has led many investigators to conclude that molecules that are

substrates for P-glycoprotein can be expected to be more likely to demonstrate low

oral bioavailability, as they may be subjected to intestinal efflux as well as first-pass

hepatic biliary excretion. Indeed, numerous examples of molecules that are

P-glycoprotein substrates with low oral bioavailability can be cited. However, this

relationship does not globally hold true. Table 1 displays a number of drugs that

would be presumed to be subject to fairly extensive efflux transport, as evidenced by

a permeability value >5-fold higher in the basolateral-to-apical direction (efflux)

than in the apical-to-basolateral direction (absorption) [27–29]. However, all of these

molecules demonstrate reasonable human oral bioavailability, with many

demonstrating>50% oral bioavailability. On the whole, then, given the complexities

of the various assays and the difficulties in extrapolating to meaningful clinical

outcomes, it would be difficult to justify expending substantial resource screening

for transporter interactions in a drug discovery critical path. One exception to this

general statement would likely be in the area of drugs intended to target central
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nervous system diseases. The link between P-glycoprotein substrates and poor brain

penetration appears to be stronger than that for oral absorption properties, and

screening for transporter status would likely be an important component of lead

optimization for such programs [30].

5 Undesirable Pharmacokinetic Properties

The vast majority of new therapeutic agents are developed with the intent of delivery

via oral administration. For such molecules, successful delivery to the molecular site

of interest requires adequate absorption from the gastrointestinal tract into the

bloodstream, sufficiently low clearance and first-pass hepatic extraction to allow

entry into the systemic circulation, an appropriate tissue distribution profile that

allows penetration into the target tissue, and a half-life long enough to allow

infrequent (ideally once-daily) dosing but not so long as to result in prolonged

exposure and toxicity. This balance of properties can be as difficult to attain as it

may sound on the surface, and lead optimization teams often spend a majority of their

time during lead optimization attempting to obtain acceptable pharmacokinetic

Table 1 Comparison of

human oral bioavailability

values with in vitro

bidirectional permeability

values, demonstrating that

high apparent in vitro efflux

does not always correlate with

low human oral exposure

Molecule B:A/A:B ratio Human %F

Domperidone 31 15

Dipyramidole 23 27

Cyclosporin A 6 28

Tacrolimus 5 30

Verapamil 8 30

Losartan 31 36

Eletriptan 32 50

Etoposide 12 52

Nelfinavir 9 55

Clarithromycin 31 55

Cimetidine 5 60

Digoxin 8 60

Ritonavir 25 60

Amprenavir 28 60

Trimethroprim 50 60

Furosemide 10 61

Indinavir 15 65

Cetirizine 6 70

Dicloxacinnin 32 70

Quinidine 27 75

Fluvastatin 5 79

Dexamethasone 12 80

Prednisolone 10 82

Levofloxacin 5 99

Data derived from several references [27–29]
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properties. The problem is further compounded by the fact that for new chemical

entities, data in the model system of interest (humans) cannot be readily obtained, and

the chemist and DMPK scientist are left with the use of a variety of imperfect model

systems in which to optimize lead compounds in the belief that these efforts will

ultimately lead to a molecule with acceptable clinical pharmacokinetic properties.

5.1 In Vivo Versus In Vitro Test Systems

Probably the most effective means by which to test new compounds for their

pharmacokinetic properties is by screening in vivo in preclinical species. This is a

somewhat controversial statement and will by no means be agreed by all scientists.

Indeed, the ethical concerns surrounding in vivo testing are real, and in vivo screening

can be a costly endeavor. However, it can be argued that the value of the derived data

is unmatched by any in vitro system, which at most can be supportive of an in vivo

screening approach. For instance, many companies use an in vitro membrane perme-

ability screen to categorize molecules with respect to their ability to cross biological

membranes, as a surrogate for the prediction of in vivo absorption. The predictive

reliability of such systems has been reviewed elsewhere [31]; however, even a reliable

in vitro membrane permeability system suffers from the disadvantage of questionable

predictivity for substrates for active transport processes (either efflux or uptake

transporters) and for molecules subject to extensive trans-intestinal metabolism.

Further, the use of such assays generally requires the development of analytical

methodologies specific to each compound of interest, and for only a small amount

of additional resource, in vivo absorption data can be obtained in a preclinical species.

Likewise, similar issues are encountered with in vitro screens for rates of metabolic

clearance. Although some successes have certainly been noted, at best it can be said

that the reliability of the predictions obtained from in vitro clearance screens will vary

by structural series. Therefore, to establish whether an in vitro intrinsic clearance

screen will be predictive for a given chemical series, one must first assay numerous

molecules in a given series with a variety of in vitro and in vivo clearance rates to

determine sensitivity and specificity of the in vitro clearance rate prediction in a

preclinical species. For instance, if rat in vitro clearance is unable to accurately rank

order or quantitatively predict rat in vivo clearance, then the use of a human in vitro

clearance screen to select lead compounds with appropriate human clearance

properties should be seriously questioned. In the author’s experience, it is rare (though

not unprecedented) to encounter a chemical series with a useful and simple correla-

tion between predicted clearance from an in vitro screen and actual in vivo clearance.

Often, when such correlations are found, the predictive ability of the in vitro screen is

only attained after correction for such parameters as binding to the subcellular matrix

and to plasma proteins [32]. Furthermore, the bioanalytical challenges of supporting

in vitro clearance screens should not be underestimated. Overall, one could postulate

that given the validation that should be performed on such screens, the multiple pieces

of data often required to achieve predictivity, and the low rate of success with such
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systems, it would be simpler to exclude such assays altogether. Regardless, the use of

such data must be viewed with caution and supported by sufficient validation to

ensure that misleading results are not being obtained.

5.2 Applicability of In Vivo Preclinical Approaches

The above discussion should not be interpreted to imply that in vivo preclinical

pharmacokinetic assays are trouble-free and perfectly predictive. Indeed, animal

data are obviously not completely equivalent to results in humans, and some

consideration should be given to questions related to cross-species correlations.

Very broadly speaking, there are three key parameters to be considered when

extrapolating pharmacokinetic parameters from preclinical species to humans:

volume of distribution and clearance, which drive half-life and therefore duration

of exposure, and oral bioavailability, which determines the extent of exposure [33].

In general, human volume of distribution is reasonably well predicted by direct

extrapolation from in vivo preclinical studies, regardless of species used [34]. From

a mechanistic perspective, this predictivity is somewhat intuitive, since volume is

driven primarily by passive processes that are inherent to a given molecule, rather

than active processes that are likely to vary across species. Some exceptions

certainly exist, such as molecules for which distribution is driven by active trans-

port processes, protein binding, or receptor binding. However, in general volume

can be usually taken as a reasonable constant across species for a given molecule.

The prediction of human clearance is more problematic. As noted above, in vitro

models for predicting clearance are widely used, but their predictivity is question-

able. In a typical lead optimization cascade, as illustrated in Fig. 2, rodent pharma-

cokinetics (usually in the rat) are used as a first-pass approximation of whether a

molecule will demonstrate generally acceptable pharmacokinetics. However, rats

are usually efficient eliminators of xenobiotics, and predicting human clearance

from rat data is not particularly successful [35]. For instance, it has been

demonstrated using a structurally diverse dataset that when a high clearance value

is obtained in the rat, particularly with molecules with cLogP values >3.0, human

clearance is more likely to be low or moderate, rather than high [36]. This raises an

interesting dilemma – since the rat is a common species of first choice in pharma-

cokinetic screening, and since modern chemical libraries are well stocked with

lipophilic molecules, it is possible that many compounds are discarded because of

high rat clearance, when in fact they may demonstrate perfectly acceptable human

clearance values. In contrast, it seems clear that prediction of human clearance

based on in vivo clearance in the nonhuman primate is a reasonably predictive

approach in most instances [35]. Of course, monkey screening studies carry their

own challenges and may be beyond the resource reach of many organizations.

However, it seems likely that by judicious use of nonhuman primates, coupled

with more knowledgeable interpretation of rodent data [36], in vivo screening
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approaches can provide a reasonable qualitative, if not quantitative estimate of

human clearance.

With respect to oral exposure, similar challenges exist. Since clearance

(particularly first-pass clearance) is a major determinant of overall exposure,

all of the issues with predicting human clearance are stacked upon separate

issues with predicting human absorption properties when evaluating the likeli-

hood of a new molecule to demonstrate acceptable human pharmacokinetics. As

is the case with clearance prediction, prediction of human oral exposure based

on monkey oral exposure data tends to be the best predictive model [37].

However, when human exposure is predicted incorrectly from monkey data, it

tends to be under-predicted. Again, this raises the possibility that molecules

which could demonstrate acceptable human pharmacokinetics could be

discarded when using this kind of assay in a critical path paradigm. Certainly

such assays are useful to reduce attrition, however, along the way there is the

possibility that potentially successful molecules could be eliminated from con-

sideration. However, with that said, it should be noted that regardless of

predictivity, it is generally useful to work with molecules with acceptable

preclinical pharmacokinetic properties. For instance, the rat is a key species

for use in nonclinical safety assessment, and even if one mechanistically could

justify developing a molecule with poor rodent pharmacokinetics based on likely

human performance, having a molecule for which the generation of reasonable

exposure profiles in the rat is difficult will result in problematic preclinical

development, adding time and logistical difficulty to the development process.

With respect to the issue of throughput when using an in vivo assay, it is relatively

straightforward to screen dozens of compounds on a weekly basis for in vivo phar-

macokinetic properties, as long as the supporting in vivo scientific group is adequately

staffed. While not the same throughput as could be achieved in an in vitro 96-well-

format assay, this magnitude of screening is usually sufficient to meet the needs of

even a well-resourced lead optimization effort. Numerous approaches are available to

increase in vivo throughput, including classical cassette or N-in-1 dosing [38], the so-

called rapid-rat approach [39], and sample pooling, in which the pharmacokinetic

experiments are performed on individual molecules but the incurred samples are

pooled for subsequent bioanalysis [40]. Each option still results in a substantial

bioanalytical workload, and having well-equipped bioanalytical chemists with

automated sample preparation tools and adequate tandem mass spectrometers is

key to these approaches.

5.3 Approaches to Explore Absorption and Clearance Issues

In addition to the whole-body pharmacokinetic approaches outlined above, at times

it may be useful to perform more detailed mechanistic studies to resolve pharma-

cokinetic issues. For instance, during the course of a lead optimization program a

team may find that it has an apparent absorption issue – low oral bioavailability in

an animal species coupled with low to moderate clearance. In addition to the
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somewhat random “brute force” approach of iterative structure–property relation-

ship generation to work through the problem, one possible line of investigation to

consider would be to study a series of exemplar compounds to attempt to under-

stand what chemical features contribute to the poor absorption properties. Numer-

ous in vitro models are available to study basic absorption properties – artificial

membrane permeability assays, cultured epithelial monolayers, Ussing chamber

experiments using segments of isolated intestine, and others [41]. However, often

the best approach in this situation is once again to use the intact animal model in

which the pharmacokinetic issue arises. Models for isolating and collecting samples

from the hepatic portal circulation and the systemic circulation have been described

in all of the major preclinical species, and these models are no less onerous to

establish than properly validated forms of the in vitro studies described above.

Likewise, in instances where a lead optimization program encounters issues with

high clearance, it is usually tempting to attempt to invoke an in vitro clearance

screen to resolve the issue. Such assays are relatively easy to perform and require

relatively little supply of compound. However, as mentioned above, the results

from such screens can be problematic, as there are numerous experimental and data

interpretation complexities that can influence the results. For instance, there is large

inherent variability (up to twofold) in human microsomal protein content, up to

nearly threefold interindividual variability in hepatocellular content, interindividual

variability in cytochrome P450 activity, and significant batch-to-batch variability in

microsomal activity from different vendors [42–44]. In addition to these experi-

mental preparation issues, the experimental conditions themselves have a large

bearing on the data generated, including incubation time and protein concentration

in the incubation, nonspecific matrix binding, and solvent composition [45–49]. As

would be expected for an assay with so many parameters driving the outcome, a

survey of the literature revealed profound (10s to 100s-fold) intra-laboratory

variability for in vitro intrinsic clearance observations even for well-characterized

test compounds [50]. In these instances, retrospective analysis usually provides

some mechanistic rationale for such experimental variability and can often even

suggest some combination of mechanistic scaling factor that results in a successful

prediction. However, in a drug discovery setting, one does not have the luxury of

knowing the “answer” (human clearance) for comparison with the predicted out-

come from an in vitro assay. Accordingly, the use of in vitro data, even to solve

limited problem sets around clearance issues, must be adopted with caution.

Although the above discussion highlights the risks and limitations involved with

in vitro metabolism screening, and these issues must be kept foremost in mind,

there are instances where in vitro screening can be a useful directional tool in a lead

optimization program. For example, there may be instances where a given chemical

series has been shown through in vitro–in vivo validation studies to lend itself to

reasonable clearance predictions via screening in vitro for metabolic turnover rate.

In these cases the in vitro screen can afford a useful and rapid means for screening

new compounds for evidence of improvement in metabolic clearance. Also, in vitro

metabolism systems can be useful in determining the major metabolic pathways for

a set of exemplar compounds in a chemical series, since incubation in vitro and
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isolation of metabolites is more straightforward than similar in vivo studies. Once a

route of metabolism is postulated, it may be possible to better design chemical

modifications intended to exploit metabolic “hot spots.” Of course, numerous

caveats to this approach apply, not the least of which is that quite often the blocking

of a putative site of metabolism on a molecule simply shifts the site of metabolism

to a different moiety. However, in instances where straightforward in vivo pharma-

cokinetic lead optimization is not yielding progress, and where resource allows,

in vitro studies may provide an adjunct to the in vivo approach.

5.4 Lead Optimization in Humans: The Microdosing Approach

No discussion of pharmacokinetic optimization would be complete without some

consideration of testing in the ultimate species of interest, humans. Historically the

use of humans to perform “lead optimization” has been far too costly and time

consuming to even consider using in an iterative manner. However, in recent years

there has been growing interest in the use of the so-called microdosing approaches, in

which single subpharmacological doses of new chemical entities may be

administered to humans with a less extensive toxicology data package than ordinarily

required for a standard IND application [51, 52]. Coupled with the use of ultra-

sensitive bioanalytical techniques such as accelerator mass spectrometry, the concept

is that human pharmacokinetic studies can be conducted to help select the most

optimal amongst several lead candidates, or to rapidly identify molecules with poor

pharmacokinetic properties and preclude further study. The concept is intriguing, and

there are likely many examples of development programs that will benefit from such

an approach. However, several caveats must be borne in mind when contemplating

such an approach. First, although the use of human microdosing may allow a team to

perform less resource-intensive “no-go” decision making, if the result of the study

suggests a “go” decision, then the team must return to the preclinical development

stage and prepare the full CMC and toxicology study package required for full

clinical development (or work on these attributes in parallel). As a result, for

programs that ultimately move forward, the use of the microdosing approach can

actually cost, rather than save, time and money. Therefore, the approach is best

invoked with programs with a low probability of clinical pharmacokinetic success.

Second, the validity of the pharmacokinetic data obtained with microdosing can be

questioned. One can readily envision scenarios in which microdosing would yield a

“false positive” signal, such as if the absorption of a molecule is solubility limited,

and the micro-dose is absorbed in a quantity that will not scale linearly with dose.

Alternatively, “false negative” signals can also be obtained, as might be the case with

a substrate for an intestinal efflux transporter which would be readily saturated with a

clinically relevant dose, but which efficiently effluxes the micro-dose back into the

intestinal lumen. Therefore, in these instances, there may be scenarios in which the

human microdose data are not as predictive of the human response as a preclinical

species at a higher dose. One way to possibly guard against these issues could be to
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perform a sort of validation study using a microdose in a preclinical species for the

molecule of interest compared to a clinically relevant dose. Depending on whether

dose-proportionality is observed in the preclinical species, more or less confidence

may be gained in the clinical microdose approach [53].

6 Additional Pharmacokinetic Properties Driving

Efficacy and Safety

6.1 Plasma Protein Binding

As noted above, it is clear that pharmacokinetics influences safety and efficacy via

concentration-versus time profiles and the potential for drug–drug interactions.

However, there are additional parameters traditionally measured in a pharmacoki-

netic lead optimization paradigm that may also address efficacy or safety risks. One

such parameter of interest is plasma protein binding. Although most standard

bioanalytical methodologies in pharmacokinetic lead optimization programs are

designed to measure total drug content in a given sample, usually after protein

denaturation and precipitation, the total drug amount is only one component of the

overall picture. Drugs in plasma associate in both a specific and nonspecific manner

with various proteins in plasma, most notably albumin, α1-acid-glycoprotein, and
various lipoproteins [54]. Although these interactions are usually reversible, the

kinetics of dissociation may be slow compared to rate of metabolism or elimination,

and therefore the free fraction of drug can be an important determinant of efficacy.

The relationship between free fraction and efficacy has been clearly elucidated in

certain therapeutic areas, such as anti-infective therapy [55] or CNS-active drugs

[56]. However, protein binding can play a role in efficacy in any therapeutic area

and should be considered during lead optimization in drug discovery [57].

There are several major methods available for determining protein binding,

including ultrafiltration, equilibrium dialysis, and ultracentrifugation [58]. Although

a detailed review of each of these methodologies is beyond the scope of this chapter,

it is critical that the discovery scientist recognize that none of these methods is ideal,

and that each suffers from serious potential drawbacks. For instance, most available

ultrafiltration devices are subject to very high nonspecific binding to the device for

many molecules, rendering them inappropriate for protein binding determination.

Anecdotally, in the author’s experience, ultrafiltration has proved suitable for <10%

of the drugs attempted to be measured by this technique. Consequently, many

scientists now consider equilibrium dialysis to be the method of choice for protein

binding determinations. However, to obtain an accurate measure of free fraction,

there are a number of experimental considerations to determine, including time to

equilibrium and stability and recovery from the equilibrium dialysis device. Many

molecules will also demonstrate poor recovery from the device, or do not attain

equilibrium within a reasonable timeframe to avoid plasma protein degradation.
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Furthermore, the bioanalytical matrix in an equilibrium dialysis experiment varies

with time; the “receiver” chamber starts as simple buffer, but over the course of

dialysis the movement of ions and other small molecules in the plasma on the “donor”

side of the device contaminates the receiver chamber and can often significantly alter

the matrix so as to produce a differential ion suppression effect in mass spectrometric

detection of the analyte of interest [59]. For ultracentrifugation, the lack of a filter in

the system can often improve overall recovery; however, the formation of a lipid

layer at the top of the ultracentrifugate and partitioning of lipophilic compounds into

this layer is problematic.

Given these difficulties with determining a numerical value for protein binding,

and the fact that none of these methods includes a means to assess actual binding

affinity rather than capacity [60], it would be desirable to identify alternative means

of assessing the impact of protein binding. The first place where problematically

high plasma protein binding often presents itself is during the initial pharmacoki-

netic characterization of a new compound. If protein binding is sufficiently high, the

molecule may not be available for distribution outside the vascular space and may

also not be available to be cleared by the liver or kidney. Therefore, in instances

where volume of distribution is at or below that of the vascular space (<0.1 L/kg),

and clearance is very low (<1% of liver blood flow), high plasma protein binding

should be suspected as a contributing factor. Another practical approach to

evaluating the relevance of tight plasma protein binding is functional efficacy

assays. It can often be quite beneficial to perform in vitro efficacy studies in the

presence and absence of exogenous protein whenever possible; profound shifts in

activity under the different conditions suggest problematic protein binding. Not all

in vitro assays will be amenable to the addition of exogenous protein, and in these

instances the best indication of whether protein binding will be an issue may be in

an in vivo model of efficacy. Fairly sophisticated approaches can also be adopted to

correlate protein binding with tissue distribution and efficacy [61]; although these

are not usually readily applicable to screening methodologies, such approaches can

be very useful to probe the role of protein binding for an exemplar compound in a

given line of chemistry.

6.2 Volume of Distribution

Another pharmacokinetic parameter often measured but sometimes not acted upon

is volume of distribution. Volume of distribution is a composite parameter that can

be mechanistically driven by a number of different factors, including protein

binding, rate of distribution out of the vascular space into tissues, and binding to

specific components of tissue. As noted above, very low volumes of distribution

(at or below vascular volume) can be suggestive of high plasma protein binding that

may restrict efficacy. In addition to these very low volumes of distribution, even

“reasonable” volumes may reflect a tissue distribution that will restrict efficacy.

Total body water is generally assumed to be equivalent to 0.6–0.7 L/kg; therefore,

volumes less than this value suggest that the drug may not be leaving the
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extracellular space. Further, for many disease targets, larger volumes of distribution

may be desirable, as this would suggest more extensive distribution into one or

more tissues that could be pharmacological targets. The converse of this is also true;

as volume of distribution increases, and tissue distribution likely increases, it

becomes increasingly likely that concentrations in tissues of toxicological concern

may reach values that can be associated with unwanted side effects. There are no

generally accepted guidelines for striking this balance between tissue distribution

for efficacy and safety, and although there is no commonly agreed “bad” value for a

volume of distribution, it can be assumed that when volume approaches or exceeds

a value of 5–10 times total body water (>3.5–7 L/kg), substantial tissue

concentrations are being achieved. Depending on the particular mechanism of

action and therapeutic window of a given test agent, a balanced approach must be

employed to optimize volume of distribution.

6.3 Metabolism to Reactive Species

Finally, the role of reactive metabolites as a pharmacokinetic event that can be a

key determinant of drug safety should be mentioned. A full treatment of this subject

will be given in a separate chapter in this volume. However, it is important to note

here that in the course of lead optimization, one of the more effective “pharmaco-

kinetic” activities that can be performed to reduce toxicology-related drug attrition

is to perform a screen for reactive drug metabolites. The biotransformation of a

parent molecule to a metabolite with reactive properties is a major risk for down-

stream safety issues, whether in the form of antigenicity or genotoxicity [62].

Certainly more definitive metabolic characterization of the selected candidate

molecule(s) will be conducted later in development, along with more detailed

ability to conduct risk assessments around any reactive metabolites generated.

However, during lead optimization, one actually has the ability to “fix” the problem

altogether, by designing out the molecular feature(s) in the molecule associated

with reactive metabolite formation. There are a number of pharmacophores that

have a known propensity for reactive metabolite formation [63], and chemists

should avoid these moieties if possible. However, in the event that balancing the

other required developability properties within a given series requires using one of

these potentially problematic pharmacophores, as well as to flag issues with novel

chemotypes, it is generally prudent to incorporate an assay for reactive metabolites

during lead optimization. There are a number of different potential ways to detect

formation of such metabolites, including the covalent binding of radioactivity in an

in vitro metabolic incubation or in an in vivo disposition study, or the use of a

so-called glutathione trapping screen which relies on the binding of reactive

moieties to excess glutathione in an in vitro incubation [64]. Another fairly

straightforward way to detect reactive metabolites is to perform an in vitro meta-

bolic incubation in the presence of hepatocytes, and subject the resultant incubation

mixture to mass spectrometric analysis. Detection of mass fragments such as parent
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mass + 34 AMU or parent mass + 323 AMU can suggest arene oxide formation, or

arene oxide formation and subsequent glutathione conjugation; use of exact mass

data on a high resolution mass spectrometer can provide additional certainty around

the identify of such mass shifts [65, 66]. Although such findings in a discovery

setting are far from definitive and would not represent an absolute no-go finding,

any work that could be done to select an alternate candidate molecule in these

situations would aid in reducing downstream attrition.

7 The End Game: Modification of the Critical Path

and Candidate Declaration

As depicted in Fig. 2, the contents of this chapter have addressed many of the

components of a “standard” lead optimization screening cascade leading to candidate

selection. However, perhaps as important as understanding how to create and follow

such a screening tier is recognizing that there are exceptions to every rule, and that

during the life of a lead optimization program there will be instances where the

established critical path should be violated or altered. Some examples of this

described above include instances where acceptable CYP450 inhibition profiles

cannot be attained after extensive iterative chemistry, demonstration of chemical

structure–activity relationships which suggest that the preclinical species may not be

predictive of human pharmacokinetics, or availability of straightforward in vivo

pharmacology models that may replace other developability criteria such as protein

binding or pharmacokinetic evaluation. Another instance where excursions from the

critical path may be valuable would be “reality checks” to confirm that sometimes

extensive effort being expended to improve in vitro developability parameters or

rodent pharmacokinetics is not directing the chemistry towards failure in a later assay,

such as nonrodent pharmacokinetics, reactive metabolite formation, or toxicology.

Additionally, while the generic critical path is representative for straightforward

oral drug programs for systemic disease, other treatment modalities will require

different critical paths. For instance, in an oncology program designed to administer

a likely cytotoxic agent via intravenous infusion, considerations of drug–drug

interactions often become less important, and it becomes critical to identify molecules

with high clearance and relatively short half-lives, so that controlled drug exposure

can be more readily achieved. Likewise, the development of topical therapeutics

usually includes in vitro and in vivo assays designed to determine dermal penetration

and residence time, while aiming for high systemic clearance for any drug that

“leaks” into the systemic circulation. Ophthalmic drug development programs are

another example requiring atypical critical paths; depending on the route of adminis-

tration (topical, subconjunctival, intravitreal) particular assays will be required to

optimize new chemical entities for these target product profiles. Obviously it is

critical for the discovery scientist to be fully aware of the eventual commercial

requirements of a given product to allow appropriate critical path design.
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With respect to the ultimate declaration of a candidate molecule, or “how good is

good enough,” the commercial target product profile is a useful and important start. At

the inception of a lead optimization program, the team should certainly have a solid

understanding of the product requirements, and the window of acceptability around

those criteria. For instance, if achieving once-daily dosing is an absolute commercial

go/no-go feature, potential candidates may be viewed differently than if once-daily

dosing is a “nice-to-have” attribute. Certainly the team should prepare and agree on

specific assay criteria that will be met for a given candidate, and in many cases these

may be pre-defined by general corporate guidelines (i.e., minimum bioavailability in

preclinical species; maximum percent inhibition of CYP450 enzymes; etc.). How-

ever, it is rare that a candidate achieves every aspect of the desired profile. Given the

process of balancing multiple desired properties (some of which often require chemi-

cal changes that act in opposition to one another), the lack of complete certainty that a

given preclinical assay will be absolutely predictive of the human response, and the

desire to move programs forward as quickly as possible, in the end the candidate

selection decision must be a risk-reward balance decision. As a result, the decision

point often becomes as much about organizational resource and risk tolerance as

about the pure science behind the potential candidate. Discovery scientists should also

endeavor to educate themselves about these nonscientific criteria within their

organizations and understand their role in the decision-making process.

The successful execution of a lead optimization program in drug discovery

requires a carefully balanced perspective. There can be a huge number and variety

of different types of assays fromwhich to select for a critical path, and following them

all would doubtless lead to near-paralysis in decision making and a huge investment

in resource. It falls therefore to the drug discovery professional to survey the available

landscape of assays in comparison with the team’s target product profile and molecu-

lar mechanism of action to design an effective and efficient critical path. It has been

the aim of this chapter to highlight some of the areas of concern in this selection

process and to enable team leaders to thoughtfully analyze the possible options for

their programs and select accordingly.

8 Conclusions

The successful execution of a lead optimization program in drug discovery requires

a carefully balanced perspective. There can be a huge number and variety of

different types of assays from which to select for a critical path, and following

them all would doubtless lead to near-paralysis in decision making and a huge

investment in resource. It falls therefore to the drug discovery professional to

survey the available landscape of assays in comparison with the team’s target

product profile and molecular mechanism of action to design an effective and

efficient critical path. It has been the aim of this chapter to highlight some of the

areas of concern in this selection process and to enable team leaders to thoughtfully

analyze the possible options for their programs and select accordingly.
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The Role of Biotransformation Studies

in Reducing Drug Attrition

Douglas K. Spracklin, Amit S. Kalgutkar, and Angus N.R. Nedderman

Abstract Biotransformation has evolved beyond simple structural elucidation of

metabolites to provide data that is highly impactful and influential to various aspects

of drug discovery. Based on our experience, we have grouped areas where

biotransformation-related understanding canmake an impact on drug design as follows:

(1) defining clearance mechanisms, particularly for drug metabolizing enzymes other

than P450s, (2) identifyingmetabolic hot spots, (3) identifying reactive metabolites, (4)

characterizing active metabolites, and (5) assessing metabolite safety. This review will

describe how these studies may be used to guide the development of structure–activity

relationships to identify and mitigate potential safety liabilities and to interpret phar-

macokinetic/pharmacodynamic (PKPD) relationships. Ultimately, a better understand-

ing in all these aspects of drug disposition will aid in reducing candidate attrition.

Keywords Attrition, Biotransformation, Discovery, Metabolism, Safety
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1 Introduction

Biotransformation is broadly defined as the transformation of chemical compounds

within living systems. Understanding the biotransformation of drugs is a key

element of the modern drug discovery continuum, both in later stage development

and early in the discovery phase. In the pharmaceutical industry, biotransformation

as a function is typically practiced by experts and organized as a separate group

within the drug metabolism department. Biotransformation is often referred to as a

“mature science” because it has its roots in structural elucidation (of metabolites).

Because this is a concept familiar to, and of interest to chemists, there is a good

understanding and rapport between these two scientific disciplines within the phar-

maceutical industry. However, while structural elucidation is a foundational element

of biotransformation, scientific advances in related and dependent fields such as

enzymology, pharmacology, and analytical methodology have allowed biotransfor-

mation groups to provide insights into many different aspects of drug development.

As a result, the contributions of biotransformation can extend beyond simple

structural elucidation of metabolites, and accordingly, there is a growing desire to

include biotransformation scientists as members of drug discovery project teams.

Coincident with this, the concern in the pharmaceutical industry with the unsustain-

able rate of attrition is well documented. Strategies to minimize and identify causes

of attrition as early as possible are the norm in pharma today. With biotransforma-

tion concepts/understanding related to many aspects of drug development, it follows

that biotransformation can play a critical role in understanding and reducing attri-

tion. Based on our experience, we have grouped areas where biotransformation-

related understanding can make an impact on attrition as follows:

1. Defining clearance mechanisms

2. Reducing metabolic liability

3. Reactive metabolites

4. Active metabolites

5. Metabolite safety

While these aspects can be applied at any stage of the drug development contin-

uum, this review will emphasize their application in the discovery realm, consistent

with the industry desire to identify attrition factors as early as possible.
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2 Utility of Biotransformation Studies in Drug

Discovery/Development

2.1 Defining Clearance Mechanisms

For the prediction of human pharmacokinetics (PK), much attention has been

focused on cytochrome (CYP) P450-mediated metabolism in the discovery of

pharmaceuticals. It has been estimated that up to 80% of marketed agents are

metabolized by this particular enzyme system [1]. Thus, extensive efforts have

been undertaken to set up high throughput screens to enable structure–activity

relationship (SAR) development around these drug metabolizing enzymes. How-

ever, it is not uncommon to find that as metabolic liability due to P450s is decreased

in the course of SAR development, those changes can render the molecules

substrates for other enzymes that may not be represented by in vitro systems such

as microsomes. Under such circumstances, when examined in vivo, an apparent

in vitro–in vivo disconnect is revealed (i.e., greater in vivo metabolism is observed

than would be predicted from the in vitro studies). Biotransformation studies can be

helpful in resolving these types of discrepancies.

The role of non-P450 enzymes in oxidative metabolism was recently reviewed by

Strolin-Benedetti et al. [2]. While older, an equally comprehensive summary has

been described by Beedham [3]. Though not an exhaustive list, the non-P450 drug

metabolizing enzymes that consistently reveal themselves to us as possible

contributors to metabolism of pharmaceutical agents are: (1) monoamine oxidase

(MAO), (2) aldehyde oxidase, (3) flavin mono-oxygenase (FMO), and (4) UDP-

glucuronosyltransferase (UGT). Unfortunately, in vitro tools for these enzymes that

allow for high throughput screening and prediction of human PK are typically not as

readily available nor do they possess the fidelity for predicting human PK in a similar

way that microsomes do for P450s.

Note: P450-mediated metabolism is clearly an important consideration in syn-
thetic design. For more information, we direct the reader to the literature which is
replete with reviews of the basic enzymology, availability of in vitro tools, and
general SAR known for the various major P450 isoforms [4–6]. Because of its
comprehensive coverage in the prior literature, and to bring attention to what we
view as an underappreciation for other important metabolic enzymes, we have
focused this review entirely on non-P450 metabolism.

2.1.1 Monoamine Oxidase

A search, even limited to reviews, on the topic of “MAO” reveals a plethora of

literature; however, the majority of that literature focuses on clinical interest in

the use of MAOs used in the treatment of depression and Parkinson’s disease.

However, the occurrence, multiplicity, distribution, biochemical mechanism, and

selectivity of MAO were comprehensively reviewed by Trager [7] and a summary

of xenobiotics known, or likely to be metabolized by MAO isoforms (MAO-A
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and/or MAO-B) has been compiled by Strolin-Benedetti, Whomsley, and Baltes

[2]. Physiologically, MAO is responsible for the oxidative deamination of

monoamines such as adrenaline, butylamine, and tyramine [8]. Overall, MAO

oxidizes an amine substrate with concomitant reduction of the cofactor flavin

adenine dinucleotide (FAD). This is illustrated for the well-documented MAO-B-

mediated conversion of N-methyl-4-phenyl-1,2,3,6-tetrahydropyridine (MPTP) to

N-methyl-4-phenyl-2,3-dihydropyridinium ion (MPDP+) [9], which is a step in

the formation of N-methyl-4-phenylpyridine, a well-known neurotoxin (Fig. 1).

With regard to SAR, physiological substrates for MAOs are generally primary

amines such as 5-hydroxytryptamine while xenobiotic substrates are also “amine-

containing.” Considerable effort has been expended in understanding the interactions

of the MAO enzymes with their preferred substrates and inhibitors. These efforts and

the availability of crystal structures for the two human MAO forms [10, 11] have

enabled investigators to delineate in some detail the SAR for both MAO substrates

and inhibitors [12]. To illustrate the structural diversity of potential MAO substrates,

the MAO-mediated aspects in the metabolism of sertraline, sumatriptan, and pro-

pranolol are illustrated below.

Sertraline is an anti-depressant and a member of a class of drugs known as

selective serotonin reuptake inhibitors (SSRIs). An in vitro investigation delineating

the identities of the various enzymes involved in the metabolism of sertraline has been

reported by Obach et al. [13]. Sertraline undergoes deamination to yield sertraline

ketone as shown in Fig. 2. These investigators demonstrated that the ketone could be
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arrived at directly from sertraline, or via the N-dealkylated metabolite. While P450s

are also involved in these processes, a specific role for bothMAO-A andMAO-Bwas

demonstrated for both reactions.

Sumatriptan is a serotonin 5-HT1 receptor agonist used in the treatment ofmigraine

and cluster headaches. The major clearance process was shown to involve oxidative

N-deamination of the N-dimethyl side chain to form an indole acetic acid metabolite

as shown in Fig. 3. Although both P450 and MAO may catalyze the oxidation of

substituted amines such as this, Dixon et al. [14] showed that MAO-A is the major

enzyme responsible for this transformation in human liver.

Propranolol, a β-adrenoreceptor blocker is used in the treatment of cardiovascu-

lar disorders and hypertension. It has been shown that the first step in propranolol

metabolism is an N-dealkylation, followed by MAO-catalyzed deamination of the

side chain (Fig. 4) [15].

2.1.2 Aldehyde Oxidase

Previously cited references [3, 4] have also reviewed this particular enzyme and the

topic was recently covered in a very comprehensive fashion by Garattini, Fratelli,

and Terao [16].

Aldehyde oxidases belong to the family of molybdo-flavoenzymes that require

FAD and the molybdenum cofactor for activity. In contrast to MAO for example, the

physiological role for AO is not well understood. As their name implies, aldehyde

oxidases not only catalyze the oxidation of aldehydes to carboxylic acids, but they

also catalyze the hydroxylation of heterocycles (typically aromatic N-containing
systems). Comparison of the catalytic mechanisms between AO- and P450-mediated

oxidations explains the crucial need for N-containing moieties in AO substrates.

AO-catalyzed oxidations involve the nucleophilic addition of oxygen (water is the

source) to an electrophilic site on the drug molecule such as N-containing
heterocycles, with overall generation of reducing equivalents. In contrast, P450-

catalyzed oxidations involve the formation of an electrophilic oxo species (molecular
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oxygen is the source) which is then attacked by a nucleophilic site of the drug

molecule, with overall consumption of reducing equivalents [3]. The substrate

specificity for aldehyde oxidases is diverse and the list of drugs metabolized by AO

spans a variety of pharmacological classes. To illustrate the structural diversity of

potential AO substrates, representative examples of AO substrates shown are metho-

trexate, quinine, and famciclovir.

Methotrexate, a dihydrofolate reductase inhibitor, is used in the treatment of acute

lymphocytic leukemia and rheumatoid arthritis. The hydroxylation at the 7-position is

a major metabolic route catalyzed by AO (Fig. 5). Amongst the evidence confirming

the role of AO in this important metabolic event [17, 18], it was observed that there is

a high degree of inter-individual variability of methotrexate hydroxylation which

correlates with AO levels [19].

Quinine is an antimalarial whose primary metabolic pathway appears to be oxida-

tion catalyzed by aldehyde oxidase (Fig. 6) [20]. The 20-quininone is the major

metabolite formed.

Famciclovir, an antiviral agent, is a 9-substituted guanine derivative that undergoes

bioactivation to yield the pharmacologically active moiety, penciclovir. Studies have

shown that aldehyde oxidase catalyzes a key step in the bioactivation of this pro-drug

(Fig. 7) [21, 22]. Famciclovir first undergoes hydrolysis followed by oxidation to yield
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the active anti-herpes agent, penciclovir. Studies indicate that 6-deoxypenciclovir, the

moiety penultimate to penciclovir, is acted upon by AO oxidation.

2.1.3 Flavin Mono-oxygenase

FMO is another enzyme for which myriad literature exists. Mitchell [23] has recently

reviewed this enzyme and includes a particularly descriptive historical perspective of

its discovery. FMO has been described as a complementary enzyme system to the

P450s [24] because both are located in the endoplasmic reticulum (microsomes) and

require NADPH and molecular oxygen for catalysis. In fact, at one time FMO-

catalyzed reactions were believed to be simply another mixed function oxidase

(P450) reaction. It was not until Ziegler and Mitchell [25] purified FMO that it was

identified as distinct from P450. A detailed review of the similarities/differences

between these systems has been described by Cashman [26], including the perspec-

tive that based on the properties of FMO, purposely designing molecules to incorpo-

rate FMO-mediated metabolism may actually offer a strategic advantage in drug

design. Based on the sequence homology, FMOs have been grouped in families

numbered 1–5. In human liver, FMO3 and 5 are the prominent species but in rat liver,

FMO1 is predominant [26].

As noted, FMOs catalyze the N- or S-oxidation of heteroatom-containing

compounds. Like the P450s, FMO-mediated oxidation is NADPH dependent; how-

ever, FMO operates via a two-electron mechanismwhile P450s operate via sequential

one-electron processes. The suggestion has been made that this may actually contrib-

ute to the greater prevalence of P450 metabolism-based toxicity compared to FMO-

related toxicity. To date, few physiological substrates for FMO have been identified

so the details of known SAR are limited to “oxygenation of soft nucleophiles such as

nitrogen or sulphur.” The strategic advantage of incorporating FMO metabolism into

synthetic design is based on the fact that few drugs used contemporarily are FMO

substrates and therefore, new drugs metabolized by FMO should be less susceptible

to drug–drug interactions with concomitant administration of other medications.

Additionally, inter-individual variability of FMO appears to be due to genetic varia-

tion and not due to inhibition or induction. Thus, genetic screening may offer a simple

way of predicting atypical drug metabolism. In a more nuanced approach to chemis-

try design based on application of FMO knowledge, it has been suggested that FMO-

mediated oxidation coupled with retro-reduction will lead to futile metabolic

pathways. There is in vitro evidence to support this phenomenon and literature data

has suggested at least three prominent systems responsible for the retro-reduction of

tertiary amine N-oxides [24]. It is conceivable that a perceived metabolic liability due

to FMO-mediated metabolism may not be problematic if the forward metabolism is

linked with a reverse retro-reduction. However intriguing this possibility may be, it is

far from being established as a well-precedented approach.

As mentioned, compared to P450s, relatively fewer pharmaceutical agents to

date have been reported to be FMO substrates. However, these have been recently

catalogued by Phillips et al. [27]. The structural diversity of potential FMO
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substrates can be illustrated with nicotine, ranitidine, and trimethylamine. Nicotine

has been reported as a selective in vivo probe for FMO3 and the role of FMO in

ranitidine metabolism has been described. The FMO-mediated N-oxidation of

trimethylamine as a phenotyping marker for FMO has also been extensively

reported on.

Nicotine is metabolized stereoselectively by FMO to form (S)-nicotine N-10-oxide
(Fig. 8). In a study involving thirteen healthy male smokers that examined free

smoking, intravenous infusion of labeled (S)-nicotine-d2 and dermal administration

of (S)-nicotine-d0, only the trans nicotine N-10-oxide diastereomer was observed in

the urine by all routes of administration [28]. This and other data point to the role of

FMO3 in this stereoselective metabolism.

Ranitidine is an H2 antagonist that has been used as an antiulcer drug that is

metabolized almost exclusively to its N-oxide by FMO (Fig. 9) [29]. It has been

shown in different populations that phenotypes of ranitidine N-oxidation are posi-

tively correlated with various FMO3 gene mutations [30, 31].

Finally, trimethylamine, derived from dietary choline, is metabolized by hepatic

FMO3 to its non-odorous N-oxide metabolite. However, mutations in the FMO3 gene

cause an inherited disorder known as trimethylaminuria (fish-odor syndrome) where

affected individuals are unable to metabolize trimethylamine. The unchanged free

amine is secreted through breath, sweat, and urine and because it possesses an odor

reminiscent of rotting fish, such individuals face a significant social aversion to their

condition, often leading to severe anxiety and depression. The condition itself is a

phenotypic marker for FMO3 metabolism and studies have investigated the underly-

ing genotypic basis for the disorder [27].

2.1.4 UDP-Glucuronosyltransferase

The UGT field is one of burgeoning research over the last several years, largely due

to the investigation of the large number of isoforms in this enzyme family and

particularly, research into the various polymorphisms associated with different
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isoforms. Two reviews, though well separated in time, give a comprehensive

summary of this enzyme system [32, 33].

UGTs catalyze the conjugation of glucuronic acid to nucleophilic substrates.

These may include phenols, aliphatic alcohols, carboxylic acids, and amines. There

are a number of endogenous substrates for UGTs including bilirubin, various steroids,

and lipids. All of which support the notion that UGT isoforms have broad and

overlapping substrate specificities. Because glucuronidated metabolites significantly

differ structurally from parent, glucuronidation generally renders metabolites that are

pharmacologically inactive. However, there are exceptions and there is a body of

literature describing the bioactivation and toxicity related to UGT-dependent metab-

olism [34]. Acetaminophen, morphine, and estradiol are glucuronidated by UGTs

1A6, 2B7, and 1A1 [35], respectively, illustrating the structural diversity accepted by

this enzyme family (Fig. 10). While the P450-catalyzed bioactivation of acetamino-

phen has been well described, acetaminophen is also known to undergo direct

glucuronidation catalyzed by UGT1A6. Morphine undergoes glucuronidation at

both the 3- and the 6-positions, though morphine-3-glucuronide is quantitatively the

more important of the two, with its formation being catalyzed by UGT2B7. While

morphine-6-glucuronide (M6G) is thought to be a more potent analgesic than mor-

phine itself, the role of morphine-3-glucuronide (M3G) is less clear. It has been

hypothesized that M3G may actually antagonize the analgesic effects of morphine
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and M6G and may also play a role in the development of tolerance [36]. The case of

estradiol is interesting because UGT1A1 exhibited regioselectivity toward the

3-hydroxy position, whereas glucuronidation at the 17-hydroxy position was not

detected. However, in a subtle SAR point, the rate of 3-hydroxy-glucuronidation

was dependent on the 17-hydroxy configuration because 3-hydroxy glucuronidation

for β-estradiol (shown) was six times faster than for epiestradiol [37].

It is clear that our knowledge and critically the predictive in vitro tools for studying

these non-P450 drug metabolizing enzymes lag behind those for the P450s. Never-

theless, these enzymes can be important contributors to the metabolic clearance of

compounds and it behooves the medicinal chemist to be aware of their properties.

However, close collaboration with biotransformation scientists can facilitate this

knowledge, thus leading to a better understanding of candidates and minimizing

attrition due to poorly understood clearance mechanisms.

2.2 Reducing Metabolic Liability

Reducing metabolic liability is perhaps one of the most classical ways in which

biotransformation can aid in chemistry design. It is also commonly referred to as

“identifying metabolic hot spots” and traditionally has involved an iterative

approach where the biotransformation scientist identifies specific sites of metabo-

lism and chemists make appropriate substitutions based on these data to develop an

SAR understanding of metabolic liability. The desired goal is that the SAR of

metabolic liability can be optimized concurrently with the SAR required for phar-

macological activity (and other parameters). The process is repeated until a com-

pound with acceptable clearance can be identified. Of course, it will be recognized

that changes in one parameter are generally not independent of others and it is likely

the chemist will ultimately achieve an acceptable balance of properties rather than

optimization of each aspect of the molecule [38]. The evolution of chemistry

strategy to one of high speed analoguing raises the question as to whether this

classical “metabolism blocking” approach is obsolete and can somehow be replaced

by high throughput screening. For example, aromatic hydroxylation is a commonly

observed type of metabolism, and furthermore it is often difficult for the biotrans-

formation scientist to easily identify the exact position of the ring that is oxidized.

However, a diversity of substituted aromatic rings are typically and readily avail-

able to explore the SAR of pharmacological activity. In this case, compared to a

traditional metabolite identification study carried out by a biotransformation scien-

tist on multiple compounds, in many cases it may indeed be faster for chemists to

prepare analogues and look for changes in overall clearance rates via a high

throughput assay that measures an endpoint such as clearance. However, rather

than abandoning the traditional approach, we find that judicious timing of the

metabolite identification studies can complement the screening assays and improve

the overall efficiency of the process. For example, in the above-described situation,

it might well be possible to simply prepare and screen many analogues; however, a
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well-executed biotransformation study at the time of design can direct chemists to

the best site for substitution and offer some insights as to other potential sites of

metabolism, i.e., anticipating metabolic switching. Another advantage of these

early studies is that they will inform as to whether the major site(s) of metabolism

are also key elements required for pharmacological activity. In this case, when

discriminating between different chemical series, it would clearly be preferable that

the major clearance pathway not be associated with a moiety required for pharma-

cological activity. This could be used as an important way to differentiate between

series.

Nevertheless, there is much interest in the prediction of metabolites and their

accurate prediction at early stages such as lead selection would represent a signifi-

cant way to accelerate this stage of discovery. To that end, the in silico prediction of

metabolites has been an active field of investigation; however, a review of the

various approaches or the evaluation of specific programs is beyond the scope of

this chapter. The reader is directed to several reviews for further information

[39–41]. Czodrowski et al. [39] have nicely summarized the current state and

concluded that “while considerable progress has been made, the results of

calculations still need careful inspection. . .and the domain of applicability as well

as methodological limitations have to be taken into account.” It is generally

acknowledged that metabolism is one of the more difficult absorption, distribution,

metabolism and excretion (ADME) endpoints to predict because of its complexity –

competing mechanisms and enzymes, inherent reactivity of the substrate,

ligand–protein interactions, genetic and phenotypic variations, all of which are

factors that contribute to the metabolic process.

The following are illustrative examples of the traditional experimental approach

that have positively impacted SAR development and illustrate various aspects of the

approach: (1) metabolic blocking, (2) purposely diverting/shunting metabolism, (3)

indirect modulation of metabolism by F substitution, and (4) metabolic switching.

2.2.1 Metabolic Blocking

Methotrexate is an antifolate used in the treatment of rheumatoid arthritis. The

aldehyde oxidase liability associated with methotrexate was previously described.

However, the complete metabolism picture for methotrexate is quite complex,

impacting its pharmacodynamic action and making its pharmacokinetics less pre-

dictable [42]. In addition to AO, methotrexate may be acted upon by folylpoly-

glutamate synthetase and carboxypeptidase G2. The AO-catalyzed formation of the

7-hydroxy metabolite of methotrexate diminishes its efficacy because the metabo-

lite is less soluble and much less potent at the desired target than the parent

compound itself. Poly(γ-glutamyl) metabolites of methotrexate are the primary

contributors to long-term methotrexate retention but their role in methotrexate

efficacy and toxicity is controversial. Finally, methotrexate is known to undergo

enterohepatic recycling, i.e., secretion into bile followed by reabsorption in the

intestine. Metabolism by carboxypeptidase G-like activity will likewise diminish
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methotrexate efficacy. Clearly, antifolates that do not undergo these types of

metabolism would be superior to methotrexate. CH-1504 was designed to be

“metabolism-blocked” for all three metabolic pathways (7-hydroxylation,

polyglutamylation, and deglutamylation) [43]. In a small, nonblinded study of

RA patients, CH-1504 was superior to methotrexate in efficacy and tolerability.

Encouraged by this success, investigators have designed analogues with even

greater potential therapeutic efficacy [42]. CH-1504 is shown in Fig. 11 with the

three problematic types of metabolism indicated. All analogues prepared contained

the 40-methylene-Glu and examined the effects of various other substitutions. The

5,8-dideaza-pyrazine ring of CH-1504 and its analogues was key to mitigating AO

activity. In an assay using rabbit liver AO, methotrexate showed a 2 min half-life

while none of the analogues examined showed any propensity to act as substrates

for this enzyme. All analogues (except one) were inert to cleavage by poly

(γ-glutamyl) synthetase activity. Finally, carboxypeptidase G2 activity from

Pseudomonas sp. strain RS-216 has been shown to catalyze the terminal amino

acid hydrolysis from methotrexate. Under similar experimental conditions, no

hydrolysis of any of the analogues occurred showing that they are not substrates

for this enzyme. Compared to methotrexate, the key to the metabolic stability of

these analogues is incorporation of the 40-methylene-Glu in place of Glu and

removal of the nitrogens to give the 5,8-dideaza-pyrazine ring system.

Another example of the metabolic blocking approach can be exemplified to

minimize P450-catalyzed metabolism. Extensive and intensive research through

the 1990s led to the identification of human immunodeficiency virus (HIV) protease

inhibitors for the treatment of (HIV-1) infections. However, this class of agents,

exemplified by indinavir, generally suffered from extensive first-pass metabolism.

Attempts to develop agents with improved pharmacokinetic properties focused on

blocking the sites of metabolism (typically mediated by P4503A4). Cheng et al. [44]

deconstructed the metabolic liabilities of indinavir and designed in attributes that

significantly enhanced their PK properties. Indinavir undergoes metabolism at two

regions of the molecule designated as P2
0 and P3 as shown in Fig. 12. Specifically,

oxidation takes place at the benzylic position of the aminoindanol moiety (P2
0), in

addition to the pyridine nitrogen and the methylene linker (P3). Incorporation of the

gem-dimethyl and pyridylfuran functionalities in P3 (compound 1), along with

replacement of the aminoindanol with an aminochromanol moiety (compound
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2) led to analogues as shown in Fig. 12. In two markers of pharmacological activity

[(1) inhibition of cleavage of a substrate by the wild-type HIV-1 protease enzyme

and (2) inhibition of the spread of viral infection in MT4 human T-lymphoid cells

infected by the NL4-3 virus], both compounds showed enhanced potency compared

to indinavir. The pharmacokinetic profiles of these two molecules were then

examined in dogs. When corrected for dose, compound 1 showed twofold improve-

ment in Cmax and AUC, while compound 2 showed more marginal improvement

(1.2–1.5-fold, respectively).

2.2.2 Purposely Diverting/Shunting Metabolism

In a slightly different approach, rather than designing out a particular metabolic hot

spot, Middleton et al. report on purposely redirecting metabolism away from an

undesired site [45]. In a program designed to identify selective serotonin reuptake

inhibitors, these investigators identified compound 3 as a promising lead (Fig. 13).

Unfortunately, balanced with a number of desired attributes, the molecule was found

to undergo P4502D6-mediated N-demethylation and the resulting secondary amine

was both pharmacologically active and possessed a relatively long half-life, which

was inconsistent with the clinical objectives of this program. Previous experience

suggested that P450-mediated thio alkyl S-oxidation can be a rapid metabolic process
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and might be an attractive competing event to N-demethylation. Indeed, a simple thio

methyl analogue 4 illustrated the concept. Based on the analysis of substrate docking

using homology models and a further expansion of the SAR, the team arrived at

sulfonamide 5. This compound was potent and selective for serotonin over dopamine

and noradrenaline reuptake inhibition. In vitro, the sulfoxide 6 was the predominant

metabolite (>90%) and showed only weak pharmacological activity (IC50 > 1 μM).

In vivo, in both rat and dog pharmacokinetic studies, the parent compound 5 retained

the desired ADME properties and indeed as predicted by the in vitro studies, the

sulfoxide 6 was the predominant metabolite. It possessed the desired short half-life

and furthermore was shown to be inactive against a broad panel of other receptors,

enzymes, and ion channels. Based on the cumulative knowledge, sulfonamide 5 was

progressed into clinical development.

2.2.3 Indirect Modulation of Metabolism by F Substitution

Selective A2a antagonists are of interest for the treatment of Parkinson’s disease.

Moorjani et al. [46] reported on the use of fluorine substitution to enhance metabolic

stability in a series of non-xanthine-based antagonists with a pyrimidine core as

shown in compound 7 (Fig. 14). The compound shown possessed good potency and

selectivity; however, the projected human intrinsic clearance was 54 mL/min/kg.

SAR had shown that the aromatic ring would tolerate various fluorine substitutions

and indeed, compound 8 showed single digit nanomolar potency for hA2A with

135-fold selectivity over hA1. Importantly, the projected human intrinsic clearance

was reduced to 3 mL/min/kg, presumably because the electron-withdrawing effects

of the fluorine stabilized the phenyl group to metabolism. The effects of fluorine on

all ADME properties, including metabolism, have been known and exploited by

medicinal chemists for some time [47]. The nature of the stereoelectronic effects,

bond lengths and strengths, etc. has been well described. However, the understanding

of the influence of fluorine substitution on docking interactions, whether through
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direct contact with proteins or via drug conformation conferred via stereoelectronic

effects, is more nascent but has been recently reviewed [48].

2.2.4 Metabolic Switching

The serine/threonine kinase CDC7 is involved in initiation of DNA replication in

eukaryotic cells and has emerged as an attractive target for cancer therapy. Shafer

et al. [49] have reported on pyrimidin-2(1H)-one compounds that emerged from a

high throughput screen and are potent inhibitors of CDC7. However, compounds

exemplified by 9 (Fig. 15) showed a high metabolic liability with glucuronidation

of the phenol as the major metabolic pathway. Quantum mechanical conforma-

tional analysis suggested that an indazole (compound 10) would be a suitable

isostere for the phenol, thus blocking metabolism. Compound 10 was prepared

and was approximately threefold less potent than 9; however, further elaboration of

the distal aromatic ring (chlorination at the 3-position) achieved compounds with

the desired potency (0.005 μM). Unfortunately, compound 10 showed no improve-

ment in metabolic stability. This example highlights one of the cautions in the

metabolite blocking approach – metabolic enzymes can be extremely promiscuous

and substitutions in one part of the molecule may simply lead to metabolism

somewhere else, i.e., metabolic switching.

It seems clear to us that traditional metabolic hot spot biotransformation studies

still have relevance to current chemistry approaches that rely on high speed

analoguing. The value of the mechanistic understanding these studies provide has
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been demonstrated to illustrate different aspects of their application. While these

studies are not typically scalable for high throughput use, more importantly, they

are customizable to address the question/problem at hand and can have tremendous

impact on chemistry design.

2.3 Reactive Metabolites

Idiosyncratic adverse drug reactions (IADRs) (also known as type B ADRs) are a

safety concern [50] whose study generally falls under the purvey of biotransformation

scientists. These ADRs are often life threatening and are especially problematic

because they are not attributable to any specific pharmacology, are typically unrelated

to the drug target, and are generally dose independent. Their incidence is rare (1 in

10,000 to 1 in 100,000) and animal toxicity studies have poorly predicted the finding

in humans [51]. Because of these factors, and the fact that they occur relatively late in

development, many pharmaceutical companies are trying to identify these potential

safety liabilities earlier in the drug discovery process. Understanding a molecule’s

potential to form reactive metabolites is one aspect of this approach.

2.3.1 Metabolism-Based Toxicity

Generally, metabolism of a drug results in a more polar species that is more readily

excreted, with no toxicological sequela. However, for some structural moieties,

metabolism can generate electrophilic, reactive metabolites (bioactivation). When

the capacity of natural detoxification mechanisms for reactive metabolites is

exceeded, toxicity may ensue (e.g., tissue necrosis, carcinogenicity, teratogenicity,

and/or certain immune-mediated idiosyncratic toxicities).

The notion of linking metabolism-based bioactivation with toxicity extends back

decades to studies demonstrating the bioactivation of aminoazo dyes into protein

reactive metabolites [52]. However, studies with the anti-inflammatory agent acet-

aminophen [53–56] really laid the groundwork for this concept in drug metabolism.

In short, acetaminophen undergoes P450-mediated bioactivation to a reactive

quinone-imine metabolite (NAPQI) [57]. This reactive intermediate is capable of

depleting levels of the endogenous anti-oxidant glutathione (GSH) and binding

covalently to liver macromolecules thus leading to toxicity. Understanding these

events and the various experimental approaches developed from them have guided

biotransformation studies since then.

2.3.2 Are Reactive Metabolites Toxic?

Despite decades of research, the covalent binding of reactive drug metabolites to

proteins as it relates to IADRs remains poorly understood. Generally, acetaminophen
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being an exception, there is a lack of predictive animal models for IADRs which is a

tremendous burden to drug development. Several hypotheses for IADRs exist, but

one that links the formation of reactive metabolites with IADRs (especially those

with a possible immune component) is the immune hypothesis. In this case, reactive

metabolites can bind to high molecular weight proteins creating neoantigens and

initiating an immune cascade, such as with penicillin-induced anaphylactic reactions

[58], or β-lactam- and sulfamethoxazole-induced skin rash [59]. Additional examples

of drugs associated with haptenization include halothane, tienilic acid, and

dihydralazine, all of which are bioactivated to reactive metabolites and display

mechanism-based inactivation of the P450 isozymes responsible for their metabo-

lism. Consistent with these observations, antibodies detected in sera of patients

exposed to these drugs specifically recognize P450 isozymes responsible for their

metabolism [60–62].

2.3.3 Reactive Metabolite Screening

Under the assumption that reactive metabolites are a necessary, though not suffi-

cient step in certain IADRs, most pharmaceutical companies have implemented

assays to evaluate the bioactivation potential of new compounds through some type

of characterization of reactive metabolites.

Reactive Metabolite Trapping

Reactive metabolites are generally identified indirectly by trapping and forming a

stable conjugate such as with GSH. The presence of the soft nucleophilic thiol group

in GSH or its corresponding ethyl ester ensures efficient conjugation to soft electro-

philic centers on some reactive metabolites (e.g., Michael acceptors, epoxides, arene

oxides, and alkyl halides) yielding stable sulfydryl conjugates [63–66]. As described

previously, drug metabolizing enzymes other than P450 are also capable of

catalyzing bioactivation, and therefore the choice of in vitro metabolism system

(e.g., liver cytosol, liver S-9 fractions, hepatocytes, and neutrophils) must reflect

the activity of the appropriate enzymes. Analytically, loss of the pyroglutamate group

from the GSH conjugates can be followed by mass spectrometry (constant neutral

loss of 129 Da) to provide relatively sensitive detection [67]. In contrast to soft

electrophiles, hard electrophiles (e.g., electrophilic carbonyl compounds) will prefer-

entially react with hard nucleophiles such as amines (e.g., semicarbazide and

methoxylamine), amino acids (e.g., lysine), and DNA bases (e.g., guanine and

cytosine) affording the corresponding Schiff base [68, 69]. Cyanide anion is another

“hard” nucleophile that can be used to trap electrophilic iminium species that are

generated via metabolism of acyclic and cyclic tertiary amines [70, 71].

Acyl glucuronides (derived from the glucuronidation of carboxylic acids) repre-

sent a special case of reactive metabolites because they are relatively long-lived.

Their propensity for toxicity has been correlated with their chemical stability as
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assessed by comparison of pseudo first-order degradation half-life values of the

1-O-acyl glucuronides and rate of acyl migration in in vitro studies [72, 73].

Covalent Binding

As stated, formation of reactive metabolites is a necessary, though not sufficient first

step in the pathogenesis of certain IADRs. The next committed step in these cases is

covalent binding of the reactive metabolite to some protein and therefore, quantitative

assessment of the amount of in vitro metabolism-dependent covalent binding to

biological tissue has been explored [74]. However, such studies are only possible if

radiolabeled drug is available, but importantly, the assay does not reveal the nature or

identity of covalently modified proteins. Such covalent studies may also be

performed in vivo, but study design must be carefully considered. For example,

toxicity with acetaminophen is only seen upon multiple dosing when the naturally

efficient detoxification mechanism (conjugation of NAPQI with GSH) is overcome

[55].

2.3.4 Structural Alerts

As described, a metabolic transformation leading to bioactivation (vs. a metabolic

transformation leading to a benign elimination) depends on the presence of a

certain functionality (referred to as structural alert/toxicophore). Based on the

precedented examples of drugs containing moieties which are metabolized to

reactive metabolites and are associated with IADRs [64, 65], certain functional

groups have been categorized as structural alerts. Clearly, avoiding these func-

tional groups when possible is desirable; however, novel or unanticipated

bioactivation pathways leading to reactive metabolites are always possible. This

is illustrated for the 5-hydroxytryptamine 5-HT2C agonist and potential anti-

obesity agent 2-(3-chlorobenzyloxy)-6-(piperazin-1-yl)pyrazine (11) (Fig. 16)

[75] which was discontinued from clinical development due to S-9/NADPH-

dependent genotoxic effects in the bacterial Salmonella Ames assay. Subsequent

reactive metabolite trapping studies in S-9/NADPH incubations containing exog-

enously added hard and soft nucleophilic trapping agents led to the identification

of several conjugates of 11 and its downstream metabolites, revealing

bioactivation on both the 3-chlorobenzyloxy and the piperazine ring system in

11 (Fig. 16). Bioactivation of the piperazine ring system was especially interesting

given its wide usage and safety profile in commercially successful drugs like

sildenafil.
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2.3.5 Does Avoiding Structural Alerts Guarantee Successful Drug Design?

If structural alerts/toxicophores are susceptible to bioactivation, it follows that

drugs which lack toxicophores will have a superior safety record with regards to

IADRs and anecdotal evidence supports this [64]. Examples where the metabolism

data supports this hypothesis can be illustrated with the cardioselective

β-adrenoceptor antagonists practolol, atenolol, and metoprolol. The mechanism of

severe skin rashes induced by practolol is uncertain; however, a role for antinuclear

antibodies, elicited by protein adducts of a reactive nitroso metabolite obtained

from practolol biotransformation (liberation of a masked aniline) has been

suspected (Fig. 17) [76, 77]. Notably atenolol and metoprolol are metabolized by

completely different pathways and are also subject to extensive urinary excretion as

parent drugs [78]. Both lack the anilide toxicophore and cutaneous IADRs are not

observed with these drugs.

As a final example, bioactivation of the alkylhalide substituents of inhaled

anesthetics to reactive acylating agents is usually due to the availability of an
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extractable hydrogen atom on the halogenated alkyl carbon. In susceptible patients,

halothane, isoflurane, and desflurane can produce severe hepatic injury by an immune

response directed against reactive acyl halides covalently bound to hepatic biomacro-

molecules [79]. The relative incidence of hepatotoxicity due to these agents appears

to directly correlate with the extent of their conversion to acyl halides by P450, which

in turn may be governed by the leaving group ability of the respective substituents

within these drugs. As is seen in Fig. 18, halothane, which exhibits the greatest

incidence of hepatotoxicity in the clinic, undergoes the most conversion to reactive

acyl chloride, a feature that can be attributed to the presence of bromide substituent,

which is a good leaving group. In contrast, isofluorane and desfluorane also undergo

oxidative metabolism resulting in the formation of reactive acyl halides, but the

degree to which these anesthetics are bioactivated is significantly lower than halo-

thane [80]. Thus, the lower yield of acylhalide formation with isofluorane may be

traced back to changes in the electronic environment that reduce overall

affinity towards metabolism or to the relatively poor leaving group ability of the

difluoromethoxy group compared to the bromide.

Given the lack of methodology to predict IADRs, the examples discussed above

suggest that by avoiding toxicophores in drug design, one would lessen the odds

that a drug candidate will lead to toxicity via a bioactivation mechanism

(metabolism-based toxicity). However, avoiding structural alerts altogether can

lead to missing out on potentially important medicines, as illustrated with

atorvastatin, which not only contains the acetanilide structural alert, but metabolism

by P450 results in the formation of acetaminophen-like metabolites (Fig. 19) [81].

Furthermore, glucuronidation of its carboxylic acid moiety results in the formation

of the potentially electrophilic acyl glucuronide [82] in a manner similar to that

discerned with certain nonsteroidal anti-inflammatory drugs. The toxicity

associated with these carboxylic acid-based anti-inflammatory drugs has been

attributed to the rearrangement of the acylglucuronide metabolites [72, 73].
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Other examples where bioactivation occurs with no apparent associated toxicity

are clopidogrel [83–85] and omeprazole [86, 87] (Fig. 20). In fact, these agents

actually depend upon bioactivation as part of their mode of action.
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While avoiding toxicophores is generally a prudent chemistry strategy, there are

sufficient exceptions (e.g., atorvastatin, clopidogrel, and omeprazole) that confound

implementing such a simple, one-size-fits-all approach. Because reactive metabo-

lite formation is a necessary, but not sufficient event potentially leading to toxicity,

it is important to consider other factors that will also influence the entire toxicologi-

cal pathway for compounds containing a structural alert. These factors include:

(1) availability and relative contribution of alternate metabolic pathways that

compete with structural alert bioactivation and (2) the existence of metabolic/

detoxification pathways that efficiently scavenge the reactive metabolite and/or its

precursor. Comparison of the bioactivation potential of the benzodiazepine receptor

ligands, alpidem and zolpidem, exemplifies the first point. Alpidem is hepatotoxic

and has been withdrawn from the market while zolpidem is devoid of the toxicity

and is commercially successful. A key structural difference in the two drugs is the

replacement of the two chlorine atoms on the imidazopyridine nucleus in alpidem

with two methyl groups in zolpidem. In alpidem, the imidazopyridine ring is

bioactivated by P450 leading to the formation of a reactive arene oxide that reacts

with GSH to yield sulfydryl conjugates (Fig. 21), which have been detected in

human excreta [88]. While bioactivation via epoxidation is also likely in zolpidem,

the molecule does not undergo this metabolic fate; instead the two methyl groups

function as metabolic soft spots and are oxidized to the corresponding alcohol and

carboxylic acid metabolites.

The selective estrogen receptor modulator raloxifene exemplifies the importance

of detoxication pathways. Raloxifene undergoes in vitro P4503A4-catalyzed

bioactivation on its phenolic groups to yield reactive quinonoid species (Fig. 22)

[89]; however, in vivo, glucuronidation of the same phenolic groups in the gut and

liver constitutes the principal elimination mechanism of raloxifene in humans [90].

Thus, the likelihood of raloxifene bioactivation in vivo is in question when compared

with the phase II glucuronidation process, a phenomenon that may provide an

explanation for the extremely rare occurrence of IADRs.

Much attention has been focused on the use of covalent binding in predicting

IADRs [74] but only recently was its predictive validity for idiosyncratic
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hepatotoxicity specifically tested. Obach et al. [91, 92] examined the binding of 18

drugs (nine hepatotoxins and nine non-hepatotoxins) to human hepatic tissue,

taking into consideration key factors such as those outlined above, i.e., alternate

metabolic pathways and detoxification pathways. Unsurprisingly, most of the

hepatotoxic drugs demonstrated covalent binding to some degree, but surprisingly,

several non-hepatotoxic, commercially successful drugs, also demonstrated cova-

lent binding (e.g., buspirone, diphenhydramine, meloxicam, paroxetine, proprano-

lol, raloxifene, and simvastatin). Detailed analysis of the data to discriminate

between hepatotoxic and non-hepatotoxic drugs revealed no measure by which

some drugs would ultimately not be miscategorized.

2.3.6 Lower the Dose

Perhaps the single most important factor in mitigating IADR risks appears to be the

daily dose of the drug. There are no examples of drugs (even those that undergo

bioactivation) that are dosed at <20 mg/day that cause IADRs. For two drugs with

identical structural alerts susceptible to bioactivation, the one administered at the

lower dose is typically safer than the one given at a higher dose. For example, the

dibenzodiazepine derivative olanzapine (Fig. 23) forms a reactive iminium metab-

olite very similar to the one observed with clozapine, yet olanzapine is not

associated with a significant incidence of agranulocytosis. This is likely due to a

marked reduction in the total body burden to reactive metabolite exposure which is

therefore unlikely to exceed the threshold needed for toxicity. Clozapine is given at

a dose of >300 mg/day, while the maximum recommended daily dose of

olanzapine is 10 mg/day. Tadalafil and the anti-hypertensive drug, prazosin, simi-

larly illustrate the point (see Fig. 23). The methylenedioxyphenyl group in tadalafil

undergoes P4503A4-catalyzed bioactivation to an electrophilic catechol, a process

that also leads to the suicide inactivation of P4503A4 activity in vitro [93].

However, to date there are no reports of IADRs or P4503A4 drug–drug interactions

associated with tadalafil use at the recommended dose of 10–20 mg/day. Likewise,

there are no reports of IADRs with prazosin at the recommended daily dose of

1 mg/day, despite the bioactivation of the pendant furan ring to electrophilic
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intermediates, trapped with GSH and semicarbazide [94]. Additional evidence to

support the dose/idiosyncratic toxicity hypothesis has emerged from recent studies

on the covalent binding of 42 drugs (categorized into safe, warning, black box

warning, and withdrawn) to human hepatic tissue and rat liver in vivo [95].
Consistent with the observations of Obach et al. [91, 92], straightforward covalent

binding assessments in human hepatic tissue and/or rat liver following oral admin-

istration of the test compound did not distinguish the safety categories. However,

regression analysis of the log-normalized covalent binding versus log-normalized

daily dose data suggested a relationship between covalent binding, daily dose, and

toxicity [95].

2.3.7 Concluding Remarks

Decades of research have failed to yield an unequivocal chemistry strategy to deal

with reactive metabolites. Reactive metabolite formation in a chemical series

should also consider alternate metabolic pathways, competing detoxification

pathways, and an estimation of the human dose based on pharmacokinetic/pharma-

codynamic studies in preclinical species. Bioactivation is only one aspect of the

overall risk/benefit assessment for advancing a drug candidate into development.

IADRs are complex and currently we lack sufficient mechanistic understanding to

be able to replicate them experimentally. Similarly, this lack of understanding means

no predictive in vivo models exist. Genetic factors appear to have a crucial role in the

induction of IADRs and therefore, future approaches may lie in this area. For

instance, retrospective single nucleotide polymorphism analysis of a population

(500,000) exposed to the HIV agent abacavir suggested that the known HLA-B

gene region could be a predictive genetic marker for a hypersensitivity reaction.

Further analysis showed the risk could be identified with as few as 15 cases and 200

population controls and has now been instituted in practice to avoid the side effects

[96]. An additional area of research includes studies on the identities of the protein

targets of reactive metabolites discerned with toxic versus nontoxic drugs and on the

combined application of covalent binding measurements with transcriptomic,

metabonomic, and proteomic technologies in an effort to discern (and thereby

predict) the characteristics of a toxic response. Until we develop a better
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understanding of the risk of toxicity arising from the formation of reactive

metabolites, the advancement of potent (low dose) drug candidates with only a

limited propensity to form reactive intermediates would appear to be the most

favored strategy.

2.4 Active Metabolites

2.4.1 Introduction to the Importance of Metabolite Activity

In the course of metabolite identification studies during both drug discovery and

drug development, much consideration is given to the pharmacological activity of

metabolites, due to its potential significance on efficacy and safety. Indeed, numer-

ous examples exist where a metabolite of the administered compound is the key

active component, as observed for the antimuscarinic receptor antagonist

tolterodine [97], where the 5-hydroymethyl metabolite has similar pharmacological

activity and contributes significantly to the clinical efficacy (Fig. 24) [98].

In addition, active metabolites may give rise to deleterious side effects, resulting

in compound attrition or, if not detected early enough, compound withdrawal, as

was the case for the 5-hydroxytryptamine receptor agonist fenfluramine, which

formed an N-dealkylated metabolite in humans of greater potency than the parent

compound against not only the target 5HT2C receptor but also the 5HT2B receptor,

resulting in hypertension and valvular heart disease (Fig. 25) [99–101].

The numerous examples of this type that have been observed over the years have

led to an increased interest in the characterization of metabolite activity during drug

discovery, either to pre-empt issues that may result in compound attrition or indeed

to design improved molecules as a result of a deeper knowledge of metabolite

pharmacology.
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2.4.2 Approaches to Characterize Metabolite Activity

Historically, metabolite activity characterization during drug discovery has involved

metabolite identification studies, using either standard in vitro approaches (involving

metabolizing systems such as microsomal or hepatocyte preparations) or in vivo

samples from animal species, followed by chemical synthesis and pharmacological

testing of the potentially active structure.While in principle, all identified metabolites

can be synthesized and tested for activity, in practice relatively few metabolites are

chosen for testing, due to the significant resources that may be required for the

chemical synthesis, depending on the structure of the metabolite. The choice of

metabolites to be tested is commonly based on the specific structure of the metabolite

and knowledge of the pharmacophore of the parent molecule: notably, it is well

established that metabolites of close structural resemblance to the parent compound

are more likely to show activity against the target, while those with significantly

different structures are far less likely to do so. With the increased need for informa-

tion on the pharmacological activity of metabolites earlier in the discovery phase;

however, alternative approaches to yield activity data have been developed. A simple

approach to assess the presence of active metabolites is to profile the samples by

HPLC and then submit the collected fractions for activity testing. Although not

amenable to the quantitative assessment of activity, such an approach can identify

the presence of previously undetected active metabolites in in vitro or in vivo samples

and is far less resource intensive than chemical synthesis. The discovery of a

component with potentially significant activity can then drive further work to assess

the potency of the metabolite in question. A more detailed methodology for the

assessment of active metabolites that has been developed in recent years involves

online profiling of metabolite samples [102–105]. Such approaches, using analytical

systems that potentially involve the integrated formation, chromatographic separa-

tion, quantitation, identification, and pharmacological testing of metabolites, enable

high-throughput metabolite activity assessments and are thus highly suitable for the

early discovery arena.

2.4.3 Drug Design via Pharmacological Activity Profiling

The ability to profile metabolite activity during drug discovery offers the potential to

significantly impact the design of novel drugs. Notably, activity profiling can lead

directly to the discovery of compounds with improved drug characteristics, including

pharmacological properties, pharmacokinetic parameters, and overall safety profile.

In addition, the re-design of chemical series to more suitable chemical matter in an

appropriate time frame can be achieved using this approach. A classic example of an

active metabolite with improved characteristics over its parent compound is the

antihistamine agent fexofenadine, a carboxylic acid metabolite of the marketed

product terfenadine (Fig. 26) [106]. The biotransformation of terfenadine to

fexofenadine is predominantly mediated by the P4503A4 enzyme and results in
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significant first-pass metabolism of terfenadine in humans. Terfenadine itself is now

known to be a potassium channel inhibitor, leading to QTc interval prolongation,

such that co-administration of terfenadine with a P4503A4 inhibitor results in

potentially fatal cardiac arrhythmias [107]. When terfenadine was withdrawn from

the market as a result of these clinical observations, it was possible to replace the

compound with fexofenadine, which does not cause cardiac issues.

While the discovery of fexofenadine was as a result of clinical observation rather

than rational chemical design, an excellent example of drug discovery via an under-

standing of the activity profile of drug metabolites has been described for the

cholesterol absorption inhibitor ezitimibe (Fig. 27) [108, 109]. The prototype com-

pound of the chemical series (SCH48461) was shown to have good activity in animal

models, despite being rapidly and extensively metabolized, implicating the formation

of active products of biotransformation. Using a series of in vivo studies, a potent

metabolite of the lead compound was discovered, produced via O-demethylation and

subsequent glucuronidation of the resulting phenol. The learnings from this discovery
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were subsequently applied to the design of ezitimibe, a marketed product of excellent

potency.

2.4.4 Active Metabolites and PKPD Relationships

In addition to the potential discovery of improved compounds, the significant increase

in effort directed towards the understanding of pharmacokinetic–pharmacodymanic

(PKPD) relationships in drug discovery [110] provides a further rationale for active

metabolite profiling. As animal models are typically used to assess PKPD

relationships for novel compounds within the pharmaceutical industry, an adequate

knowledge of the pharmacological activity of metabolites generated in the species in

question is essential to ensure that the PKPD data is not open to misinterpretation.

Such PKPD disconnects further confound the task of correlating PKPD relationships

between animal species and humans thereby reducing confidence in predicted effi-

cacy assessments made during drug discovery. A retrospective example of this

principle is provided by the analgesic tramadol, the activity of which results from a

combination of monoamine reuptake inhibition and μ-opioid receptor agonism, the

latter largely attributable to the O-desmethyl metabolite (Fig. 28). Only following

investigation of the activity of the major metabolic species was it possible to develop

a robust PKPD model to describe the clinical response [111], showing the value of

active metabolite assessment for predictive PKPD modeling.

2.5 Metabolite Safety

2.5.1 The Impact of Biotransformation on Safety Strategies

The conventional approach to underwrite the safety of novel compounds is well

established, involving quantitation of parent compound exposure in toxicology and

clinical studies in the hope of providing clear evidence of an exposure multiple in

humans that engenders confidence in clinical safety. However, due to the many

differences in clearance pathways between humans and toxicology species [112],

additional considerations and strategies are required to provide confidence in the

overall safety profile of compounds that undergo biotransformation in vivo.

Although considerations around metabolite safety have been the topic of much

discussion for many years, the publication of the Metabolites in Safety Testing
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(MIST) guidelines by the FDA in 2008 [113] has initiated renewed focus on the key

considerations and strategies to ensure that compounds entering drug development

proceed with sufficient confidence in human safety.

2.5.2 Key Considerations to Understand the Safety Implications

of Biotransformation Pathways

The key focus of the FDA MIST guidance document is on disproportionate

circulating metabolites in humans at steady state, defined as metabolites whose

plasma exposure following multiple dosing to humans is greater than the exposure

in the circulation of toxicology species. Furthermore, the guidance introduces think-

ing around threshold levels of metabolite abundance, stating that circulating

metabolites above 10% of the parent exposure require appropriate safety

considerations while those below the 10% level do not, even if they are present at

disproportionate levels in humans. Such numerical thinking, although intended to

guide users around the appropriate response to minor circulating components, has in

fact spawned a significant amount of inappropriate concern around the accuracy

and precision of metabolite quantitation. A more holistic approach to MIST

considerations is discussed in this section.

While the MIST document provides valuable context around metabolite

considerations, it is intended to act as guidance around key principles rather than

instruction as to strategic approach. As a result, in order to determine the most

appropriate strategy for a given program, it is important that a thorough understanding

of the relevance and importance of the metabolism data generated throughout discov-

ery and development is developed and applied. Since the original PhRMA letter in

2002 [114], many diverse opinions have been expressed surrounding the MIST

concept [115–118], giving rise to some additional considerations that can augment

the principles of the FDAMIST document. One important point raised in the debate is

that absolute, rather than relative abundance is a key reference point for metabolite

safety, so that the total dose is appropriately factored in to the safety assessment.

Simplistically, the point is that a metabolite accounting for 10% of the total dose in

excreta following a 1 mg administration cannot be more significant in terms of human

safety than if the samemetabolite accounted for 1% of a 100mg administration, as the

body burden of metabolite is tenfold higher in the second scenario. Thus, to consider

metabolites in terms of percentage alone can bemisleading and absolute abundance is

an important additional factor to consider. The same must be true for circulating

metabolites, where the absolute concentration is a key parameter and should be

considered in addition to the percentage of total radioactivity in plasma, the most

typical assessment of metabolite quantity in definitive studies. The situation for

circulating metabolites is further confounded by the fact that plasma concentrations

are affected by the distribution of metabolites between plasma and other tissues, a

property defined as the volume of distribution. The distribution volume is determined

by the physicochemical properties of the metabolite in question and yields further
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uncertainty about the relationship between the concentration in human plasma and

potential safety risk.

Another interesting consideration arising from the MIST discussion is that the

specific structure of a metabolite is a key parameter in its safety assessment. For

metabolites with a close structural resemblance to the parent compound (e.g., those

resulting from demethylation, hydroxylation, and desaturation pathways), pharma-

cological activity both at the target receptor and at the nontarget receptors where the

parent compound has been shown to have activity must be considered. Clearly,

the presence and abundance of these metabolites in the circulation, as opposed to

the excreta, is the key to safety assessments. It is unsurprising that metabolites

which do not have a close structural resemblance to the parent compound are

unlikely to have significant pharmacological activity at the target receptor. There-

fore, while this does not mean that they can be ignored in terms of safety, different

considerations are necessary. The most significant consideration is for metabolites

that are indicative of the formation of reactive metabolic intermediates, the

so-called smoking gun metabolites. While not of a direct safety concern, such

components, including methylcatechols, mercapturic acids, and migrated acyl

glucuronides, are nevertheless signals of potential safety risk arising from covalent

binding of reactive metabolites to endogenous macromolecules. Smoking gun

metabolites may not appear in the circulation at all but may well be present in

excreta, as observed for the 5-lipooxygenase inhibitor zileuton, where an

N-acetylthiophene metabolite was detected in urine, indicative of the formation

of a reactive sulfoxide component (Fig. 29) [119]. The therapeutic use of zileuton is

limited due to hepatotoxicity, possibly as a result of this metabolic pathway.
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These considerations around metabolite abundance and structural relevance need

to be a fundamental part of metabolite identification strategies throughout drug

discovery and development to minimize the risk of compound attrition arising from

inadequate human safety.

2.5.3 Strategies to Provide Confidence in Metabolite Safety

In order to minimize attrition resulting from safety considerations, it is appropriate

to ensure that strategies are in place to adequately characterize metabolic pathways

[120, 121]. At each stage of the metabolite identification process, the data may

indicate that formal metabolite monitoring during clinical and safety programs is

appropriate in order to give increased confidence in safety cover, in which case

metabolite synthesis and quantitative analytical method development are required.

Due to the resources needed to undertake formal metabolite monitoring, careful

consideration should be given prior to initiating such an approach, including

knowledge of the structure and pharmacological activity of the metabolite. In

many cases, an initial semiquantitative approach in clinical studies may be appro-

priate to establish the approximate abundance of the metabolite in question and

thereby determine the need for a formal monitoring approach.

A key focus of the metabolite characterization strategy is on the discovery phase,

where the early identification of potential issues enables the design of more appro-

priate chemical matter. A suitable safety package in discovery would typically

involve a cross-species comparison of in vitro data, using standard metabolizing

systems, together with an assay to assess the propensity of compounds to undergo

metabolism involving reactive intermediates (most commonly a glutathione adduc-

tion assay), which may lead to covalent binding in vivo. While the correlation

between reactive metabolite formation and safety is not straightforward (Sect. 2.3),

nevertheless, it remains prudent to attempt elucidation of any observed reactive

mechanism pathways such that chemical redesign can be considered.

Definitive metabolism data is typically generated in humans and animals via the

analysis of plasma and excreta following administration of radiolabeled material.

As a result of the time and cost associated with the radiolabel synthesis and ADME

package, however, such studies are often completed late in the drug development

process, such that it is common for additional biotransformation studies to be

conducted in early development in order to ensure that human safety is appropri-

ately underwritten. Again, the key focus is on disproportionate human metabolites

at steady state, such that the analysis of plasma samples from clinical and safety

programs following multiple dosing is an appropriate strategy. The challenge is to

provide sufficiently robust quantitative data to assess relative metabolite exposures

in the absence of authentic standards or radiolabel, using alternative technologies

such as UV [119], NMR spectroscopy [122, 123], fluorescence [124], chemilumi-

nescent nitrogen detection (CLND) [125] or inductively coupled plasma mass

spectrometry (ICP-MS) [126]. If sufficient thoroughness is applied to metabolism

studies in early development, the definitive studies can reasonably be delayed until

much later in the development continuum (often post a positive proof-of-concept
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read-out), when the use of radiolabeled material to enable the robust detection and

quantitation of drug-related components and additional diligence on specific struc-

tural characterization are appropriate.

An example of a developing metabolite safety profile is illustrated by the non-

nucleoside reverse transcriptase inhibitor (NNRTI), lersivirine (UK-453061)

(Fig. 30). Early in vitro metabolism studies identified N-dealkylation and hydrox-

ylation pathways in addition to glucuronidation of the primary alcohol functionality

[127]. During early development, monitoring of the phase I oxidative products of

metabolism was performed in an attempt to better understand the impact of the

observed enzyme induction caused by the parent compound in toxicology studies

[128]. Subsequent human metabolite scouting using phase I study samples showed

a degree of similarity to the in vitro data, confirming the presence of at least two

hydroxylated isomers as well as abundant glucuronic acid conjugates. In addition,

the scouting data indicated the presence of a carboxylic acid metabolite and showed

that the N-dealkylated metabolite was only present at trace levels in humans. These

data resulted in additional work to confirm that the carboxylic acid metabolite was

also present in toxicology species and to quantify the levels of the major glucuro-

nide in order to aid understanding of the clearance pathways and to inform the

drug–drug interaction strategy. A human radiolabeled ADME study with lersivirine

confirmed the major routes of metabolism [129] and provided definitive structural

and quantitative information on a range of minor components.

Although the focus of metabolism safety strategies is on the identification of

disproportionate human metabolites following cross-species plasma analysis, the

detection of such a metabolite does not necessarily lead to compound attrition. Simple
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approaches to mitigate the risk include the use of an alternative animal species in the

toxicology program where the metabolite in question is present at sufficient levels or

administration of the metabolite to toxicology species in order to assess its safety.

Further scholarship of the likely safety risk of the specific structure in question,

including the structural relationship between parent compound and metabolite, and

the disease area intended for the drug are additional considerations when assessing the

significance of metabolite safety. Nevertheless, a sound understanding of the key

considerations around safety and a holistic strategy to define metabolic pathways is

advisable to optimize confidence in the safety of novel compounds.

3 Summary

It is clear from our own experience and from the general literature that the application

of biotransformation studies and concepts has been readily embraced by the pharma-

ceutical industry as an approach to mitigating attrition. Biotransformation has

evolved well beyond structural elucidation such that the real value of biotransforma-

tion data is in its application to other aspects of drug development. For example,

identifying relevant clearance mechanisms directs scientists as to which in vitro

models may be appropriate (or inappropriate) for making projections of human

pharmacokinetics prior to first-in-human testing. Similarly, the value in identifying

metabolic hot spots is not the structural characterization itself, but in enabling

chemists’ understanding for SAR development. Recently, much effort has gone

into understanding reactive metabolites, and although the link between metabolism

and safety is elusive, it remains prudent to continue to explore these relationships as

early as possible in drug development, if for no other reason, than to give chemists the

option of pursuing alternate chemical series devoid of such concerns if possible. As

the industry seeks to reduce attrition, attention has been focused on more clear

understanding of efficacy and biomarkers early in development and here once

again, biotransformation finds a role to play. As PKPD models are developed, they

can only be viewed as complete if they consider the entire disposition of a compound

including its biotransformation and the potential contribution of pharmacologically

active metabolites. And finally, of course, traditional safety is paramount to drug

discovery and development and here again, the value in biotransformation studies lies

in their ability to help underwrite and provide context for these studies. The under-

standing of metabolic profiles across species including humans is essential for the

complete interpretation of regulatory toxicology studies.

Although biotransformation has generally been successfully incorporated earlier

into the drug discovery paradigm, assembling the complete biotransformation

package for a compound is still relatively labor- and time-intensive. However, as

the discipline of biotransformation continues to evolve, e.g., new strategic

approaches that may be implemented earlier, or new technologies such as
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accelerator mass spectrometry that obviate the need for large quantities of

radiolabeled material, it seems likely that biotransformation will make further

inroads and contribute to understanding how to reduce drug attrition.
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Substituted benzimidazoles inhibit gastric acid secretion by blocking (H+ + K+)ATPase.

Nature 290:159–161

88. Durand A, Thenot JP, Bianchetti G, Morselli PL (1992) Comparative pharmacokinetic profile

of two imidazopyridine drugs: zolpidem and alpidem. Drug Metab Rev 24:239–266

89. Chen Q, Ngui JS, Doss GA et al (2002) Cytochrome P450 3A4-mediated bioactivation of

raloxifene: irreversible enzyme inhibition and thiol adduct formation. Chem Res Toxicol

15:907–914

90. Kemp DC, Fan PW, Stevens JC (2002) Characterization of raloxifene glucuronidation

in vitro: contribution of intestinal metabolism to presystemic clearance. Drug Metab Dispos

30:694–700

91. Obach RS, Kalgutkar AS, Soglia JR, Zhao SX (2008) Can in vitro metabolism-dependent

covalent binding data in liver microsomes distinguish hepatotoxic from nonhepatotoxic

drugs? An analysis of 18 drugs with consideration of intrinsic clearance and daily dose.

Chem Res Toxicol 21:1814–1822

134 D.K. Spracklin et al.



92. Bauman JN, Kelly JM, Tripathy S, Zhao SX, LamWW, Kalgutkar AS, Obach RS (2009) Can

in vitro metabolism-dependent covalent binding data distinguish hepatotoxic from

nonhepatotoxic drugs? An analysis using human hepatocytes and liver S-9 fraction. Chem

Res Toxicol 22:332–340

93. Ring BJ, Patterson BE, Mitchell MI et al (2005) Effect of tadalafil on cytochrome P450 3A4-

mediated clearance: studies in vitro and in vivo. Clin Pharmacol Ther 77:63–75

94. Erve JC, Vashishtha SC, DeMaio W, Talaat RE (2007) Metabolism of prazosin in rat, dog,

and human liver microsomes and cryopreserved rat and human hepatocytes and characteri-

zation of metabolites by liquid chromatography/tandem mass spectrometry. Drug Metab

Dispos 35:908–916

95. Nakayama S, Atsumi R, Takakusa H, Kobayashi Y, Kurihara A, Nagai Y, Nakai D, Okazaki O

(2009) A zone classification system for risk assessment of idiosyncratic drug toxicity using

daily dose and covalent binding. Drug Metab Dispos 37:1970–1977

96. Hughes AR, Brothers CH, Mosteller M, Spreen WR, Burns DK (2009) Genetic association

studies to detect adverse drug reactions: abacavir hypersensitivity as an example. Pharmaco-

genomics 10:225–233

97. Brynne N, Stahl MMS, Hallen B, Edlund PO, Palmer L, Hoglund P, Gabrielsson J (1997)

Pharmacokinetics and pharmacodynamics of tolterodine in man. A new drug for the treat-

ment of urinary bladder overactivity. Int J Clin Pharmacol Ther 35:287–295

98. Nilvebrant L, Gillberg P-G, Sparf B (1997) Antimuscarinic potency and bladder selectivity of

PNU-200577, a major metabolite of tolterodine. Pharmacol Toxicol (Copenhagen) 81:169–172

99. Connolly HM, Crary JL, McGoon MD, Hensrud DD, Edwards BS, Edwards WD, Schaff HV

(1997) Valvular heart disease associated with fenfluramine-phentermine. N Engl J Med

337:581–588

100. Weissman NJ (2001) Appetite suppressants and valvular heart disease. Am J Med Sci

321:285–291

101. Roth BL (2007) Drugs and valvular heart disease. N Engl J Med 356:6–9

102. De Boer AR, Letzel T, Van Elswijk DA, Lingeman H, Niessen WMA, Irth H (2004) On-line

coupling of high-performance liquid chromatography to a continuous-flow enzyme assay

based on electrospray ionization mass spectrometry. Anal Chem 76:3155–3161

103. De Boer AR, Alcaide-Hidalgo JM, Krabbe JG, Kolkman J, Van Emde Boas CN, Niessen

WMA, Lingeman H, Irth H (2005) High-temperature liquid chromatography coupled on-line

to a continuous-flow biochemical screening assay with electrospray ionization mass spectro-

metric detection. Anal Chem 77:7894–7900

104. Van Liempd SM, Kool J, Niessen WMA, van Elswijk DE, Irth H, Vermeulen NPE (2006)

On-line formation, separation, and estrogen receptor affinity screening of cytochrome P450-

derived metabolites of selective estrogen receptor modulators. Drug Metab Dispos

34:1640–1649

105. Van Liempd SM, Kool J, Meerman JH, Irth H, Vermeulen NP (2007) Metabolic profiling of

endocrine-disrupting compounds by on-line cytochrome P450 bioreaction coupled to on-line

receptor affinity screening. Chem Res Toxicol 20:1825–1832

106. Yun CH, Okerholm RA, Guengerich FP (1993) Oxidation of the antihistaminic drug

terfenadine in human liver microsomes. Role of cytochrome P-450 3A(4) in N-dealkylation

and C-hydroxylation. Drug Metab Dispos 21:403–409

107. Honig PK, Wortham DC, Zamani K, Conner DP, Mullin JC, Cantilena LR (1993) Terfenadine-

ketoconazole interaction. Pharmacokinetic and electrocardiographic consequences. J Am Med

Assoc 269:1513–1518

108. Van Heek M, France CF, Compton DS, McLeod RL, Yumibe NP, Alton KB, Sybertz EJ,

Davis HR Jr (1997) In vivo metabolism-based discovery of a potent cholesterol absorption

inhibitor, SCH 58235, in the rat and rhesus monkey through identification of the active

metabolites of SCH 48461. J Pharmacol Exp Ther 283:157–163

109. Clader JW (2004) The discovery of ezetimibe: a view from outside the receptor. J Med Chem

47:1–9

The Role of Biotransformation Studies in Reducing Drug Attrition 135



110. Danhof M, Van der Graaf PH, Jonker DM, Visser SAG, Zuideveld KP (2006) Mechanism-

based pharmacokinetic-pharmacodynamic modeling for the prediction of in vivo drug

concentration-effect relationships- application in drug candidate selection and lead optimiza-

tion. Compr Med Chem II 5:885–908

111. Beier H, Garrido MJ, Christoph T, Kasel D, Troconiz IF (2008) Semi-mechanistic pharma-

cokinetic/pharmacodynamic modelling of the antinociceptive response in the presence of

competitive antagonism: the interaction between tramadol and its active metabolite on

m-opioid agonism and monoamine reuptake inhibition, in the rat. Pharm Res 25:1789–1797

112. Smith DA (1991) Species differences in metabolism and pharmacokinetics: are we close to an

understanding? Drug Metab Rev 23:355–373

113. FDA Guidance for Industry. Safety Testing of Drug Metabolites (2008) http://www.fda.gov/

cder/guidance/6897fnl.pdf

114. Baillie TA, Cayen MN, Fouda H, Gersons RJ, Green JD, Grossman SJ, Klunk LJ, LeBlanc B,

Perkins DG, Shipley LA (2002) Drug metabolites in safety testing. Toxicol Appl Pharmacol

182:188–196

115. Smith DA, Obach RS (2005) Seeing through the mist: abundance versus percentage.

Commentary on metabolites in safety testing. Drug Metab Dispos 33:1409–1417

116. Smith DA, Obach RS (2006) Metabolites and Safety: what are the concerns and how should

we address them? Chem Res Toxicol 19:1570–1579

117. Humphreys WG, Unger SE (2006) Safety assessment of drug metabolites: characterization of

chemically stable metabolites. Chem Res Toxicol 19:1564–1569

118. Baillie TA (2009) Approaches to the assessment of stable and chemically reactive drug

metabolites in early clinical trials. Chem Res Toxicol 22:263–266

119. Joshi EM, Heasley BH, Chordia MD, Macdonald TL (2004) In vitro metabolism of

2-acetylbenzothiophene: relevance to zileuton hepatotoxicity. Chem Res Toxicol 17:137–143

120. Walker DK, Brady J, Dalvie D, Davis J, Dowty M, Duncan JN, Nedderman A, Obach RS,

Wright P (2009) A holistic strategy for characterising the safety of metabolites through drug

discovery and development. Chem Res Toxicol 22:1653–1662

121. Viswanathan K, Babalola K, Wang J, Espina R, Yu L, Adedoyin A, Talaat R, Mutlib A,

Scatina J (2009) Obtaining exposures of metabolites in preclinical species through plasma

pooling and quantitative NMR: addressing metabolites in safety testing (MIST) guidance

without using radiolabeled compounds and chemically synthesized metabolite standards.

Chem Res Toxicol 22:311–322

122. Dear GJ, Roberts AD, Beaumont C, North SE (2008) Evaluation of preparative high

performance liquid chromatography and cryoprobe-nuclear magnetic resonance spectroscopy

for the early quantitative estimation of drug metabolites in human plasma. J Chromatogr B:

Anal Technol Biomed Life Sci 876:182–190

123. Espina R, Yu L, Wang J, Tong Z, Vashishtha S, Talaat R, Scatina J, Mutlib A (2009) Nuclear

magnetic resonance spectroscopy as a quantitative tool to determine the concentrations of

biologically produced metabolites: implications in metabolites in safety testing. Chem Res

Toxicol 22:299–310

124. Fang J, Semple HA, Song J (2004) Determination of metoprolol and its four metabolites in

dog plasma. J Chromatogr B: Anal Technol Biomed Life Sci 809:9–14

125. Taylor EW, Jia W, Bush M, Dollinger GD (2002) Accelerating the drug optimisation process:

identification, structure elucidation and quantification of in vivo metabolites using stable

isotopes with LC/MSn and the chemiluminescent nitrogen detector. Anal Chem 74:3232–3238

126. Axelsson B-O, Jornten-Karlsson M, Michelsen P, Abou-Shakra F (2001) The potential of

inductively coupled plasma mass spectrometry detection for high-performance liquid chro-

matography combined with accurate mass measurement or organic pharmaceutical

compounds. Rapid Commun Mass Spectrom 15:375–385

127. Allan G, Davis J, Dickins M, Gardner I, Jenkins T, Jones H, Webster R, Westgate H (2008)

Pre-clinical pharmacokinetics of UK-453,061, a novel non-nucleoside reverse transcriptase

inhibitor (NNRTI), and use of in silico physiologically based prediction tools to predict the

oral pharmacokinetics of UK-453,061 in man. Xenobiotica 38:620–640

136 D.K. Spracklin et al.

http://www.fda.gov/cder/guidance/6897fnl.pdf
http://www.fda.gov/cder/guidance/6897fnl.pdf


128. Walker DK, Davis J, Houle C, Gardner IB, Webster R (2009) Species differences in the

multiple dose pharmacokinetics of the non-nucleoside reverse transcriptase inhibitor

(NNRTI) UK-453,061 in animals and man – implications for safety considerations.

Xenobiotica 39:534–543

129. Vourvahis M, Gleave M, Nedderman AN, Hyland R, Gardner I, Howard M, Kempshall

S, Collins C, LaBadie R (2010) Excretion and metabolism of lersivirine (5-{[3,5-diethyl-

1-(2-hydroxyethyl)(3,5–14C2)-1H-pyrazol-4-yl]oxy}benzene-1,3-dicarbonitrile), a next-

generation non-nucleoside reverse transcriptase inhibitor, after administration of [14C]

Lersivirine to healthy volunteers. Drug Metab Dispos 38:789–800

The Role of Biotransformation Studies in Reducing Drug Attrition 137



Top Med Chem (2014) 11: 139–158
DOI: 10.1007/7355_2013_26
© Springer-Verlag Berlin Heidelberg 2013
Published online: 26 September 2013

Reducing Drug Attrition: Safety Pharmacology

Peter Siegl

Abstract Safety pharmacology studies have been used to support drug discovery

and development programs by many sponsors for decades. The objectives of these

studies are to identify and characterize pharmacology activities of drug

candidates that can contribute to adverse effects and safety of clinical trial

participants and patients. International guidelines for safety pharmacology were

adopted in 2001 and 2005, and results from these studies are now a component of

almost all regulatory submissions. By insuring the quality of the data from these

studies and effectively communication results in terms of a risk assessment, the

safety pharmacology package can be used to identify drug candidates with lower

risk for attrition and to mitigate or better manage safety risks during clinical

development.

Keywords Drug safety, ICH guidelines S7A and S7B, Preclinical drug develop-

ment, Safety pharmacology
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1 Introduction

Drug discovery and development is a high-risk enterprise where greater than 95%

of drug candidates that enter development fail to achieve market approval

[1–3]. While this is widely recognized and root causes for attrition are the subject

of many publications and meetings, the probability of success (POS) for new drug

candidates has not significantly improved over the past 10 years. At the same time,

the public, government, and healthcare payers are challenging the pharmaceutical

industry to deliver new drugs at reduced prices and with higher safety standards.

Combined with elevated costs of research and high attrition rates for both

drug candidates and market drugs, this presents a momentous challenge for the

pharmaceutical industry.

Many of the larger pharmaceutical (Pharma) organizations have responded to

the lower productivity of drug development by increasing the number of drug

candidates they progress into development (“more shots on goal”). This is com-

bined with an objective to detect liabilities and abandon candidates earlier in

development. In this scenario, the goal is to increase attrition rates for candidates

with liabilities as early as possible in order to progress more candidates into the

pipeline. The premise is that drug development failures are stochastic events and it

is impractical to predict clinical efficacy and anticipate safety liabilities with

confidence. A quote from the past head of research at Pfizer reflects this thinking;

“Limiting your shots by assuming that you can predict winners may ultimately

prove to be a flawed strategy” (http://johnlamattina.wordpress.com/2011/05/26/

why-taking-shots-on-goal-matters-to-rd/ 2011). This approach has not been suc-

cessful, and most now appreciate that it is not solely the number of shots on goal but

also the quality of the shots. The obvious solution is to advance higher quality drug

candidates into development and more effectively manage their development.

Accurately predicting the attrition risk or inversely, the POS for drug

candidates to achieve market approval enables sponsors to more effectively

manage their pipelines and resources. This will, in turn, facilitate a greater number

of safer and more effective drugs reaching patients. This vision is reflected in

both the “Challenge and Opportunity on the Critical Path to New Medical

Products” by the FDA (http://www.fda.gov/ScienceResearch/SpecialTopics/

CriticalPathInitiative/CriticalPathOpportunitiesReports/ucm077262.htm) [4] and
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“The European Medicines Agency Road Map to 2010: Preparing the Ground for the

Future” (http://www.emea.europa.eu/docs/en_GB/document_library/Report/2009/

10/WC500004903.pdf). The premise for these initiatives is that sponsors need to

leverage advances in technology, such as predictive toxicology and biomarkers, and

doing so will lead to greater knowledge and better monitoring of safety and efficacy

of drug candidates. Results from safety pharmacology studies are important

contributors to assessing safety and risk for attrition earlier in drug development

and improving quality of drug development candidates. The success of these

strategies will be measurable by a reduction in attrition rates.

To more accurately predict the POS for drug development projects, we need to

maximize the quality of the information and data from safety pharmacology studies

as well as acknowledge there will be gaps in our knowledge of relevant pharmacol-

ogy and pathophysiology. In other words, a realistic comprehension of the scientific

strength and limitations of available data/information is essential for estimating

POS and provides an important opportunity to reduce drug attrition in clinical

development and beyond.

2 Definitions of Safety Pharmacology

The objectives of safety pharmacology studies are to identify and characterize

pharmacological activities of drug candidates which could impact the safety and

tolerability. These include both targeted and off-target activities. The term was first

introduced by Professor Gerhard Zbinden [5] who recognized that there are signifi-

cant adverse drug reactions that cannot be predicted from results of conventional

toxicology studies. Toxicology studies focus primarily on endpoints such as mor-

tality, physical signs, and histomorphology. Safety pharmacology studies interro-

gate indices of physiological function and the pharmacodynamic consequences of

acute or chronic drug administration. Single-dose protocols are most often used,

and responses measured in safety pharmacology studies are not usually

accompanied by histomorphological changes. Employment of physiological

endpoints to assess the potential direct effects of a test substance on organ function

(e.g., cardiovascular, respiratory, central nervous system, and renal) compliments

the traditional toxicology package by providing more complete information for the

human safety risk assessment. In the absence of safety pharmacology data, many of

these potential adverse activities would not be detected until the drug candidate is in

clinical studies.

Safety pharmacology also differs from traditional toxicology in that the

treatment-related activities identified in safety pharmacology studies may not by

themselves be adverse events. It some cases, it is when the observed activity is

combined with other risk factors or occurs in a subset of susceptible patients, that

the activity becomes a clinical safety concern. For example, for drugs that inhibit

the cardiac potassium current, IKr (also referred to as the hERG channel), the

resulting delay in ventricular repolarization (reflected as a prolongation of the QT
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interval on the surface electrocardiogram) is not an adverse event and may occur in

a majority of patients without any adverse consequence. However, delayed ventric-

ular repolarization is a risk factor that, when combined with other risk factors, can

cause cardiac arrhythmias in a very small subset of patients [6]. Therefore, it is

appropriate to evaluate findings from safety pharmacology studies in terms of their

relative risk in the context of proposed clinical use and not merely on the acute,

observed effects.

Safety pharmacology data can be a valuable contributor to understanding the

benefit to risk proposition for drug candidates such that the most effective and safest

drugs can bemade available to patients as well as to help insure that the drug is used in

a manner that maximizes its safety and benefit to patients. The safety pharmacology

package should not be limited to the core assay described in the regulatory guidelines

(http://www.ich.org/products/guidelines/safety/article/safety-guidelines.html). It is

important to design safety pharmacology studies and interpret the results in the

context of these broader objectives of the development program and with information

from other sources (e.g., drug discovery, toxicology, clinical pharmacology) to

better understand the overall pharmacology of the drug candidate. Together all this

information is used to develop an integrated risk assessment (see Sect. 5.2) which

enables better decisions for drug development with respect to advancing the best

candidates and minimizing the risk for attrition at later stages of development.

In addition to identifying potential liabilities, results from safety pharmacology

studies can be used to define the safety of a drug candidate. It can be more

challenging to demonstrate that a drug is safe (without liabilities, lower attrition

risk) even though this is the goal of successful drug development programs.

Evidence for absence of activity is accomplished with sensitive assays and compar-

ing results with the drug candidate to those with appropriate reference drugs

(see [7]). In designing a safety pharmacology strategy, it is important to use well-

characterized assays and provide data with reference agents as well as the test

substance to clearly document the safety as well as potential liabilities of the drug

development candidate.

3 Safety Pharmacology Regulatory Guidelines

The term safety pharmacology first appeared in international guidelines in the

International Conference on Harmonization of Technical Requirements for Regis-

tration of Pharmaceuticals for Human Use (ICH) topics S6 and M3 (http://www.ich.

org/products/guidelines/safety/article/safety-guidelines.html). In the M3 guideline,

three types of pharmacological activities are described. Primary pharmacology
refers to the pharmacodynamic activities that confer therapeutic benefit to the

patient. Pharmacodynamic activities without therapeutic benefit are divided into

two categories, secondary pharmacology and safety pharmacology. The difference
between the two is that secondary pharmacological activity does not have an impact
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on safety, while safety pharmacological activity does. Secondary and safety phar-

macological activities can be either mechanism based (i.e., same mechanism as that

targeted for therapeutic benefit) or off target. By having the two categories of

secondary and safety pharmacology, it suggests that regulators might accept drug

candidates with pharmacodynamic activities that are neutral on safety and efficacy.

However, it is difficult to know with absolute certainty which unanticipated phar-

macological activities are without safety implications in broad patient populations.

Since the consequence of an unanticipated activity on human safety might not be

apparent until late in clinical development, or even in post-marketing surveillance,

even secondary pharmacological activities may carry some attrition risk for drug

development. Ideally, lead optimization in drug discovery programs will maximize

selectivity of drug candidates against the majority of off-target activities. There-

fore, distinguishing between secondary pharmacology and safety pharmacology

may have minimal importance in the overall risk evaluation, and for the purposes of

discussion in this chapter, all pharmacodynamic activities not contributing to

therapeutic benefit will be considered in safety pharmacology assessments.

Prior to their reference in ICH guidelines, safety pharmacology-type studies were

referred to by several names. In the Japanese guidelines, these type studies are called

General Pharmacology Studies (Japanese Guidelines for Non-clinical Studies of

Drugs Manual 1995. Yakuji Nippo, Tokyo). Safety pharmacology has also been

referred to as Ancillary Pharmacology by some organizations. The concept is that

these studies are looking for and characterize activities that are “ancillary” to the

primary pharmacological activity. Therefore, ancillary and general pharmacological

studies have been used to by some to define the drug candidate’s selectivity profile

and contribute to overall risk assessment of drug candidates prior to implementation

of regulatory guidelines.

In 2001, specific guidelines for safety pharmacology studies were implemented

in the United States, European Union, and Japan (ICH topic S7A, “Safety Pharma-

cology Studies for Human Pharmaceuticals”). A subsequent ICH guideline focus-

ing on risk assessment for delayed ventricular repolarization (QT interval

prolongation) and the associated cardiac arrhythmia, Torsade de Pointes, was

implemented in 2005 (ICH topic S7B, “The Non-Clinical Evaluation of the Poten-

tial for Delayed Ventricular Repolarization (QT Interval Prolongation) by Human

Pharmaceuticals”) as well as a related clinical guidance (ICH topic E14, “Clinical

Evaluation of QT/QTc Interval Prolongation and Proarrhythmic Potential for

Non-Arrhythmic Drugs”).

The international safety pharmacology guidelines ICH S7A and ICH S7B

recommend core assays and testing conditions that, when followed, support a safety

package that will meet the regulatory requirements of most regions. It is important

to point out that these are “guidelines” and not “rules”; however, as with most

regulatory guidelines, by not providing data from recommended core assays, the

regulator may have difficulty comparing the results with those from other

compounds. If one employs safety pharmacology assays that differ from those

recommended, it is particularly important to justify the choice of assay(s) as well

as provide data from control and reference compounds in the same assay to support
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your safety risk assessment and aid the reviewer in his/her evaluation. An important

recommendation in the guideline that is often missed is to define the sensitivity and

specificity of the assays using with positive and negative control agents. This is

particularly important in supporting a conclusion that the drug candidate has no

activity in the assay. The guidelines also recommend use of follow-up assays to

further characterize and support conclusions; however, sponsors rarely include

results from follow-up assays in safety pharmacology packages. Finally, the

guidelines recommend that the sponsor provides an integrated risk assessment to

support conclusions related to patient safety. Burden of proof for the safety of a drug

candidate is the responsibility of the sponsor so one should strive to build a solid,

defendable scientific case in order to support claims using tools recommended in the

guidelines.

Some sponsors limit their investigation to the core safety pharmacology assays

and report results solely to comply with the regulatory guidelines. This approach

minimizes use of resources but can miss important opportunities to leverage the data

that will impact attrition. The information from safety pharmacology studies can be

used to further define and support the selectivity of a drug candidate for its primary

activity. Results should also be referenced in reports of toxicology studies to build a

stronger case for safety. Safety pharmacology data are often valuable in the design

and interpretation of early clinical studies. Follow-up safety pharmacology studies

can be carried out when clinical data are available to further understand or support

conclusions from the clinical investigation. Results from a well-designed safety

pharmacology package should be integrated into various sections of regulatory

packages to strengthen the scientific level of safety assessment.

4 Basic Concepts and General Approaches

to Safety Pharmacology Studies

As with all aspects of drug discovery and development, safety pharmacology is

based on the principles that a threshold concentration must be achieved at the site of

action for a drug to elicit a biological response and the magnitude of the response is

a function of the drug concentrated at the site of action. The threshold concentration

below which a drug can elicit a response is called the No Effect Level (NOEL). The

magnitude of a drug response is usually described as a percentage of its maximum

response. These concepts apply to both beneficial and adverse effects of drugs.

Results from well designed and characterized in vitro assays allow one to

determine the threshold concentration and concentration–response relationship of

a drug candidate at its site of action. High-throughput, relatively inexpensive assay

technologies combined with expanding knowledge about G-protein-coupled

receptors, nuclear receptors, ion channels, and enzymes make it possible to capture

relative potency data in a large number of in vitro assays [8, 9]. Although not

recommended as core assays in ICH safety pharmacology guidelines, results from
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in vitro assays can inform sponsors of potential activities, and these results are

valuable in improved design of in vivo safety pharmacology studies as well as

interpretation of results from safety pharmacology and clinical studies.

The value of in vitro data in the overall safety risk assessment is greatest when

used in conjunction with results from in vivo (including clinical) studies. In most

cases, the drug concentration at its site of action cannot be measured in vivo, and

therefore concentration levels of drug in plasma (often referred to as plasma

exposure levels) are assumed to be proportional to the drug concentration at the

site of action. Translation of the threshold and concentration–response information

from in vitro assays to plasma exposure levels in vivo is influenced by many factors

including distribution, metabolism and excretion, and plasma protein binding. In

almost all cases, the threshold plasma exposure levels for an effect are greater in

in vivo assays, and differences between in vitro and in vivo potencies vary among

drugs. Finally, in the clinical setting, there may be reflexes and homeostatic

mechanisms that dampen the response to the drug candidate. This is the case for

drugs with vasodilator activity where the autonomic nervous system reflexes

diminish the risk for treatment-related hypotension in patients. Ideally, the overall

risk assessment will take into consideration both the direct actions of the drug

candidate as well as the clinically relevant responses.

A general roadmap for guiding safety pharmacology investigations is provided

in Table 1. These basic, sequential steps are consistent with recommendations in the

ICH guidelines and intended to integrate safety pharmacology investigations into

the overall development program. There are four categories: (1) identification of

safety pharmacology activity, (2) characterization of the safety pharmacology

activity, (3) context of the safety pharmacology activity with respect to patient

safety, and (4) overall risk assessment. Successful navigation through these steps

will facilitate interpretation of the safety pharmacology results for improved

decision-making as well as improve communication of the safety assessment for

drug development candidates.

4.1 Identification of Safety Pharmacology Activities

Safety pharmacology activity can be identified from many different sources during

the drug discovery and development programs (see Table 1). In each of these cases,

identification of the activity early enables design and interpretation of safety

pharmacology investigations that significantly contribute to a better understanding

of the implications of the activity and potential impact on patient safety. For

example, if the drug candidate is from a class with a known safety liability, a

head-to-head comparison with the reference drug will enable a sponsor to better

understand the relative risk for their candidate. Opportunities to employ safety

pharmacology studies to aid in lead optimization in drug discovery and to contribute

in the interpretation of results in clinical studies should be considered.
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The ability to detect unanticipated pharmacological activity of a drug candidate

or chemical lead series can be a challenge because, in most cases, one only finds

what they look for. How does one cast a wide enough net to reduce risk but not by

consuming extraordinary resources? As discussed above, in vitro screening panels

(ligand binding assays, enzyme assays) are effective tools for detecting off-target

activities. This is a reasonable starting point with the understanding that only the

activity of parent (not metabolites) will be detected. The core safety pharmacology

assays recommended in ICH S7A and S7B are intended to be broad screens for

unanticipated pharmacological activity but are not comprehensive for all potential

liabilities. Therefore, lack of activity with a drug candidate in in vitro off-target

screens and core safety pharmacology assays increases the probability that there

will be no significant safety liabilities; however, this will be a function of the

experimental design and quality of the assays used. When sponsors report lack of

activity with their development candidate in safety pharmacology assays, they

should also report the sensitivity of the assays used to support the conclusions of

safety. In cases, where no activity was found in safety pharmacology assays but

Table 1 Roadmap for safety pharmacology investigations

I. Identification of safety pharmacology activities

a. Known safety liability from other drugs in the class

b. Results from selectivity screens in lead optimization

c. Results from core safety pharmacology studies

d. Activity identified in toxicology studies

e. Activity identified in clinical studies

II. Characterization of safety pharmacology activities

a. Parent versus metabolite

b. PK–PD (including variability)

c. Mechanism of action (mechanism based versus off target)

d. Relative potency (NOEL and dose–response relationship)

e. Comparison with positive and negative controls

f. Use of follow-up (Tier II) assays

III. Context of safety pharmacology activity and safety risk

a. Support conclusions with information of sensitivity and specificity for safety pharmacology

assays used

b. Safety margin (potency relative to targeted therapeutic exposure)

c. Patient population

1. Other risk factors that influence safety

2. Impact of drug-drug interaction

3. Variation in exposure (hepatic or renal insufficiency)

IV. Overall risk assessment

a. Integrate safety pharmacology results with results from pharmacology, toxicology, and

clinical studies

b. Compare risk with positive and negative control drugs with clinical experience

c. Evidence of risk – quantitate with respect to positive and negative control drugs with

clinical experience

d. Update risk assessment as new information becomes available
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there is activity evident later in development (e.g., in toxicology or clinical studies),

revisiting data from the safety pharmacology assays can be very valuable for both

understanding the safety risk as well as limitations of the safety pharmacology

assays. This has been particularly true for assessing the risk of QT interval

prolongation.

4.2 Characterization of Safety Pharmacology Activity

Gaining a further understanding of the safety pharmacology activity is critical for

making a useful risk assessment. A careful examination of the pharmacokinetic/

pharmacodynamic (PK–PD) relationship will help confirm that the observed effect

is pharmacologically relevant and help to determine if the effect is a consequence of

parent or metabolite. Determining the NOEL for the activity using plasma

concentrations will enable predictions of exposure thresholds for safety in the

clinical as well as estimating safety margins.

Knowledge of the mechanism of action for the safety pharmacology activity can

be extremely valuable. This information can help (1) design more specific counter

screens for optimizing an improved development candidate and (2) compare to

marketed drug with the same mechanism and make better predictions about safety

in humans. An example is torcetrapib where there were very modest blood pressure

elevations in a subset of patients at the therapeutic dose. The mechanism for the

blood pressure effect was associated with an increase in circulating aldosterone

[10], which is a known cardiovascular risk factor and, therefore, may have

contributed to increased mortality in the torcetrapib phase III program [11]. If the

mechanism of the safety pharmacology activity is the same as the therapeutic

mechanism, there is unlikely to be an opportunity for this class to be devoid of

the safety pharmacology activity, and the sponsor will determine if the activity can

be managed during clinical development.

The potential value of results from follow-up or Tier II safety pharmacology

assays should be considered. This is particularly true in cases where a nonclinical

assay can explore mechanisms more effectively and/or more economically than

clinical studies. These studies are usually designed with a specific hypothesis, and,

ideally, responses are compared to responses with a positive reference drug with a

known clinical safety profile.

4.3 Context of Safety Pharmacology Activity and Safety Risk

Results from safety pharmacology studies require context in order to be

incorporated into a scientifically based risk assessment. Documentation of assay

sensitivity and specificity will help to determine the confidence that can be placed

on the results from safety pharmacology assays. If the assay has relatively low
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sensitivity, the potency estimates (NOEL) may be greater. Knowledge of targeted

therapeutic exposure will enable estimation of safety margins. Note that for acute,

direct effects from safety pharmacology studies, safety margins based upon Cmax

may be more relevant than when based upon AUC values.

The safety of a drug candidate can be influenced by the targeted patient popula-

tion. If there is a risk for drug–drug interactions with the development candidate,

are these patients likely to be on multiple medications? Are there underlying

disease states which will put a subset of patients at greater risk for AEs? If primary

routes of excretion are hepatic or renal, will elevated plasma exposures in patients

with hepatic or renal insufficiency put patients at higher risk for adverse events?

4.4 Overall Risk Assessment

The data and information from the safety pharmacology studies are building blocks

for developing an integrated risk assessment (see Sect. 5.2) which enables one to

consider the balance between benefit (efficacy) and risk (tolerability and safety) for

the drug candidate. While it is often unknown how observations from safety

pharmacology studies will translate into the clinical setting, the availability of

this information helps the development team become aware of potential risks so

they can be managed in as safe a manner as possible.

There are many ways in which safety pharmacology can be valuable for

sponsors, drug development teams, regulators, and investors. Value of the data

may be immediate or realized after availability of toxicology or clinical findings in

subsequent studies. One should consider safety pharmacology data and use follow-

up studies throughout the development process to improve development decisions

and ultimately support registration as well as post-marketing safety.

5 Maximize Safety Pharmacology Activities

to Reduce Attrition

5.1 Consideration in Design of Safety Pharmacology Studies

The choice and design of safety pharmacology assays depends on the stage of

development, how the results will be used, and the sponsor’s risk tolerance. The

assays recommended in the ICH guidelines are discussed in detail in several places

[7, 12, 13]. In this chapter safety pharmacology is presented as an activity in the

drug development tool box to facilitate progression of drug candidates through key

decision and regulatory milestones and is not limited to the core assays described in

the ICH S7A and S7B guidelines. The principles and recommended experimental

considerations in ICH S7 provide a framework that can be adapted to the design of
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all safety pharmacology experiments regardless of whether the results are solely for

internal decision-making or to support regulatory packages.

5.1.1 Timing of Safety Pharmacology Studies

The guidelines recommend completing the core studies prior to initiating clinical

studies; however, the strategy for types and when safety pharmacology studies are

performed is case-by-case based upon many factors. Ideally, sponsors would like

to reduce drug candidate attrition by identifying potential liabilities as early as

possible in the drug discovery/development process. For this strategy, some safety

pharmacology assays might be used to profile early chemical leads so that results of

the studies contribute to lead optimization and candidate selection. Screening for

inhibition of IKr (also referred to as the hERG assay) is an example of a safety

pharmacology assay commonly used during lead optimization. Alternatively, there

may be programs and situations where the sponsor is willing to accept the risk of

having no safety pharmacology data until just prior to clinical studies. In this case

the sponsor will assume risk of attrition at the preclinical development stage in

return for saving discovery resources and keeping the lead optimization process less

complicated. If an unacceptable safety pharmacology activity is discovered after

selection of the drug candidate, the medicinal chemists can go back to lead optimi-

zation with knowledge of the liability in the series. In this case, knowing the

mechanism of the safety pharmacology activity will enable use of more efficient

screens to guide the lead optimization efforts. In most cases, a compromise between

these two approaches is the best balance of resources and risk.

The focus of the ICH S7A guideline is on core assays for regulatory scrutiny. It is

not necessary to closely follow guidelines for assays to be used for internal

decision-making in discovery and early development. There may be cases where

the sponsor has used safety pharmacology assays in development and, at the

preIND stage, is faced with the prospect of repeating the safety pharmacology

studies under conditions that more closely comply with guideline recommendations

(specifically GLP). ICH S7A guideline states that when these studies are not

performed according to GLP, the data quality and integrity in safety pharmacology

studies should be ensured. This is a situation where positive controls, careful

definition of exposure, and assay sensitivity will be required to support conclusions.

An example is the in vitro IKr assay (ICH S7B), where having high-quality data is

critical for lead optimization or candidate qualification. If repeating this study under

GLP does not significantly improve the scientific creditability of the IKr assay

results or the overall assessment of risk for QT interval prolongation, a sponsor

should not have to repeat the study. It is noted that there have been regional

differences in the need for GLP for core studies to be fully compliment with ICH

S7A guideline and the burden of proof that the data are robust enough to meet

objectives of the guideline will be the responsibility of the sponsor.
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5.1.2 Study Design

Dose Levels, Formulation, and Route of Administration

The ICH guidelines consider safety pharmacology studies to be similar to toxicology

studies where dose levels should be elevated until activity is observed or toxicity

prevents pharmacological assessment at higher exposures. Margins of safety,

even if large, may not be satisfactory to comply with this regulatory requirement

if no activity is detected. If the maximum dose levels are limited by toxicity or

unfavorable pharmacokinetics and the margins are small, the evidence for safety

will not be robust. In these cases, it may be necessary to use a formulation that differs

from the clinical formulation in order to achieve exposure at higher multiples of

exposure. Ideally, plasma levels with the low dose level in the safety pharmacology

study will be in the range of clinical intended exposures, the high dose level

will show some pharmacodynamic effect or toxicity, and the middle dose level

will have no effects of concern and be a comfortable multiple above the intended

clinical exposure.

Recognizing that the objective of safety pharmacology experiments is to examine

the safety of the test article, achieving adequate exposure to support conclusions is

very important. The ICHS7 guidelines suggest that the clinical route of administration

is preferred but also provide flexibility to use alternative routes in order to achieve

exposure levels sufficient to support safety. It is more important to achieve appropriate

exposure levels than to use clinical route of administration. This is particularly

important when exposure by the clinical route is limited bymaximal feasible exposure

and/or saturation of exposure in the nonclinical safety pharmacology model. The dose

levels and route of administration used in the safety pharmacology studies should be

justified and achieve larger exposure levels than the targeted clinical exposure level.

Safety pharmacology studies are generally performed with single-dose adminis-

tration (Sect. 2.5 in ICH S7A). The rationale is that one is looking for direct

pharmacological effects of the test substance in the absence of histopathological

changes. The acute, direct pharmacodynamic effect of a drug candidate is one

dimension of the safety investigation and, according to ICH guidelines, appropri-

ate for screening for unanticipated activity(ies). The limitations of conclusions

from single-dose administration should be acknowledged in the integrated risk

assessment (see Sect. 5.2).

There will be occasions where repeated administration in safety pharmacology

studies is useful in assessing risk. One is when repeat dosing is necessary to get

adequate exposure levels or a desire to get to achieve steady-state exposure levels in

order to refine estimates of safety margins. Another situation where repeat dosing

may be required is when the safety pharmacology study is investigating the

pharmacodynamic consequences of an observation from a toxicology study. This

type of follow-up study could be helpful in looking for consequences of toxicity

observation and/or potential pharmacodynamic signals that might precede the
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histopathological changes. This strategy is not described in the ICH guidelines

but can be valuable in validating a pharmacodynamic “biomarker” that can be

used to determine when to halt dosing before there are more serious consequences

to function or structure. The scientific rationale for a repeat-dose protocol and

confidence in results from these studies should be defendable and clearly

communicated in regulatory submissions.

5.1.3 Documenting Drug Exposure

Knowledge of the drug exposure–response relationship is critical in supporting

the risk assessment from safety pharmacology data. Differences in metabolism

and pharmacokinetics between the nonclinical models and humans render

dose–response relationships alone in the risk assessment to be of lesser value.

Using plasma levels of the drug candidate to document exposure from the non-

clinical preparation where the pharmacodynamic response was observed is ideal.

In some case, there is concern that acquiring blood samples from conscious,

unrestrained animals on study will compromise the quality of the pharmaco-

dynamic measurements. The sponsor should consider the benefit to risk of

collecting plasma samples in the same study. A default strategy is to use a separate

group of animals to obtain pharmacokinetic data or estimate exposure from a study

with similar design (such as toxicokinetic data on day 1 of a toxicology study at the

dose levels and in the same species).

In the majority of cases, the magnitude of the pharmacodynamic effect is related

to exposure (concentration) in a semi-log manner. Defining this relationship with at

least 2 levels of response is extremely valuable because (1) it will strengthen the

conclusions that the response is treatment related (i.e., not false positive) and

(2) will facilitate estimation of threshold response (for estimating margins over

anticipated clinically relevant exposures) and relative potency to reference drugs.

Ideally, steady-state plasma concentration should be used to determine the

concentration–response relationship, but it is very difficult to achieve steady-state

levels with single-dose safety pharmacology studies. At steady state, the assump-

tion that plasma concentration reflects drug concentration at pharmacological target

is more likely to be valid since distribution of drug should not be changing with

time. In the ICH guideline S7A, it is recommended that pharmacodynamic effect

should be measured at maximum plasma concentration (Cmax). However, for some

drugs, the time for distribution of drug to the pharmacological site of action is

longer than the plasma Tmax (time to Cmax). Two examples are (1) drugs with a site

of action in the central nervous system (CNS) where CNS concentration is a

function of the rate which the drug crosses the blood–brain barrier and whether it

is a substrate for transport systems that remove chemicals from the CNS and

(2) drugs that are very lipophilic, particularly if it is basic and has a high volume

of distribution causing it to accumulate in tissues over time and achieve a greater

concentration in target organ compared to plasma. The differential time course for

distribution of drug in plasma versus target organ is referred to as hysteresis.
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When there is hysteresis, there is risk that the potency will be under estimated at

Tmax for plasma levels (i.e., plasma Cmax, concentration is greater than that at the

pharmacological site of action). It was the goal of a recent workshop to model

PK–PD relationships from safety pharmacology studies to better predict relative

potencies in humans (see [14]). One approach to achieve better concentration–response

(PK–PD) relationship for drugs with shorter half lives is to administer test drug via

intravenous infusions.

Plasma protein binding can significantly reduce the “available” concentration of

drug at molecular site of action and the in vivo potency for the effect. While it may

be a fortuitous characteristic to reduce potencies of an undesired activity, one

should also consider the likelihood that plasma protein binding will also limit

“available” concentration for the desired pharmacological activity. Plasma protein

binding is usually expressed as percent bound and some advocate using this value to

“adjust” potencies in the risk assessment [15]. Unfortunately, it is not that simple

because the availability of drug for potential pharmacodynamic activity is the

equilibrium between drug binding to plasma protein and the molecular target [16]

and not merely percent not bound. Percent binding does not capture this dynamic

situation adequately. The most practical approach is to compare protein binding in

plasma from the species used for the in vivo assay and humans, and if reasonably

similar, use in vivo potencies (PK–PD relationship above) to associate risk with

exposure in humans. Positive controls and reference drugs are also useful in this

regard.

5.1.4 Metabolites

The overall safety of a drug is dependent not only on the safety of the parent drug but

also circulating metabolites. Therefore, consideration of potential human

metabolites in planning safety pharmacology studies is important. In ICH S7A:

“Generally, any parent compound and its major metabolite(s) that achieve systemic

exposure or are expected to reach the systemic circulation in humans should be

evaluated in safety pharmacology studies.” Since safety pharmacology studies are

typically done before there is information on metabolism in humans, this can be an

imperfect situation. Ideally, the metabolite profile in humans and the safety pharma-

cology models are sufficiently similar so that when dosing with parent drug, expo-

sure to metabolite(s) is sufficient to profile them for unanticipated pharmacological

activity. When there is a presumed major metabolite, it would be useful to measure

plasma concentrations of the metabolite in order to document its safety.

What constitutes a major metabolite has been a topic of debate [17, 18] and is the

topic of a recent FDA guidance [19]. If a human metabolite is discovered after the

drug candidate has progressed into clinical studies, it may be prudent to consider

whether exposure in the safety pharmacology studies was sufficient to support

safety. In some cases, the clinical safety profile is adequate and additional safety

pharmacology studies are not necessary. All of this information should be included

in the integrated risk assessment (see below). These decisions concerning what
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metabolites to measure and whether specific metabolite testing is appropriate

should be based upon the strength of the scientific argument and an assessment of

the resource/risk ratio of not having the information.

5.1.5 Nonclinical Experimental Preparations

The selection of nonclinical assays and data analysis to support the safety of a new

drug candidate should be scientifically based.While the guidelines provide direction

and lay out expectations of the regulatory agencies, limiting the studies to those

recommended in the guidelines may limit the strength of the safety package.

Deviations from the guidelines should be acknowledged and explained to help

regulators clearly understand the strategy.

5.1.6 In Vitro and In Vivo Assays

In vitro assays are very useful for elucidating mechanisms and defining direct

effects of drug candidates although it is often difficult to translate potencies from

in vitro assay results alone to the clinical setting. In vitro and in vivo assays are

complementary, and extending the in vitro results into an in vivo model is a good

way to investigate the potential consequences of off-target activity at the organ

level. For example, if there is unanticipated activity at the alpha adrenergic receptor

in an in vitro assay, potential consequences on cardiovascular and central nervous

system function can be better defined with in vivo studies designed to determine at

what exposure level is this a safety issue. The in vivo assays can also be used to

interrogate potential contribution of metabolites to safety pharmacology activity.

5.1.7 Anesthetized Versus Conscious In Vivo Preparations

The guidelines recommend use of conscious, unrestrained animals and the clinical

route of administration for safety pharmacology assays. While the premise is that

these assays conditions are more “physiological” and resemble the clinical setting,

they may not be the most sensitive conditions for detecting and characterizing

pharmacological activity. Most cardiovascular safety pharmacology studies are

performed in conscious, unrestrained subjects using telemetry devices to capture

data. Unlike subjects in a phase I clinical study, conscious animals in the safety

pharmacology study are not necessarily calm and there can be large changes in

baseline blood pressure, heart rate, and ECG values. This is particularly true for

nonhuman primates where heart rates can range from 80 to 250 beat/min during an

experiment. Anesthetized preparation has advantages of being able to interrogate

acute pharmacological effects of the drug candidate with a stable baseline and

controlled levels of plasma exposures (e.g., with intravenous infusions). If the drug

candidate can be formulated appropriately, the peak plasma exposures with
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intravenous infusions are often greater than can be achieved by the oral route and,

with a stepwise increase in infusion dose levels, a full dose (exposure)–response

study can be achieved in each experiment. This assumes that a stable plane of

anesthesia is maintained during the study and the type and influence of anesthesia

on baseline values and autonomic tone are considered in the interpretation of

the data.

Given this information, anesthetized preparations can be used for cardiovascular

assessments in two different ways. First, anesthetized preparations can be to screen

for cardiovascular activity as part of the candidate selection process. The experi-

ment can be used to interrogate findings from the off-target screens and assess risk

of cardiovascular effects. Results from the conscious preparation will be used in

combination with results from the anesthetized preparation to gain advantages of

both models and enhance the risk assessment. Alternatively, one can use the

anesthetized assay as a follow-up assay when needed to further characterize

cardiovascular activity of the drug candidate when there are findings in studies

with conscious subjects. For example, reflex tachycardia often accompanies vaso-

dilator responses, and use of an anesthetized preparation will help determine if the

increase in heart rate is a direct effect of the drug candidate or a consequence of

vasodilatation. Also changes in heart rate due to general behavior or other

noncardiovascular effects can confound interpretation of risk for QT/QTc interval

prolongation, and the heart rate effects will be reduced in anesthetized preparation.

5.1.8 Disease Animal Models

Drugs are used in subjects with disease and they have a variety of risk factors that

can influence their safety. The rationale for use of animals without disease in safety

pharmacology and toxicology studies, as well as normal volunteers in Phase I

clinical trials, is that these models provide a more homogenous, reproducible setting

for detecting and characterizing the pharmacological/toxicological activities of the

drug candidate. Clinical safety in patients for marketing registration is demonstrated

in a large number of patients and continues to be monitored after marketing

approval so that even more safety experience is achieved. It is impractical to assume

that an animal model of disease can be used to define safety in the broad and varied

population of targeted patients; however, there are cases where testing drug

candidates in disease models can add value to the risk assessment and reduce risk

for attrition in late clinical development. Data from a disease model is most

effective when results are compared to a reference drug. For example, to evaluate

the risk of a drug candidate to cause bronchoconstriction in an asthma model, results

should be reported in the context of the positive control, i.e., drug candidate at dose

levels X-fold above the therapeutic level does not cause bronchoconstriction in a

model where drug Y (positive control) causes bronchoconstriction at a dose level

known to cause this effect in patients, or like drug Y positive control, which causes

bronchoconstriction in asthmatic patients, the drug candidate is Z-fold less potent in

causing bronchoconstriction as drug Y. It is important to interpret and report the

results in the context of the conditions of the experimental disease model with an
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understanding that the results may not apply to all types of patients with the disease.

Following recommendations in the guidelines, the choice and sensitivity of the

disease model should be justified in the regulatory submission.

5.1.9 Sensitivity of Safety Pharmacology Assays

There are no recommendations in the ICH guidelines for the degree of sensitivity of

the safety pharmacology assays; however, the guidelines do recommend that the

sensitivity of the assays be defined. In this manner, results can be interpreted in the

context of assay sensitivity which is particularly important when the findings

indicate there is no activity with the drug candidate at dose levels tested. Given the

small number of subjects used in each safety pharmacology study, it is impractical to

achieve sensitivity at clinically relevant dose levels adequate to exclude all risk in

patients. This means the relative potency for the effect will be lower in a safety

pharmacology assay with low sensitivity, but this can be handled by comparing the

relative potency of the drug candidate with that of a positive control drug that has the

effect in humans. For example, one might conclude that the drug candidate does not

prolong the QTc interval in a safety pharmacology model where the threshold for

drug X (positive control) increases the QT/QTc interval at similar exposure levels.

In defining sensitivity and validating safety pharmacology models, it is important

to evaluate negative controls and define thresholds for positive controls. Merely

showing that a positive control elicits a large response at a high dose level does not

adequately support the lack of activity for a drug candidate. Therefore dose (concentra-

tion)–response curves should be obtained with positive and negative controls to best

support conclusions and comply with the regulatory recommendations.

5.2 The Integrated Risk Assessment and Communication
of Results

No drug candidate is completely devoid of potential safety risks. The objective is to

determine the degree and types of risk and put them in the context of intended

clinical use, targeted patient population, and safety of available drugs. Central to

overall strategic decisions in drug development is the benefit to risk ratio. An

understanding of the potential risks for safety and adverse events contributes to

decisions concerning development and investments and risk mitigation strategies.

Results from safety pharmacology studies require context in order to translate

the information into a risk assessment (Table 1). One should consider the follow-

ing: Is the activity an adverse effect by itself, or is it one of a combination of risks

factor for adverse outcomes? Is the potency of the safety pharmacology finding
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close to the predicted therapeutic exposure? Is the activity reversible? Other

characteristics of the drug are very important. Will the drug be used chronically

or acutely? If the safety margins are small, is there a risk for elevated plasma levels

due to variable absorption, drug–drug interactions, or in patients with renal or

hepatic insufficiency? Are there other patient subpopulations, health conditions,

or activities of other drugs used in combination with the drug candidate that will

enhance the risk of revealing an adverse effect?

In the ICH S7B guideline, it is recommended that the sponsor develops an

integrated risk assessment for QT interval prolongation and communicates overall

conclusion in terms of “evidence of risk.” This is an effective tool for communicating

results from all types of safety pharmacology studies. Following recommendations in

the ICH guideline, all available data and information should be considered in the

integrated assessment (Table 1). This is a scientific-based document and therefore

facts and data should be used to support conclusions. It is also useful to point out what

is not known and how the related risks will be mitigated or managed safely in clinical

studies. The risk assessment is a living document and should be reevaluated as

additional data become available throughout development. In preparing the docu-

ment, it is important to consider the reader (e.g., internal decision-making body,

regulators, or investors) and include adequate background information and

descriptions of the results to avoid misinterpretation. When results from noncore

studies (follow-up studies) are included, it is recommended to design the study with a

testable hypothesis and consider scenarios as well as their impact on decisions in

advance. Avoid doing experiments to “see what happens” or with the sole expectation

that there will be no adverse findings.

An integrated risk assessment is an important opportunity to lay out the scientific

evidence to support the safety of the drug candidate. By not doing this, sponsors

leave reviewers to interpret the results and may come to inappropriate conclusions

about safety. The source documents (study reports) often only describe the experi-

mental protocol and result and seldom include background, adequate justification

for protocols, or interpretation of results. This is particularly true when reports from

contract research organizations (CROs) are used because the CRO usually does not

have a full perspective of the program. The integrated risk assessment should be

included in the IND and NDA documents as well as investigator brochures.

6 Future Opportunities for Safety Pharmacology

Safety pharmacology is a developing discipline with several ongoing initiatives to

improve the quality of information and reduce use of resources [20, 21]. A few

examples are listed. With the availability of jackets for collecting cardiovascular and

respiratory data in dogs andmonkeys, safety pharmacology endpoints can be captured

in toxicology studies [22, 23]. Human stem cell-derived cardiomyocytes are being

investigated as a new model for safety pharmacology studies [24]. There is also an

ongoing collaboration between Pharma and the FDA to consider whether nonclinical
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studies can be sufficient to reduce the recommendations for a clinical thorough

QT/QTc study [25].

7 Concluding Remarks

The primary goal of safety pharmacology studies is to define risks for attrition so that

clinical candidates with lower risk of attrition are advanced or with knowledge of

risks for attrition, they can be appropriatelymanaged during development. The value

of safety pharmacology studies in contributing to drug discovery and development

strategy and decisions is a direct function of the scientific quality of the data

combined with accurate interpretation and effective translation of results into a

risk assessment. Without information on the sensitivity and potencies of reference

drugs in the assay, results with the drug are incomplete. When no activity is found in

an assay, sponsors need to be able to defend the conclusions. Likewise, if results and

information from all sources are not included in an integrated risk assessment,

decisions concerning risk of attrition will be less informed.
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