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Abstract

An entanglement measure for a bipartite quantum system is a state functional that
vanishes on separable states and that does not increase under separable (local)
operations. For pure states, essentially all entanglement measures are equal to the v.
Neumann entropy of the reduced state, but for mixed states this uniqueness is lost.
In quantum field theory, bipartite systems are associated with causally disjoint
regions. But if these regions touch each other, there are no separable normal states
to begin with, and one must hence leave a finite “safety corridor” between the
regions. Due to this corridor, the normal states of bipartite systems are necessarily
mixed, so the v. Neumann entropy is not a good entanglement measure anymore in
this sense. In this volume, we study various good entanglement measures. In par-
ticular, we study the relative entanglement entropy, ER, defined as the minimum
relative entropy between the given state and an arbitrary separable state. We
establish upper and lower bounds on this quantity in several situations: (1) In
arbitrary CFTs in dþ 1 dimensions, we provide an upper bound for the entangle-
ment measure of the vacuum state if the two regions of the bipartite system are a
diamond and the complement of another diamond. The bound is given in terms
of the spins, dimensions of the CFT, and the geometric invariants associated with
the regions. (2) In integrable models in 1þ 1 dimensions defined by a general
analytic, crossing symmetric two-body scattering matrix, we give an upper bound
for the entanglement measure of the vacuum state for a pair of diamonds that are far
apart, showing exponential decay with the distance between the diamonds. The
class of models includes, e.g., the Sinh–Gordon field theory. (3) We give upper
bounds for our entanglement measure for a free Klein–Gordon/Dirac field in the
ground state on an arbitrary static spacetime. Our upper bounds show exponential
decay of the entanglement measure for large geodesic distance and an “area law”
for small distances (modified by a logarithm). (4) We show that if we add charged
particles to an arbitrary state, then ER decreases by a positive amount which is no
more than the logarithm of the quantum dimension of the charges (this dimension

ix



need not be an integer). (5) We establish a lower bound on our entanglement
measure for arbitrary regions that get close to each other. This lower bound is of the
type of an “area law” with the proportionality constant given by the number N of
free fields in the UV fixed point times a quantity D2 that can be interpreted as the
distillable entanglement of one “Cbit pair” in the state.

x Abstract



Chapter 1
Introduction

Abstract Entanglement measures quantify the amount of entanglement between
parts of a system, but a considerable part of the literature in Quantum Information
Theory has focussed on quantum systems with finitely many degrees of freedom. In
this volume, we will focus on the question whether qualitatively new features can
arise due to the presence of infinitely many degrees of freedom.

While correlations between different parts of a system can exist both in classical
and quantum physics, there can exist in quantum systems certain more subtle cor-
relations that are absent in classical ones. Such correlations are nowadays referred
to as the “entanglement” between the subsystems. Historically, the first quantitative
measure of entanglement were the Bell-inequalities [1, 2]—or rather, their violation.

Motivated not least by technological advances in controlling and manipulating
quantum systems, there has by now emerged an understanding of certain types of
operations that one can think of, in a definite way, as not increasing the entanglement
originally present in a bi-partite quantum system (see e.g. [3] for a review). The set of
these operations, often called “LOCC-operations”1—aswell as various “asymptotic”
generalizations thereof, where one is allowed to access and manipulate arbitrarily
many copies of the given bipartite system—give the set of states on a bipartite
quantum system an ordering: A state σ1 is not more entangled than a state σ2, if
σ1 can be obtained from σ2 by LOCCs.

On the one extreme, one has states that are not entangled at all. These are called
“separable” and are described by statistical operators σ of the form

σ = p1ρA1 ⊗ ρB1 + p2ρA2 ⊗ ρB2 + . . . , (1.1)

1This stands for “local operations and classical communications”. In this volume, we will
actually use an even broader class.

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2018
S. Hollands and K. Sanders, Entanglement Measures and Their Properties
in Quantum Field Theory, SpringerBriefs in Mathematical Physics 34,
https://doi.org/10.1007/978-3-319-94902-4_1

1

http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-94902-4_1&domain=pdf


2 1 Introduction

where, according to the usual principles of quantum theory, the total Hilbert space is
the tensor product H = HA ⊗ HB, where ρA1, ρA2 etc. respectively ρB1, ρB2 etc. are
statistical operators for subsystem A respectively B, and where pi ≥ 0,

∑
i pi = 1.

In classical physics, all states are separable.2 On the other hand, in quantum physics,
one has non-separable, i.e. entangled, states. In particular, one has maximally entan-
gled states. In between these extremes, one has states that can neither be manipulated
using LOCCs into amaximally entangled state, nor be obtained from separable states
by such operations. In general, the ordering is only partial: we cannot say for each
and every pair of states whether one or the other is more entangled.

To understand better the structure of entangled states, it is useful to introduce
entanglement measures. At a bare minimum,3 an entanglement measure E(ρ) should
clearly satisfy the following properties:

(I) E(ρ) should give a number in [0,∞], returning 0 for separable states,

and

(II) E(ρ) should be monotonically decreasing under LOCCs.

A great variety of entanglement measures has been introduced in the literature.While
a classification seems presently out of reach, a particularly simple and satisfactory
story emerges for the set of pure states ρ = |�〉〈�|. Here, one can show [4] under
moderate and reasonable technical assumptions, that every entanglement measure
is, up to a change of normalization, equal to the v. Neumann entropy of the reduced
density matrix for subsystem A (or equivalently B), i.e. E(ρ) = HvN(ρB) = HvN(ρA).
As usual, the reduced density matrix ρA = TrBρ corresponds to the restriction to
subsystem A, and similarly for B. Furthermore, it can be shown [5] that if two pure
states have the sameE(ρ), then they canbe converted into eachother “asymptotically”
by LOCC operations.

Unfortunately, for general mixed states ρ, uniqueness is lost and one can say under
the same types of technical assumptions only that a general entanglement measure
E must always yield values between two extreme, conceptually distinguished entan-
glement measures called “entanglement cost” and “distillable entanglement”. Fur-
thermore, for mixed states, the v. Neumann entropy of the reduced density matrix
does not provide a reasonable measure, as it can for instance return the same value
for separable and maximally entangled states.

A considerable part of the literature in Quantum Information Theory has focussed
on quantum systems with finitely many degrees of freedom—leading at the techni-
cal level mostly to (complicated) questions about algebras of matrices—and, fur-
thermore, to some extent, on an underlying assumption that the kinematics is non-

2In classical physics, if μ is a measure on a product phase space X = XA × XB which is, say,
absolutely continuous relative to the Lebesgue measure, then we can approximate it with arbi-
trary precision by sums of product measures

∑
i μAi × μBi (e.g. on the dense subspace of smooth

observables).
3It may or may not be possible/desirable to also have other properties such as convexity under
convex linear combinations.
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Fig. 1.1 Causal diamond associated with A

relativistic. It is therefore interesting to extend the analysis to relativistic quantum
field theory (QFT) where both assumptions no longer hold. One may ask:

(QI) Whether a relativistic setup will lead to modified concepts of classical com-
munication, distillation protocols, etc. at a kinematical level.

(QII) Whether qualitatively new features can arise due to the presence of infinitely
many degrees of freedom.

In this volume, we will basically ignore (QI) and work with essentially the same
concepts of LOCCs as in the standard theory; see e.g. [6–8] and references therein
for further developments in direction (QI). Instead, we will focus on (QII). First of
all, we note that, in QFT, the notion of subsystem is always tied to the localization
in spacetime. Thus, if A is some subset of a Cauchy surface (i.e., a “time slice”) in
Minkowski spacetime (or, more generally, a globally hyperbolic curved Lorentzian
spacetime), then one ascribes [9, 10] to A a set of observables AA localized in the
“causal diamond” OA with base A, see Fig. 1.1.

Informally speaking, AA is the algebra generated by the quantum fields localized
at points in OA. More precisely, AA is the v. Neumann algebra generated by the
spectral projections of the quantum fields that are “smeared” against a test function
supported inOA. It is a standard property of relativistic quantum field theories that if
a region B on the same time-slice as A is disjoint from A—so that there is no causal
curve connecting OA with OB—then

[AA,AB] = {0} . (1.2)

This relation of course also holds for non-relativistic quantum mechanical systems,
since the algebra of observables A = AA ∨ AB generated by AA and AB is by def-
inition set up in the form of a tensor product AA ⊗ AB where the factors act on
HA ⊗ HB.

At this point, however, an—at first sight seemingly academic—difference arises
in QFT. This difference has its origins in a mathematical fact about v. Neumann
algebras. As is well-known, there are different “types” of v. Neumann algebras [11,
12]. The algebras appearing in non-relativistic systems, for instance matrix algebras,
are typically of so-called type I, whereas the algebras appearing in QFT are typically
of type III [13, 14]. It is not so important for us what precisely these types mean (see
e.g. [15, 16] for general references). The key point for us is rather that for type III,
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unlike type I,

[AA,AB] = {0} does not always imply A ∼= AA ⊗ AB , (1.3)

where “∼=” means “up to unitary equivalence”. In fact, the conclusion—which is
closely related to the “split property” (see [13, 17, 18] and below)—only holds if A
and B are separated by a finite corridor, but it does not hold for instance when B is
the complement of A. Thus, it fails in the usual and most natural situation wherein
we partition the total system into the union of two disjoint subsystems. For further
discussion on this and related issues see [19] and the nice review of [20], which is
directed at a wider theoretical physics audience.

This seemingly academic difference between QFT and quantum systems with
finitely many degrees of freedom has the following important consequence. If A ∼=
AA ⊗ AB holds—inwhich case we say thatAA andAB are “statistically independent”
[21]—then we can define separable states as in (1.1) for the total system. On the
other hand, ifAA andAB only commute but are not statistically independent, then we
cannot have (normal) separable states. Thus, we are entirely outside the usual setup
for discussing entanglement in Quantum Information Theory. In particular, we are
outside this framework ifB is the complement ofA on a time slice. On the other hand,
if we leave a finite safety corridor between A and B, then AA and AB are typically
statistically independent, and the usual concepts from Quantum Information Theory
such as separable states, LOCCs, etc. carry over.

Thus, in QFT, we should leave a finite safety corridor between A and B. But then
it is clear that if we start with a state of the full quantum field theory, ρ (for instance
the vacuum state ρ0 = |0〉〈0|), then, since A ∪ B has an open complement C (the
corridor), the restriction of ρ to AA ⊗ AB is never a pure state, as we shall prove
rigorously below in Sect. 2.3. Therefore, following our general discussion about
entanglement measures, we no longer have a unique measure with which to quantify
the entanglement of a state ρ across A and B. In particular, the v. Neumann entropy
does not yield a satisfactory entanglement measure.

We are thus forced in relativistic QFT to consider alternative entanglement mea-
sures with good properties [at least (I) and (II)] for mixed states. In this volume,
we shall study several such measures in the framework of algebraic QFT [9, 10].
The measure which we shall focus on mostly is the so-called “relative entropy of
entanglement” proposed in [5]. This measure is based on Umegaki’s relative entropy
functional [22] H (ρ,σ) = Tr(ρ ln ρ − ρ lnσ), or rather its generalization to v. Neu-
mann algebras of general type due to Araki [23, 24]. The relative entanglement
entropy is given by

ER(ρ) = inf
σ separable

H (ρ,σ) . (1.4)

ER(ρ) may be interpreted as the information that we can expect to gain if we update
our belief about the state of the system from being separable to ρ [25]. Due to the
variational definition [infimum over all separable states, cf. (1.1)], it is not even clear,
a priori, whether ER(ρ) > 0, nor is it clear that ER(ρ) < ∞ for any state in the QFT
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Fig. 1.2 The regions A and
B

setting.4 Our aim is thus to investigate ER and provide upper and lower bounds in
several situations.

1.1 Summary of Main Results

Our main results can be summarized as follows:

1. Let A be a ball of radius r in a t = 0 time slice of Minkowski space and B
the complement of a concentric ball with radius R > r (see Fig. 1.2). In any
conformal field theory in d+1 dimensions, we have

ER(ρ0) ≤ ln
∑

O

( r

R

)dO
, (1.5)

where ρ0 = |0〉〈0| is the vacuum state,5 and where dO are the dimensions of the
local operators O in the theory.

If, more generally, the diamonds are not necessarily concentric, we can introduce
the conformally invariant cross ratio u = (xB+−xB−)2(xA+−xA−)2

(xA−−xB−)2(xA+−xB+)2
and similarly v,

see (4.120), associated with upper/lower tip of diamond OA and the upper lower
tip of diamondO′

B, see Fig. 1.3. If τ , θ ∈ R are the functions of these cross ratios
u, v defined below in Eq. (4.121), then we get in 3+1 dimensions

ER(ρ0) ≤ ln
∑

O
e−τdO

[
2SR

O + 1
]
θ

[
2SL

O + 1
]
θ

. (1.6)

4In fact, as shown in [26], entanglement measures that are well-behaved in the type I-setting can
become ill-defined for type III, as is the case e.g. for the “entanglement of formation”. [26] has
also shown that the entanglement entropy ER(ρ0) behaves well under a “nuclearity condition”, a
technique to which we will come back in the body of the volume.
5In the body of this volumewewill distinguish, for technical reasons, the expectation value function
of a statistical operator ω( . ) = Tr( . ρ) and the statistical operator ρ itself.
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Fig. 1.3 Nested causal
diamonds

Here, SL
O, SR

O is the number of primed/unprimed spinor indices of the operator
O and [n]θ is a suitably defined “quantum deformed” natural number n. A sim-
ilar bound is obtained also for chiral conformal field theories. When the outer
diamond is much larger, r/R 
 1, our bound gives for instance

ER(ρ0) � NO
( r

R

)dO
(1.7)

for concentric diamonds, where O is the operator with the smallest non-trivial
dimension dO, andNO themultiplicity of such operators. This result is consistent
with the “small x expansion” obtained by [27, 28] in 1+1 dimensions.

2. Let ω be any state of finite energy, and let χ∗ω be a state obtained by adding
“charges”χ = ∏

χni
i (in a generalized sensewhichmay include charged pseudo-

particles with braid-group statistics [29–31]) in region A or B as indicated in
Fig. 1.4. We have

0 ≤ ER(ω) − ER(χ
∗ω) ≤ ln

∏

i

dim(χi)
2ni , (1.8)

irrespective of the nature ofω, or the relative position ofA andB, or the dimension
d+1 of spacetime. Here, ni is the number of irreducible charges χi of type i, and
dim(χi) the “quantum dimension” of the charge. For instance, this dimension is
N if the charge is created by a local operator transforming in the fundamental
representation of O(N ), but can also be non-integer e.g. for anyonic pseudo-
particles in 1+1 dimensions.

Fig. 1.4 Charges χi added
to A
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3. For the real Klein-Gordon scalar QFT with field equation

�φ − m2φ = 0 , (1.9)

and positive mass m on an arbitrary ultra-static, globally hyperbolic spacetime
M of dimension d+1 with metric −dt2 + hij(x)dxidxj, we show that the entan-
glement of the ground state ρ0 of the theory decays for mr � 1 as6

ER(ρ0) � C∞ e−mr/2 , (1.10)

where r is the geodesic distance (with respect to hij) between A and B in a static
slice, see Fig. 1.5 and where C∞ is some constant.

For the Majorana Dirac QFT with field equation

(/∇ + m)ψ = 0 , (1.11)

andnon-vanishingmass,wealsohave anupper boundwhen thegeodesic distance
r between A and B goes to zero in a static slice, in a spacetime of the product
formM = R

1,1 × �. More precisely, let A = {(t, x, y) | x < 0, t = 0} and B =
{(t, x, y) | x > r, t = 0} (where (t, x) are standard coordinates on R

1,1 and y ∈
�), and let ρ0 be the ground state. Then as mr → 0, we have the upper bound

ER(ρ0) ≤ C0|ln(mr)|
∑

j≤d−1

r−j
∫

∂A
aj � c0|ln(mr)| |∂A|

rd−1
, (1.12)

where we assume d ≥ 2 and the aj are geometric invariants associated with a
heat kernel on ∂A ∼= � and C0, c0 are constants. We expect our methods to yield
similar results for general spacetimes with bifurcate Killing horizon, Fig. 1.6,
see [32] for this notion.

Fig. 1.5 The regions A and B

6Formula (1.13) below suggests that the upper bound can be improved to C∞(δ)e−mr(1−δ) for each
δ > 0.
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Fig. 1.6 Spacetime with
bifurcate Killing horizon

4. For the class of massive integrable models on 1+1 dimensionalMinkowski space
with factorizable two-body scattering matrix S2 of the general form (4.64), and
A and B given by two half-lines of the time slice R separated by r > 0, the
vacuum state ρ0 = |0〉〈0| satisfies the following bound. For mr � 1 (here m
is the mass) we have for any κ > 0 such that S2(ζ) has no poles in the strip
{ζ ∈ C : −κ < �ζ < π + κ}, and any small7 δ > 0,

ER(ρ0) � 4e

κ

√‖S2‖κ

πmr
e−mr(1−δ) . (1.13)

where ‖S2‖κ is the supremum of |S2(ζ)| in the strip. The constant in the bound
diverges when the poles of S2 approach the “physical strip”. Since poles inside
the physical strip are characteristic for models with bound states, we can say that
our upper bound on the entanglement entropy deteriorates as we approach this
situation.

Our bound applies in particular to the Sinh-Gordon model with equation of
motion

�φ − m2φ − g2 sinh φ = 0, (1.14)

where S2(θ) = sinh θ−i sin b
sinh θ+i sin b , b = πg2

1+g2
, and the constants C are given in terms of

b or g. In this case, the constants deteriorate for g → ∞.
5. Consider a massive QFT on d+1 dimensional Minkowski space satisfying a

“nuclearity condition” in the sense of [33], and let A and B regions separated by
r � than the size of A and B, see Fig. 1.5.
We show that the entanglement in the vacuum state ρ0 has sub-exponential decay,
i.e.

ER(ρ0) � C e−(mr)k , (1.15)

7We cannot put κ or δ to zero, since the asymptotic bound holds, roughly speaking, when 1/(δκ) �
mr.
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for any given k < 1 (our C diverges when k → 1). Since such nuclearity condi-
tions have been shown for massive free fields of spin 0, 1/2 [18, 34], the bound
holds in particular for such theories.

6. Consider a QFT in d+1 dimensions satisfying a suitable “nuclearity condition”
for a thermal state ρβ , cf. (4.4), and let A and B again be regions separated by
r � than the size of A and B, see Fig. 1.5. We show:

ER(ρβ) � C r−α+1 , (1.16)

where α is a parameter entering the nuclearity condition.
7. For any conformal QFT in d+1 dimensions with vacuum state ρ0 = |0〉〈0|, and

for A and B regions separated by a thin corridor of diameter ε > 0, we show that
asymptotically, as ε → 0

ER(ρ0) �
{
D2 · |∂A|/εd−1 d > 1,

D2 · lnmin(|A|,|B|)
ε

d = 1,
(1.17)

(“area law”), where D2 is the distillable entropy of an elementary “Cbit” pair
(defined in Sect. 5.1). As we point out in the text, the same argument shows that
for a non-conformal, asymptotically free theory and for any state ω with finite
energy in d > 1 spatial dimensions, one would get the bound

ER(ω) � N · D2 · |∂A|/εd−1 (1.18)

where N is the number of independent free fields in the short-distance scaling
limit, for instance N = n2 − 1 in SU(n) pure Yang-Mills theory.

For a massive Dirac field, we have found a qualitatively similar upper bound in
(3), so these lower bounds should be expected to be qualitatively sharp.

In order to obtain these results, we use several other entanglementmeasures which
give upper and lower bounds on ER and which are often easier to estimate, such as
ED (distillable entropy), EN (logarithmic dominance), EM (modular entanglement),
and others. Some of these are of independent interest, and to our knowledge, new.
A table comparing these entanglement measures is presented in Sect. 3.8. A key
role is also played in our proofs by techniques from Tomita-Takesaki modular the-
ory for v. Neumann algebras and their—to a large extent well-known—relation to
quantum field theory. These come in on the one hand via their relation with space-
time symmetries (Bisognano-Wichmann [35] and Hislop-Longo [36] theorems) and
on the other hand via their relationship with “nuclearity bounds” [18, 33, 37, 38],
both of which are combined with methods from complex analysis. We note that the
usefulness of nuclearity bounds in the context of entanglement has been appreciated
already by [26], and they have been used also more recently by [39], which appeared
after our work was completed. Among the other tools that we use is the theory of
superselection sectors [29–31, 40–42].
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1.2 Comparison with Other Approaches to Entanglement
in QFT

It is worth commenting on the conceptual and practical differences between our
approach and the substantial body of literature on entanglement in QFT based on the
“replica trick”, or “holographic” methods, see e.g. [43, 44] for reviews with many
references.

In the “replica trick” [45], which applies most straightforwardly to ground
states on static spacetimes, one ignores the problems discussed above with the v.
Neumann entropy, and formally representsHn(ωA) = 1

1−n (lnZ(Mn) − n ln Z(M1)).
Here, ωA = TrA|0〉〈0| is the reduced state, Hn is a regulated version of the v. Neu-
mann entropy,8 and Mn is an n-sheeted cover of M obtained by gluing n copies of
M across the boundary of A. Z is the the partition function of the corresponding
Euclidean QFT, often represented in terms of a functional integral, or “defect opera-
tors” as in the pioneering paper [46] on 1+1 dimensional conformal field theories. In
either case, the result is divergent due to the conical singularity onMn along ∂A, but
one can at this stage introduce a short distance (UV) cutoff ε of some sort, and get a
finite answer,H ε

vN(ωA). The divergent terms are often found to be organized in a series
in inverse powers of ε. The most divergent term is usually∝ |∂A|/εd−1, d > 1 (“area
law” [47–49]), and the sub-leading ones are often—though not always [50]—given
in terms of curvature invariants associated with ∂A.

Compared with our entanglement measure (1.4), one is tempted to perhaps expect
a relationship of the form

H ε
vN(ωA) ∼ ER(ω) (1.19)

when ε ∼ dist(A,B) becomes small compared to the volume of A and all other length
scales in the QFT (including any scales introduced by the state ω = |�〉〈�| if it is
not the vacuum), and when B approaches the complement of A. Some of our results
indicate that the above relation may indeed be roughly correct in many cases, but (3)
and (4) indicate that this is perhaps so only in massive theories, and perhaps only
up to powers in ln(mε).

Compared to our approach, the replica trick has, at any rate, a rather different
distribution of strengths and weaknesses. The strengths are that the basic formulas
are, although formal, strikingly elegant, and in principle concrete, making rather non-
trivial computations possible in many interesting examples, and establishing also an
interesting link to other ideas in quantum field theory, such as e.g. the c-theorem [51,
52].

The weakness is that, in order to obtain a finite answer in the limit ε → 0, one
must either subtract by hand the divergent terms, or consider differences of quan-
tities like for instance Hn(TrA|0〉〈0|) − Hn(TrA|�〉〈�|), where |�〉 is some refer-
ence state, or like the “mutual information” for disjoint regions A,B—hoping that
the divergences are state-independent and cancel (this is not always the case [50]).

8It is defined as Hn(ρ) = 1
1−n ln Trρ

n .
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At any rate, one does not obtain a quantity that satisfies the basic postulates (I) and
(II), and furthermore, the assumption of a short distance cutoff at intermediate stages
invalidates the basic assumptions of locality (if the cutoff is imposed in momentum
space), or relativistic covariance (if the cutoff is implemented on a lattice), or it intro-
duces an unwanted dependence on “boundary conditions” (if the cutoff is imposed
by such conditions as e.g. in [53]).

On the other hand, a strength of our approach—apart from mathematical
exactness—is that postulates (I) and (II) are demonstrably satisfied for our entangle-
ment measure ER, but a weakness is that the basic definitions are rather indirect, and
do not lead to very explicit formulas that are amenable to straightforward computa-
tions or at least approximations. In fact, as is clear from (1)–(7), we have only been
able to compute upper and lower bounds. In the future, it would be interesting to
establish a relation between the approaches. We conjecture that the “Buchholz free
energy” lnZB(|0〉〈0|) introduced in the text may be seen as a regulated version of
the formal quantity 1

1−n (lnZ(Mn) − n lnZ(M1)), but this remains to be investigated
further. The relation between our approach and “holographic methods” based on the
Ryu-Takayanagi proposal ([54, 55] and [56] for a recent textbook) is on the other
hand less clear to us. Perhaps such a relation can be established via the intriguing
relationship between entanglement and the geometry of the space of causal diamonds
recently found by [57, 58].

The organization of this volume is as follows. For the benefit of readers with a
background inQuantum Information Theory, we first review inChap.2mathematical
definitions and results from operator algebra theory, and present important examples
of algebraic QFTs. For the benefit of readers with a background in QFT, we then
review in Chap.3 basic notions about LOCCs, entanglement measures etc., showing
e.g. that (I) and (II) hold for ER in the QFT setting. In fact, besides ER we introduce
several other such measures that serve as tools in deriving our results, and which
may be of some independent interest. Our results (1)–(7) are presented in detail and
proven in Chaps. 4 and 5.

Notations and conventions: Upper case Gothic letters A,B, . . . denote v. Neu-
mann orC∗-algebras. Lower case Greek letters such asω,σ denote linear functionals
or states on a v. Neumann or C∗-algebras. Hilbert spaces are always assumed (or
manifestly) separable. The dimension of spacetime is d+1, and our convention for
the signature of the spacetime metric is (− + + . . . +). Scalar products on Hilbert
space are anti-linear in the first entry. If f (t), g(t) are non-negative functions of a
real variable t, we write f (t) � g(t) as t → ∞ if for any δ > 0 there is a t0 such
that f (t) ≤ (1 + δ)g(t) for all t ≥ t0. We write f (t) ∼ g(t) when f (t) � g(t) and
g(t) � f (t).
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Chapter 2
Formalism for QFT

Abstract This chapter presents the most important notions and examples of the
theory of operator algebras. These are then used to formulate the basic principles of
quantum field theory and some examples of algebraic QFTs.

2.1 C∗-Algebras and v. Neumann Algebras

This section is intended to present the most important notions from the theory of
operator algebras used in later sections. (See e.g. [1, 2] for general references.) We
begin with C∗-algebras:

Definition 1 A C∗-algebra is a complex, associative algebra A with a unit 1, an
involution a �→ a∗ and a norm ‖a‖, such that for all a, b ∈ A, one has

‖ab‖ ≤ ‖a‖ ‖b‖, ‖a∗‖ = ‖a‖, ‖a∗a‖ = ‖a‖2 , (2.1)

and such that A is complete with respect to this norm.

The norm of a C∗-algebra is an intrinsic property of the algebra in the sense
that there cannot be two different C∗-norms. This is a consequence of the fact
that homomorphisms between C∗-algebras, i.e. linear maps φ satisfying φ(ab) =
φ(a)φ(b),φ(a∗) = φ(a)∗, are automatically continuous with ‖φ(a)‖ ≤ ‖a‖. The
norm of a linear functional ϕ : A→ C is defined by

‖ϕ‖ = sup
a∈A,‖a‖≤1

|ϕ(a)| . (2.2)

A linear functional on a C∗-algebra is called hermitian if ϕ(a∗) = ϕ(a) and positive
if ϕ(a∗a) ≥ 0 for all a ∈ A. A positive functional is automatically hermitian and
bounded, i.e. ‖ϕ‖ < ∞. In fact, it has ‖ϕ‖ = ϕ(1).

© The Author(s), under exclusive licence to Springer Nature Switzerland AG 2018
S. Hollands and K. Sanders, Entanglement Measures and Their Properties
in Quantum Field Theory, SpringerBriefs in Mathematical Physics 34,
https://doi.org/10.1007/978-3-319-94902-4_2
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Definition 2 A positive functional ω such that ω(1) = 1 is called a “state”.

A state automatically has ‖ω‖ = 1, and vice-versa, any linear functional such
that ‖ω‖ = 1,ω(1) = 1 is a state. A state is called “pure” if it cannot be written as a
non-trivial combination ω = ∑

i piωi of other states, where pi > 0. Otherwise it is
called “mixed”.

A standard example of a C∗-algebra is the setB(H) of all bounded operators on
a Hilbert spaceH. The norm is defined concretely in this case by the usual operator
norm,

‖a‖ = sup
0 
=|�〉∈H

‖ a�‖/‖�‖ , (2.3)

where the norm of a vector in Hilbert space is denoted by ‖�‖2 = 〈�|�〉. The
involution ∗ is concretely given by the hermitian adjoint, 〈�|a∗Φ〉 = 〈a�|Φ〉 with
respect to the inner product in H. More generally, any linear subspace of B(H)

which is closed under products, hermitian adjoints, and limits, is a C∗-algebra. A
*-homomorphism π : A→ B(H) is called a “representation” of A on H . The sta-
tistical operators ρ on H (i.e. hermitian, positive semi-definite operators ρ on H
with TrHρ = 1) automatically give rise to states ωρ, in the algebraic sense of linear
functionals on A described above, by the formula

ωρ(a) = TrH(ρπ(a)) . (2.4)

The set of all such states is called the “folium of π”, denoted Sπ(A). One should be
aware though that:

1. The set of states encompassed in this way by a given representation π is in general
very far from containing all states ω. There can, and in general will be, disjoint
folia.

2. It is in general not true that ρ = |�〉〈�| is equivalent to ωρ being pure!
3. It is in general not true that ωρ = ωρ′ implies ρ = ρ′.

These issues are closely related to the existence ofmany, often inequivalent, represen-
tations. For this, it is useful to define the notion of intertwiner. An intertwiner between
two representations (πi ,Hi ), i = 1, 2 is a bounded linear operator T : H1 → H2

such that Tπ1(a) = π2(a)T for all a ∈ A. One says that

1. a representation π is irreducible if there are no non-trivial self-intertwiners (other
than multiples of the identity), or equivalently, no invariant subspaces for π(A)

other than {0} and H itself.
2. two representations πi are unitarily equivalent if there is a unitary intertwiner.
3. two representations πi are quasi-equivalent if their folia coincide.
4. two representations πi are disjoint if there is no intertwiner T 
= 0, i.e. if the folia

Sπi (A) have an empty intersection.



2.1 C∗-Algebras and v. Neumann Algebras 17

If the representation π is irreducible, then ωρ is pure if and only if ρ = |�〉〈�|,
and vice versa, but this is no longer true if π is not irreducible. If there are sev-
eral quasi-equivalence classes, then there exist representations and states which are
not represented by density matrices in this representation. Nevertheless, it can be
shown that given an algebraic state ω : A→ C, there is always some representation
containing a vector |�〉 such that ω is represented by this vector i.e. by the density
matrix ρ = |�〉〈�|. This is demonstrated by a simple, canonical, but conceptually
very important construction called the “GNS-construction”.

The starting point of this construction is the simple observation that the alge-
bra A itself, as a linear space, always forms a representation π by left multiplica-
tion, i.e. π(a)b ≡ ab. One would like to equip this representation with a Hilbert
space structure, i.e. a positive definite inner product. It seems natural to define
〈a|b〉 = ω(a∗b), but this will in general lead to non-zero vectors with vanishing
norm. Introduce Jω = {a ∈ A | ω(a∗a) = 0}. By the Cauchy-Schwarz inequality,
|ω(a∗b)| ≤ ω(a∗a)1/2ω(b∗b)1/2, we have Jω = {a ∈ A | ∀b ∈ A,ω(b∗a) = 0}, so it
is a closed linear subspace and a left ideal of A containing precisely the null vectors.
We can then define Hω = A/Jω and complete it in the induced inner product. The
left representation induces a representation onHω which is called πω . It is the desired
GNS-representation. The vector |�ω〉 ∈ Hω representingω is simply the equivalence
class of the unit operator, 1. It is by construction “cyclic” in the sense that the set
πω(A)|�ω〉 is dense inHω . We say that two states are quasi-equivalent if their GNS-
representations are. Note that even mixed states are always represented by a vector
in their GNS representation. Thus, in this case, the GNS-representation cannot be
irreducible.

A mathematical concept related to that of a C∗-algebra is a v. Neumann algebra.
Such algebras can be characterized in different ways. One way to characterize a v.
Neumann algebra is as follows:

Definition 3 A v. Neumann algebra is a C∗-algebra A with a distinguished folium,
the folium of “normal states”, which spans a linear space Sn(A) of linear functionals
on A. This folium should satisfy the properties:

1. If a, b ∈ A are such that ω(a) = ω(b) for all ω ∈ Sn(A), then a = b.
2. If f : Sn(A) → C is a bounded, linear functional, then there exists an a ∈ A such

that f (ω) = ω(a) for all ω in the distinguished folium.

One sometimes also writes A∗ for Sn(A) and calls it the “predual”. States on a v.
Neumann algebra which are not normal are called “singular”. Given any normal state
ω, we can represent A on the Hilbert space Hω by the GNS-representation. The set
of operators {πω(a) | a ∈ A, ‖a‖ ≤ 1} onHω obtained in this way is always weakly
closed, i.e. closed in the topology generated by the seminorms Nρ(a) = |Tr(ρπω(a))|.

Furthermore, the v. Neumann bi-commutant theorem holds. This theorem says
the following. Let A be a v. Neumann algebra represented by operators on a Hilbert
space, H, i.e. by Definition 3, A can be seen as a weakly closed *-subalgebra of
B(H). The commutant is the subalgebraA′ ofB(H) given by all bounded operators
commuting with all elements of A,
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A′ = {a′ ∈ B(H) | [a, a′] = 0 for all a ∈ A} .

A′ is again a v. Neumann algebra. The v. Neumann bi-commutant theorem states
that (A′)′ = A′′ = A. In fact, one can show that v. Neumann algebras can actually
be characterized in this way. A v. Neumann algebra represented by operators on a
Hilbert spaceH is said to be in “standard form” if there exists a vector |�〉 which is
cyclic (see above) and separating, where“separating” means that a|�〉 = 0 implies
a = 0. In our applications to quantum field theory below, the v. Neumann algebras
are almost always naturally presented in such a standard form.1

We now come to an important construction for v. Neumann algebras in standard
form due to Tomita and Takesaki. Let S : H→ H be the anti-linear operator defined
by Sa|�〉 = a∗|�〉. It can be shown that the closure of S has a polar decomposition
S = J�1/2, where J is anti-linear, (anti-)unitary and �1/2 is a self-adjoint, positive
operator on H. Furthermore, it can be shown that:

Proposition 1 For any v. Neumann algebra in standard form, the operators J,�1/2

satisfy:

1. J�
1
2 J = �− 1

2 , J ∗ = J = J−1.
2. �|�〉 = |�〉, J |�〉 = |�〉.
3. a �→ σt (a) = �i t a�−i t is a 1-parameter group of automorphisms of A.
4. a �→ Ja J maps A onto A′.
5. Let ω(a) = 〈�|a�〉. Then ω is a KMS-state with respect to σt meaning the

following. For each a, b ∈ A, there exists a complex valued function fa,b(z) on the
strip {z ∈ C | 0 < �z < 1} which is bounded on the closure of the strip, analytic
in the interior, and has continuous boundary values

lim
s→1−

fa,b(t + is) = ω(σ−t (b)a), lim
s→0+

fa,b(t + is) = ω(aσ−t (b)) . (2.5)

The operators J,� depend on |�〉 and A, which in principle should be included
in the notation.

Key example: The essence of the theorem is maybe easiest to understand in the
case when A = MN is the v. Neumann algebra of complex N by N matrices acting
on C

N . Let ω be a state on MN . Any such state can be represented by a unique
density matrix, ρω , i.e. ω(a) = TrCN (aρω). Suppose that ρω has no zero eigenval-
ues. The GNS-representation can then be described as follows:Hω is identified with
the algebra MN itself. The GNS-vector is identified with |�ω〉 = √

ρω ∈ MN . The
GNS-inner product is identified with 〈�|Φ〉 = TrCN (�∗Φ). The representation acts
by left-multiplication, i.e. πω(a)|�〉 = |a�〉, � ∈ MN = Hω . Because ρω has only
positive eigenvalues, it immediately follows that |�ω〉 is separating (and cyclic),
hence standard. In order to describe the operators J,�, we identify the Hilbert space
Hω with C

N ⊗ C̄
N , where C̄

N is the dual space of C
N . Under this identification, we

1In general, a v. Neumann algebra is isomorphic to a v. Neumann algebra in standard form if it has
a faithful representation which in turn is the case if it has a faithful normal state, i.e. a normal state
such that ω(a∗a) = 0 implies a = 0. In the following, we will always assume that this is the case.
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may also write πω(a)|�〉 = (a ⊗ 1)|�〉. The commutant, M ′
N of MN in the repre-

sentation πω is isomorphic to the opposite algebra of MN itself (with the products
in reversed order). An element b in the commutant M ′

N acts by2 (1⊗ b)|�〉 onHω .
The operators J,� are given by

�
1
2 |�〉 = (ρ1/2ω ⊗ ρ−1/2ω )|�〉 , J |�〉 = |�∗〉 . (2.6)

The properties (1)–(4) of the propostion are rather obvious in this example. To check
(5), it is instructive to define K = −lnρω . The state may then be written as ω(a) =
Tr(ae−K ), and the automorphism σt as σt (a) = e−i t K aeitK , i.e. it corresponds to the
“Heisenberg time evolution”, generated by the “modular hamiltonian” K . The state
ω is then obviously a Gibbs state with respect to the modular hamiltonian. The notion
of KMS-state in item (5) of the previous theorem encodes precisely this. Indeed,

fa,b(t + is) = Tr(e−Kaei(t+is)K be−i(t+is)K ) (2.7)

has all the required properties.
With any v. Neumann algebra A with standard vector |�〉 there is associated a

natural cone P� ⊂ H. It is defined by

P� = �
1
4A+|�〉 , (2.8)

where A+ denotes the set of non-negative elements of the v. Neumann algebra A,
and the overbar symbol means the closure. This cone has many beautiful properties.
We will need (cf. [2]):

Proposition 2 1. Any normal state ω′ has precisely one vector representative in the
natural cone, i.e. ω′(a) = 〈�′|a�′〉 for a unique vector |�′〉 ∈ P�.

2. P� is invariant under the modular group �i t .
3. P� is the closed cone inH generated by vectors of the form a(Ja J )|�〉, a ∈ A.
4. Let |Φ〉, |Φ ′〉 be the unique vector representatives in P� of normal states ϕ,ϕ′

on A. Then ‖ϕ− ϕ′‖ ≥ ‖Φ −Φ ′‖2.
Key example continued: The meaning of this proposition is maybe best under-

stood in the case of the previous example. According to (3), the natural cone P�

can be seen in this example to be the set of ‘vectors’ in H = C
N ⊗ C̄

N of the form∑
j |ψ j 〉〈ψ j |. A state on MN of the form ϕ(a) = TrCN (ρϕa) has the vector represen-

tative |Φ〉 = √
ρϕ, which is in the cone due to the Schmidt decomposition theorem.

(Alternatively, it follows from (2.6) that �
1
4 = ρ

1
4
ω ⊗ ρ

− 1
4

ω and hence P� = ρ
1
4
ωA+ρ

1
4
ω .

Since ρω is invertible,P� = A+, and a state ϕ is represented by
√

ρϕ inP�.) Further-
more, in this example, the norm between two such states ϕ,ϕ′ may also be written
as ‖ϕ− ϕ′‖ = ‖ρϕ′ − ρϕ‖1 where the norm is defined by ‖a‖1 := Tr

√
a∗a. By the

Powers-Størmer-inequality [3], we get

2It is understood here that b acts on 〈ψ| in C̄
N by b〈ψ| ≡ 〈b∗ψ|.



20 2 Formalism for QFT

‖ϕ− ϕ′‖ = ‖ρϕ − ρϕ′ ‖1 ≥ ‖√ρϕ −√ρϕ′ ‖22 , (2.9)

where the norm ‖a ‖2 =
√
Tr a∗a is the Hilbert-Schmidt norm. Under our identifi-

cation |Φ〉 = √
ρϕ, |Φ ′〉 = √

ρϕ′ ∈ P�, the Hilbert-Schmidt-norm is nothing but the
Hilbert space norm in Hω , so we get (4), in the case of A = MN .

It is sometimes too restrictive to demand that |�〉 is separating for A. To treat
this more general situation, the above construction can be adapted as follows, see [4,
5] for details. First, one defines the subspace A′|�〉 = H′ with associated orthog-
onal projection Q onto H′. On QA|�〉 ⊂ H′ the operator S is now defined as
SQa|�〉 = Qa∗|�〉 and extended by 0 on H′⊥, so Sa|�〉 = Qa∗|�〉. The closure
of S then has the decomposition S = J�1/2, and it follows that ker� = H′⊥ and
J 2 = Q. As an example of this construction consider A = MN ,H = C

N , |�〉 ∈ H.
This representation is obviously irreducible, A′ = C1 and |�〉 is obviously not sep-
arating. The Hilbert space H′ = C|�〉 and � = |�〉〈�|.

We finish this brief introduction with a subtle, but important point related to the
“statistical independence” of two commuting v.Neumann algebrasAA andAB , repre-
sented on some commonHilbert spaceH. (More precisely, we useW ∗-independence
in the product sense [6].) Let AA ∨ AB = (A′

A ∩ A′
B)′ be the v. Neumann algebra

generated by AA and AB together, and let AA ⊗ AB be their v. Neumann algebraic
tensor product, which we may identify with (AA ⊗ 1) ∨ (1⊗ AB) onH⊗H.

Definition 4 The algebras AA and AB are said to be statistically independent iff
there is an isomorphism of the v. Neumann algebras AA ∨ AB � AA ⊗ AB .

When AA and AB are finite dimensional and AA ∩ AB = C1, then the algebras
are always statistically independent. In the infinite dimensional case, however, sta-
tistical independence does not automatically follow. In particular, it does not follow
in quantum field theory if the algebras correspond to two space-like regions which
“touch each other” (see below).

Split property: The notion of statistical independence is closely related to the “split
property” [7, 8]: When local algebras in quantum field theory are statistically inde-
pendent, there is typically a vector |�〉 ∈ Hwhich is cyclic forAA andAB and sepa-
rating forAA ∨ AB . In this case, |�〉 ⊗ |�〉 is cyclic and separating forAA ⊗ AB and
statistical independence then entails that there is a unitary map W : H→ H⊗H
such that (a ∈ AA, b ∈ AB)

WaW ∗ = πA(a)⊗ 1 , WbW ∗ = 1⊗ πB(b) . (2.10)

We may identify the v. Neumann algebrasAA � WAAW ∗ ⊂ B(HA)⊗ 1 andAB �
WABW ∗ ⊂ 1⊗B(HB). Furthermore, settingN = W ∗(B(HA)⊗ 1)W , one has the
inclusion

AA ⊂ N ⊂ A′
B , (2.11)

which is also called the “split”. The split and the unitary W are unique (for given
|�〉 ∈ H) ifwe require thatW ∗(|�〉 ⊗ |�〉) is in the natural cone of |�〉 forAA ∨ AB .
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2.2 Examples of C∗ and v. Neumann Algebras

We will now discuss some examples of C∗ and v. Neumann algebras which are
relevant in quantum physics.

2.2.1 The Weyl Algebra

TheWeyl algebra encodes the canonical commutation relations. To define it we need
a real vector space KR and a symplectic form σ : KR × KR → R. The Weyl algebra
W(KR,σ) is generated by elements W (F), F ∈ KR, subject to the relations

W (F)W (F ′) = e
−i
2 σ(F,F ′)W (F + F ′) , W (F)∗ = W (−F) . (2.12)

W(KR,σ) is turned into a C∗-algebra by introducing a (unique) norm and forming
the completion in the norm topology, see e.g. [2, 9]. We will continue to denote this
completion by W(KR,σ). Due to the exponential nature of the Weyl-operators, the
Weyl algebra behaves naturally under taking direct sums of symplectic vector spaces,
in the sense that

W(KR,1 ⊕ KR,2,σ1 ⊕ σ2) ∼=W(KR,1,σ1)⊗W(KR,2,σ2) , (2.13)

where the precise notion of the spatial tensor product between C∗-algebras is
explained in Chap. 11 of [1]. In the finite dimensional case, we may take KR = R

2n

and σ to be the standard skew-symmetric form on KR. This gives a C∗-version
of the canonical commutation relations of n positition variables and n conjugate
momenta. Informally, letting F = (p, q) and (P, Q) the corresponding operators
with [Q j , Pk] = iδ j

k 1, then “W (F) = exp[i p · Q − iq · P]”, and the Weyl relations
formally follow by the Baker-Campbell-Hausdorff formula.

In order to obtain a v. Neumann algebra one takes a stateω and takes the weak clo-
sure in its GNS-representation, πω(W(KR,σ))′′. The resulting v. Neumann algebra
(and even its type) will in general depend on the choice of ω. Quasifree (sometimes
called “Gaussian”) states of the Weyl algebra are in one-to-one correspondence with
symmetric bilinear forms μ : KR × KR → R such that

μ(F, F) ≥ 0 , 1
2 |σ(F, F ′)| ≤ [μ(F, F)μ(F ′, F ′)] 12 (2.14)

for all F, F ′ ∈ KR. The state corresponding to μ is defined by

ωμ(W (F)) = e−
1
2μ(F,F)

, (2.15)
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and one checks that this is indeed positive [10]. We denote the GNS-representation
by (πμ,Hμ,�).

The GNS-representations of quasi-free states can be described in terms of a Fock-
space structure. In general, ifH1 is aHilbert spacewith inner product ( , ), the bosonic
Fock space over H1 is defined as the Hilbert space

F(H1) = C⊕
⊕

n>0

EnH⊗n
1 , (2.16)

where En is the projector onto the subspace of totally symmetric elements. The
“vacuum” vector |�〉 = (1, 0, 0, 0, . . . ) corresponds to the first summand “C ”. The
inner product ( , ) on this Fock space is the natural one inherited from H1. The
summandH1 is called the “1-particle subspace”. Creation and annihilation operators
on F(H1) are denoted a∗(χ), a(χ), |χ) ∈ H1, respectively, where, for any |�n〉 =
En|ψ1)⊗ . . .⊗ |ψn) ∈ EnH⊗n

1

a∗(χ)|�n〉 = (n + 1)
1
2 En+1|χ⊗�n〉 (2.17)

a(χ)|�n〉 = n−
1
2

n∑

j=1
(χ,ψ j )En−1|ψ1)⊗ . . . |ψ̂ j ) . . .⊗ |ψn).

Theseoperators are closed and satisfya(χ) = [a∗(χ)]∗ and [a(χ), a∗(χ′)] = (χ,χ′)1.
In order to describe the GNS-representations of quasi-free states as a Fock space,

it is convenient to introduce the complexification K of KR and to extend μ,σ to
sesquilinear forms on K . Since σ is non-degenerate, the inequality (2.14) implies
that μ defines an inner product on K , which we write as 〈 | 〉. We denote the Hilbert
space completion by cloμK . The bound (2.14) in combination with Riesz’ theorem
shows that there exists a unique, bounded, self-adjoint operator � on cloμK such
that

i

2
σ(F, F ′) = 〈F, �F ′〉 for all F, F ′ ∈ K . (2.18)

We have ‖�‖ ≤ 1, �∗ = � and ��� = −�, where � is the complex conjugation
on K , which can be extended to an anti-unitary operator on cloμK . We will write the
polar decomposition of � as � = V |�|, where we note that V |�| = |�|V and the
partial isometry V satisfies V ∗ = V .

After these preliminaries, we can now describe the GNS-representations of quasi-
free states. We set H1 := ker(1+�)⊥ ⊂ cloμK . The GNS-Hilbert space of ωμ is
Hμ = F(H1) and the corresponding representation of theWeyl-operators (F ∈ KR)

is given by

πμ(W (F)) = exp[i{a∗(√1+�F)+ a(
√
1+�F)}] . (2.19)

(We refer to [2] for functional analytic details on how the exponential makes sense.)
The GNS-vacuum vector is |�ω〉 = (1, 0, 0, . . . ), i.e. the Fock-space vacuum. One



2.2 Examples of C∗ and v. Neumann Algebras 23

often informally defines the “field operator” φ(F) = −i∂tπμ(W (t F))|t=0 for F ∈
KR. Informally, the representation of the field operator is then

φ(F) = a∗(
√
1+�F)+ a(

√
1+�(�F)) . (2.20)

Here we inserted the operator � to ensure that this field has a natural complex linear
extension to F ∈ K .

Quasifree states can enjoy the following additional properties:

1. ωμ is pure if and only if |�| = 1, see e.g. [11, 12], i.e. its GNS-representation is
irreducible. When ωμ is pure, then P± = 1

2 (1±�) define projections in cloμK
onto so-called positive and negative frequency subspaces. We then have H1 =
P+cloμK . Because �P± = P∓� we find φ(F) = √

2{a∗(P+F)+ a(�P−F)}.
2. ωμ is called primary iff ker(�) = {0}. Note that this may fail in general, because

we take a completion of K . Pure states are necessarily primary. More generally,
ωμ is primary if and only if the v. Neumann algebra πμ[W(KR,σ)]′′ of the GNS-
representation has a trivial centre (i.e. it is a v. Neumann factor). In general,
V 2 is the orthogonal projection onto the orthogonal complement ker(�)⊥, so
V = V ∗ = V−1 for primary states.

3. The GNS-vector representative |�〉 is separating for πμ[W(KR,σ)]′′ if and only
if |�| < 1, i.e. ker(1− |�|) = {0} ([13], Theorem 3.12, [14] Theorem I.3.2). In
this case we have H1 = cloμK . Note that the 1-particle space H1 is “twice as
large” by comparison with the case of a pure state. This corresponds to the fact
that the representation of W(KR,σ) is now reducible.

2.2.2 The CAR Algebra

The CAR algebra encodes the canonical anti-commutation relations. To define it we
need a Hilbert space K with inner product denoted by ( . , . )K , and an anti-linear
involution � on K satisfying (�k1, �k2)K = (k2, k1)K . The CAR algebra C(K , �)

is generated by the elements ψ(k), k ∈ K , subject to the relations

ψ(k1)ψ(k2)+ ψ(k2)ψ(k1) = (�k1, k2)K1 , ψ(k)∗ = ψ(�k) . (2.21)

C(K , �) is turned into a C∗-algebra by introducing the (unique) norm ‖ψ(k)‖ =
‖k‖K /

√
2 and forming the completion in the norm topology, see e.g. [2, 15]. We

will continue to denote this completion by C(K , �). There is a *-automorphism α on
C(K , �) characterized uniquely by α(ψ(k)) = −ψ(k) which gives the CAR algebra
a Z2-grading.

One has the functorial property

C(K1 ⊕ K2, �1 ⊕ �2) ∼= C(K1, �1)⊗̂C(K2, �2) , (2.22)
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where ⊗̂ is the graded tensor product.3 As for the case of the Weyl algebra, one can
develop a complete theory of quasi-free states and describe their representations,
see [15] for details.

Here, we only describe pure, quasi-free states, and we do so by directly describing
the associated GNS-representation. The input is an orthogonal projector, P , on K ,
obeying the relation �P� = 1− P . Then one sets H1 = PK equipped with the
restriction ( . , . ) of the inner product on K . Next, the fermionic Fock space over
H1 is defined exactly as in (2.16), with the only difference that En now projects onto
the subspace of totally anti-symmetric elements. Fermionic creation and annihilation
operators are defined again as in (2.17). We then define the desired representation
associated with P as

πP(ψ(k)) = a∗(Pk)+ a(P�k) . (2.23)

The vector |0〉 in Fock space defines a state on the CAR algebra called ωP . The
“2-point” function of the state is ωP(ψ(k1)ψ(k2)) ≡ 〈0|πP(ψ(k1))πP(ψ(k2))|0〉 =
(�k1, Pk2), and similar formulas can be derived for the higher “n-point” functions,
see [15] for details.

2.2.3 The Cuntz AlgebraOn

A C∗-algebra arising naturally in the theory of superselection sectors (see below
Sect. 4.7) is the Cuntz-algebra. Let H be a separable, infinite dimensional Hilbert
space. A partial isometry, V , on H is a linear operator such that V ∗V = 1 and such
that VV ∗ is a projection. Now let n > 1 a natural number. Then it is not hard to
see that one can construct partial isometries ψi , i = 1, . . . , n on H satisfying the
relations

n∑

i=1
ψiψ

∗
i = 1 , ψ∗

i ψ j = δi j1 for all i, j. (2.24)

Cuntz [16] has shown that there exists a unique (up to C∗-isomorphism) simple
C∗-algebra generated by these elements and relations. It is denoted On .

3 As a vector space, the graded tensor product is first defined to be the usual (algebraic) tensor
product. The product is defined as (a1⊗̂b1)(a2⊗̂b2) = (−1)deg(a2)deg(b1) a1a2⊗̂b1b2 and the *-
operation is (a⊗̂b)∗ = (−1)deg(a)deg(b)a∗⊗̂ b∗, where the degree is defined to be 0 resp. 1 for even
resp. odd elements under α. It is then shown that a natural C∗-norm compatible with these relations
and the above isomorphism can be defined which extends the C∗-norm of C(Ki , �i ). The graded
tensor product is the C∗-closure under this norm.
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2.3 The Basic Principles of Quantum Field Theory

In algebraic quantum field theory, the algebraic relations between the quantum fields
are encoded in a collection of C∗ or v. Neumann algebras associated with spacetime
regions. The precise framework depends somewhat on the type of theory, space-
time background etc. one would like to consider. In the case of Minkowski space
R

d,1, a standard set of assumptions, manifestly satisfied by many examples, and
believed to be satisfied by all reasonable QFTs, is as follows. Call a “causal dia-
mond” O ⊂ R

d,1 any set of the form O = D(A), where A is any relatively compact
open set contained in a Cauchy surface ∼= R

d of Minkowski space, and D(A) its
domain of dependence, i.e. the set of points x ∈ R

d,1 such that any inextendible
causal curve through x must hit A at least once, see Fig. 1.1. Poincaré transforma-
tions g = (	, a) ∈ P = SO+(d, 1) � R

d+1 act on points by g · x = 	x + a. Since
Poincaré transformations are isometries of Minkowski spacetime, they map causal
diamonds to causal diamonds, so we get an action O �→ g · O on the set of causal
diamonds.

In the algebraic approach, a quantum field theory is a collection (“net”) of C∗-
algebras A(O) subject to the following conditions:

(a1) (Isotony)A(O1) ⊂ A(O2) if O1 ⊂ O2. We writeA = ⋃
O A(O)with comple-

tion in the C∗-norm.
(a2) (Causality) [A(O1),A(O2)] = {0} if O1 is space-like related to O2. In other

words, algebras for space-like related causal diamonds commute. Denoting the
causal complement of a set O by O ′, we may also write this more suggestively
as

A(O ′) ⊂ A(O)′

where the prime on the right side is the commutant.
(a3) (Relativistic covariance) For each transformation g ∈ P̃ covering4 a Poincaré

transformation (	, a) ∈ P = SO+(d, 1) � R
d+1, there is an automorphism αg

on A such that αgA(O) = A(	O + a) for all causal diamonds O and such
that αgαg′ = αgg′ and α(1,0) = id is the identity.

(a4) (Vacuum) There is a unique state ω0 on A invariant under αg . On its GNS-
representation (π0,H0, |0〉), αg is implemented by a projective positive energy
representation U of the Poincaré group P̃ in the sense that
π0(αg(a)) = U (g)π0(a)U (g)∗ for all a ∈ A, g ∈ P̃. Positive energymeans that
the representation is strongly continuous and that, if x ∈ R

d,1 ⊂ P is a transla-
tion by x , we can write

U (x) = exp(−i Pμxμ), (2.25)

and the vector generator P = (Pμ) has spectral values p = (pμ) in the forward
lightcone p ∈ V̄+ = {p | p2 ≥ 0, p0 > 0}.

4The covering group is needed to describe non-integer spin.
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For technical reasons, one often forms the weak closures [π0(A(O))]′′, which
gives a corresponding net of v. Neumann algebras (onH0). We will often work with
this net. Axioms (a1) and (a2) can be generalized straightforwardly to any general
globally hyperbolic spacetime (M , g). If such a spacetime has any symmetries, then
(a3) can be generalized too, with the Poincaré group replaced by the isometry group
G of the spacetime. If this group G has a 1-parameter family of isometries with
everywhere complete time-like orbits (as is the case e.g. in a static spacetime), then
a version of (a4) can be imposed, too. For more details, we refer the reader to [17],
and references therein.

A straightforward, but important, consequence of axioms (a1)–(a4) (and Araki’s
“weak additivity axiom” [18], see below) is the Reeh-Schlieder theorem [19], which
is the following.We know by construction that π0(A)|0〉 is dense in the entire Hilbert
space,H0. One might guess at first that the subspace of states π0(A(O))|0〉, describ-
ing excitations relative to the vacuum localized in a causal diamond O , would depend
on O . This expectation is usually incorrect, however, and instead the Reeh-Schlieder
theorem holds:

Theorem 1 (Reeh-Schlieder theorem)Assume that any element ofA can be approx-
imated arbitrarily well in the sense of matrix elements in the vacuum representation
π0 by finite sums of elements of the form αxi (ai ), where ai are in some arbitrarily
small causal diamond, and where αxi denotes a translation (“weak addititivity5”).
For any causal diamond O, the set of vectors π0(A(O))|0〉 is dense in the entire
Hilbert space. The same statement remains true if |0〉 is replaced with a vector with
finite energy.

Proof The proof of this theorem is standard. We drop the reference to π0, so a means
π0(a), etc. Suppose that the closure of {a|0〉 | a ∈ π0(A(Õ))}has anon-trivial orthog-
onal complement inH0 where Õ is a causal diamondwhose closure is contained in O
(i.e. “inside” O). Let |Φ〉 be a vector in the orthogonal complement, a ∈ A(Õ), and
let R

d,1 � z �→ f (z) = 〈Φ|U (z)a|0〉. Due to the spectral properties of P postulated
in (a3), f (z) has a holomorphic extension to the set {z ∈ C

d+1 | �(z) ∈ V+}. By
assumption f (z) = 0 if z is in some sufficiently small real neighborhood of z = 0,
since the translated elementU (z)aU (z)∗ remains inA(O) for such z, by (a3). By the
edge-of-the-wedge theorem, see Appendix A.1, f (z) = 〈Φ|U (z)aU (z)∗|0〉 there-
fore vanishes for all z ∈ R

d,1. Since an arbitrary b ∈ A can be approximated in the
sense ofmatrix elements by a sumof translated elements fromA(Õ) (by assumption),
we have 〈Φ|b|0〉 = 0 for all b ∈ A, proving that also |Φ〉 vanishes identically.

If |�〉 is a vector with finite energy, then U (z)∗|�〉 has an analytic continuation
to {z ∈ C

d+1 | �(z) ∈ V+} and a similar argument applies. �

5In terms of algebras:

π0(A) =
⎛

⎝
⋃

x∈Rd,1

π0(A(O + x))

⎞

⎠

′′

for any causal diamond O .
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The Reeh-Schlieder theorem shows in particular that it is not straightforward to
define “localized states”. To define these, and to have a mathematical counterpart of
the intuitive idea that the set of states localized in O with energy below E should
be approximately finite-dimensional, one has to go beyond the above axioms [20].
Nowadays, this idea is phrased mathematically in terms of“nuclearity conditions”,
which will also play a role in this work. One such condition, due to Buchholz
and Wichmann [8], is described now. We formulate it as an additional axiom (a5),
although the precise form of this axiom is perhaps not so natural and irrefutable as the
previous ones, (a1)–(a4), and in fact, we will throughout this volume also consider
variants of (a5) (see (a5’) in Chap. 4).

(a5) (BW-nuclearity) Let A be a ball of radius r in a time-slice, and let Or = D(A)

be the corresponding double cone. Consider the map


β,r : A(Or ) → H0 , a �→ e−βHπ0(a)|0〉 , (2.26)

where β > 0 and where H = P0 is the Hamiltonian, i.e. the time-component
of Pμ in item (a4). It is required that there exist positive constants n > 0 and
c = c(r) > 0 such that for r > 0,β > 0

‖
β,r‖1 ≤ e(c/β)n . (2.27)

Here we use the following [21, 22] definition/lemma:

Definition 5 The 1-nuclear norm ‖ . ‖1 of a linear operator T between two Banach
spaces X ,Y is defined as ‖T ‖1 = inf

∑
j ‖y j‖ ‖ψ j‖, where the infimum is taken

over all possible ways (if any6) of writing T ( . ) = ∑
j y jψ j ( . ) as a norm convergent

sum in terms of linear functionals ψ j ∈ X ∗ and vectors y j ∈ Y .

If both X ,Y are Hilbert spaces, then ‖T ‖1 = Tr|T |. The 1-nuclear norm satisfies
the following properties:

‖ST ‖1 ≤ ‖S‖‖T ‖1 , ‖ST ‖1 ≤ ‖S‖1‖T ‖ , (2.28)

where S is another linear operator between Banach spaces Y,Z .
The idea is that this 1-norm measures the “size” of the ellipsoid in Hilbert space

given by the collection of vectors of the form e−βHπ0(a)|0〉 with ‖a‖ ≤ 1. Such
vectors represent states which are localized in space (by r ) and have an exponentially
suppressed energy (essentially by 1/β). One typically expects c ∝ r and n = d in d
spatial dimensions. (Note that in quantum mechanics, using B(H) instead of A(Or )

and assuming that H has an orthonormal eigenbasis, ‖
β,r‖1 reduces to the partition
function.)

The BW-nuclearity condition (a5) and its variants—in particular the modular
nuclearity condition (a5’) given below—can be shown to have a consequence which

6If there are none, then the norm is set to infinity.
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is of essential importance in this volume. If A and B are disjoint regions in a spatial
slice with distance dist(A, B) > 0 and corresponding causal diamonds OA and OB ,
then (a5) implies that the split property holds for AA = π0(A(OA))

′′ and AB =
π0(A(OB))′′ [23]. In other words, the v. Neumann algebras not only commute (by
item (a2)), but they are statistically independent. This fact will be crucial when
defining relative entanglement entropies between such algebras.

A closely related consequence of (a5) describes what happens when the regions
OA and OB “touch” each other. It deals with a net of v. Neumann algebrasA(O), and
it assumes an additional asymptotic scale invariance at small length scales. Under
these circumstances, the local v. Neumann algebras are direct sums of type III1
factors [23]. Furthermore, when we call a state ω on A locally normal when its
restriction to each A(O) is normal, we have the following [24]:

Theorem 2 (a) The restriction of a locally normal state ω on A to a local algebra
A(O) is never pure.

(b) IfωO is a pure normal state on some local algebraA(O) then it cannot be extended
to a normal state on any larger local algebra.

(c) Let A and B be disjoint subsets of a Cauchy surface touching each other
in the sense that Ā intersects B̄. Then there cannot exist a normal, separa-
ble state on A(OA) ∨ A(OB), i.e. one such that ω(ab) = ∑

j ϕ j (a)ψ j (b) for
all a ∈ A(OA), b ∈ A(OB), where ϕ j ,ψ j are normal positive functionals on
A(OA),A(OB), respectively. In particular,A(OA),A(OB) cannot be statistically
independent.

Proof (a) follows immediately from (b), which is proved in Corollary 3.3 of [24].
To see that (c) follows from (a) we assume that a normal separable state ω exists,
and we consider its separable decomposition. We can then find pure normal states
ωA and ωB on A(OA) and A(OB), respectively, and a constant c > 0 such that
ωA ≤ √

cϕ1 and ωB ≤ √
cψ1. For all a ∈ A(OA) and b ∈ A(OB) we then have 0 ≤

ωA(a∗a)ωB(b∗b) ≤ cω(a∗ab∗b), an estimate which can be extended to the algebraic
tensor product A(OA)� A(OB) and then to the entire algebra A(OA) ∨ A(OB). We
denote the resulting state constructed out of ωA and ωB with a tensor product, so
that ωA ⊗ ωB ≤ cω. This estimate shows that ωA ⊗ ωB must be normal onA(OA) ∨
A(OB), which means in turn that it can be described by a density matrix ρAB on the
vacuum Hilbert space. Finally, ρAB defines a locally normal state on all of A, which
restricts to the pure normal state ωA on A(OA), contradicting statement (a). Hence,
a normal separable state on A(OA) ∨ A(OB) cannot exist. �

The BW-nuclearity condition is designed specifically for Minkowski space, or
more generally for a spacetime with a 1-parameter group of time-like isometries,
where a Hamiltonian exists. There are also other nuclearity conditions allowing to
draw similar conclusions, most notably ones involving the modular operator � [25,
26] introduced below as (a5’) in Chap.4.
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2.4 Examples of Algebraic Quantum Field Theories

Let us now discuss some examples of algebraic quantum field theories which mani-
festly fit into the operator algebraic setting.

2.4.1 Free Scalar Fields

The free Klein-Gordon (KG) field φ of mass m on d+1-dimensional Minkowski
spacetime (or, more generally, on any globally hyperbolic manifold (M , g)) is the
simplest example satisfying all the axioms, including the BW-nuclearity condition,
cf. [8, 27]. Roughly speaking, φ(x) is an operator for each x ∈M satisfying the
KG-equation (�− m2)φ(x) = 0. If Q = φ|C, P = ∂nφ|C are the restriction of the
field and its normal derivative to a Cauchy surface (“time-slice”) C, then the canoni-
cal commutation relations [Q(x), P(y)] = iδC(x, y)1 are satisfied, and, informally,
the algebra A(OA) with A ⊂ C, should be thought of as being generated by all
P(x), Q(x) with x ∈ A. For a mathematically precise construction one has to pass
to bounded operators, which can be done e.g. by treating the field operators φ(x) as a
distribution and by working with suitable exponentials of smeared versions of these
fields.

This construction is as follows. We let KR = C∞
0 (C, R)⊕ C∞

0 (C, R), and we
define a symplectic form, corresponding to the canonical commutation relations, by
σ(F, F ′) = ∫

C[qp′ − q ′ p]dV for all F = (q, p), F ′ = (q ′, p′) ∈ KR. For A ⊂ C,
we define A(OA) to be the subalgebra of the Weyl algebra W(KR,σ) given by the
C∗-closure of {W (F) | supp(F) ⊂ A}.7 We think of the Weyl operators W (F) as
representing the informal expressions exp[i ∫C(pQ − qP)dV ].

This construction has the disadvantage that we only identify the algebras corre-
sponding to causal diamonds OA with base A in the fixed Cauchy-surface C, see
Fig. 1.1. However, there is a simple way to get around this by giving an alternative
description of (KR,σ). For this, we note that KR is just the space of initial data
of the KG equation, equipped with the natural symplectic form. Since initial data
are, on a globally hyperbolic spacetime, in one-to-one correspondence with solu-
tions to the KG equation, we may equally well work with solutions. For this, let
GA,GR : C∞

0 (M , R) → C∞(M , R) be the unique advanced and retarded propa-
gators to the KG equation uniquely specified by the relations

(�− m2)GA,R = 1M , supp(GA,R f ) ⊂ J−,+(supp( f )), (2.29)

where J± denotes the causal future/past of a set in the spacetime (M , g), see e.g.
[28]. Let G = GR − GA be the “causal propagator”. It can be identified with a
distributional kernel on M ×M , denoted by G(x, y). This distribution is real-

7Here the braces denote “generated by, as aC∗-algebra”, and supp(F) = supp(q) ∪ supp(p), where
the support supp of a function is the closure of the set of all points where it does not vanish.
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valued, anti-symmetric, a solution to the KG equation in both entries, and vanishes if
x is space-like to y. Define K̃R = C∞

0 (M , R)/Ran(�− m2) (with (�− m2) acting
on C∞

0 (M , R)). Elements in this space are equivalence classes [ f ] of compactly
supported, smooth, real-valued functions f on M modulo ones in the image of
the KG operator. On K̃R we define a symplectic form by σ̃([ f ], [ f ′]) = G( f, f ′).
One now shows that (K̃R, σ̃) is a symplectic space isomorphic to (KR,σ). The
isomorphism is given by assigning to [ f ] ∈ K̃R the initial data (q, p) ∈ KR for the
solution G f ,

[ f ] �→
(

G f |C
∂nG f |C

)

≡
(
q
p

)

. (2.30)

Consequently, the Weyl algebra W(K̃R, σ̃) is isomorphic to W(KR,σ). The local
algebras for an arbitrary O ⊂M are now defined as

A(O) = {W̃ ([ f ]) | supp( f ) ⊂ O} . (2.31)

The obvious analogs of axioms (a1), (a2) for a Lorentzian spacetime (M , g) directly
follow from the properties of G and the relation W̃ ([ f ])W̃ ([ f ]) =
e−iG( f, f ′)/2W̃ ([ f + f ′]). Given a representation π of the Weyl algebra on a Hilbert
space, one may informally think of π(W̃ ([ f ])) as eiφ( f ), where φ( f ) =∫
M φ(x) f (x)dV is a “smeared” quantized Klein-Gordon field. The field φ( f ) actu-

ally exists as a self-adjoint, operator valued distribution in general only in certain
representations of the Weyl-algebra.

One such representation is the ground state representation of a massive (m > 0)
field on an ultra-static spacetimeM = R× C, g = −dt2 + h, where h is a Rieman-
nian metric on C not depending on t , and where C is assumed to be compact. Let ∇2

be the Laplacian of the Riemannian metric h on C. −∇2 is known to be a positive
essentially self-adjoint operator on L2(C) [29], so in particular all complex powers
of−∇2 + m2 are well-defined. Let C = (−∇2 + m2)−1. Consider the bilinear form
μ : KR × KR → R given by

μ(F, F ′) = 1
2"(C1/4 p − iC−1/4q,C1/4 p′ − iC−1/4q ′) (2.32)

where F = (q, p) and we mean the standard L2-inner product on the right hand
side. It follows immediately that (2.14) holds, so μ defines a quasi-free state ω0

on W(KR,σ), and therefore also one on W(K̃R, σ̃) via the isomorphism described
above in (2.30). The closure of KR in the topology given by μ is isomorphic to
W+1/2

R
(C)⊕W−1/2

R
(C) (here we mean the Sobolev spaces of fractional order±1/2)

and the corresponding operator � as defined in Eq. (2.18) is given by

� = i

(
0 C1/2

−C−1/2 0

)

. (2.33)
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It follows that�2 = 1, so the stateω0 is pure. Ifwe compose themap
√
1+�with the

identification W+1/2(C)⊕W−1/2(C) � L2(C)⊕ L2(C), determined by (q, p) �→
1√
2
(C− 1

4 q,C
1
4 p), we obtain

KR � F =
(
q
p

)

�→ 1

2

(
iC1/4 p + C−1/4q
C1/4 p − iC−1/4q

)

≡ 1√
2

(
iκ(F)

κ(F)

)

∈ L2(C)⊕2. (2.34)

From this it immediately follows that the image of KR under
√
1+� is isomorphic

to L2(C), which may thus be identified with the 1-particle Hilbert spaceH1. The map
κ : KR → L2(C) = H1 defined in the previous equation is the one-particle structure
of Kay [30]. In terms of κ one may write the GNS-representation of our state ω0 as
(F ∈ KR)

π0(W (F)) = exp i[a∗(κ(F))+ a(κ(F))] , (2.35)

where a, a∗ are annihilation and creation operators on the bosonic Fock space over
H1. One can show (cf. [30]), that the time translation isometry of (M , g) is imple-
mented in the GNS representation of this state by a strongly continuous 1-parameter
group with positive generator H (the Hamiltonian). Thus, the state can be considered
as a ground state. The same construction works in any ultra-static, globally hyper-
bolic spacetime even when the slices are not compact (because C is then complete).
In particular, it works in Minkowski space, where the Cauchy surface is given by
C = R

d , equipped with the flat metric.
In Minkowski space, it is instructive to represent 1-particle wave functions in

H1 in momentum space, using the Fourier transform8 to identify L2(Rd , ddx)
with L2(Rd , 1

2ω(k)
ddk), where ω(k) := √

k2 + m2. More precisely, we map ψ(x) to√
2ω(k)ψ̃(k), which defines an isometry. For any smooth function f on Minkowski

space of compact support, one then writes the smeared quantum KG-field character-
ized by π0(W̃ ([ f ])) = exp iφ( f ) informally as an integral

∫
φ(x) f (x)dd+1x . Going

through the definitions and constructions just given, one can then further write the
representer in the familiar form

φ(x) = (2π)−
d
2

∫

Rd

ddk
2ω(k)

[a†(k)e−ikx + a(k)eikx ] (2.36)

in terms of the creation and annihilation operators9 on the bosonic Fock space over
H1 = L2(Rd , 1

2ω(k)
ddk), where xk = xμkμ and (kμ) = (−ω(k),k). After smearing

with f ∈ C∞
0 (Rd+1), this operator is shown to have a dense set of analytic vectors,

so it is essentially self-adjoint by Nelson’s analytic vector theorem [31]. Thus, we

8Our convention for the Fourier transform in one dimension is f̃ (p) = 1√
2π

∫
dx f (x)e−i px .

9In our setup, we arrive at the normalization

[a(k), a†(k′)] = 2ω(k) δd (k − k′) · 1 , [a(k), a(k′)] = 0. (2.37)
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may write the representation of the Weyl-operators by exponentiation in the form
π0(W̃ ([ f ])) = exp[iφ( f )], so the relation between Weyl operators and unbounded
quantum fields is more than a formal one in this example. The vacuum state satisfies
the axioms (a3), (a4) as well as the BW-nuclearity condition [8].

2.4.2 Free Fermion Fields

The free spin- 12 -field ψ of mass m on d+1-dimensional Minkowski spacetime (or,
more generally, on any globally hyperbolic spin manifold (M , g)) is another simple
example satisfying all the axioms, including the BW-nuclearity condition in static
spacetimes [32]. Roughly speaking, ψ(x) is an operator for each x ∈M satisfying
the Dirac equation (/∇ + m)ψ(x) = 0. For amathematically precise construction one
uses the CAR algebra described in Sect. 2.2.2.

This construction is as follows e.g. for a real (Majorana) field, which exists when
d − 1 = 0, 1, 2, 7 mod 8, for details see e.g. [32]. Let $ be the spin-bundle, which
is a complex vector bundle over M of dimension 2#(d+1)/2$. At each point, we let
eμ be a chosen orthonormal d + 1-bein, so that /∇ = eμ · ∇eμ

is the Dirac operator,
with eμ· denoting Clifford multiplication. The action of eμ on the conjugate vector
bundle10 $ is denoted by eμ·. There is then an anti-linear map C : $→ $ satisfying
CC = (−1) 1

2 (d−1)d which is characterized by C−1eμC = eμ. We also have “Dirac
conjugation”, which is an anti-linear map B : $→ $∗ with B∗B = 1 (for details on
such notions, see e.g. [33]). The Hilbert space K needed for the definition of the
CAR algebra C(K , �) is the space K = L2(C, $|C) of square integrable spinors on
a Cauchy surface C (unit forward normal: n), with inner product

(k1, k2)K =
∫

C
Bk1(n · k2) dV (2.38)

and the anti-linear involution � is given by �k = Ck̄. If A ⊂ C and OA its causal
diamond, we define

A(OA) = {ψ(k) | k ∈ K , supp(k) ⊂ A}even , (2.39)

where on the right side, curly brackets mean “generated by, as aC∗-algebra”, and the
superscript denotes the subalgebra of elements with an even number of generators.

As before, this construction has the disadvantage that only the algebras corre-
sponding to causal diamonds on a fixed Cauchy-surface C are identified. How-
ever, there is a simple way to get around this by giving an alternative description
of (K , �). For this, we note that K is just the space of initial data of the Dirac
equation, equipped with the natural hermitian inner product. Since initial data are,

10The complex conjugate, V̄ , of a vector space V is identical as a set, but has the scalarmultiplication
λ · v ≡ λ̄v.
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on a globally hyperbolic spacetime, in one-to-one correspondence with solutions
to the Dirac equation, we may equally well work with solutions. For this, let /E A,

/ER : C∞
0 (M , $) → C∞(M , $) be the unique advanced and retarded propagators

associated with the “squared” Dirac operator

(/∇ + m)(/∇ − m) = �− m2 − 1

4
R . (2.40)

The advanced propagator for the Dirac equation is simply /SA = (/∇ − m)/E A (and
similarly for the retarded propagator), and we also set /S = /SA − /SR . We next equip
the complex vector space of all smooth compactly supported spinors with the her-
mitian sesquilinear form

(k1, k2)K̃ =
∫

M
Bk1(/Sk2) . (2.41)

This sesquilinear form is checked to be positive semi-definite, and after factoringwith
the kernel of /S, it becomes a pre-Hilbert space K̃ = C∞

0 (M , $)/Ran(/∇ + m). Now
one shows that the closure of this Hilbert space, with the above inner product and
conjugation �̃ = � is in fact isometric to (K , �) as defined before under restriction
to C, i.e. under [k] ∈ K̃ �→ k|C ∈ K . Consequently, the CAR algebra C(K , �) is
isomorphic to C(K̃ , �̃). The local algebras for an arbitrary region O are then defined
as

A(O) = {ψ([k]) | k ∈ K̃ , supp(k) ⊂ O}even , (2.42)

where “even” refers to the subalgebra of even elements w.r.t. the Z2-grading of the
CAR algebra.

We now describe the construction of the ground state representation on an
ultra-static spacetimeM = R× C, g = −dt2 + h with compact Cauchy surface C,
assumed to be spin. Let us assume that the orthonormal frame is chosen in such
a manner that e0 is the time-like normal to C. We may write the Dirac equation
(/∇ + m)ψ = 0 as

i∂tψ =
d∑

j=1
(ie0 · e j · ∇e j + ie0m)ψ ≡ hψ . (2.43)

The right side defines a “1-particle Hamiltonian”. By standard theorems, it has a
discrete spectrum of eigen-spinors. It is checked that�−1h� = −h. So,� exchanges
eigen-spinors with positive and negative eigenvalues, and the spectrum is symmetric
about 0. Around 0, there is a gap including at least (−m,m). We let P be the
projector in K onto the subspace of eigenspinors with positive eigenvalues, which
as a consequence satisfies �P� = 1− P . Thus, we can define, as in our general
discussion of the CAR algebra in Sect. 2.2.2, a representation of the CAR algebra
C(K , �) associated with P on a fermionic Fock space. The 1-particle Hilbert space
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isH1 = PK . On the subspaceHn = EnH⊗n
1 of “n-particle” states in fermonic Fock

space, the Hamiltonian of the QFT is then given by

H |�n〉 =
n∑

i=1
(1⊗ . . . h︸︷︷︸

i−th slot

⊗ . . . 1)|�n〉 , |�n〉 ∈ Hn . (2.44)

The vacuum state satisfies H |0〉 = 0, so it is a ground state. The fermionic field
operator is represented by (2.23).

Rather than unraveling these abstract definitions, we consider as a simple example
the Majorana field in 1+1 dimensional Minkowski spacetime R

1,1. In this example,
K = L2(R, dx;C2), Eq. (2.38) becomes the standard inner product on this space, and
� becomes component-wise complex conjugation (using a suitable representation of
the Clifford algebra). The 1-particle Hamiltonian becomes in this representation

h =
(

p im
−im −p

)

(2.45)

with p = id/dx . The projector P onto the positive part of the spectrumcan beworked
out explicitly by diagonalizing this matrix. Once this has been done, it is convenient
to identify the 1-particle Hilbert space PK with L2(R, dθ) via the isometry

V : PL2(R, dx;C2) → L2(R, dθ) =: H1 (2.46)

defined by

V

(
k1
k2

)

= 1√
2
[eθ/2−iπ/4k̃1(m sinh θ)+ e−θ/2+iπ/4k̃2(m sinh θ)] , (2.47)

where a tilde means Fourier transform. The Dirac field operator in the representation
πP (defined abstractly by (2.23)) becomes under this identification, and under the
identification of K and K̃ described in Sect. 2.2.2, the 2-component operator valued
distribution

ψ(x) = 1√
4π

∫

R

dθ

{(
eθ/2−iπ/4

e−θ/2+iπ/4

)

e−i p(θ)xa†(θ)+
(
eθ/2+iπ/4

e−θ/2−iπ/4

)

eip(θ)xa(θ)

}

,

(2.48)
where x ≡ (x0, x1), where (pμ(θ)) = (−m cosh θ,m sinh θ), and where a(θ), a†(θ)
satisfy the relations (2.51) below with S2 = −1. A wave function |Φ1〉 ∈ H1

is created from the vacuum by applying a smeared creation operator, |Φ1〉 =∫
dθφ(θ)a†(θ)|0〉 ≡ a(φ)∗|0〉, with φ ∈ L2(R, dθ), compare Sect. 2.2.2.
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2.4.3 Integrable Models in 1+1 Dimension with Factorizing
S-Matrix

Following an idea of [34], it has been shown in [35–37], how to construct a wide
class of integrable models in 1+1 dimensional Minkowski space satisfying the above
axioms (a1)–(a4) and a nuclearity condition [(a5) and (a5’)]. The only input11 in this
construction is a 2-body scattering-matrix. We will not discuss here how in general
the concept of a scattering-matrix fits into the algebraic framework, see [38] for a
discussion and references. For the sake of the construction, it is enough to think of
the 2-body scattering-matrix as merely a function S2 which is a datum entering the
construction of a net A(O). The properties required of S2 to make this construction
work are:

(s1) S2(θ) is a bounded analytic function on the strip {θ ∈ C | −ε < �θ < π + ε}
where 0 < ε < π/2.

(s2) |S2(θ)| = 1 for θ ∈ R, and S2(0) = −1 (it is therefore “fermionic” in the ter-
minology of [35]).

(s3) For θ in R, S2(−θ) = S2(θ)−1.
(s4) For θ in R, S2(θ + iπ) = S2(θ)−1.

(s1) corresponds to analyticity, (s2) to unitarity, (s3) to PCT-invariance, and (s4)
to crossing symmetry for the full scattering-matrix, if k = (m cosh θ,m sinh θ) is
identified with the incoming momentum of an on-shell particle of mass m in a 2-
body collision. For instance, in the Sinh-Gordon model [39]

SShG2 (θ) = sinh θ − i sin b

sinh θ + i sin b
, b = πg2

1+ g2
(2.49)

with g the coupling constant of the Sinh-Gordon potential. SShG2 satisfies (s1)–(s4)
as long as 0 < b < π, as would for instance any product of an odd number of such
factors with different 0 < bi < π.

The construction of the net O �→ A(O) corresponding to a given S2 starts by
considering an “S2-symmetric” Fock-space over H1 = L2(R, dθ). This Fock space
is a direct sumC⊕n≥1 Hn of n-particle spaces. By contrast to the case of the bosonic
Fock-space, Hn is not obtained by applying a symmetrization projection to H⊗n

1 .
Rather, one applies a projection En based on S2. For that, let τi be an elementary
transposition of the elements i with i + 1 in the symmetric groupSn on n elements.
Define an exchange operator Dn(τi ) onH⊗n

1 , identifiedwith unsymmetrized L2-wave
functions �n in n-variables, as

(Dn(τi )�n)(θ1, . . . , θi , θi+1, . . . , θn) = S2(θi+1 − θi )�n(θ1, . . . , θi+1, θi , . . . , θn) .

(2.50)

11Apart from the value m of the mass of the basic particle.
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It can be shown using (s2)–(s3) that this exchange operator gives a unitary
representation12 of Sn on H⊗n

1 . Define an S2-symmetric projection En = (1/n!)∑
σ∈Sn

Dn(σ), define Hn = EnH⊗n
1 (S2-symmetric wave functions), define H =

C⊕n≥1 Hn and define creation and annihilation operators z†(�), z(�),� ∈ H1 on
H by analogywith Eq. (2.17).Wewrite informally13 z†(�) = ∫

dθ�(θ)z†(θ). These
operators satisfy relations called the “Zamolodchikov-Faddeev (ZF) algebra”, which
is

z(θ)z†(θ′)− S2(θ − θ′)z†(θ′)z(θ) = δ(θ − θ′) · 1 , z(θ)z(θ′)− S2(θ
′ − θ)z(θ′)z(θ) = 0 . (2.51)

FollowingSchroer andWiesbrock [34], one then defines a “field operator” by putting,
with px = pμxμ and (pμ(θ)) = (−m cosh θ,m sinh θ),

φ(x) = 1√
4π

∫

R

dθ[z†(θ)e−i p(θ)x + z(θ)e+i p(θ)x ] . (2.52)

This field satisfies the KG equation with mass m. Its linear structure in creation- and
annihilation operators is analogous to that of a KG quantum field in 1+1 dimensions
in the vacuum representation (see (2.36)), when we identify z†(θ) = 1√

2
a†(k1(θ)).

Actually, for S2 = 1, φ(x) is exactly equal to the free KG field because the ZF
generators then satisfy the standard relations of creation and annihilation operators.
In this special case, the fieldφ(x)defined by (2.52) satisfies space-like commutativity.
But in general, it does not have this property. It may, however, be used to define a
local quantum field theory in the sense of axioms (a1)–(a4) by a roundabout route.
First, define the following anti-linear operator Jn on H⊗n

1 :

(Jn�n)(θ1, . . . , θn) = �n(θn, . . . , θ1) . (2.53)

The properties of S2 imply that this consistently defines, in fact, an anti-unitary,
involutive, operator on the S2-symmetric Fock spaceH (it commutes with En). Call
this operator14 J , and define z′(θ) = J z(θ)J, z′†(θ) = J z†(θ)J . These operators
satisfy relations that are identical to the ZF-algebra, except that S2(θ − θ′) is replaced
by S2(θ′ − θ). Define a field φ′(x) by substituting into (2.52) the primed ZF creation
and annihilation operators. The key observation [34], which follows from (s2)–(s4),
is:

Lemma 1 Assume f, f ′ are test functions on R
2 such that the support of f ′ is

space-like and to the left of that of f . Then [φ( f ),φ′( f ′)] = 0 (on a core of vectors
inH).

One also shows using Nelson’s analytic vector theorem [31] (just as in the case
of the free KG-field) that the operators φ( f ),φ′( f ′) are (closable and) essentially

12I.e., it satisfies the relations of the permutation group.
13Informally, z†(θ) = z(θ)∗.
14 J turns out to be equal to the modular conjugation associated with the algebra R defined below.
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self-adjoint. Then their exponentials are well-defined, and the lemma holds also for
them, i.e. [eiφ( f ), eiφ

′( f ′)] = 0. LetW = {(t, x) ∈ R
2 | x > |t |} be the right wedge in

R
2. Based on the “half-sided” locality expressed by the lemma, it is natural to define

the wedge algebras

R = {eiφ( f ) | supp( f ) ⊂ W }′′, R′ = {eiφ′( f ′) | supp( f ′) ⊂ W ′}′′ , (2.54)

whereW ′ is the opposite wedge and the double prime is the v. Neumann closure. As
the notation suggests, the commutation relations of the lemma not only imply that
R′ commutes withR, but even thatR′ is in fact the commutant, i.e. the set of all such
operators. To get algebras associated with bounded double cones, one would like to
form intersections of appropriately “translated” wedge algebras. For this, we first
need a representation of translations (and Lorentz-boosts) on H. These are defined
by the unitaries (a ∈ R

2,λ ∈ R)

(Un(λ, a)�n)(θ1, . . . , θn) = exp

⎛

⎝−i
∑

j

p(θ j )a

⎞

⎠ �n(θ1 − λ, . . . , θn − λ) ,

(2.55)
where λ is interpreted as the boost-parameter and a as the translation vector of
an element g = (λ, a) of the 2-dimensional Poincaré-group. The properties of S2
once again imply that this consistently defines a strongly-continuous, positive energy
representationU of P onH. IfWa denotes the translation ofW by the vector a ∈ R

2,
then any double cone O can be written as an intersection of opposite, translated
wedges, O = Wa ∩W ′

b, for suitable a, b ∈ R
2. Thus, it is natural to define:

Definition 6 Let O = Wa ∩W ′
b, for suitable a, b ∈ R

2. Then we define a net by

O �→ A(O) ≡ U (a)RU (a)∗ ∩U (b)R′U (b)∗ . (2.56)

It is then straightforward to see that this net O �→ A(O) satisfies axioms (a1)–(a5)
(for v. Neumann algebras), where the vacuum state is just that in the S2-symmetric
Fock space. It is not so clear, however, that this net is non-trivial, but this has been
established for sufficiently large regions15 O in [35, 40] using a combination of
techniques such as modular nuclearity bounds, analyticity methods, and making
heavy use of the properties of S2. The methods also show that each A(O) is of type
III1, and that the vacuum vector |0〉 in our Fock space H is cyclic and separating.

The surprisingly simple, in principle, construction of a wide class of integrable
models just outlined has one serious caveat, though. Unlike for the case of the free
KG-field, the operator φ(x) (and likewise φ′(x)) is not a local operator. In particular,
for instance in the Sinh-Gordonmodel,φ(x)must not be interpreted as a quantumver-
sion of the classical field appearing in the corresponding Lagrangian (1.14), because
that would be expected to be local. Local operators at a point x can be characterized

15Note that [35] contained an error, which has been amended in [40]. At present, the arguments
only establish (a1)–(a4), (a5’) for regions O of a minimal size, contrary to the claim of [35].
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in principle as being, in a certain sense [41, 42], elements in∩O�xA(O). But in prac-
tice, they would in all likelihood have an extremely complicated expression in terms
of the non-local operators φ and φ′, and in this sense one can only say that the model
has only been constructed in a very indirect way. Fortunately, for our purposes, it
will not be important at all to precisely identify such local operators. Rather, all we
need is the information given by the net {A(O)}, which has a straightforward and
simple definition.

2.4.4 Chiral CFTs

Chiral conformal field theories (CFTs) describe “one chiral half” of a conformal field
theory in 1+1 dimensions, and are particularly well-investigated. They are described
in the algebraic setting by nets I �→ A(I ) parameterized by open intervals of the
circle I ⊂ S1. The axioms are essentially the same as in Minkowski space, with
a few fairly evident changes. In the commutativity axiom (a2), one replaces the
notion of causal complement simply by disjoint intervals, i.e. [A(I1),A(I2)] = {0}
if I1 and I2 are disjoint. The covariance axiom now involves the Möbius group
G = SU(1, 1)/{1,−1} = PSU(1, 1), rather than the Poincaré group. An element
g ∈ PSU(1, 1) acts on z ∈ S1 by

g · z = αz + β

β̄z + ᾱ
, g =

(
α β

β̄ ᾱ

)

where |α|2 − |β|2 = 1 . (2.57)

In the transcription of the covariance and vacuum requirements (a3) and (a4), one
requires a unitary, positive energy representation U of the group G (or its cover G̃)
replacing the group of “spacetime” symmetries. A net {A(I )} over S1 with these
properties is called a“chiral net”.16

Under the Cayley transform z �→ i(z − 1)/(z + 1), the circle gets mapped to the
1-point compactification of R and the action of the Möbius group then corresponds
to the action of G ∼= PSL(2, R) by the transformations R � x �→ g · x = ax+b

cx+d with
real coefficients such that ad − bc = 1. This action is just the action of the confor-
mal group SO+(2, 2) ∼= G × G on light rays of 2-dimensional Minkowski space.
A corresponding 2-dimensional conformal net in 1+1 dimensions can therefore
be defined simply as follows. Viewing 2-dimensional Minkowski spacetime as the
Cartesian product of two light rays, any double cone O is the Cartesian product
of two open intervals IL , IR ⊂ R. We then simply set A2d(O) = A(IL)⊗ A(IR)

for O = IL × IR . Such a net on R
2 is thus the tensor product of chiral theories. It

again satisfies analogous versions of the axioms (a1)–(a4), with the group of space-

16One sometimes requires that the symmetry algebra of the net is the full Virasoro algebra, i.e. that
the net contains the algebra of quantized diffeomorphisms as a subnet. Then the split property is
automatic [43].
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time symmetries now replaced by conformal transformations or its cover ˜SO+(2, 2).
(More details can be found e.g. in [44, 45].)

There are very many examples for chiral nets, for a detailed discussion in the case
of a central charge c < 1 see e.g. [46]. Here we only give one such example purely
for illustrative purposes. It is an operator algebraic version of the so-called “minimal
models,” see e.g. [47] for the conventional description. A local algebraA(I ) in such a
net basically describes “quantized diffeomorphisms” on S1 acting non-trivially only
in the interval I ⊂ S1. The construction is more precisely as follows, see e.g. [48]
for details and references.

Any diffeomorphism f̃ of R satisfying f̃ (θ + 2π) = f̃ (θ)+ 2π defines an ori-
entation preserving diffeomorphism f of S1 via the formula f (eiθ) = ei f̃ (θ). Call
the group of these Diff+(S1). The “Bott cocycle” is the map B : Diff+(S1)×
Diff+(S1) → R defined by

B( f1, f2) = − 1

48π

∫

S1
ln(( f1 ◦ f2)

′(z))
d

dz
ln( f ′2(z)) dz. (2.58)

It can be shown that this lifts to a cocycle of the universal covering group D̃iff+(S1),
which is shown to be a Fréchet Lie-group. A unitary representation U of this group
on some Hilbert space H is called a multiplier representation with central charge
c ∈ R if it is strongly continuous with respect to the group topology and

U ( f1)U ( f2) = eicB( f1, f2)U ( f1 ◦ f2) . (2.59)

The universal covering G̃ of the Möbius group is a subgroup of D̃iff+(S1). For
f1, f2 ∈ G̃, the Bott-cocycle vanishes, so U restricts to a bona-fide, ordinary, uni-
tary representation of G̃. For given c, the irreducible multiplier representations can
be classified. They correspond to exponentiated versions of the “highest weight
representations” of the Virasoro-algebra, which is an infinitesimal version of the
relation (2.59), the Bott cocycle B corresponding to the central term in the Virasoro-
algebra. Such representations only exist for c > 0, and for c < 1, the central charge
must be quantized according to the rule c = 1− 6(p−p′)2

pp′ , p, p′ ∈ N. The vacuum
representationU0 corresponds to the highest weight representation in which the gen-
erator Lvac

0 of rotations of S1 satisfies Lvac
0 |0〉 = 0, where |0〉 ∈ H0 is the highest

weight vector (vacuum). The net I ⊂ S1 �→ A(I ) is defined by

A(I ) = {U0( f ) | f ∈ D̃iff+(S1) such that f (z) = z for z /∈ I }′′ . (2.60)

Using properties of multiplier representations [49], one shows that this definition
satisfies the analogues of axioms (a1)–(a4) for chiral CFTs.
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Chapter 3
Entanglement Measures in QFT

Abstract In this chapter we discuss entanglement in a general setting andwe review
some quantitative measures of entanglement and their properties.

In this section we discuss entanglement in a general setting and we review some
quantitative measures of entanglement and their properties. (See [1–4] for more
details.)

3.1 Entanglement

Let us begin by introducing the basic notion of entanglement. We consider a system,
described by a C∗ (or v. Neumann)-algebra A, and two subsystems described by
subalgebras AA,AB ⊂ A. Furthermore, we let ω be a state on A and we wish to
characterize and quantify the entanglement in the state ω between the algebras AA

and AB .
Using the GNS-representation πω on Hω , we may replace the C∗-algebras by

the corresponding v. Neumann algebras, which we will again denote by A, AA and
AB , respectively. (Note, however, that these algebras may depend in general on the
choice of ω.) We will assume that AA and AB commute, that AA ∩ AB = C1, and
that AA and AB are statistically independent, i.e. AA ∨ AB � AA ⊗ AB , where the
latter algebra acts onHω ⊗ Hω . Since ω restricts to a normal state on AA ∨ AB , we
can view this restriction also as a normal state on AA ⊗ AB , which is described by a
density matrix ρ onHω ⊗ Hω .

We can now introduce the distinction between “separable states” and “entangled
states”:

Definition 7 A normal state ω on the tensor product AA ⊗ AB of two v. Neumann
algebras is said to be “separable” if it can be written as a norm convergent sum
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ω = ∑
j ϕ j ⊗ ψ j for positive normal functionals ϕ j ,ψ j on AA respectively AB , i.e.

ω(ab) = ∑
j ϕ j (a)ψ j (b). A normal state which is not separable is called “entan-

gled”.

When AA ⊗ AB is finite dimensional, the set of separable states is norm-closed.1

The simplest example of a separable state is ω = ωA ⊗ ωB for two vector states
ωA(a) = 〈�|a�〉 andωA(b) = 〈�|b�〉. By definition,ω(ab) = ωA(a)ωB(b), which
is a vector state determined by the simple tensor product vector |�〉 ⊗ |�〉. Alterna-
tively, we can write the states ωA and ωB in terms of the density matrices ρA and ρB ,
which are simply orthogonal projections onto |�〉 and |�〉, respectively. The state ω
is then determined by the density matrix ρ = ρA ⊗ ρB . We remind the reader that in
our general setting, vector states need not be pure and density matrices need not be
uniquely determined by the state ω.

A general separable state is always a convex combination of such separable vector
states. Indeed, for a general separable state ω, decomposed in terms of ϕ j and ψ j ,
we have ϕ j (a) = Tr(ρA, j a) and ψ j (b) = Tr(ρB, j b) for suitable positive trace-class
operators ρA, j , ρB, j .We can thenwrite the densitymatrix as ρ = ∑

j ρA, j ⊗ ρB, j . By
diagonalising the operators ρA, j and ρB, j , decomposing them into one-dimensional
projectors, and relabelling indiceswe can alwayswrite ρ as a sumof one-dimensional
projectors which project onto vectors of simple tensor product form. Hence, ω is a
convex combination of separable vector states.

Note that a general unit vector � ∈ HA ⊗ HB can be written as a sum of simple
tensor products, � = ∑

j |� j 〉 ⊗ |� j 〉, but the corresponding positive linear func-
tional is 〈�, ab�〉 = ∑

j,k〈� j |a�k〉 〈� j |b�k〉, which need not be separable. Anal-
ogously, the density matrix ρ of any normal state ω on AA ⊗ AB can be diago-
nalised and then decomposed as ρ = ∑

j x j ⊗ y j with bounded operators x j , y j , but
in general these operators cannot be chosen positive (although they can be chosen
self-adjoint). The obstruction is what characterizes entanglement. Another reformu-
lation of this obstruction is that any normal state ω on AA ⊗ AB can be written
as ω = ∑

j ϕ j ⊗ ψ j with hermitean normal functionals ϕ j ,ψ j which may not be
positive.

WhenAA andAB are in standard formwith vectors |�A〉 and |�B〉, thenAA ⊗ AB

is also in standard form with vector |�〉 := |�A〉 ⊗ |�B〉. Recall that every normal
state ω has a unique vector representative in the natural cone P� ⊂ H = HA ⊗ HB .
If P�

A,P�

B denotes the natural cone in HA, HB respectively, and if |�A〉 ∈ P�

A and
|�B〉 ∈ P�

B are unit vectors, then |�A〉 ⊗ |�B〉 ∈ P� is a separable state. All pure
separable states are necessarily of this form, and using the properties of the natural
cones one may show that the norm limit of separable states of the form ψ ⊗ φ is
again separable. Note, however, that it is not so easy to recognize when a vector in
P� defines a mixed separable state, because the separable states do not form a cone
inside P�.

Depending on the state ω, the outcomes of separate measurements on the two
systemsAA andAB can exhibit different kinds of correlations. When ω = ωA ⊗ ωB ,

1The general case is unclear to us, but one could modify the definition to make the set of separable
states norm-closed.
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there are no correlations at all. For a general separable state, however, there can
be correlations, which are of a classical nature. Entangled states exhibit even more
general “quantum” correlations. For this reason, entanglement has come to be viewed
as an experimental resource, which can be enhanced or “purified”, and subsequently
exploited to perform quantum computations, teleportations or other often counter-
intuitive experiments.

3.2 Properties of Entanglement Measures

Let us now turn to the question how to quantify the amount of entanglement in a
general normal state ω on AA ⊗ AB . We will start in this section by reviewing a
number of desirable properties that an entanglement measure E(ω) could satisfy. In
the remainder of this chapter we will then introduce specific examples and discuss
the properties that they have.

We start with the following basic properties:

(e0) (symmetry) E(ω) is independent of the order of the systems A and B.
(e1) (non-negative) E(ω) ∈ [0,∞], with E(ω) = 0 if and only if ω is separable,

and E(ω) = ∞ when ω is not a normal state on AA ⊗ AB (e.g. when AA and
AB are not statistically independent).

(e2) (continuity) Let NA1 ⊂ NA2 · · · ⊂ NAi · · · ⊂ AA be an increasing net of type
I factors isomorphic to matrix algebrasNi

∼= Mni (C), and similarly for B. Let
ωi ,ω

′
i be normal states onNAi ⊗ NBi such that limi→∞ ‖ω′

i − ωi‖ = 0. Then

lim
i→∞

E(ω′
i ) − E(ωi )

ln ni
= 0. (3.1)

(e3) (convexity) If ω = ∑
j λ jω j is a convex combination of states ω j (with λ j ≥

0,
∑

j λ j = 1), then

E(ω) ≤
∑

j

λ j E(ω j ), (3.2)

i.e. ω �→ E(ω) is convex.

Property (e3) states that entanglement cannot be increased by mixing states. It can
be reduced, however: for two independent spin- 12 systems, one can choose a Bell-
basis of four vectors in the tensor product Hilbert space. These vectors define pure,
(maximally) entangled states, but an equal mixture of these four states yields the
density matrix ρ ∝ 1 = 1A ⊗ 1B , which is separable.

The next property is based on the idea that certain experimental manipulations
cannot increase the amount of entanglement, because they can only introduce classi-
cal correlations betweenmeasurement results. Beforewe can formulate this property,
we will first review the allowed experimental operations, for which we will use the
following terminology:
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Definition 8 A linearmapF : A2 → A1 between twoC∗-algebras is calledpositive
(p) ifF(a) is a positive operator whenever a is.F is called completely positive (cp)
if 1MN (C) ⊗ F is positive as a map2 MN (C) ⊗ A2 → MN (C) ⊗ A1 for all N . A
(completely) positive map is called normalized if F(1) = 1. A normalized positive
mapF between v. Neumann algebras is called normalwhenF∗ maps normal states
to normal states.

A normalized positive mapF gives rise to a mapF∗ from states onA1 to states on
A2, defined by (F∗ω)(a) := ω(F(a)). (This point of view explains the order of A1

and A2 in the definition above.) Conversely, any map F∗ from states on A1 to states
on A2 arises from a normalized positive linear map in this way. Complete positivity
is motivated by the desire to be able to apply the same experimental manipulations
independently to N copies of the same system. It is themathematical characterization
of a “quantum channel” in the sense of Quantum Information Theory.

In addition to a quantumchannel, one could performmeasurements andpost-select
a sub-ensemble according to the results. For a v. Neumann measurement, given by
projections Pk ∈ A with

∑
k Pk = 1, we note that the maps Fk : A → A defined by

a �→ PkaPk are cp, with 0 ≤ Fk(1) = Pk ≤ 1. Performing the measurement on a
state ω we obtain the new state

ωk := F∗
k ω

ω(Pk)

with probability ω(Pk), when ω(Pk) > 0. A combination of quantum channels and
measurements is called an “operation” [5]. It is described by a familyFk : A2 → A1

of cp maps with
∑

k Fk(1) = 1, which transform a state ω on A1 into ωk := 1
pk
F∗

k ω
with probability pk := ω(Fk(1)) when pk > 0.

Example 1 Let us give some examples of p and cp maps.

(i) Any (unit preserving) ∗-homomorphism between C∗-algebras (and in partic-
ular every representation) is a (normalized) cp map. Furthermore, any state of
a C∗-algebra is a normalized cp map.

(ii) If V : H → K is a bounded linear map between Hilbert spaces, then F :
B(K) → B(H) defined by F(a) := V ∗aV is a cp map. It is normalized if
and only if V is an isometry.

(iii) LetH be aHilbert space carrying a continuous unitary representation of a finite
dimensional compact Lie group K. Denote the unitaries representing g ∈ K by
U (g), and let F : B(H) → B(H) be the map

F(a) =
∫

K
dg U (g)aU (g)∗ (3.3)

2Here the tensor product MN (C) ⊗ A2 is algebraic, with no completion required. To obtain the
(unique) C∗-norm, one may use the fact that there exists a universal representation πu : A2 →
B(Hu), which is faithful and hence isometric. One may then represent MN (C) ⊗ A2 on CN ⊗ Hu
and use the operator norm.
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where dg is the normalized Haar measure. Then F is normalized and com-
pletely positive, because 1 ⊗ F can be written in the same form with U (g)

replaced by the representation 1 ⊗U (g).
(iv) WhenA1 andA2 are v. Neumann algebras, thenF : A1 → A1 ⊗ A2 defined by

F(a) := a ⊗ 12 defines a normalized cp map. It corresponds to the restriction
of states from A1 ⊗ A2 to A1.

(v) Similarly, given a stateω2 onA2 themapF : A1 ⊗ A2 → A1 defined byF(a ⊗
b) := aω2(b) is a normalized cp map. The corresponding map on states sends
ω1 to ω1 ⊗ ω2, which corresponds to attaching an ancillary system A2 in the
state ω2. This map is a right-inverse to the restriction map above.

(vi) For each N > 1 the map F : B(CN ) → B(CN ) defined by F(a) = (Tr a)

1N − a is positive. It is normalized only for N = 2. Interestingly, it is not
completely positive.

(vii) Letψ j , j = 1, . . . , d be operators on a Hilbert spaceH satisfying the relations
of theCuntz algebra, see Sect. 2.2.3. Thenρ : B(H) → B(H) given byρ(a) =∑

j ψ j aψ∗
j is a normalized cpmap. It plays a role in the theory of superselection

sectors.

A general result due to Stinespring [6] shows that all completely positive maps
F : A → B(H) can be written as F(a) = V ∗π(a)V , where π is a representation of
A on some Hilbert spaceK and V : H → K is bounded. WhenF is normalized, one
can choose an isometry V . When A already acts on H and π(a) = ⊕ j a is a (finite
or countable) direct sum representation onH⊕N one recovers a formulation in terms
of Kraus operators:

F(a) =
∑

j

V ∗
j aVj ,

∑

j

V ∗
j Vj = 1. (3.4)

It follows from standard properties of finite type I factors that in this case, all cp
maps arise in this way [7], but this is no longer true for general type, in particular
type III.

Returning to properties for entanglement measures, we now consider cp maps
F : A Â ⊗ AB̂ → AA ⊗ AB . We call such a map “local” if it is of the form

F(a ⊗ b) = FA(a) ⊗ FB(b) ≡ (FA ⊗ FB)(a ⊗ b), (3.5)

where the FA and FB are normal cp maps. More generally, we make the following
key definition:

Definition 9 A “separable operation” is by definition a family of normal, local
cp maps F j , which are each of tensor product form (3.5), satisfying additionally∑

j F j (1) = 1. We think of such an operation as mapping a state ω with probability
p j := ω((FA, j ⊗ FB, j )(1)) to 1

p j
(FA, j ⊗ FB, j )

∗ω.

It is clear that separable operations map separable states to separable states. In the
literature on Quantum Information Theory, it is argued that an arbitrary combination
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of local operations and “classical communication” (LOCC) between systems A and
B is modeled by a separable operation. However, not all separable operations are
actually LOCC operations [1]. The notion of an LOCC operation is closer to what
actually seems experimentally feasible, and thus conceptually superior. But that no-
tion is also more complicated, and besides, even many LOCC operations may not be
experimentally feasible [8]. Moreover, the assumption that A and B can communi-
cate their (classical) measurement results is at any rate inappropriate in a relativistic
theory such as QFT, when the regions A and B are spacelike separated, see [9] for a
discussion. We thus see that it is perhaps overly restrictive to consider all separable
operations, especially in QFT.We will nevertheless do so, since separable operations
are rather easy to describe and handle, and we leave a more thorough discussion of
this matter to the future.

We can now formulate the idea that on average, no entanglement can be won by
performing separable operations:

(e4) (monotonicity under separable operations) Consider a separable operation, de-
scribed by normal cp maps F j = FA, j ⊗ FB, j with

∑
j F j (1) = 1. Then

∑

j

p j E

(F∗
j ω

p j

)

≤ E(ω), (3.6)

where we sum over all j with p j := ω(F j (1)) > 0.

As examples one can consider some of the cp maps mentioned above. When (e4)
holds, E is preserved under the action of local unitaries, i.e. separable operations of
the form F(a ⊗ b) := U ∗

AaUA ⊗U ∗
BbUB with unitariesUA andUB onHA andHB ,

respectively, becauseF has an inversewhich is again a separable operation. Similarly,
E is preserved under attaching a local ancillary system, e.g.F : (AA ⊗ AC) ⊗ AB →
AA ⊗ AB with F((a ⊗ c) ⊗ b) = ωC(c)a ⊗ b, because this separable operation has
a left inverse. (Note that we need to choose whether the ancillary system is attached
to system A or B in order to view AA ⊗ AC ⊗ AB as a bipartite system and to define
separable states and entanglement.) On the other hand, the restriction of states to a
subalgebra of the form AC ⊗ AB with AC ⊂ AA may decrease the value of E .

Next we consider what happens when the systems A and B themselves are com-
posed of statistically independent subsystems. In that case, one may wish to ask
additionally that (e5) and/or (e6) hold:

(e5) (tensor products) Let AA = AA1 ⊗ AA2 and AB = AB1 ⊗ AB2 , and let ωA j B j ,
j = 1, 2, be states on AA j ⊗ ABj . Then

E(ωA1B1 ⊗ ωA2B2) ≤ E(ωA1B1) + E(ωA2B2). (3.7)

(e6) (superadditivity) Let ωAB be a state on AA ⊗ AB with AA = AA1 ⊗ AA2 and
AB = AB1 ⊗ AB2 , and let ωAi Bi be its restriction to AAi ⊗ ABi (embedded as
e.g. 1 ⊗ AA2 ⊗ 1 ⊗ AB2 ). Then
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E(ωA1B1) + E(ωA2B2) ≤ E(ωAB). (3.8)

3.3 Bell Correlations As an Entanglement Measure

Historically, the first quantity that was used as a measure of entanglement was the
violation of the Bell-inequalities [10, 11]. A convenient formulation is as follows.
For commuting subalgebras AA,AB of some v. Neumann algebra A, and ω a state
on A, we define

EB(ω) := sup{ 12ω(a1(b1 + b2) + a2(b1 − b2))} (3.9)

where the supremum is over all self-adjoint elements ai , bi such that

ai ∈ AA, −1 ≤ ai ≤ 1, bi ∈ AB − 1 ≤ bi ≤ 1. (3.10)

The properties of this quantity in the context of algebraic quantum field theory are
discussed e.g. in [12]. It can be demonstrated that

√
2 ≥ EB(ω) ≥ 1 [13–15], and

that the lower bound is achieved for separable states, so no state with EB(ω) > 1 can
be separable. The equality EB(ω) = 1 is equivalent to the Clauser-Horne-Shimony-
Holt [16] version of Bell’s inequalities.

The measure EB(ω) of the Bell correlations has several nice properties, including
(e0), (e2), (e3) and (e4), but unfortunately it fails (e1). The normalisation EB(ω) ≥ 1
rather than≥ 0 seems harmless, but themain problem is that there are entangled states
ω with EB(ω) = 1 [17].

There exist many other measures for entanglement and it is impossible to list them
all here, but we refer to [18] for an overview (in the type I case). Our main focus
will be on the relative entanglement entropy, which will be introduced in the next
section. The other measures that we introduce will be useful as convenient tools to
derive upper and lower bounds on the relative entanglement entropy.

3.4 Relative Entanglement Entropy

The mother of all notions of entropy is the v. Neumann entropy. It is defined for
density matrices ρ on a Hilbert spaceH by HvN(ρ) = −Tr(ρ ln ρ). The v. Neumann
entropy can be viewed as the lack of information about a system to which one
has ascribed the state ρ, assuming that the observer has, in principle, access to all
operations (observables) inB(H). This interpretation is in accord for instance with
the facts that HvN(ρ) ≥ 0 and that a pure state ρ = |�〉〈�| has vanishing v. Neumann
entropy.

A related notion is that of the relative entropy. It is defined for two densitymatrices
ρ, ρ′ by
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H(ρ, ρ′) = Tr(ρ ln ρ − ρ ln ρ′). (3.11)

The relative entropy can be thought of as the expected amount of information we
gain when we update our belief about the state of the system from ρ′ to ρ [19]. Like
HvN(ρ), H(ρ, ρ′) is non-negative, but can be infinite.

It seems hard to generalize the v. Neumann entropy to algebras of arbitrary type,
in particular for type III. But a generalization of the relative entropy to v. Neu-
mann algebras of arbitrary type was found by Araki [20, 21]. It is formulated using
modular theory. One assumes to be given two faithful, normal states ω,ω′ on a v.
Neumann algebra A in standard form. We choose the vector representatives in the
natural cone P�, called |�〉, |�′〉 (cf. Proposition 2). Imitating the construction in
Sect. 2.1, one defines, following Araki [22], Sω,ω′a|�′〉 = a∗|�〉, and one considers
again the polar decomposition Sω,ω′ = J�

1/2
ω,ω′ (the anti-unitary J is seen to coincide

with the corresponding J for the state ω). A related object is the Connes-cocycle
(Radon-Nikodym-derivative) defined as [Dω : Dω′]t = �i t

ω,ψ�i t
ψ,ω′ ∈ A, where ψ is

an arbitrary auxiliary faithful state on A′ (the definition is seen not to depend on it).

Definition 10 The relative entropy is

H(ω,ω′) = 〈�| ln�ω,ω′ �〉 = lim
t→0

ω([Dω : Dω′]t − 1)

i t
, (3.12)

H is extended to positive functionals that are not necessarily normalized by the for-
mula H(λω,λ′ω′) = λH(ω,ω′) + λ ln(λ/λ′), where λ,λ′ > 0 and ω,ω′ are nor-
malized. If ω′ is not normal, then one sets H(ω,ω′) = ∞. When ω or ω′ are not
faithful (such that |�〉, |�′〉 are not standard), the definition has to be somewhat
modified [23].

Key example from Sect. 2.1 continued: For a type I algebraA = B(H), states ω,ω′
correspond to densitymatrices ρ, ρ′. The relativemodular operator�1/2

ω,ω′ corresponds
to ρ1/2 ⊗ ρ′−1/2 in the representation of A on H ⊗ H̄. In this representation, ω cor-
responds to the vector state |�〉 = ρ1/2 ∈ H ⊗ H̄, and the abstract definition of the
relative entropy in (3.12) becomes

〈�| ln�ω,ω′�〉 = TrH ρ
1
2
(
ln ρ ⊗ 1 − 1 ⊗ ln ρ′) ρ

1
2 = TrH(ρ ln ρ − ρ ln ρ′),

(3.13)
and therefore reproduces that given in (3.11) for density matrices.

Let us now recall the main properties of H (see [23] for a thorough discussion
and references).

(h1) (positivity) H(ω,ω′) ≥ 0, and H(ω,ω′) = 0 ⇒ ω = ω′ for states ω,ω′. If
ω,ω′ are not normal (i.e. their GNS representations are not quasi-equivalent),
then H(ω,ω′) = ∞. (The reverse implication is in general false, i.e. the relative
entropy can be infinite for normal states).

(h2) (lower semi-continuity) The map (ω,ω′) �→ H(ω,ω′) is weakly lower semi-
continuous on the space of positive functionals on a C∗-algebra.
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(h3) (subadditivity) H(
∑

j ψ j ,
∑

j ϕ j ) ≤ ∑
j H(ψ j ,ϕ j ) for finite sums of normal

positive functionals. (Note that this is equivalent to convexity: H(
∑

j λ jψ j ,∑
j λ jϕ j ) ≤ ∑

j λ j H(ψ j ,ϕ j ) when λ j ≥ 0 has
∑

j λ j = 1.)
(h4) (superadditivity in first argument) H(

∑
j ω j ,ω

′) ≥ ∑
j H(ω j ,ω

′) for finite
sums of normal positive functionals.

(h5) (monotonicity) If φ ≤ ω, ‖φ‖ = ‖ω‖ and φ′ ≤ ω′ for normal positive func-
tionals ω′,φ′,ω,φ, then H(ω,ω′) ≤ H(φ,φ′).

(h6) (“Uhlmann’s monotonicity Theorem” [5, 24]) If F : A1 → A2 is a normal-
ized cp map between v. Neumann algebras, then H(F∗ω,F∗ω′) ≤ H(ω,ω′).
Equality holds if F = E is a faithful, normal, conditional expectation from
A1 to a subalgebra A2, i.e. E(abc) = aE(b)c for a, c ∈ A2 ⊂ A1, b ∈ A1 and
there is a faithful normal state φ on A1 such that φ ◦ E = φ (such a map is
always completely positive).

(h7) (tensor product) Let A = A1 ⊗ A2 be the (spatial) tensor product of two v.
Neumann algebras, let ω be a normal state on A with ωi := ω|Ai and let ω

′
i be

normal states on Ai . Then H(ω,ω′
1 ⊗ ω′

2) = H(ω,ω1 ⊗ ω2) + H(ω1,ω
′
1) +

H(ω2,ω
′
2).

With the help of the relative entropy we can now define two entanglement mea-
sures [3]:

Definition 11 The “relative entanglement entropy” ER(ω) of a normal state ω on
the tensor product AA ⊗ AB of two v. Neumann algebras (in standard form) is given
by

ER(ω) := inf{H(ω,σ) | σ a separable state}. (3.14)

The “mutual information” EI (ω) is given by

EI (ω) = H(ω,ωA ⊗ ωB), (3.15)

where ωA := ω|AA and similarly for ωB .

It immediately follows that ER(ω) ≤ EI (ω).
As an example, let us consider a bi-partite systemwithHilbert spaceHA ⊗ HB and

observable algebra A = B(HA) ⊗ B(HB). A pure state ωAB on A corresponds to
a density matrix ρAB = |�〉〈�|, where |�〉 ∈ HA ⊗ HB . One calls ρA = TrHB ρAB

the “reduced density matrix”, which defines a state ωA onB(HA) (and similarly for
system B). The relative entanglement entropy between A and B in the pure state
ω ≡ ωAB is then [3]

ER(ω) = HvN(ρA) [= HvN(ρB)]. (3.16)

The mutual information, often used in the case when ω is mixed, i.e. when ρAB is
not a rank 1 projector, is given in our example system by

EI (ω) = HvN(ρA) + HvN(ρB) − HvN(ρAB). (3.17)
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When ω = Tr(ρAB . ) is pure, then evidently EI (ω) = 2ER(ω). If ω is not pure, then
EI (ω) will be strictly smaller than 2ER(ω). EI satisfies (e1) for product states ω =
ωA ⊗ ωB , but for general separable states of the form ω = ∑

i piωAi ⊗ ωBi (with
ωAi ,ωBi states) we can show using (h3), (h5), (h7) only that EI (ω) ≤ HvN({pi }).
(e3) fails and the status of (e4)-(e6) is the same as for ER , see below.

In the next sections we investigate these quantities in various algebraic quantum
field theories, where we will always take

AA
∼= π(A(OA))

′′, AB
∼= π(A(OB))′′

for two space-like separated open sets A, B in some Cauchy surface with finite
distance, where π is a suitable representation (usually the GNS-representation of the
state ω considered). We have already noted that these algebras are of type III1, and
so never have a normal pure state. Consequently, in our case, we typically expect a
strict inequality ER(ω) < EI (ω). It is also essential in this situation that the regions
OA, OB must have a finite, positive distance. Otherwise standard states, such as the
vacuum, will usually not be normal states on A(OA) ⊗ A(OB) (as we have seen
in our discussion of the split property, Theorem 2), and hence automatically lead
to an infinite relative entanglement entropy by (h1). This phenomenon is indeed
encountered in many formal approaches to entanglement entropy in quantum field
theory, where one implicitly assumes that the type of the algebra is I.

The properties of the relative entropy directly imply many properties of ER(ω),
whereAA,AB are two v. Neumann algebras in standard form, as before. In particular
wehave the properties (e0) (manifest), (e3) (from (h3)), and (e5) (from (h7)). Property
(e1) holds due to (h1) with the modification that ER(ω) = 0 implies that ω is a norm
limit of separable states (cf. [23] Theorem 5.5). The continuity (e2) was shown for
matrix algebras in [25]. The key requirement (e4) does not directly follow from
(h4) and (h6), but we can argue as follows adapting somewhat the proof by [3] for
type I factors: First, let M be any v. Neumann algebra with n normal cp maps Fi

defined on it such that
∑

i Fi (1) = 1. As a technical simplification, we assume that
Fi (a) = 0, a ∈ A+ implies a = 0 (this assumption can be removed).

Letting ω,ω′ be two faithful normal states, we first show:

Lemma 2 We have
∑

i H(F∗
i ω,F∗

i ω′) ≤ H(ω,ω′).

Proof Define M̂ = M ⊗ Mn(C). Denoting by {|i〉} an orthonormal basis of Cn , we
define

F̂ : M̂ → M , a ⊗ X �→
∑

i

〈i |X |i〉 Fi (a), (3.18)

which is easily checked to be cp. Using the projections Pi = 1 ⊗ |i〉〈i |, i = 1, . . . , n,
we also define the cp maps Ei : M̂ → M̂, Ei (â) = Pi âPi . Using the properties
Pi Pj = δi j Pj ,

∑
i Pi = 1, one can show that for any pair of normal states ψ,ψ′

on M̂, one has
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∑

i

H(E∗
i ψ, E∗

i ψ′) = H

⎛

⎝
∑

i

E∗
i ψ,

∑

j

E∗
j ψ

′
⎞

⎠ . (3.19)

This property is obvious for type I factors, and can be proven in the general case as
follows. Let αi : M → M̂ be the ∗-homomorphisms αi (a) = |i〉〈i | ⊗ a. The im-
age is a v. Neumann subalgebra M̂i , and Ei is obviously a faithful conditional
expectation onto this subalgebra. Now let ψi = α∗

i ψ (and similarly ψ′
i = α∗

i ψ
′),

and let |�i 〉, |�′
i 〉 ∈ P� ⊂ H be vector representers in a natural cone in a Hilbert

space representation of M on a Hilbert space H. Letting ϕ = ∑
i E∗

i ψ, we can de-
scribe the associated GNS-representation Ĥϕ, |�ϕ〉 as follows. The Hilbert space
is Ĥ = Mn(C) ⊗ H with inner product 〈X ′ ⊗ � ′|X ⊗ �〉 = Tr(X ′∗X)〈� ′|�〉H.
Elements Y ⊗ a ∈ M̂ act by Y ⊗ a|X ⊗ �〉 = |Y X ⊗ a�〉. The GNS vector is
|�ϕ〉 = ∑

i |i〉〈i | ⊗ |�i 〉. Analogous statements hold for ϕ′ = ∑
i E∗

i ψ′. If ψ,ψ′ are
faithful, then both |�ϕ〉, |�ϕ′ 〉 are separating, as are |�i 〉, |�′

i 〉. The relative modular
operator and modular conjugation are found to be

�(ϕ,ϕ′)i t (|k〉〈 j | ⊗ |�〉) = |k〉〈 j | ⊗ �(ψk , ψ
′
j )
i t |�〉 , J (|k〉〈 j | ⊗ |�〉) = | j〉〈k| ⊗ J |�〉

(3.20)

where J on the right side of the last equation is the modular conjugation associ-
ated with the natural cone P�. It immediately follows from these formulas and the
definition of the relative entropy that

H

⎛

⎝
∑

i

E∗
i ψ,

∑

j

E∗
j ψ

′
⎞

⎠ =
∑

i

H(ψi ,ψ
′
i ). (3.21)

However, the terms on the right side can also be written as
∑

i H(E∗
i ψ, E∗

i ψ′), since
Ei is a faithful conditional expectation onto the subalgebra M̂i and E∗

i ψ = ψ|M̂i
, and

similarly for ψ′, by (h6). The proof of (3.19) is complete.
If we embed M into M̂ as a �→ a ⊗ 1n , then it follows from the definitions

that F̂Ei |M = Fi . It follows from the definitions that
∑

i F̂Ei = F̂ . Using these
properties, we have, for normal states ω,ω′ onM (noting that F̂∗ω = ψ, F̂∗ω′ = ψ′
are faithful):

∑

i

H(F∗
i ω,F∗

i ω′) =
∑

i

H((F̂Ei )∗ω|M, (F̂Ei )∗ω′|M)

≤
∑

i

H((F̂Ei )∗ω, (F̂Ei )∗ω′)

= H(
∑

i

(F̂Ei )∗ω,
∑

j

(F̂E j )
∗ω′)

= H(F̂∗ω, F̂∗ω′) ≤ H(ω,ω′).

(3.22)
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To go to the second line, we used (h6) applied to the inclusion of M into M̂. To go
to the third line we used (3.19), and in the last step we used (h6) applied to F̂ . �

We now have, with pi = ω(Fi (1)), p′
i = ω′(Fi (1)):

∑

i

pi H(F∗
i ω/pi ,F∗

i ω′/p′
i ) =

∑

i

H(F∗
i ω,F∗

i ω′) −
∑

i

pi ln(pi/p
′
i )

=
∑

i

H(F∗
i ω,F∗

i ω′) − H(diag{pi }, diag{p′
i })

≤
∑

i

H(F∗
i ω,F∗

i ω′),

(3.23)
using in the first step the scaling properties of the relative entropy, and using in the
last step the property (h1) for the diagonal density matrices diag{pi }, diag{p′

i }. We
therefore conclude altogether that

∑

i

pi H(F∗
i ω/pi ,F∗

i ω′/p′
i ) ≤ H(ω,ω′). (3.24)

To show (e4), one now takesM = AA ⊗ AB , and for ω′ a separable state σ with the
property ER(ω) ≥ H(ω,σ) − ε for an arbitrary but fixed ε > 0. The statement then
follows immediately from inequality (3.24) since each F∗

i σ/σ(Fi (1)) = σi is again
a separable state, so that

∑
i pi ER(F∗

i ω/pi ) − ε ≤ ER(ω).

3.5 Logarithmic Dominance

Wesay that a positive linear functionalσ on aC∗-algebraA is dominated by a positive
linear functional σ′ when σ′ − σ is positive, i.e. σ′ ≥ σ ≥ 0. Using the properties of
positive linear functionals we have

‖σ′ − σ‖ = σ′(1) − σ(1) = ‖σ′‖ − ‖σ‖.

In particular, for two states ω and ω′ we have ω′ ≥ ω if and only if ω′ = ω.
We will call a positive linear functional σ on AA ⊗ AB separable, when σ = rω

with ω a separable state and r = σ(1) ≥ 0.
Using these notions we can now introduce a further entanglement measure, which

has been introduced and analyzed in the type I setting in [26], where it was termed
“max entropy”3:

Definition 12 The “logarithmic dominance” EN (ω) of a normal stateω on the tensor
product AA ⊗ AB of two v. Neumann algebras (in standard form) is given by

3We thank Marc M. Wilde for pointing out this reference to us.
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EN (ω) := inf{ln(‖σ‖) | σ ≥ ω, σ separable}. (3.25)

If no dominating separable functionals σ exist, we set EN (ω) := ∞.

EN satisfies property (e0) in a straightforward way. For a modified version of
(e1) we note that σ ≥ ω implies that ‖σ‖ ≥ 1 and hence EN (ω) ≥ 0. When ω is
separable we have EN (ω) = 0. Conversely, when EN (ω) = 0 there is a sequence
σn of separable positive linear functionals such that rn := ‖σn‖ = ‖σn − ω‖ + 1
converges to 1 as n → ∞. Hence, r−1

n σn converges in norm to ω and ω is a norm
limit of separable states. Finally, when a separable, and hence normal, functional σ
dominates ω, then ω is necessarily normal too. Conversely, if ω is not normal, then
EN (ω) = ∞.

The validity of property (e2) is unclear, and property (e3) probably fails, because
ln is concave rather than convex.

To prove (e4) we consider a separable operation, described by normal cp maps
F j = FA, j ⊗ FB, j with

∑
j F j (1) = 1. We let ω be any state and we set p j :=

ω(F j (1)), where we may assume p j > 0. We note that each F j maps separable
positive functionals σ to separable positive functionals F∗

j σ, and when σ ≥ ω, then

p−1
j F∗

j σ ≥ p−1
j F∗

j ω. Furthermore,

∑

j

‖F∗
j σ‖ =

∑

j

σ(F∗
j (1)) = σ(1) = ‖σ‖.

Using the concavity of ln we therefore find

∑

j

p j EN (F∗
j ω/p j ) ≤

∑

j

p j inf{ln(‖F∗
j σ/p j‖) | σ ≥ ω, σ separable}

≤ inf

⎧
⎨

⎩

∑

j

p j ln(‖F∗
j σ‖/p j ) | σ ≥ ω, σ separable

⎫
⎬

⎭

≤ inf

⎧
⎨

⎩
ln

⎛

⎝
∑

j

‖F∗
j σ‖

⎞

⎠ | σ ≥ ω, σ separable

⎫
⎬

⎭

= inf{ln(‖σ‖) | σ ≥ ω, σ separable} = EN (ω).

To show (e5) it suffices to note that two separable functionals σi , i = 1, 2,
which dominate states ωi , give rise to a separable functional σ := σ1 ⊗ σ2 with
σ ≥ ω1 ⊗ σ2 ≥ ω1 ⊗ ω2 and ‖σ‖ = σ(1) = ‖σ1‖ · ‖σ2‖. By taking the logarithm
and the infimum over the σi one then finds (e5).

One can also show a weaker version of the superadditivity (e6). Indeed, if σ ≥ ω,
then the restrictions satisfy σi ≥ ωi and ‖σi‖ = ‖σ‖. Taking the infimum over σ then
yields the modified estimate EN (ω1) + EN (ω2) ≤ 2EN (ω).
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To conclude this section we show the following useful estimate:

Theorem 3 ER(ω) ≤ EN (ω).

Proof We choose any separable positive linear functional σ ≥ ω. (If such σ does not
exist, the inequality is trivially true.) We then find

ER(ω) ≤ H

(

ω,
σ

‖σ‖
)

= H(ω,σ) + ln ‖σ‖
≤ H(ω,ω) + ln ‖σ‖ = ln ‖σ‖,

using in the first step the definition of the relative entanglement entropy, using the
definition of H in the second step, using σ ≥ ω and the monotonicity (h5) of H
in the third step, and using H(ω,ω) = 0 in the last step. Taking the infimum over
separable σ ≥ ω then yields the desired estimate. �

3.6 Modular Nuclearity As an Entanglement Measure

Our next entanglement measure makes use of modular operators and is especially
convenient in quantum field theories that satisfy a modular nuclearity condition,
which is somewhat analogous to the BW-nuclearity condition (a5). We will use
it below in applications to integrable models in 1 + 1 dimensions, as well as for
conformal quantum field theories and free field theories in d + 1 dimensions.

As usual, we consider a v. Neumann algebra AA ⊗ AB
∼= AA ∨ AB represented

in standard form on a Hilbert space H with fixed natural cone P�. This cone is
associated with some fixed cyclic and separating reference vector, but the definition
of our entanglement measure will not depend on it. It is natural to define the algebra
associated with the “environment” by AE = (AA ∨ AB)′. The following standing
assumption in this section will be made:
Standing assumption All states ω considered are such that their vector represen-
tative |�〉 ∈ P� in the natural cone is cyclic for each of AA,AB and AE . Due to the
Reeh-Schlieder theorem, we are naturally in this situation in the context of quantum
field theory on Minkowski space if A, B are open subsets of a Cauchy surface C
and E is the complement of the closure of A ∪ B in C. Indeed, if π0 is the vacuum
representation and AA = π0(A(OA))

′′ (and similarly for B and E), the standing as-
sumption holds e.g. for normal states ω with bounded energy if the QFT satisfies
(a1)-(a4). The cyclic property of |�〉 can in this case be interpreted physically as
saying that an observer occupying the environment has sufficient control over this
state.

Under the standing assumption, |�〉 is cyclic and separating also for the von
Neumann algebras A′

B and A′
A and separating for AA and AB .4 We let � and J be

4Actually, this is all that is needed in order to define EM .
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the corresponding modular operator and modular conjugation for A′
B . One can then

define the map
� A : AA → H , � A(a) = �

1
4 a|�〉. (3.26)

and likewise for A replaced by B. Here and in the following, we write a for a ⊗ 1 and
b for 1 ⊗ b to simplify the notation, and likewise we often make the identification
of AA with AA ⊗ 1 and of AB with 1 ⊗ AB .

The Buchholz partition function is defined by

Z(ω) = min(‖� A‖1, ‖�B‖1), (3.27)

where we use the 1-nuclear norm and the minimum is taken to get a quantity that is
manifestly symmetric under an exchange of A with B.

Definition 13 The modular entanglement measure is defined by

EM(ω) := ln(Z(ω)).

When neither � A nor �B is nuclear, we set Z(ω) = ∞ and EM(ω) = ∞.

Remark 1 The distinguished value of 1
4 is due to the formula �αa|�〉 = J�

1
2 −αa∗|

�〉 for 0 ≤ α ≤ 1
2 , implying that the 1-norm of the functional �αa|�〉 is symmetric

about the value α = 1
4 . The results given below also apply to other values of α ∈

(0, 1
2 ). We will formulate our proofs in such a way that this should hopefully be

evident, but will not make explicit statements.

Key example from Sect. 2.1 continued: Let AA = Mn(C) = AB and |�〉 =∑
i
√
pi |i〉〈i | ∈ H = C

n ⊗ C̄
n , which is a pure state on AA ⊗ AB with corre-

sponding functional ω = 〈�| . |�〉. |�〉 is therefore not cyclic for AE , but it is
still cyclic and separating for A′

B,A′
A if all pi > 0. Thus, EM can still be de-

fined in this case. Going through the definitions, one finds � A(a) = ρ1/4aρ1/4 and
EM(ω) = 2 ln Tr ρ1/4, where ρ = diag({pi }), with the same expressions holding
also for B ↔ A. For the maximally entangled state ω+

n defined by pi = 1/n, we
thereby get EM(ω+

n ) = 3
2 ln n.

Our main use of EM is the following theorem:

Theorem 4 EN (ω) ≤ EM(ω).

The proof is based on two lemmas5:

Lemma 3 If ν := ‖� A‖1 < ∞ and ε > 0, there are sequences of (not necessarily
positive) normal linear functionals φ j on AA and ψ j on AB such that

5After this preprint appeared, it was pointed out to the authors that a similar proof of Lemma 4 also
appears in the unpublished manuscript [27].
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ω(ab) =
∑

j

φ j (a)ψ j (b) , a ∈ AA , b ∈ AB (3.28)

and
∑

j ‖φ j‖ · ‖ψ j‖ < ν + ε.

Proof Recall that J |�〉 = |�〉, and note that J�− 1
2 is the Tomita operator for AB ,

i.e.
�− 1

2 b∗|�〉 = J (J�− 1
2 )b∗|�〉 = Jb|�〉 = JbJ |�〉.

Using the commutativity of AA and AB we then note that

ω(ab) = 〈�|ab�〉 = 〈(� 1
4 + �− 1

4 )−1(1 + �− 1
2 )b∗�|� 1

4 a�〉
= 〈(� 1

4 + �− 1
4 )−1(b∗ + JbJ )�|� A(a)〉.

If ν < ∞ and ε > 0, there are sequences of normal functionals φ j on AA and
vectors |χ j 〉 ∈ H such that

� A(a) = �
1
4 a|�〉 =

∑

j

|χ j 〉φ j (a)

for all a ∈ AA, and
∑

j ‖φ j‖ · ‖χ j‖ < ν + ε. Define the normal functionals ψ j on
AB by

ψ j (b) := 〈(� 1
4 + �− 1

4 )−1(b∗ + JbJ )�|χ j 〉

and note that ‖ψ j‖ ≤ ‖χ j‖, because ‖(� 1
4 + �− 1

4 )−1‖ ≤ 1
2 by the spectral calculus.

Puttingbothparagraphs togetherwefind the conclusion:ω(ab) = ∑
j φ j (a)ψ j (b)

with
∑

j ‖φ j‖ · ‖ψ j‖ < ν + ε. �

Lemma 4 If there are sequences of (not necessarily positive) normal linear func-
tionals φ j on AA and ψ j on AB such that

ω(ab) =
∑

j

φ j (a)ψ j (b) , a ∈ AA , b ∈ AB (3.29)

and μ := ∑
j ‖φ j‖ · ‖ψ j‖ < ∞, then there is a separable positive linear functional

σ such that σ ≥ ω and ‖σ‖ = μ.

Proof By Theorem 7.3.2 in [28] there are partial isometries Uj ∈ AA such that
φ j (Uj . ) ≥ 0 on AA and φ j (UjU ∗

j . ) = φ j . It follows in particular that φ j (Uj ) =
‖φ j (Uj . )‖ = ‖φ j‖ and

φ̄ j (a) = φ j (UjU ∗
j a

∗) = φ j (Uj (U
∗
j a

∗)∗) = φ j (UjaUj )
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for all a ∈ AA, where we used the fact that φ j (Uj . ) is hermitean. (Here ψ̄(a) ≡
ψ(a∗).) Similarly, there are partial isometries Vj ∈ AB such that ψ j (Vj . ) ≥ 0 and
ψ j (VjV ∗

j . ) = ψ j .
Note that the positive linear functional ρ j := φ j (Uj . ) ⊗ ψ j (Vj . ) is separable.

Writing Wj := Uj ⊗ Vj we then define

σ j := 1

2
ρ j + 1

2
ρ j (W

∗ . W ) ,

which is also separable, because W is a simple tensor product. Furthermore,

‖σ j‖ = σ j (1) = ρ j (1) = ‖φ j‖ · ‖ψ j‖

and

0 ≤ 1

2
ρ j ((1 − W ∗) . (1 − W )) = σ j − 1

2
(φ j ⊗ ψ j + φ̄ j ⊗ ψ̄ j ) .

We conclude that σ := ∑
j σ j is a separable positive linear functional with ‖σ‖ =

σ(1) = ∑
j ‖σ j‖ = μ and

σ ≥ 1

2

∑

j

(φ j ⊗ ψ j + φ̄ j ⊗ ψ̄ j ) = 1

2
(ω + ω) = ω .

�

Proof of Theorem 4: Combining the two lemmas with μ = ν + ε we find EN (ω) ≤
ln(‖σ‖) = ln(μ) = ln

(‖� A‖1 + ε
)
for all ε > 0, and hence EN (ω) ≤ ln

(‖� A‖1
)
.

Interchanging the roles of A and B we also find EN (ω) ≤ ln
(‖�B‖1

)
and hence

EN (ω) ≤ ln(Z(ω)) = EM(ω). �
Although we will use EM only via its relationship to EN given in Theorem 4, it

is perhaps of interest to investigate EM in its own right. Here we look at properties
(e1)-(e6). (e0) is clearly satisfied by construction. (e1) holds in the restricted sense
that EM(ωp) = 0 when ω is a product state ωA ⊗ ωB , which follows immediately
from the fact that � A(a) = |�〉ω(a) in this case. For more general separable states
(e1) probably fails. (e2) is unclear to us, but we have the following result, which also
implies some sort of continuity different from (e2) for EM :

Proposition 3 Let ωi , i = 1, 2 be two faithful normal states on AA ∨ AB
∼= AA ⊗

AB, with GNS representers that are separating for A′
A and A′

B and such that, for
some λ > 0, ω2 ≤ λω1. Then EM(ω2) − EM(ω1) ≤ 1

2 ln λ.

Proof Let |�i 〉, i = 1, 2 be the GNS vector representatives of the states ωi in P�,
see Proposition 2, and let Si be the Tomita operators for the algebra A′

B associated
with |�i 〉, i = 1, 2, with polar decompositions Si = Ji�

1/2
i . Note that λ ≥ 1 by the

normalisation of states and that ω2 ≤ μω1 for any μ > λ. We may therefore write
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ω1 = 1
μ
ω2 + μ−1

μ
ω3, where ω3 is a normal state. Because ω3 ≥ μ−λ

λ(μ−1)ω2 we see that
ω3 is also faithful.

We now need the following important result, which is proved in [20] (Sect. 4).
Alternatively, it follows from the “quadratic interpolations” of [24] (Proposition 8).

Lemma 5 Let α ∈ (0, 1
2 ), and let M be a v. Neumann algebra acting on H with

fixed natural cone P�. Then the functional ω �→ ‖�α
ωa�‖2 on normal faithful states

ω on M (with vector representatives |�〉 ∈ P�) is concave.

Applying Lemma 5 we find that for every a ∈ AA,

1

μ
‖� 1

4
2 a�2‖2 ≤ ‖� 1

4
1 a�1‖2,

i.e. ‖� A
2 (a)‖ ≤ √

μ‖� A
1 (a)‖. This immediately implies that there is an operator T

such that T� A
1 (a) = � A

2 (a) and ‖T ‖ ≤ √
μ. We can therefore estimate

‖� A
2 ‖1 = ‖T� A

1 ‖1 ≤ ‖T ‖‖� A
1 ‖1 ≤ √

μ‖� A
1 ‖.

A similar estimate holds when we swap the roles of A and B, so we have

EM(ω2) − EM(ω1) ≤ ln(
√

μ) = 1

2
ln(μ).

Taking μ → λ+ yields the result. �

Remark 2 WhenM = MN is the algebra of N dimensionalmatrices, Lemma5 states
that the map ρ �→ Tr(ρ1−2αa∗ρ2αa) from density matrices ρ to the reals is concave
for any a ∈ MN . This is a special case of the Wigner-Yanase-Dyson-Lieb concavity
theorem.

In a similar way we find the converse to (e3), i.e. the concavity of EM .

Proposition 4 Let ωi be normal states on AA ⊗ AB, and let ω = ∑
i λiωi with

λi > 0,
∑

i λi = 1. Then
∑

j λ j EM(ω j ) ≤ EM(ω).

Proof Let |�〉 be the vector representative for the normal state ω in the chosen
natural cone P� of AA ⊗ AB . Likewise we have vector representatives |�i 〉 of ωi in
this cone, and by our standing assumption all these vectors are cyclic for A′

B . Their
modular operators are denoted by�i . Applying Lemma 5 toM = A′

B with α = 1/4
and using the concavity of x �→ √

x we find

n∑

i=1

λi‖�
1
4
i a�i‖ ≤ ‖� 1

4 a�‖ (3.30)

for all a ∈ AA. In terms of the maps � A
i (a) = �

1/4
i a|�i 〉, and � A(a) = �1/4a|�〉,

this evidently means
∑

i λi‖�i (a)‖ ≤ ‖�(a)‖. Now let �A : AA → Y = ⊕nH
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be defined by �A(a) = (λ1�1(a), . . . ,λn�n(a)), and equip Y with the Banach
space norm ‖Y‖Y = ∑

i ‖yi‖ for Y = (y1, . . . , yn) ∈ Y . Then we obviously have
‖�A(a)‖Y ≤ ‖� A(a)‖ for all a ∈ AA. It follows that the relation {(� A(a),�A(a)) |
a ∈ AA} ⊂ H × Y is the graph of a closed linear operator T : H → Y with the prop-
erty that ‖T ‖ ≤ 1 and T ◦ � A = �A. Consequently, by the properties of the 1-norm,
‖�A‖1 ≤ ‖� A‖1.

It is elementary to show that ‖�A‖1 ≥ ∑
i λi‖� A

i ‖1: Suppose �A(a) = ∑
α Yα

ϕα(a) for all a ∈ AA, with Yα = (y1,α, . . . , yn,α) ∈ Y and normal functionals ϕα

chosen such that‖�A‖1 + ε ≥ ∑
α ‖Yα‖Y ‖ϕα‖.Obviously,λi�

α
i (a) = ∑

α yi,αϕα(a),
so λi‖� A

i ‖1 ≤ ∑
α ‖yi,α‖ ‖ϕα‖ and taking the sum over i it follows that ‖�A‖1 +

ε ≥ ∑
i λi‖� A

i ‖1, and from this the claim follows since ε can be made arbitrarily
small.

Thus, we know ‖� A‖1 ≥ ∑
i λi‖� A

i ‖1, and we get the analogous statement for
A replaced by B. Taking the ln using its concavity, and taking the minimum over
A, B yields the statement. �

Let us next discuss (e4). Although the next lemma is a special case of the following
proposition, we include it here, because the proof is independent.

Lemma 6 Let AA1 ⊂ AA2 ,AB1 ⊂ AB2 let ω be a normal state on AA2 ⊗ AB2 satis-
fying our standing assumption. Then EM(ω �AA1⊗AB1

) ≤ EM(ω).

Proof We let Si be the Tomita operators for A′
Bi

with polar decompositions Si =
Ji�

1/2
i . Note that, since A′

B2
⊂ A′

B1
, dom(S2) ⊂ dom(S1). Let λ > 0. The set

dom(S1) is a Hilbert space called H1 with respect to the inner product 〈�|�〉λ =
〈�|�〉 + λ−1〈S1�|S1�〉, whereλ > 0. Letting I : H1 → dom(S1) be the identifica-
tion map, one shows that I−1dom(S2) is a closed subspaceH2 ⊂ H1 with associated
orthogonal projection P2. [29] shows that I Pi I ∗ = (1 + λ−1�i )

−1 (with P1 = 1)
and that I ∗ = I−1(1 + λ−1�1)

−1. It follows for all b ∈ A′
B2

that

〈�|b∗(λ + �1)
−1b�〉 − 〈�|b∗(λ + �2)

−1b�〉 = λ ‖(P1 − P2)I
−1(λ + �1)

−1b�‖2.
(3.31)

A standard trick in such a situation is to use the identity (1 ≥ α > 0, t > 0)

tα = sin πα

π

∫ ∞

0
dλ[λα−1 − λα(λ + t)−1]. (3.32)

Then, if we multiply (3.31) by λα, and integrate against λ, we find via the spectral
calculus

‖� α
2
1 b�‖2 − ‖� α

2
2 b�‖2

= − sin πα

π

∫ ∞

0
dλλ1+α‖(1 − P2)I

−1(λ + �1)
−1b�‖2 ≤ 0.

(3.33)
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Forα = 1/2, we get6 ‖� 1
4
1 b�‖ ≤ ‖� 1

4
2 b�‖ for all b ∈ A′

B2
. This entails the existence

of an operator T with ‖T ‖ ≤ 1 such that �
1
4
1 b|�〉 = T�

1
4
2 b|�〉 for all b ∈ A′

B2
.

Since AA1 ⊂ AA2 ⊂ A′
B2

this relation holds for a ∈ AA1 and we get from the def-
inition of the map � Ai given above in Eq. (3.26) that ‖� A1‖1 ≤ ‖T ‖‖� A2 |AA1

‖1 ≤
‖� A2‖1. Since the same relation also holdswith A replaced by B, we get EM (F∗ω) ≤
EM(ω) for the embedding F : AA1 ⊗ AB1 → AA2 ⊗ AB2 , which is the claimed spe-
cial case of (e4). �

A more general, but still special, case of (e4) arises when F is a unit-preserving
*-homomorphism ρ of AA ⊗ AB

∼= AA ∨ AB such that ρ(AA) ⊂ AA, and likewise
for A replaced by B. Such “localized endomorphisms” arise naturally in the context
of the DHR-theory of superselection sectors (charged states) in QFT, see Sect. 4.7.
More generally we may consider a homomorphism ρ : AA1 ∨ AB1 → AA2 ∨ AB2 , or
finite families thereof.

Proposition 5 EM satisfies
∑

i pi EM(ρ∗
i ω) ≤ EM(ω) (here

∑
i pi = 1, pi ≥ 0) for

localized homomorphisms ρi : AA1 ∨ AB1 → AA2 ∨ AB2 such that each ωi = ρ∗
i ω

satisfies our standing assumption for AA1 ∨ AB1 , and ω that for AA2 ∨ AB2 .

Proof Consider first a single localized endomorphism ρ. Let |�ω〉, |�ρ∗ω〉 be the
vector representatives of ω, ρ∗ω in P�. It follows from the properties of ρ that the
linear operator V defined by V x |�ρ∗ω〉 = ρ(x)|�ω〉, x ∈ AA1 ∨ AB1 is an isometry,
V ∗V = 1. Next, let Sω, Sρ∗ω be the Tomita operators for |�ω〉, |�ρ∗ω〉 for the v.
Neumann algebras AB2 ,AB1 . The trivial calculation

SωVb|�ρ∗ω〉 = ρ(b)∗|�ω〉 = ρ(b∗)|�ω〉 = Vb∗|�ρ∗ω〉 = V Sρ∗ωb|�ρ∗ω〉 (3.34)

for all b ∈ AB1 establishes the operator equality SωV = V Sρ∗ω on the domain of Sρ∗ω .
By taking adjoints we find on the form domain of �ρ∗ω

V ∗�ωV = �ρ∗ω, (3.35)

where �ω is the modular operator for AB2 and the state ω and similarly for ρ∗ω. By
the Heinz-Löwner theorem [31], the function R+ � x �→ xα is operator monotone7

for 0 < α ≤ 1, so we get (V ∗�ωV )α ≤ �α
ρ∗ω . Nowwe need the following result (see

e.g. Theorem 2.6 and 4.19 of [32]):

Lemma 7 Let f : R → R be an operator monotone function, V an operator such
that ‖V ‖ ≤ 1, A a positive operator onH. Then V ∗ f (A)V ≤ f (V ∗AV ) on the form
domain of f (V ∗AV ).

6For an alternative argument, see Lemma 2.9 of [30], which uses a generalization of the Heinz-
Löwner theorem [31] to unbounded operators.
7A function f : R → R is called operator monotone if f (A) ≤ f (B) whenever two self-adjoint
operators A, B on a Hilbert spaceH satisfy A ≤ B on the form domain of B. If A = B on the form
domain of B we obtain f (A) ≤ f (B). Notice especially the asymmetry in the assumption on the
form domain.
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If we apply this lemma to V and A = �ω , we get V ∗�α
ωV ≤ (V ∗�ωV )α = �α

ρ∗ω .
This is the same as saying that

�
−α/2
ρ∗ω V ∗�α/2

ω (�
−α/2
ρ∗ω V ∗�α/2

ω )∗ ≤ 1. (3.36)

We use this with α = 1/2 and take the norm, which gives

‖�− 1
4

ρ∗ωV
∗�

1
4
ω‖ ≤ 1. (3.37)

The modular operator for A′
B2

required in the definition of � A
ω (Eq. (3.26)) is

Jω�ω Jω = �−1
ω , and similarly for ρ∗ω. It follows using the definition (3.26) that

� A
ρ∗ω(a) = �

− 1
4

ρ∗ωa|�ρ∗ω〉 = �
− 1

4
ρ∗ωV

∗Va|�ρ∗ω〉 = T�
− 1

4
ω ρ(a)|�ω〉 = T ◦ � A

ω ◦ ρ(a)

(3.38)

for all a ∈ AA1 , where T = �
− 1

4
ρ∗ωV

∗�
1
4
ω . The properties of the 1-norm then give

‖� A
ρ∗ω‖1 ≤ ‖ρ‖‖T ‖‖� A

ω ‖1 ≤ ‖� A
ω ‖1 and the same for A replaced by B. It follows

that Z(ρ∗ω) ≤ Z(ω) and hence that EM(ρ∗ω) ≤ EM(ω).
Consider next a finite family of localized endomorphisms ρi . In this case, the result

immediately follows from the previous result and the concavity of ln as (with ωi =
ρ∗
i ω and using Z(ωi ) ≤ Z(ω) for theBuchholz partition function):

∑
i pi EM(ρ∗

i ω) =∑
i pi ln Z(ωi ) ≤ ln

∑
i pi Z(ωi ) ≤ ln Z(ω) = EM(ω). �

This concludes our discussion of (e4). Whether the general case of (e4) holds for
families of separable operations is unknown to us. Perhaps one could say that at any
rate, the properties expressed by Proposition 5 and Lemma 6 are the more natural
ones in the context of QFTs. Property (e5) is satisfied since the modular operator
behaves functorially under tensor products. Property (e6) is not obvious to us.

3.7 Distillable Entanglement

The last measure that we will discuss is closely related to “entanglement distilla-
tion” [9, 33] and is maybe the most natural of all entanglement measures. This
measure is formulated in terms of maximally entangled states, which are defined
for finite dimensional type I factors of the formAA ⊗ AB , withAA = Mn(C) = AB .
Their density matrix is

P+
n = |�+〉〈�+| , |�+〉 = 1√

n

n∑

i=1

|i〉 ⊗ |i〉, (3.39)

where {|i〉} is a chosen orthonormal basis ofCn . The corresponding linear functional
is denoted byω+

n = Tr(P+
n . ) in the following. In view of (e4) it is justified to think of

these states as maximally entangled because one can show [18] that any other state ω
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(pure or mixed) onAA ⊗ AB can be obtained asω = F∗ω+
n by a separable operation,

i.e. a normalized cp map F on AA ⊗ AB that is a convex linear combination of local
cp maps of the form (3.5).

The relative entanglement entropy of themaximally entangled state is for instance
given by ER(ω+

n ) = ln n, as one can see using that ER(ω) = HvN(ωA) = HvN(ωB)

for all pure statesω. Since ER(ω) ≤ EN (ω) in general, we also have EN (ω+
n ) ≥ ln n,

whereas fromLemma 4,we easily get EN (ω+
n ) ≤ ln n, implying equality, EN (ω+

n ) =
ln n. Furthermore, by construction EI (ω

+
n ) = 2 ln n, and EB(ω+

n ) = √
2, since ω+

n
can be mapped to a Bell-state by a local operation.

Now let AA,AB be general v. Neumann algebras and ω a normal state on A =
AA ⊗ AB . The idea of distillation is to take a large number N of copies of this bipartite
system ω⊗N and “distill” from this ensemble a maximally entangled state ω+

n – for
as large an n = nN depending on N as we can – by separable operations. More
precisely, we consider sequences {nN } of natural numbers and sequences {FN } of
separable operations, i.e. normalized cp maps FN : MnN (C) ⊗ MnN (C) → A⊗N

A ⊗
A⊗N

B = A⊗N that are each convex linear combinations of cp maps of the form (3.5)
and have FN (1) = 1, such that

‖F∗
Nω⊗N − ω+

nN
‖ → 0 asN → ∞. (3.40)

If such sequences exist, then we call ω “distillable” and the sequence {FN } a “dis-
tillation protocol”. (This and the following notions clearly do not depend on the
choice of basis made above since basis rotations can be implemented by separable
operations).

The notion of distillable entropy captures the efficiency of this process. Since
ln nN is the relative entanglement entropy of the reference state ω+

nN
, the distilla-

tion process would be considered as rather inefficient if ln nN � N asymptotically,
while we would consider the distillation process to possess a finite rate if ln nN ∝ N
asymptotically, and the rate itself would be the proportionality constant. The entan-
glement achieved by the distillation processes {FN } is defined to be this rate, i.e. we
set8

E{FN }(ω) = lim sup
N→∞

ln nN

N
. (3.41)

The distillable entropy is the optimum rate achievable by any such process, i.e. one
defines:

Definition 14 The distillable entropy is defined by ED(ω) = sup{FN } E{FN }(ω).

Some general properties of ED(ω) are immediately clear from the definition. For
instance, we clearly have (e0) and also ED(ω) ≥ 0. (e2) is fairly obvious from the
definition, too. We prove (e4) as a lemma:

8Wemay always pass to a new protocol whose rate is arbitrarily close, so that the lim sup is actually
a lim.
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Lemma 8 ED(ω) satisfies (e4), i.e. for any separable operation {Ei }with∑
i Ei (1) =

1, ω(Ei (1)) = pi > 0, we have
∑

i pi ED(p−1
i E∗

i ω) ≤ ED(ω).

Proof For local operations, i.e. normalized cp maps E of the form (3.5), this is
immediate. For general separable operations, let {Fi,N } be near optimal distillation
protocols for ωi = p−1

i E∗
i ω with rates ri within ε of ED(ωi ). For any N let Ni =

�pi N� and M := N − ∑
i Ni ≥ 0. Define the following protocol for ω:

F̂N = 1⊗M ⊗ (p−1
1 E1)⊗N1F1,N1 ⊗ (p−1

2 E2)⊗N2F2,N2 ⊗ · · · ,

where 1⊗M is the map M1(C) � 1 �→ 1 ∈ A⊗M
A . Because ω+

N = ω+
M ⊗ ω+

N1
⊗ ω+

N2
⊗

. . . it follows straightforwardly that {F̂N } is a distillation protocol for ω with rate∑
i ri . (e4) then follows. �

Instead of (e5) we have

1

N
ED(ω⊗N ) = ED(ω), (3.42)

as is obvious from the definition. ED(ω) is not in general convex in the sense of
property (e3), although it is convex on pure states (this property is not so obvious).
Since there are no pure states in the type III case relevant for quantum field theory,
this is at any rate not helpful for us, and we have no analogue of (e3).

For us, it is most important that the distillable entropy has the superadditivity
property (e6), as remarked without proof e.g. in [34].

Lemma 9 ED(ω) satisfies (e6), i.e. for any state ω on A = (AA1 ⊗ AA2) ⊗ (AB1 ⊗
AB2) the restrictions ωi to AAi ⊗ ABi satisfy ED(ω1) + ED(ω2) ≤ ED(ω).

Proof Let {FN ,1} be a distillation protocol for ω1, i.e. a sequence of cp maps such
that ‖F∗

N ,1ω
⊗N
1 − ω+

nN ,1
‖ → 0. The rate of this protocol is lim(ln nN ,1)/N = r1, and

similarly for ω2. We claim that {FN ,1 ⊗ FN ,2} is a distillation protocol for ω with
rate r = r1 + r2. Letting σN = (FN ,1 ⊗ FN ,2)

∗ω⊗N , and X ∈ MnN ,1(C) ⊗ MnN ,2(C)

and 1i ≡ 1nN ,i , P
+
i ≡ P+

nN ,i
, we have

|σN ((11 − P+
1 ) ⊗ 12 · X)| ≤ σN

(
(11 − P+

1 ) ⊗ 12 · XX∗ · (11 − P+
1 ) ⊗ 12

) 1
2

≤ ‖XX∗‖ 1
2 σN

(
(11 − P+

1 ) ⊗ 12
) 1

2

= ‖X‖
∣
∣
∣F∗

N ,1ω
⊗N
1 (11 − P+

1 ) − ω+
nN ,1

(11 − P+
1 )

∣
∣
∣
1
2

→ 0 asN → ∞
(3.43)

uniformly for ‖X‖ ≤ 1. The same conclusion can be drawn, with similar proof, for
σN (X · (11 − P+

1 ) ⊗ 12) and for (1 ↔ 2). We have
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ω+
nN ,1nN ,2

(X) = ω+
nN ,1

⊗ ω+
nN ,2

(X) = σN (P+
1 ⊗ P+

2 · X · P+
1 ⊗ P+

2 )

σN (P+
1 ⊗ P+

2 )
, (3.44)

and therefore in view of (3.43) (and the analogous relations for (1 ↔ 2)),

|(FN ,1 ⊗ FN ,2)
∗ω⊗N (X) − ω+

nN ,1nN ,2
(X)|

= |σN (X) − ω+
nN ,1

⊗ ω+
nN ,2

(X)|
≤ |σN (X) − σN (P+

1 ⊗ P+
2 · X · P+

1 ⊗ P+
2 )| + ∣

∣1 − σN (P+
1 ⊗ P+

2 )−1
∣
∣ ‖X‖ → 0

(3.45)
uniformly for ‖X‖ ≤ 1, which immediately gives the claim. Thus, we see that
{FN ,1 ⊗ FN ,2} is a distillation protocol, whose rate is evidently r1 + r2. Choosing ri
arbitrarily close to ED(ωi ), we see that there is a protocol for ω whose rate is at least
ED(ω1) + ED(ω2) − ε for any ε > 0, which implies superadditivity (e6). �

It might be guessed from the involved variational characterization of ED(ω) that
this quantity is difficult to calculate in practice even for the simplest examples, and
this expectation turns out to be correct. For us, the usefulness of this quantity lies in
the fact it has the very convenient property (e6), and that it is a lower bound for a large
class of entanglement measures, in particular the relative entropy of entanglement9:

Theorem 5 For any normal state on A = AA ⊗ AB, and any entanglement mea-
sure satisfying (e2), (e4), (e5) and normalization E(ω+

n ) = ln n, we have E(ω) ≥
ED(ω|N) and in particular ER(ω) ≥ ED(ω|N), where N is any type I subfactor of
A of the form N = NA ⊗ NB, with NA ⊂ AA,NB ⊂ AB intermediate type I sub-
factors.

Remark 3 The existence of many such intermediate type I subfactors exhausting A
is guaranteed by the split property.

The proof of this Theorem is given in [25] for the case of finite-dimensional type I
algebras, where it is shown more precisely that 1

N E(ω⊗N ) ≥ ED(ω) − ε for suffi-
ciently large N depending on ε > 0. This immediately implies the theorem in view
of (e5) for finite-dimensional type I algebras. Inspection of the proof [25] shows that
it can be generalized fairly easily to the case of infinite-dimensional type I algebras
by a straightforward approximation argument. The general case then follows trivially
in view of (e4), ER(ω) ≥ ER(ω|N).

9We even get the statement for the “asymptotic” relative entropy of entanglement defined by
E∞
R (ω) = limn→∞ 1

n ER(ω⊗n). Note that the limit exists: Use (e5) and Lemma 12 of [25].
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3.8 Summary of Entanglement Measures

We summarize the various entanglement measures and some of their properties and
relationships in the following table. Unlisted properties may either be false or un-
known to the authors.10

Measure Properties Relationships E(ω+
n )

EB (e0), (e2), (e3), (e4)
√
2

ED (e0), (e1), (e2), (e4), (e6) ED ≤ ER, EN , EM , EI ln n
ER (e0), (e1), (e2), (e3), (e4), (e5) ED ≤ ER ≤ EN , EM , EI ln n
EN (e0), (e1), (e4), (e5) ED, ER ≤ EN ≤ EM ln n
EM (e0), (e3), (e4), (e5) ED, ER, EN ≤ EM

3
2 ln n

EI (e0), (e2), (e4), (e5) ED, ER ≤ EI 2 ln n
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Chapter 4
Upper Bounds for ER in QFT

Abstract In this chapter we derive some upper bounds on the relative entangle-
ment entropy in quantum field theories, using nuclearity conditions such as the BW-
nuclearity or modular nuclearity condition. We consider free fields, 2-dimensional
integrable models with factorizing scattering-matrices and CFTs.

In this chapter, we derive some upper bounds on the relative entanglement entropy
in quantum field theories. To illustrate the idea, let us first consider the spatial slice
C = {t = 0} in d + 1-dimensional Minkowski spacetime, and let A and B be two
disjoint open regions in C. Let OA and OB be the domains of dependence of these
regions andA(OA) andA(OB) the associated algebras, see Fig. 1.1. The ground state
(vacuum) ω0 of the QFT gives rise to a GNS-triple (π0,H0, |0〉), which yields the
von Neumann algebras AA := π0(A(OA))

′′ and AB := π0(A(OB))′′. Note that AA

and AB commute, due to causality. We want to investigate when ω0 defines a normal
state on AA ⊗ AB , i.e. when AA and AB are statistically independent, and what its
relative entanglement entropy is.

When the theory satisfies the BW-nuclearity condition (a5), the statistical inde-
pendence ofAA andAB follows from the assumption that the distance dist(A, B) > 0
is positive. Moreover, we will show in Sect. 4.1 that ER(ω0|AA⊗AB ) can be estimated
in terms of the 1-nuclear norm of the operator � which appears in the definition
of the BW-nuclearity condition. Using similar methods one can also estimate the
relative entanglement entropy of thermal (KMS) states.

The illustrative example above can easily be generalised as follows.We can choose
two disjoint regions A and B in aCauchy surface C of a globally hyperbolic spacetime
(M , g), and we let OA and OB denote their domains of dependence, see Fig. 1.1. We
let ω be a state on the QFT on the entire spacetime with GNS-triple (π,H, |�〉), and
we introduce the von Neumann algebras AA := π(A(OA))

′′ and AB := π(A(OB))′′.
Once again we can ask whether ω defines a normal state on AA ⊗ AB and what its
relative entanglement entropy is. In general, however, the BW-nuclearity condition
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is no longer available, due to the lack of a Hamiltonian operator. For this reason we
will consider a modular nuclearity condition instead.

Let us assume for simplicity1 that |�〉 is cyclic and separating forAA and for AB .
(This will be the case e.g. if ω = ω0 on Minkowski spacetime, or if ω is any other
state with finite energy, by the same argument as in the Reeh-Schlieder theorem.
For results in curved spacetimes, see e.g. [2].) In particular, |�〉 is then cyclic and
separating forAB ′ = π(A(OB ′))

′′, where B ′ := C \ B. LetΔB ′ be the corresponding
modular operator, and note that AB ′ ⊂ A′B . Instead of the BW-nuclearity condition
(a5), we are going to impose/use the following modular nuclearity condition:

(a5′) The operator

�A : AA → H , �A(a) = Δ
1
4
B ′a|�〉

has ‖�A‖1 <∞ when dist(A, B) > 0 is positive.

As shown in [3], (a5′) implies (a5) in Minkowski spacetime without the bounds
on the nuclear norms. The nuclearity condition (a5′) again suffices to prove the
statistical independence ofAA andAB , andwe can estimate the relative entanglement
entropy of ω between AA and AB using ‖�A‖1, making use of Theorems 3 and 4.
Indeed, noting thatAB ′ ⊂ A′B , it follows arguing as in the proof of Proposition 3 that‖� A‖1 ≤ ‖�A‖1, where � A is the map (3.26) appearing in the definition of EM .

In the first section below, we point out some general upper bounds that follow
from the BW-nuclearity condition. (The corresponding results for modular operators
already follow from the Theorems 3 and 4). In the sections after that we apply
the various nuclearity conditions to obtain concrete upper bounds for free fields,
2-dimensional integrable models with factorizing scattering-matrices and CFTs.

4.1 General Upper Bounds From BW-Nuclearity

The first type of general bound is for the ground (vacuum) state, ω0, and holds
for a theory on Minkowski spacetime with mass gap satisfying the BW-nuclearity
condition (a5). Our result is:

Theorem 6 (1) Assume that the Hamiltonian H = P0 in the vacuum representation
has a mass gap, spec(H) ⊂ {0} ∪ [m,∞), with m > 0. Let A and B be contained in
balls of radius r in a t = 0 time slice, separated by the distance R. As usual we set
AA = π0(A(OA))

′′, where OA is the causal diamond with base A, and similarly for
B. Assume that the BW-nuclearity condition (2.27) holds with constants c, n. Then
the relative entanglement entropy in the vacuum state between A and B satisfies, for
any k < 1, an upper bound of the form

ER(ω0) � C exp[−(mR)k], (4.1)

1Amodular operator can still be defined when these assumptions are not met [1], and our estimates,
e.g. in the proof of Lemma 3, still hold.
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for sufficiently large R/c � 1, where C is a constant depending on c, k, n.
(2) Under the same assumptions as in (1) but not necessarily m > 0, we have for

R/c � 1 an upper bound of the form

ER(ω0) �
√
2

(
c ctg π

4n

R

)n

. (4.2)

Thus, we see from part (1) that the relative entanglement entropy decays almost
exponentially as the separation R between the regions tends to infinity in the presence
of a mass gap. Since free bosons [4] and fermions [5] in d + 1 dimensions are known
to satisfy the BW-nuclearity condition, one immediately gets almost exponential
decay in those models. The upper bound expressed by part (2) for short distances
shows that the growth of ER is not faster than an inverse power of R, which depends
on the constant n in the nuclearity condition. For free fields, n = d, c ∝ r , giving
thus for R � r

ER(ω0) � cd
( r
R

)d
, (4.3)

so this upper bound falls short of the expected “area law”. For a better bound quali-
tatively consistent with the area law in the case of Dirac fields, see Sect. 4.2.2.

The second theorem is concerned specifically with thermal states (KMS states)
ωβ . Again, we take A and B as balls of radius r separated by the distance R in some
slice R

d of Minkowski spacetime for simplicity. We go to the GNS-representation
(Hβ,πβ, |�β〉) of ωβ , in which this state is represented by the vector |�β〉. The state
ωβ is not pure and the representation is highly reducible. The time-translation sub-
group is implemented by the unitary Uβ(t) = eit Hβ . Unlike in the vacuum represen-
tation, the generator Hβ always has as its spectrum the entire real line spec(Hβ) = R,
even if the theory has a mass gap in the vacuum sector. As a replacement of the BW-
nuclearity condition in this case, we assume that (1) the point {0} is a non-degenerate
eigenvalue of Hβ associated with the vector |�β〉, (2) Letting P+ be the spectral
projection of Hβ corresponding to the set (0,∞) and P− that corresponding to the
set (−∞, 0), the maps �±

z : AB → Hβ

�±
r,z(b) := P±e±i zHβb|�β〉 , �(z) > 0, (4.4)

are assumed to be nuclear. By invariance under spatial translations, the same then
obviously holds for the region A.

Theorem 7 Assume that A and B are as in Theorem 6 and assume

‖�±
r,z‖1 ≤ |�(z)|−α exp(c/|�(z)|)n (4.5)

for a constant c depending on r,β and n > 0,α > 1. Then

ER(ωβ) ≤ CR−α+1 (4.6)
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for sufficiently large R = dist (A, B) and a constant C depending on r,β.

The theorem leaves the possibility that the relative entanglement entropy of two
regions in a thermal state may decay more slowly than that in a vacuum state. The
precise rate of the upper bound is related to spectral information, which in our case
is encoded in the assumption about the nuclear norms. The last theorem concerns
massless theories.

Theorem 8 In a massless theory on Minkowski spacetime with vacuum ω0, assume
that the 1-norm of the map �r,z : a �→ eizHa|0〉 fulfills (4.5) for �z > 0. Then

ER(ω0) ≤ CR−α (4.7)

for sufficiently large R = dist (A, B) and a constant C depending on r.

The strategy to prove these theorems is as follows: we show that we can write the
relevant state ω on AA ⊗ AB in the form ω =∑ j φ j ⊗ ψ j , with normal linear func-
tionals φ j andψ j satisfying a bound on ν :=∑ j ‖φ j‖ · ‖ψ j‖, which is controlled by
the respective nuclearity condition assumed in each theorem. The desired bound on
ER(ω) is then obtained in conjunction with Lemma 3 and Theorem 3, which imply
that

ER(ω) ≤ ln ν. (4.8)

We now turn to the detailed estimation in each case.

4.1.1 Proof of Theorem 6

The basic idea of all three proofs is to consider suitable correlation functions fa,b(z)
whose analyticity properties in z encode the commuting nature ofAA andAB . Part (1)
of the proof of the present theorem relies on an argument due to [6, 7] (up to a slightly
better control on the bounds), which we repeat here merely for the convenience of
the reader and to set the stage for part (2).

Proof of Theorem 6, Part (1): Following [6, 7], we consider the function

fa,b(z) =
{
〈0|aPe+i zHb|0〉 for 0 < �(z),

〈0|bPe−i zHa|0〉 for 0 > �(z),
(4.9)

where a ∈ AA, b ∈ AB , and where P = 1− |0〉〈0|. z �→ fa,b(z) is by construction
analytic for �(z) �= 0, i.e. away from the real axis. For the jump across the real axis,
one finds

fa,b(t + i0)− fa,b(t − i0) = 〈0|[a, eit Hbe−i t H ]|0〉 = 0 (4.10)

as long as |t | < R, because then the time-translated region OB (by t) remains space-
like to OA. By the edge-of-the-wedge theorem (see Appendix A.1), the function
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Fig. 4.1 The image of the
contour Cρ for two different
values of ρ

fa,b(z)may thus be extended to an analytic function in the doubly cut plane C \ {z ∈
C | �(z) = 0, |�(z)| ≥ R}. We consider next for |t | < R the mapping w �→ z =
2t/(w + w−1) which maps the open disk {|w| < 1} into the doubly cut plane. The
image of the contour Cρ : ϕ �→ ρeiϕ, 0 < ρ < 1 in the doubly cut z-plane under this
mapping is illustrated in the Fig. 4.1. Applying Cauchy’s formula to this contour
gives

〈0|ab|0〉 − 〈0|a|0〉〈0|b|0〉 =
∫
Cρ

dw

2πi w
fa,b

(
2t

w + w−1

)

→ 1

2π

∫ 2π

0
dϕ fa,b

(
t

cosϕ

)
,

(4.11)

sending ρ→ 1 in the second line.
For the part above resp. below the real axis we can use the respective representa-

tions of fa,b, and this gives

〈0|ab|0〉 − 〈0|a|0〉〈0|b|0〉 = 1

2π

∫ π

0
dϕ 〈0|aP exp(+i t H/ cosϕ)b|0〉

+ 1

2π

∫ 2π

π

dϕ 〈0|bP exp(−i t H/ cosϕ)a|0〉
(4.12)

for all |t | < R. Following [7], we next proceed as follows. We multiply this identity
with a smooth test function of the form gk(t/R)/R where the support of gk(t) is
contained in (−1, 1). For convenience, we normalize gk(t) so that

∫
R

gk(t)dt = 1
and furthermore make a choice such that |g̃k(E)| ≤ Ck exp(−|E |k), for k < 1 for
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|E | → ∞, and for some Ck > 0. It is well-known that such a choice is possible, see
e.g. [8, 9].2 This gives a representation of the form

〈0|ab|0〉 − 〈0|a|0〉〈0|b|0〉 = 〈0|aG(−H)Pb|0〉 + 〈0|bG(H)Pa|0〉
= 〈0|b�+(a)|0〉 + 〈0|a�−(b)|0〉, (4.14)

where
√
2πG(E) = ∫ π

0 g̃(RE/ cosϕ) dϕ. In particular, it follows that |G(E)| is of
order exp(−|RE |k) for sufficiently large |RE |. The terms on the right side define
maps �+ : AA → H resp. �− : AB → H by �+(a) = PG(H)a|0〉 respectively
�−(b) = PG(−H)b|0〉. Let E j be the spectral projector for H onto the interval
[mj,m( j + 1)), where j = 0, 1, 2, . . . . We may then write

�+(a) = G(H)Pa|0〉 =
∞∑
j=1

eβ j HG(H)E j�β j ,r (a), (4.15)

where the β j > 0 are to be chosen. (There is no j = 0 term in the sum because P
projects out the vacuum state and H has amass gap.) Using this formula, we estimate:

‖�+‖1 ≤
∞∑
j=1
‖G(H)E j‖eβ j ( j+1)m‖�β j ,r‖1

≤ Ck

∞∑
j=1

e−(Rmj)k eβ j m( j+1)e(c/β j )
n

≤ Ck

∞∑
j=1

e−(Rmj)k e3(cmj)n/(n+1)

(4.16)

using the properties ofG and the nuclearity assumption to go to line two, andmaking
the choice β j = c(cmj)−1/(n+1) to go to line three. Choosing any k > n/(n + 1),
there follows the bound ‖�+‖1 � Ce−(mR)k (for a new constant C = C(k, n, c)),
and we can get the same type of estimate for �−. Combining these, we find that
there exist functionals ψ j ,ϕ j on A(OB),A(OA) respectively such that

ω0(ab) = ω0(a)ω0(b)+
∞∑
j=1

ϕ j (a)ψ j (b) (4.17)

2A permissible non-normalized choice of gk(t) is for instance gk(t) = hk(1+ t)hk(1− t), where
hk(t) has the Fourier Laplace transform

∫∞
0 hk(t)e−Et dt = e−Ek

. For further discussion and
explicit formulas, see e.g. [10], where one finds

hk(t) = − 1

π

∑
j≥1

(−1) jΓ ( jk + 1) sin(π jk)

j !t jk+1 . (4.13)
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Fig. 4.2 The contour CR

and such that
∑

j ‖ϕ j‖ ‖ψ j‖ ≤ Ce−(mR)k for large R. Thus, we are in the situation

of Lemma 3 with ν = 1+ Ce−(mR)k . Lemma 3 and Theorem 3 together with the
elementary bound ln(1+ x) ≤ x now implies the statement.

Proof of Theorem 6, Part (2): We view fa,b(z) as defining a function �z from
the doubly cut plane C \ {z ∈ C | �(z) = 0, |�(z)| ≥ R} into the linear maps B =
B(AB, (AA)∗) by the formula [�z(b)](a) = fa,b(z). The BW-nuclearity assumption
implies the nuclearity of this map for |�z| > 0, with 1-norm bounded from above
by ‖�z‖1 ≤ e(c/|�z|)n . Without loss of generality, we may assume that n > 1/2, since
increasing n makes the bound less tight (in practice, one expects n ∼ d anyhow).

Let CR be the contour shown in Fig. 4.2. Consider the map z �→ ϒz from the
interior of CR toB defined by

ϒz = ϕ(z) ·�z (4.18)

where

ϕ(z) = C(n, R, c) exp

[
−√2

(
c

(R + z) sin π
4n

)n]
exp

[
−√2

(
c

(R − z) sin π
4n

)n]
,

(4.19)
and where

C(R, n, c) = exp

[
2
√
2

(
c

R sin π
4n

)n]
.

Since CR is contained in the doubly cut plane C \ {�(z) = 0, |�(z)| ≥ R} where �z

is analytic, and since ϕ is analytic in the interior of CR it follows that z �→ ϒz is
holomorphic in the interior of CR . Using the explicit form of the function ϕ(z) and
the fact that ‖�z‖1 ≤ e(c/|�z|)n in particular along the contour CR , we see that

‖ϒz‖1 ≤ |ϕ(z)|e(c/|�z|)n ≤ exp

[√
2

(
c ctg π

4n

R

)n]
for allz ∈ CR . (4.20)

Also, by definition, �0 = ϒ0.
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Inside the contour, ϒz has, for fixed a ∈ AA, b ∈ AB , the contour integral repre-
sentation

[ϒz(b)](a) =
∫
CR

dw

2πi (w − z)
[ϒw(b)](a). (4.21)

Making an argument of the same kind as in [11] based on this contour integral
formula, we can see that z �→ ϒz is in fact a strongly holomorphic map from the
interior of the contour CR to the nuclear (not just bounded) operators from AB →
(AA)∗ with uniformly bounded 1-norm inside the contour CR . By Lemma 14 in
Appendix A.1, the maximum of ‖ϒz‖1 is achieved on the boundary CR , and thus
‖ϒz‖1 ≤ exp[√2(

c ctg π
4n

R )n] also for z inside—and not just on—the contourCR . Thus,

from �0 = ϒ0, we conclude in particular that ‖�0‖1 ≤ exp[√2(
c ctg π

4n
R )n]. Arguing

now as in Part (1), we get (4.17) with
∑

j ‖ϕ j‖ ‖ψ j‖ ≤ exp[√2(
c ctg π

4n
R )n] which

holds for all R, in particular for R/c � 1. Thus, we are in the situation of Lemma 3
with ν = 1+ exp[√2(

c ctg π
4n

R )n].
Lemma 3 and Theorem 3 imply that ER(ω) ≤ ln ν, which gives the statement.

�

4.1.2 Proof of Theorems 7 and 8

Proof of Theorem 7: As in the previous proof, we omit the reference to the represen-
tation πβ and simply write a for πβ(a). We also write J for the modular conjuga-
tion associated with3 A (the v. Neumann closure of ∪OA(O))—not with AA—and
the state ωβ , acting on the GNS-Hilbert space with implementing vector |�β〉. Fix
a ∈ AA ∨ JAA J, b ∈ AB , and define the function Fa,b(z) as

Fa,b(z) =
{
〈�β |aP+eizHβb�β〉 − 〈�β |bP−e−i zHβa�β〉 for 0 < �(z)

−〈�β |aP−eizHβb�β〉 + 〈�β |bP+e−i zHβa�β〉 for 0 > �(z),
(4.22)

which coincides with a function considered also by [12]. Here Hβ is the generator
of time translations in the representation πβ (“Liouvillean”). For −R < t < R one
finds for the jump across the real axis:

Fa,b(t + i0)− Fa,b(t − i0) = 〈�β |[a, eit Hβbe−i t Hβ ]�β〉 = 0 (4.23)

using space-like commutativity and the fact that the time-translated region OB

remains space-like to OA as long as the time translation parameter t stays in the range
t ∈ (−R, R). By the edge-of-the-wedge theorem (see Appendix A.1), Fa,b(z) there-
fore defines an analytic function in the doubly cut planeC \ {�(z) = 0, |�(z)| ≥ R}.
Using N times the KMS-condition (applying the last item in Proposition 2 to the
pair A,ωβ) for ωβ , one can derive the “image sum” formula

3Note that πβ(A) has a non-trivial commutant since the the representation πβ is not irreducible.
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〈�β |ab�β〉 − 〈�β |a�β〉〈�β |b�β〉 =
N∑

k=−N

Fa,b(iβk)+
N− 1

2∑
k=−(N− 1

2 )

FJa∗ J,b(iβk)

+ 〈�β |bP−eβNHβa�β〉 + 〈�β |aP−eβNHβb�β〉.
(4.24)

Next, we view Fa,b(z) as defining a function �z from the doubly cut plane into the
linear mapsB = B(AB, (AA ∨ JAA J )∗) by the formula [�z(b)](a) = Fa,b(z). The
definition of Fa,b(z), implies that for |�(z)| > 0, the nuclear 1-norm of �z satisfies
the upper bound

‖�z‖1 ≤ ‖�+
r,z‖1 + ‖�−

r,z‖1 ≤ 2|�(z)|−α exp(c/|�(z)|)n (4.25)

using in the second step the assumption of the theorem.
We also consider the map z �→ ϒz from the doubly cut plane C \ {�(z) =

0, |�(z)| ≥ R} toB defined by

ϒz = R−α(R − z)α(R + z)α · ϕ(z) ·�z (4.26)

where α > 0 is as in the assumptions of the theorem, and where ϕ(z) is the function
defined previously in Eq. (4.19). It follows that also z �→ ϒz is strongly analytic as
a map from the doubly cut plane toB.

Now let CR be the contour of Fig. 4.2, which is entirely within the doubly cut
plane. Inside this contour, ϒz has, for fixed a ∈ AA ∨ JAA J, b ∈ AB , a contour
integral representation as in (4.21). Using the definition of ϕ(z) and our previous
bound on ‖�z‖1, we find that the nuclear 1-norm of ϒz is bounded by

‖ϒz‖1 ≤ R−α sup
w∈CR

{|w − R|α|w + R|α|ϕ(w)| · ‖�w‖1}

≤ 2 exp[√2(
c ctg π

4n
R )n] ( 12 sin π

4n )
−α

(4.27)

for all z on the contour CR . Making again an argument of the same kind as in [11]
based on the contour integral formula, we can see that ‖ϒz‖1 must remain bounded
also inside the contour CR , and that z �→ ϒz is in fact a holomorphic map from
the interior of the contour CR to the nuclear (not just bounded) operators from
AB → (AA ∨ JAA J )∗ with uniformly bounded 1-norm inside the contour CR .

By Lemma 14 in Appendix A.1 the map z �→ ‖ϒz‖1 from the interior of CR in
fact assumes its maximum on the boundary, CR , so (4.27) also holds for z inside CR .
For k ∈ 1

2Z and |k| ≤ N := �β−1R sin π
4n �, the points iβk are inside the contourCR .

Going back from ϒz to �z , it follows that, for such k, and for R/c � 1,

‖�iβk‖1 ≤ C1R
α(R2 + (βk)2)−α (4.28)

for some constant C1. Therefore
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∑
k∈ 12Z,|k|≤N

‖�iβk‖1 ≤ C2R
−α+1 (4.29)

using our assumption that α > 1. On the other hand, using (4.24) and our definitions
of �z,�

±
z , we may write

〈�β |ab�β〉 − 〈�β |a�β〉〈�β |b�β〉
=

∑
k∈Z,|k|≤N

[�iβk(b)](a)+
∑

k∈Z+ 1
2 ,|k|≤N

[�iβk(b)](Ja∗ J )

+ 〈�β |b�−
βN ,r (a)�β〉 + 〈�β |a�−

βN ,r (b)�β〉.

(4.30)

As a consequence of the nuclearity bound (4.29), the bound ‖�±
βN ,r‖1 ≤ (Nβ)−α

exp[(c/Nβ)n] assumed in the theorem, and since a �→ Ja∗ J is bounded, we can
write

〈�β |ab�β〉 − 〈�β |a�β〉〈�β |b�β〉 =
∑
j

ϕ j (a)ψ j (b), (4.31)

where the linear functionals ϕ j on AA and ψ j on AB satisfy
∑

j ‖ϕ j‖ ‖ψ j‖ ≤
C3R−α+1, for a new constant C3. Thus, we can apply the Lemma 4 and
Theorem 3 with ν := 1+ C3R−α+1. The bound (4.8) together with ln(1+ x) ≤ x
then gives the statement. �

Proof of Theorem 8: The proof is very similar to that of the previous theorem and
is now based on the correlation function (4.9). We omit the details. �

4.2 Upper Bounds for Free Quantum Field Theories
in d + 1 Dimensions

4.2.1 Free Scalar Fields

The BW-nuclearity condition is well-established for free scalar fields in d + 1
dimensional Minkowski spacetime both in the massive (m > 0) and the massless
(m = 0) case. Thus, Theorem 6 respectively Theorem 8 apply and provide upper
bounds on the entanglement entropy ER(ω0) of two diamonds of size r separated by
a distance R.

In fact, in the massive case, an explicit nuclearity bound is given in [4].4 Therefore
Theorem 6 can be applied to infer sub-exponential decay of the entanglement entropy
for large separation R. In the massless case, it can be extracted from the work of [13]

4To be specific, [4] show that in the massive case, ‖�β,r‖1 ≤ exp[(c/β)d | ln(1− e−mβ/2)|] for
r > m−1 and 0 < β ≤ r , where c = c0r .
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that ‖�β,r‖1 ≤ β−(d−2) exp(c/β)d for β > 0, r > 0 and d > 2. Applying Theorem 8
then immediately gives

Proposition 6 Let ω0 be the vacuum state of a free m = 0 Klein-Gordon field in
Minkowski spacetime R

d,1. Let A, B ⊂ R
d be two balls of radius r separated by a

distance R. Then
ER(ω0) � CR−(d−2)

when R/r � 1, where C is a constant depending on r and d > 2.

This upper bound is consistent with a general bound for conformal quantum field
theories given below in the remark after Theorem 15. More general, and somewhat
better bounds, can be obtained from the modular nuclearity bound ER(ω) ≤ EM(ω)

in Theorems 3, and 4 using results of [1] in the case m > 0. We formulate them first
in the general setting of open regions A and B in a Cauchy surface C of a globally
hyperbolic spacetime (M , g). Furthermore, we let ω be any quasi-free state on the
Weyl algebra of a free scalar field on (M , g).

Recall from Sect. 2.4.1 that the space of real initial data KR := C∞0 (C, R)⊕
C∞0 (C, R) carries a symplectic form

σ(( f0, f1), (h0, h1)) =
∫
C
( f0h1 − f1h0)dV .

Following the notations of Sect. 2.2.1, the quasi-free state ω corresponds to an inner
product μ on KR, and we let cloμK denote the complex Hilbert space completion
of the complexification K of KR. We let Γ denote the complex conjugation on
cloμK and 
 the operator which implements the symplectic form. The one-particle
Hilbert space can then be identified withH1 := ran(1+
), whereas the full GNS-
representation space is the bosonic Fock space F+(H1) with GNS vector |�〉.

If V ⊂ C is any open region, the real initial data in V generate a symplectic
subspace KR(V ) of KR, and the complex initial data in V generate a closed sub-
spaceK(V ) ⊂ cloμK . Let PV be the orthogonal projection ontoK(V ) and note that

V := PV
PV implements the symplectic form on K(V ). The local Weyl algebra
W(KR(V ),σ) gives rise to a von Neumann algebra AV := πμ(W(KR,σ))′′, and we
may associate to (AV ,�) a modular operator ΔV and a modular conjugation JV .
These operators are the second quantizations of operators δV and jV on H1, which
we now describe.

Firstwe letH1(V ) := ran(PV +
V ) denote the one-particle space corresponding
to the restriction of ω to AV , and we note that H1(V ) ⊂ K(V ). Then we let R̃V be
the projection onto ran(PV − |
V |), which is a subspace of H1(V ). Recall from
Sect. 2.2.1 that � is separating for AV if and only if R̃V = PV , which also entails
thatH1(V ) = K(V ). Using these projections we may write the one-particle modular
operator δ̃V and modular conjugation j̃V onH1(V ) as
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δ̃V = PV −
V

PV +
V
R̃V

j̃V = Γ R̃V .

One easily verifies that j̃V δ̃
1
2
V = sV , where sV R̃V

√
PV +
V F = R̃V

√
PV +
V Γ F

for complex initial data F in V .
Note thatH1(V ) is isometric to a subspace ofH1. Restricting the domain of this

isometry to R̃VH1(V ), it takes the form

UV =
√
1+
 (PV +
V )−

1
2 R̃V . (4.32)

This satisfies U ∗
VUV = R̃V and we denote the range projection of UV by RV :=

UVU ∗
V = UV R̃VU ∗

V .Wemay then introduce themodular operator δV and themodular
conjugation jV on H1(V ), defined by

δV := UV δ̃VU
∗
V =

√
1+


PV −
V

(PV +
V )2
R̃V

√
1+
 (4.33)

jV := UV j̃VU
∗
V = Γ

√
1−
 (PV −
2

V )−
1
2 R̃V

√
1+
.

Note that δV RV = δV and that

δ
1
2
V := U δ̃

1
2
VU

∗ = √1+

(PV −
V )

1
2

(PV +
V )
3
2

R̃V

√
1+
.

We now apply these notations to the case V = B ′ = C \ B, i.e. we consider the
modular operator ΔB ′ associated to the algebra AB ′ . The 1-nuclear norm of the

operator �A : AA → H , �A(a) = Δ
1
4
B ′a|�〉 as in (a5′) can then be estimated in

terms of one-particle operators as follows:

Theorem 9 For open regions A ⊂ B ′ in C we define

α := (1+ δA)
− 1

2 RAδ
1
2
B ′RA(1+ δA)

− 1
2

= 1

2
UA(1+
)

(PB ′ −
B ′)
1
2

(PB ′ +
B ′)
3
2

R̃B ′(1+
)U ∗
A.

Then ‖�A‖1 ≤ det(1−√α+ jAα jA)−4 and

ER(ω) ≤ ln(‖�A‖1) ≤ −4 Tr ln(1−
√

α+ jAα jA).

Proof The equality of both formulae for α can be verified using Eqs. ((4.32) and
4.33) the fact that UA intertwines the functional calculus of δA and δ̃A, which yields
in particular that
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(1+ δA)
− 1

2 RA = 1√
2
UA

√
1+
.

The main part of the proof is then a particular case of Theorem 3.3 and of Eq. (3.15)
of [1] (the latter is originally due to [13]). Instead of reproducing the entire argument,
we only give the following remarks. If ω is not cyclic and separating for AB ′ , the
modular operator δB ′ and conjugation jB ′ vanish on a certain subspace. However, we
may extend jB ′ to a complex conjugation ΓB ′ on the entire Hilbert spaceH1, and we
use this conjugation in the doubling procedure in the proof of Theorem 3.3 in [1].

OnH1 ⊕H1 we then use the one-particle operator X1 := δ
1
4
B ′ ⊕ δ

− 1
4

B ′ .
Let HA be the closed real-linear subspace inH1 generated by

√
1+
F with real

initial data F supported in A, and let H ◦
A be its symplectic complement. The complex

subspaces K± constructed in [1] are then the sums K± = K 0 ⊕K′± of the spaces

K 0 = (H ◦
A)
⊥ ⊕ ΓB ′(H

◦
A)
⊥

K ′± =
{(

h1 + ih2
±ΓB ′(h1 − ih2)

)
| h1, h2 ∈ RAHA

}
.

Because these summands are orthogonal, the orthogonal projections E± ontoK± can
be decomposed into sums of orthogonal projections, E0 + E ′±, where E0 projects
onto K 0 and E ′± onto K ′±. We then have X1E± = X1E ′±, and one may compute that

E ′± =
(

(1+ δA)
−1RA ±(1+ δA)

−1δ
1
2
A jAΓB ′

±ΓB ′ jA(1+ δA)
−1δ

1
2
A ΓB ′(1+ δA)

−1ΓB ′

)
.

It turns out that |X1E±| = |X1E ′±| is unitarily equivalent to the matrix

(
α+ jAα jA 0

0 0

)

for both signs. The estimate (2.24) of [13] then yields ‖�A‖1 ≤ det(1−√α+ jAα jA)−4
(cf. (3.15) in [1]), and the estimate on ER(ω) follows from our Theorems 3
and 4, together with the well-known formula ln det(X) = Tr ln(X) for positive
operators X . �

The results of [1] show that for quasi-freeHadamard stateswith relatively compact
A and dist(A, B) > 0, the relative entanglement entropy ER(ω) between A and B
is finite.

The expression for the operator α simplifies when the state is separating for AB ′

(e.g. when it is cyclic for AB). In this case R̃A = PA ≤ PB ′ = R̃B ′ and

α = 1

2
UA

√
PB ′ −
2

B ′U
∗
A = jAα jA.
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Using the estimate (PA(PB ′ −
2
B ′)

1
2 PA)

2 ≤ PA(PB ′ −
2
B ′)PA and taking quartic

roots we find that |(PB ′ −
2
B ′)

1
4 PA| ≤ |(PB ′ −
2

B ′)
1
2 PA| 12 and hence that

√
α+ jAα jA = UA|(PB ′ −
2

B ′)
1
4 PA|U ∗

A ≤ UA|(PB ′ −
2
B ′)

1
2 PA| 12U ∗

A

and
ER(ω) ≤ −4 TrK(A) ln(1− |(PB ′ −
2

B ′)
1
2 PA| 12 ). (4.34)

Let us now specialise to an ultra-static spacetime M = R× C with a Cauchy
surface C and metric g = −dt2 + h and to a massive m > 0 minimally coupled
scalar field. Recall from Sect. 2.4.1 that in the ground state K can be identified
with W ( 1

2 )(C)⊕W (− 1
2 )(C), where the Sobolev spaces are defined using the operator

C−1 := −∇2 + m2, and that 
 takes the form given in Eq. (2.33). Analogously,
we may identify K(A) = W ( 1

2 )(A)⊕W (− 1
2 )(A) and similarly for B and B ′, where

W± 1
2 (A) is the closed subspace ofW± 1

2 (C) generated by test-functions supported in
A. We denote by PA± the orthogonal projections in W± 1

2 (C) onto W± 1
2 (A), so that

PA = PA+ ⊕ PA−, and similarly for B ′.
Note that the ground state has the Reeh-Schlieder property, so we may use the

estimate (4.34). Furthermore, using the facts that 
2 = 1 (which is true for any pure
state) and PA ≤ PB ′ we find from the definition of 
B ′ that

|(PB′ −
2
B′ )

1
2 PA|2 = PA
(1− PB′ )
PA = |(1− PB′ )
PA|2

=
∣∣∣∣∣
(

0 (1− PB′+)C
1
2 PA−

−(1− PB′−)C− 1
2 PA+ 0

)∣∣∣∣∣
=
(
|(1− PB′−)C− 1

2 PA+| 0

0 |(1− PB′+)C
1
2 PA−|

)
. (4.35)

We may use the unitary operators U± : W± 1
2 (C)→ L2(C) with U± f := C∓ 1

4 f and
U ∗± f := C± 1

4 f to rewrite this operator in terms of the L2-inner product and the
operator C . For this purpose we introduce the projections QA± = U ∗±PA±U± in
L2(C) and similarly for QB ′±. Note that QA± projects onto the subspace

{C∓ 1
4 f | f ∈ C∞0 (A)} ⊂ L2(C). (4.36)

We then find from (4.34)5:

Proposition 7 Onanultra-static spacetimeM = R× C withmetric g = −dt2 + h,
the ground state ω0 of a massive KG field fulfills

ER(ω0) ≤ −4
∑
±

Tr ln(1− |(1− QB ′∓)QA±| 12 ). (4.37)

5For ground states one may in fact omit the doubling procedure of [1] and directly apply the results
of [13], which improves this estimate by a factor 1

2 .
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Here the trace is in L2(C) and QA± are the orthogonal projectors onto the closed
subspaces (4.36), and similarly for QB ′±.

Proof We use QA± = U ∗±PA±U± and U± f := C∓ 1
4 f in Eqs. (4.35) and (4.34),

and the facts that |UX | = |X | and |XU | = U ∗|X |U for all closed operators X and
unitary operators U . Using the fact that C is bounded by m−2 one may show that
|(1− QB ′∓)QA±| < 1 for both signs, so the right-hand side of (4.37) is well-defined.
Note that the estimate clearly only depends on the geometry of (C, h) and the regions
A and B. �

We close this section proving our main estimate, which is an application of the
previous proposition and some other techniques. This estimate shows that the entan-
glement entropy falls off exponentially with the distance between the regions A and
B, in the following precise sense:

Theorem 10 Consider an ultra-static spacetime M = R× C with metric g =
−dt2 + h and the ground state ω0 of a minimally coupled free scalar field with
mass m > 0. Let A ⊂ C be a bounded open region and for any r > 0 let Br :=
{x ∈ C | dist(x, A) > r}. For any R > 0 and all r ≥ R the ground state ω0 has an
entanglement entropy between the regions A and Br which satisfies

ER(ω0) ≤ ce−
1
2mr

where c > 0 is independent of r ≥ R.

Proof By the results of [1], the operators |(1− QB ′r∓)QA±| are compact, and their
eigenvalues are in [0, 1). It follows that the largest eigenvalue is less than 1, i.e.
‖(1− QB ′r∓)QA±‖ < 1. For t ∈ [0, a] with a < 1 we have the elementary estimate

− ln(1− t) < t
1−a , which we may apply to t = |(1− QB ′r∓)QA±| 12 . It then follows

from (4.37) that

ER(ω0) ≤
∑
±

4

1− ‖(1− QB ′r∓)QA±‖ 1
2

Tr |(1− QB ′r∓)QA±| 12 ,

where the trace is over L2(C). As r increases, the projections 1− QB ′r∓ decrease, so

the prefactors 4(1− ‖(1− QB ′r∓)QA±‖ 1
2 )−1 attain their maximum at r = R. This

value is still finite, because R > 0. We let c0 denote the maximum of this value over
the choices + and −.

To estimate the traces we will use the fact that for all bounded linear opera-
tors X,Y we have |XY | ≤ ‖X‖ · |Y | and |XY | = V ∗|Y ∗X∗|V ≤ ‖Y ∗‖ · V ∗|X∗|V =
‖Y‖ · V ∗W |X |W ∗V , where V andW are the partial isometries appearing in the polar
decompositions XY = V |XY | = |(XY )∗|V and X = W |X | = |X∗|W .

Following [1] we choose a test-function χA with support in B ′1
2 R

such that χA ≡ 1

on A. We then choose test-functions χi , i = 1, . . . , 4, such that χ1 ≡ 1 on supp(χA)

and χi+1 ≡ 1 on supp(χi ). We fix an l ∈ N such that l > 1
2 + 3

4dim(C) and we
introduce
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Xi := χiC
(5−i)lχiC

−(4−i)l

for i = 1, . . . , 4. The operators Xi are Hilbert-Schmidt (see [1] Theorem 4.2) and
hence X := X1X2X3X4 has Tr |X | 12 <∞. Note that C−1 is a partial differential
operator, so considering the supports of the χi we have

χAC
−4l−bX = χAC

−b

for any b ∈ N. We fix b such that b ± 1
4 ≥ 0 and we use the fact that QA± =

C∓ 1
4 χAC±

1
4 QA± in order to find

|(1− QB ′r∓)QA±| = |(1− QB ′r∓)C∓
1
4 χAC

−bC±
1
4+bQA±|

= |(1− QB ′r∓)C∓
1
4 χAC

−4l−bXC±
1
4+bQA±|

≤ ‖(1− QB ′r∓)C∓
1
4 χAC

−4l−b‖ · ‖C± 1
4+bQA±‖ · |X |

and because C± 1
4+b and QA± are both bounded we have

Tr |(1− QB ′r∓)QA±| 12 ≤ c1‖(1− QB ′r∓)C∓
1
4 χAC

−4l−b‖ 1
2

for some c1 > 0which is independent of r and of the sign±. Combining this estimate
with the first paragraph of this proof we have

ER(ω0) ≤ c0c1
∑
±
‖(1− QB ′r∓)C∓

1
4 χAC

−4l−b‖ 1
2 . (4.38)

For any test-function χB supported in B ′r and identically 1 on B ′1
2 R

we have

(1− QB ′r∓) = (1− QB ′r∓)C± 1
4 (1− χB)C∓ 1

4 and hence

‖(1− QB ′r∓)C∓
1
4 χAC

−4l−b‖ = ‖(1− QB ′r∓)C±
1
4 (1− χB)C∓

1
2 χAC

−4l−b‖
≤ ‖C± 1

4 (1− χB)C∓
1
2 χAC

−4l−b‖
= ‖C−4l−bχ̄AC

∓ 1
2 (1− χ̄B)C±

1
4 ‖.

Using Lemma 4.4 in [1] we may find η0, . . . , η4l+b ∈ C∞0 (B ′1
2 R

) such that

‖C−4l−bχ̄Aψ‖ ≤
(
4l+b∑
k=0
‖η̄kC−kψ‖2

) 1
2

≤
4l+b∑
k=0
‖η̄kC−kψ‖

for all ψ in the domain of C−4l−b. Applying this result to C∓ 1
2 (1− χ̄B)C± 1

4 f with
test-functions f and using the fact that η̄kC−k∓

1
2 (1− χ̄B)C± 1

4 is bounded [1] The-
orem 4.5) we find
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‖(1− QB ′r∓)C∓
1
4 χAC

−4l−b‖ ≤
4l+b∑
k=0
‖C± 1

4 (1− χB)C−k∓
1
2 ηk‖. (4.39)

Note that the ηk are independent of r , as is the number of functions 4l + b + 1.
For given r ≥ R we now choose a real-valued χB with support in B ′r such that

0 ≤ χB ≤ 1, χB ≡ 1 on B ′
r− 1

2 R
and such that |∇χB | ≤ R. For the + sign it then

follows immediately from ‖C‖ ≤ m−2 and Proposition 4.3 of [1] that

4l+b∑
k=0
‖C 1

4 (1− χB)C−k−
1
2 ηk‖ ≤ c22e

−mr , (4.40)

because the supports of the ηk and 1− χB are separated by a distance ≥ r − R. For
the − sign we note that

(1− χB)C−1(1− χB) ≤ C−1
(1− χB)2

2m2
C−1 + (1− χB)2m2

2
+ |∇χB |2,

where we estimated the term −∇2 (1−χB )2

2m2 ∇2 ≤ 0. Combining this estimate with the

fact that ‖C− 1
4 ψ‖ ≤ m− 1

2 ‖C− 1
2 ψ‖ for all ψ in the domain of C− 1

2 , it then follows
that

‖C− 1
4 (1− χB)ψ‖2 ≤ 1

2m2
‖(1− χB)C−1ψ‖2 + m2

2
‖(1− χB)ψ‖2 + ‖ |∇χ| ψ‖2

for all ψ in the domain of C−1, where |∇χ| = √∇ iχ · ∇iχ is a positive continuous
function. We choose ψ = C−k+ 1

2 ηk and applying Proposition 4.3 of [1] again, noting
that its result also holds when the left function in the product is only continuous. We
then find that

4l+b∑
k=0
‖C− 1

4 (1− χB)C−k+
1
2 ηk‖ ≤ c23e

−mr , (4.41)

for some c3 ≥ 0, which is independent of r .
Putting together the estimates (4.39, 4.40, 4.41) (and taking square roots) yields

‖(1− QB ′r∓)C∓
1
4 χAC

−4l−b‖ 1
2 ≤ max{c2, c3}e− 1

2mr .

Inserting this into (4.38) and setting the constant in the theorem c := 2c0c1 max{c2, c3}
completes the proof. �
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4.2.2 Free Dirac Fields

The BW-nuclearity condition is well-established for free massive Dirac fields in
d + 1 dimensional static spacetimes [5]. Thus, Theorem 6 applies and provides upper
bounds on the entanglement entropy ER(ω0) of two diamonds of size r inMinkowski
space separated by a distance R (or more generally, two bounded regions A and B
in a static time-slice C separated by a distance R). One can again get better bounds
for large R using techniques from modular theory in a similar way as for scalar
fields [14].

Here we give an upper bound in the opposite regimewhen the distance, ε, between
A and B goes to zero. Our reason for doing so is that this bound is qualitatively better
than the general bound presented in Theorem 6—in fact it is of “area law” type. For
simplicity, we focus on a Majorana field [cf. Sect. 2.4.2] on a static spacetime of the
formM = R

1,1 ×
, where (
, γ) is a compact d − 1-dimensional spin manifold,
and where the metric on M is g = −dt2 + dx2 + γAB(y)dyAdyB . But our results
presumably hold more generally when OA is the interior of a black hole region in a
spacetimewith bifurcateKilling horizon6 and OB is a subset of the exterior, separated
from the horizon by a corridor of diameter ε.

Our theorem is the following.

Theorem 11 Let B = {x < 0, t = 0} and A = {x > ε, t = 0}, and let ω0 be the
ground state of a free Majorana field on M = R

1,1 ×
 of mass m > 0. Then for
sufficiently small ε > 0, we have for every fixed N ∈ N, δ > 0 the upper bound

ER(ω0) ≤ C | ln(m ′ε)|
−N∑

j=d−1
ε− j

∫
∂A

a j (y), (4.42)

where C > 0 is a constant, m ′ = 2m/[(1+ δ)(1+ δ−1)] 12 and where a j are the heat
kernel expansion coefficients of the operator (1+ δ)− 1

2 (−∇2

 + 1

4 R
)
1
2 (see proof).

Remark 4 The first heat kernel coefficient ad−1 is constant (see e.g. [16]), so we get,
to leading order for ε → 0, the “area law”,

ER(ω0) � c0| ln(mε)| |∂A|
εd−1

. (4.43)

Proof Spacetime dimension d + 1 = 2: The essence of the proof is already seen in
the case d = 1. The regions A and B and their causal completion OA and OB are in
this case shown in Fig. 4.3 in Sect. 4.3 below (where R is replaced by ε here); they
are left and right wedges. The construction of the algebra for the free Majorana field
in 1+ 1 dimensions was given above in Sect. 2.4.2, which we use here.

Let |0〉 be the vector representative of the vacuum state ω0 in the GNS-Hilbert
space H. As usual, we consider �A : AA → H, a �→ Δ

1/4
B ′ a|0〉. We wish to apply

6See e.g. [15] for an explanation of this concept.
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Theorems 3 and 4, which together with ‖� A‖1 ≤ ‖�A‖1 (� A given by (3.26)) give
ER(ω0) ≤ ln ‖�A‖1.

Sowe need to estimate the nuclear 1-norm ‖�A‖1. The key point is thatΔi t
B ′ imple-

ments boosts on the Hilbert space H, by the Bisognano-Wichmann theorem [17].

More precisely, let U (λ) be the unitary implementer of the boost

(
cosh λ sinh λ
sinh λ cosh λ

)

given by Eq. (2.55) on fermonic Fock space. ThenΔi t
B ′ = U (−2πt). Now if b′ ∈ AB ′ ,

then since translations act geometrically on the algebras, e−iεP1
b′eiεP1 = a ∈ AA

[here e−iεP1
is the implementer (2.55) for a translation by (0, ε) which maps the

wedge O ′B to OA by construction].
Therefore, the 1-norm of the map �A is the same as the 1-norm of the map

AB ′ # b′ �→ �B ′(b′) = Δ
1
4
B ′e

−iεP1
b′|0〉 ∈ H. (4.44)

Due to the geometrical action of boosts, we have the identity

Δi t
B ′e

−iεP1 |�〉 = e−iε sinh(2πt)P
0−iε cosh(2πt)P1

Δi t
B ′ |�〉. (4.45)

for |�〉 ∈ domΔ′
B . If we formally set t = −i/4, and put |�〉 = b′|0〉, we obtain

�B ′(b′) = e−εP0
Δ

1
4
B ′b

′|0〉 = e−εP0
U (iπ/2)b′|0〉, (4.46)

whereU (iπ/2) is the representer of a boost with parameter λ analytically continued
to λ = iπ/2. A rigorous proof may be given using a similar argument as in Sect. 4.4;
alternatively see [18].

Thus, at this stage, we have managed to show that ER(ω0) ≤ ln ‖�B ′ ‖1, where
�B ′ is given by (4.46). We must thus understand this map. Since the operator
e−εP0

U (iπ/2) is of “second quantized form” in a free field theory such as ours–
it is given by Eq. 2.55 in general – it is plausible that that nuclear norm can be esti-
mated using operators acting only on the 1-particle Hilbert space H1 = L2(R, dθ).
That this is indeed the case can be be shown using results of [1], which are in turn
based on results of [13, 18].

One first defines the real Hilbert space [recall B ′ = (0,∞)]

HB ′ = {eθ−iπ/4k̃1(m sinh θ)+ e−θ+iπ/4k̃2(m sinh θ) | ki ∈ C∞0 (B ′, R)} ⊂ L2(R, dθ)
(4.47)

which is obtained by acting withψ(k) on |0〉 for real-valued test-spinors k = (k1, k2)
supported in OB ′ , compare Eq. 2.48. OnH1, we next introduce an anti-unitary “time
reversal” operator T̃ . To this end, we first define, on K = L2(R, dx;C2) the anti-
linear operator T : (k1, k2) �→ (k̄2, k̄1), which clearly satisfies T 2 = 1 (involution
property). It follows that T commutes with the 1-particle hamiltonian h [see Eq. 62],
and therefore also with the projector P onto the positive part of the spectrum of h.
Therefore, T restricts to an operator on PK . Since, according to our discussion in
Sect. 2.4.2, the 1-particle Hilbert spaceH1 = L2(R, dθ) is identified as V PK under
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the isometry (2.47), it follows that VT V ∗ = T̃ is an anti-unitary involution on H1.
Next, we define the complex subspaces

H±
B ′ = C · (1± T̃ )HB ′ ⊂ H1. (4.48)

Concretely, using the definition of V in Eq. (2.47) and of T , we have

H+
B ′ = {�k(θ) = cosh(θ/2− iπ/4)̃k(m sinh θ) | supp (k) ⊂ B ′, k ∈ L2(R)},

H−
B ′ = {�k(θ) = sinh(θ/2− iπ/4)̃k(m sinh θ) | supp (k) ⊂ B ′, k ∈ L2(R)}.

(4.49)
The wave functions in H±

A are in the domain of the operator e−εP0
U (iπ/2), and the

action is in fact given by

[e−εP0
U (iπ/2)�k](θ) = e−mε cosh θ�k(θ − i π

2 ) ≡ (X1�k)(θ), (4.50)

where we note that the analytic continuation on the right side is indeed possible due
to the support of k, andwhere we used Eq. (2.55) on fermonic Fock space with n = 1,
λ = iπ/2, and a = (ε, 0). We omit the straightforward calculation. Theorem 3.11
of [1] now tells us that, if E±B ′ are the projection operators onto the subspaces H

±
B ′ ⊂

H1, then we have the upper bound

‖�B ′ ‖1 ≤ exp{2‖X1E
+
B ′ ‖1 + 2‖X1E

−
B ′ ‖1}, (4.51)

where the 1-norm on the right side is inH1. Similarly as in [18], one may use contour
integration to rewrite the operator X1 in the form

(X1�k)(θ) = −1
2πi

e−mε cosh θ

∫
dθ′
{

1

θ′ − θ + iπ/2
+ 1

θ′ + θ − iπ/2

}
�k(θ

′)

(4.52)
when �k ∈ H±

B ′ . For κ, s ∈ R,κ �= 0, s > 0, let us define an operator Tκ,s on
L2(R, dθ) given by the following kernel:

Tκ,s(θ, θ
′) = −sign(κ)

e− 1
2 s cosh θ

2πi(θ′ − θ + iκ/2)
. (4.53)

In terms of this operator, we immediately get

‖X1E
±
B ′ ‖1 ≤ ‖T±π,2mε‖1. (4.54)

The following lemma describes properties of the operator Tκ,s needed to estimate
the right side and also for later purposes:

Lemma 10 1. In terms of the momentum operator p = id/dθ on L2(R, dθ), we
can write

Tκ,s = e−
1
2 s cosh θ�(κp)e−|κp|/2 (4.55)
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where � is the Heaviside step function (characteristic function of the set R+).
2. The operator Aκ,s = T+κ,sT

∗+κ,s + T−κ,sT
∗−κ,s has the integral kernel

Aκ,s(θ, θ
′) = |κ|

π

e− 1
2 s cosh θe− 1

2 s cosh θ′

(θ − θ′)2 + κ2
. (4.56)

3.

‖Tκ,s‖1 �
{
c1e−s/2 for s � |κ|
c2 ln s for s � |κ| (4.57)

where ci are numerical constants diverging no worse than c1 � | ln κ|/|κ|2
respectively c2 � 1/|κ|2 for |κ| → 0.

Combining now item (3) of Lemma 10 with (4.51), (4.54) gives, for ε � m−1,

ln ‖�A‖1 = ln ‖�B ′ ‖1 ≤ C | ln(2mε)|, (4.58)

and since we have already noted that ER(ω0) ≤ ln ‖�A‖1, this proves the theorem
when d = 1.
Spacetime dimension d + 1 > 2: Let λ j be the (real) eigenvalues of the elliptic
operator e0 ·∑d

A=2 eA · ∇eA on the compact manifold 
 (enumerated without mul-
tiplicities), where eA is a frame field for 
. By decomposing a general spinor on
C = R×
 into the corresponding eigenmodes, one can easily show using the prod-
uct structure M = R

1,1 ×
 and Eq. 2.22 that the algebra AA is isomorphic to the
tensor product ⊗ jAA, j , where AA, j is isomorphic to the algebra for a Dirac field

on 1+ 1-dimensional Minkowski spacetime with mass m j =
√
m2 + λ2

j . The anal-

ogous statement holds for B. If ω0, j is the vacuum state for such a Dirac field on
R

1,1, property (e5) tells us that

ER(ω0) ≤
∑
j

ER(ω0, j ). (4.59)

Now let δ > 0. Using our previous results in d = 1, and the trivial relation

m j
√
1+ δ ≥ λ j

√
1+ δ

−1 + m
√
1+ δ−1

−1
we also have

ER(ω0, j ) ≤ 4‖Tπ,2m j ε‖1
≤ 4e−ε|λ j |/(1+δ)‖Tπ,m ′ε‖1 ≤ Ce−ε|λ j |/(1+δ) ln(εm ′),

(4.60)

for ε � m ′. Now we take the sum over j and use the relation
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∑
j

e−t |λ j | = TrL2(
,$|
) e
−t
√
−∇2


+ 1
4 R
 . (4.61)

The result then follows usingwell-known results on the heat kernel of elliptic pseudo-
differential operators, see e.g. [16]. �
Proof of lemma 10: (1) and (2) follow by taking Fourier transforms. (3) Consider first
s � κ, and take κ > 0 for definiteness (the other case is similar). We have using (1)

Tκ,s = e−
1
2 s cosh θe−κp/2�(p)

= e−
1
2 (s−κ) cosh θ · e− 1

4 κ cosh θ
(p2 + 1)−

1
2 · (p2 + 1)

1
2 e−

1
4 κ cosh θ

(p2 + 1)−1

· (p2 + 1)e−κp/2�(p).

Now we apply the standard inequalities ‖XY‖1 ≤ ‖X‖2‖Y‖2 and ‖XY‖1 ≤ ‖X‖
‖Y‖1 and use that ‖e− 1

2 (s−κ) cosh θ‖ ≤ e− 1
2 (s−κ), ‖(p2 + 1)e−κp/2�(p)‖ ≤ c4κ−2 (for|κ| < 2). We get

‖Tκ,s‖1 ≤ c4κ
−2e−

1
2 (s−κ) ‖e− 1

4 κ cosh θ(p2 + 1)−
1
2 ‖2‖(p2 + 1)

1
2 e−

1
4 κ cosh θ(p2 + 1)−1‖2.

(4.62)
Using 1

4π e
−|θ| = 1

2π

∫
R
dp(1+ p2)−1eipθ for the integral kernel of (1+ p2)−1, we

have

‖e− 1
4κ cosh θ(p2 + 1)−

1
2 ‖22 =

1

4π

∫
dθdθ′e−

1
4 κ cosh θ− 1

4 κ cosh θ′−|θ−θ′| ≤ c5(1+ | ln κ|)
(4.63)

for some c5 independent of κ. The norm ‖(p2 + 1)
1
2 e− 1

4 κ cosh θ(p2 + 1)−1‖2 can be
estimated in a similar way noting that p2 + 1 is just a differential operator. This
proves the lemma in the case s � κ. The other case is treated similarly. �

4.3 Upper Bounds for Integrable Models

Here we apply the general upper bounds presented in Theorems 3 and 4 to the case
of certain integrable models in 1 + 1 dimensions with factorizing S-matrix described
in Sect. 2.4.3.

We denote points in 1+ 1 dimensional Minkowski space by (t, x). For A we
choose A = {t = 0, x > R} and for B be choose B = {t = 0, x < 0}. The regions
OA and OB are obviously left and right wedges translated by R > 0, i.e. OA =
{x − R > |t |} andOB = {−x > |t |}. The distance between A and B is R, seeFig. 4.3.

As usual, we set AA = π0(A(OA))
′′, and similarly for AB , where π0 is the GNS-

representation of the vacuum state, ω0, of the model. For definiteness, we consider
integrable models defined via a factorizing 2-body S-matrix of the form
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Fig. 4.3 The wedge regions
OA, OB

S2(θ) =
2N+1∏
k=1

sinh θ − i sin bk
sinh θ + i sin bk

, (4.64)

where each 0 < bi < π/2. This S2-matrix has the required properties (s1)–(s4) and
therefore defines a net of v. Neumann algebras as described in Sect. 2.4.3. Our
theorem is:

Theorem 12 Let ω0 be the vacuum state of the integrable quantum field theory of
mass m defined by S2, and let A = {t = 0, x > R} and B = {t = 0, x < 0}. For
mR � 1/(κδ), we have for any κ with min{bi } > κ > 0 and any δ > 0

ER(ω0) � 4ec

κ
√

πmR
e−mR(1−δ) (4.65)

where c = sup{|S2(ζ)| : −κ < �ζ < π + κ}1/2 is a constant depending on S2,κ.

Remark 5 (1) FormR � 1, our estimations do not produce a bound so far. Looking
at the proof, it is clear that an improved estimation of the quantityTr ∧n Aκ,s appearing
below in Eq. (4.77) for κ� 1 is necessary. We conjecture that this would lead for
mR � 1 to a bound of the type

ER(ω0) � C | lnmR|α (4.66)

for some constants α,C depending on S2. One may also guess that ER is perhaps
asymptotic to the v. Neumann entropy for Awith a UV-cutoff∼ R. This v. Neumann
entropy has been computed using the replica trick (and also approximations) in [19].
From that work we thus perhaps expect the sharp upper bound to be of the form
∼ (ceff/6) ln(mR), where ceff is an effective UV central charge defined in that work.
(2) Our upper bounds also hold for any pair of diamond regions OA/B that are
space-like separated by a Lorentz invariant distance R = dist(OA, OB), due to the
monotonicity property of the relative entanglement entropy, (e4), and the Lorentz-
invariance of ω0.
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Proof Let |0〉 be the vector representative of the vacuum state ω0 in the GNS-Hilbert
space H. As usual, we consider �A : AA → H, a �→ Δ

1/4
B ′ a|0〉. We wish to apply

Theorems 3 and 4, which together with ‖� A‖1 ≤ ‖�A‖1 (� A given by (3.26)) give
ER(ω0) ≤ ln ‖�A‖1. So we need to estimate the nuclear 1-norm ‖�A‖1, which is
also equal to ‖�B‖1, since the setup is clearly symmetric in A, B. These estimates
can to a large extent be extracted from [20], which in turn improve and correct esti-
mations in [21]. Some of our arguments differ somewhat and may lead to important
improvements of [20], so we give some details.

First, we observe that ‖�A‖1 = ‖�B ′ ‖1, where�B ′ : AB ′ → H is themap defined
already above in Eq. (4.46). The argument is precisely the same as there and relies
again on the fact that Δi t

B ′ are the generators of boosts of the wedge OB ′ .
Let �n = Pn�B ′ , where Pn : H→ Hn is the orthogonal projector onto the n-

particle subspace of the S2-symmetric Fock space, see Sect. 2.4.3. Using Eq. (4.46)
and using the action of boosts and translations on wave functions inHn described in
Sect. 2.4.3, Eq. 2.55, we immediately get

�n(b
′) =

n∏
j=1

e−mR cosh θ j · (Pnb′|0〉)(θ1 − i π
2 , . . . , θn − i π

2 ). (4.67)

Following [20, 21], we now consider the decomposition

�n = En ◦ Xn ◦ϒn. (4.68)

(a)ϒn : AB ′ → H 2(Rn + iCn) is the map into the Hardy space defined by (δ > 0
small)

ϒn : b′ �→
n∏
j=1

e−iδmR sinh ζ j · (Pnb′|0〉)(ζ1, . . . , ζn). (4.69)

Here, (ζ1, . . . , ζn) ∈ R
n + iCn ⊂ C

n is an n-tuple of complex numbers, Cn is a
suitable open polyhedron in R

n , and the Hardy space is defined to be the Banach
space of those holomorphic functions h(ζ1, . . . , ζn) having finite Hardy norm

‖h‖2H 2 = sup
(λ1,...,λn)∈Cn

∫
Rn

dnθ |h(θ1 + iλ1, . . . , θn + iλn)|2. (4.70)

It can be shown using b′ ∈ AB ′ that the analytic continuation of the n-particle
wave function (Pnb′|0〉)(θ1, . . . , θn) to R

n + iCn is possible e.g. for the choice
Cn = (− π

2 , . . . ,− π
2 )+ (− κ

2n ,
κ
2n )

×n , with κ as in the hypothesis of the theorem.
(b) Xn : H 2(Rn + iCn)→ L2(Rn) is the map defined by

Xn : h(ζ1, . . . , ζn) �→
n∏
j=1

e−(1−δ)mR cosh θ j · h(θ1 − i π
2 , . . . , θn − i π

2 ), (4.71)

and En is the projector onto the S2-symmetricwave functions described in Sect. 2.4.3.
Next, we need bounds on the norms of En ◦ Xn respectively ϒn:
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(a) Combining Proposition 3.8 and Lemma 5.1 of [20], and (1), (2) of Lemma 10,
one gets the following upper bound. There is a constant c depending only on κ and
S2 such that

‖En ◦ Xn‖1 ≤ cn
∑

σ1,...,σn=±1
Tr

⎛
⎝ n∧

j=1
Rσ j ,κ/2n,(1−δ)mR

⎞
⎠ = cn Tr(∧n Aκ/2n,(1−δ)mR),

(4.72)
where R±,κ,s = T±κ,sT

∗±κ,s with Tκ,s the operator in Lemma 10, and where Aκ,s =
R+,κ,s + R−,κ,s is equal to the operator defined in item (2) of Lemma 10. The n-th
exterior power∧n A of an operator A on L2(R, dθ) by definitionmeans the restriction
of⊗n A to the subspace of totally anti-symmetric (not S2-symmetric!) wave functions
in L2(Rn, dnθ). It is also shown in Lemma 5.7 of [21] that the constant cmay be cho-
sen as c = ‖S2‖1/2κ , using the shorthand ‖S2‖κ = sup{|S2(ζ)|}, with the supremum
taken in the strip −κ < �ζ < π + κ.

(b) Furthermore, it is shown in Proposition 4.5 of [20] that

‖ϒn‖ ≤ max

⎧⎨
⎩1, ‖S2‖nκ

(
2

πκ

∫ ∞

0
dθ e−mRδ sin κ cosh θ

) 1
2

⎫⎬
⎭ , (4.73)

These upper bounds will now be applied to the right side of

‖�A‖1 = ‖�B ′ ‖1 ≤
∞∑
n=0
‖�n‖1 ≤

∞∑
n=0
‖En ◦ Xn‖1‖ϒn‖. (4.74)

To get a better handle on the right side of the bound (4.72), we next use the following
two lemmas:

Lemma 11 Let A be a positive trace-class operator on L2(R, dθ) with smooth
integral kernel A(θ, θ′). Then there holds

Tr(∧n A) = 1

n!
∫
Rn

dnθ det[A(θi , θ j )]1≤i, j≤n . (4.75)

Proof Obvious generalization of well-known formula in statistical mechanics, see
e.g. Sect. 7.2 in [22]. �

Lemma 12 Let T be a complex, positive definite n × n matrix. Then

det T ≤
n∏

i=1
Tii . (4.76)

Proof Well-known. Follows e.g. from “Gram’s” or “Hadamard’s inequality”. �
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We apply these two lemmas to the operator A = Aκ,s defined in item (2) of
Lemma 10. Applying first Lemma 11 gives

Tr∧n Aκ,s = κn

πnn!
∫
Rn

dnθ det[(θi − θ j )
2 + κ2]−1

n∏
j=1

e−s cosh θ j . (4.77)

The integral kernel [(θ − θ′)2 + κ2]−1 is positive definite (i.e. gives a positive
operator) because its Fourier transform is a positive constant times the function
e−κ|p| > 0. It follows from standard characterizations of positive definite kernels
that Ti j = [(θi − θ j )

2 + κ2]−1 is a positive n × n matrix for any choice of {θ j }.
Therefore Lemma 12 gives | det T | ≤ κ−2n . This immediately results in

Tr∧n Aκ,s ≤ 1

πnκnn!
∫
Rn

dnθ
n∏
j=1

e−s cosh θ j = 1

n!
(

2

κπ
K0(s)

)n

, (4.78)

using the representation
∫∞
0 dθ e−x cosh θ = K0(x), x > 0 of the Bessel function K0.

Hence, (4.72) gives us:

‖En ◦ Xn‖1 ≤ 1

n!
(
4nc

κπ
K0[(1− δ)mR]

)n

≤
(
4ec

κπ
K0[(1− δ)mR]

)n

(4.79)

for n ≥ 1 (using Stirling’s approximation nn ≤ enn!). From (4.74), (4.73), we then
get the bound

‖�B ′ ‖1 ≤
∞∑
n=0
{c1K0[(1− δ)mR]}nmax

{
1, cn2 [K0(mRδ sin κ)] 12

}
(4.80)

where c1 = 4ec
κπ

, c = ‖S2‖1/2κ , c2 are constants depending on S2 and κ which will
diverge when κ → 0. For the Bessel function K0 it is well-known that

K0(x) ∼
{
− ln x for x → 0+√

π/xe−x for x →∞.
(4.81)

We can now discuss the asymptotic behavior of ‖�B ′ ‖1. For 0 < mR � 1, the right
side of (4.80) does not converge, so we are unable to obtain a bound on ‖�B ′ ‖1 in
that case. For mR � 1/κδ, instead we get convergence, and in fact,

(ER(ω0) ≤) ln ‖�B ′ ‖1 � 4e

κ

√‖S2‖κ

πmR
e−mR(1−δ), (4.82)

as claimed. �
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4.4 Upper Bounds for Conformal QFTs in d + 1
Dimensions

Here we apply our methods to derive a general bound on ER(ω0) for the vacuum
state of a conformal field theory (CFT) in d + 1 dimensions, where d > 1 (the case
when d = 1 is somewhat special and is treated in Sect. 4.6). In the case of confor-
mal quantum field theories, the axioms (a3), (a4) are suitably extended to the con-
formal group, G = SO+(d + 1, 2)/Z2 of d + 1-dimensional Minkowski spacetime.
The action of G on points x ∈ R

d,1 can be efficiently described in the well-known
“embedding formalism”, wherein one considers first the action of G on the coneC =
{ξ ∈ R

d+3 | η̃(ξ, ξ) = 0}, where η̃ = diag(−1, 1, . . . , 1,−1) is the metric of signa-
ture (−2, d + 1) on R

d+1,2. The projective cone C/R× = Rd,1 is the Dirac-Weyl
compactification (see e.g. [23]) of Minkowski space, and on this compactification,
the action of G is defined globally. Uncompactified Minkowski space can be iden-
tified with the subset of points for which xμ = ξμ/(ξd+1 + ξd+2),μ = 0, 1, . . . , d
is finite. The transformation ξ �→ gξ induces a local action of G on R

d,1 via this
identification, which we write x �→ g · x , where local means that it is not defined
for all pairs g, x . The geometric significance of the various subgroups of G can be
described as follows:

(i) The subgroup leaving ξd+1, ξd+2 fixed given by ξ′μ = �μ
νξ

ν , where � is a
proper orthochronous Lorentz transformation.

(ii) The d + 1-parametric subgroup of transformations ξ′μ = ξμ + ξ+aμ, ξ′− =
ξ−, ξ′+ = ξ+ + 2ξμaμ + ξ−aμaμ corresponding to translations by aμ. Here
ξ± = ξd+1 ± ξd+2.

(iii) The d + 1-parametric subgroup of transformations ξ′μ = ξμ − ξ−cμ, ξ′+ =
ξ+, ξ′− = ξ− − 2ξμcμ + ξ+aμcμ corresponding to special conformal transfor-
mation with parameters cμ.

(iv) The dilations by λ > 0 correspond to ξ′μ = ξμ, ξ± = λ∓1ξ±.

Since, by contrast with the action of the Poincaré group, conformal transformations
cannot be globally defined for all pairs g, x , when stating the axioms of covariance
in conformal field theory, one can at best require covariance only for orbits of points
which do not pass trough infinity7:

(a3′) (Conformal invariance) For any finitely extended regionU ⊂ R
d,1 there exists

a neighborhood N ⊂ G of the identity such that for any g ∈ N, one has
an algebraic isomorphism αg respecting the net structure in the sense that
αgA(O) = A(g · O) for all causal diamonds O ⊂ U . For g, g′ ∈ N such that
also gg′ ∈ N, there holds αgαg′ = αgg′ .

The vacuum axiom becomes:

(a4′) (Vacuum) There is a unique state ω0 onA such that ω0(αg(a)) = ω0(a) when-
ever αg(a) is defined. On its GNS-representation (π0,H0, |0〉), αg is imple-

7Alternatively, one may pass to a net on the Dirac-Weyl compactification, as described in [23].
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mented by a strongly continuous projective positive energy8 representationU
of the covering group G̃ in the sense that

U (g)π0(a)|0〉 = π0(αg(a))|0〉, (4.83)

whenever αg(a) is defined.

Denoting the generators of the Lie algebra so(d + 1, 2) by MAB, A, B = 0, . . . ,
d + 2 with relations

[MAB, MCD] = 2(η̃A[CMD]B − η̃B[CMD]C), (4.84)

we define the following self-adjoint generators onH0:

P0 = 1

i

d

dt
U (exp t (M0(d+2) + M0(d+1)))

∣∣∣
t=0

,

K 0 = 1

i

d

dt
U (exp t (M0(d+2) − M0(d+1)))

∣∣∣
t=0

,

D = 1

i

d

dt
U (exp tM(d+1)(d+2))

∣∣∣
t=0

,

(4.85)

which are the generators of time-translations (ii), special conformal transformations
(iii) in the time-direction, and dilations (iv), respectively.

We can now state the first result of this subsection. Let R > r > 0 and let A be a
ball of radius r , B be the complement a ball of radius R centered at the origin in a
time slice R

d of d + 1-dimensional Minkowski spacetime, see Fig. 1.2.
As usual, let OA, OB be the corresponding domains of dependence, and AA =

π0(A(OA))
′′ and AB = π0(A(OB))′′ the corresponding v. Neumann algebras of

observables acting on the vacuum Hilbert space H0.

Theorem 13 Let ω0 be the vacuum state. We have

ER(ω0) ≤ ln Tr
( r
R

) 1
2 (P0+K 0)

. (4.86)

Proof Since the theory is invariant under dilations, it is clearly sufficient to prove the
theorem in the special case R = 1 > r > 0.Wewould like to applyTheorems3 and4.
We note again that π(A(OB ′))

′′ ⊂ A′B , it follows Δ ≤ ΔB ′ , where Δ is the modular
operator for A′B considered before in condition (3.26), so that ‖� A‖1 ≤ ‖�A‖1.
This shows that ER(ω0) ≤ ln ‖�A‖1, where �A : AA → H0 is defined as usual by

a �→ Δ
1
4
B ′a|0〉. Here B ′ = R

d \ B, as usual. So we need to estimate ‖�A‖1. Inspired
by [25], we define an operator T by

8This means as usual that P0 has non-negative spectrum. It can be shown that this implies that also
the “conformal Hamiltonian” 1

2 (P0 + K 0) appearing below has non-negative spectrum [24]. The
relation eisD(P0 + K 0)e−isD = e−s P0 + e+s K 0 then implies the same for K 0 (letting s →∞).
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T = Δ
1
4
B ′Δ

− 1
4

A . (4.87)

We would like to show that
T = r

1
2 (P0+K 0)r i D (4.88)

on a dense core of vectors in H0. Let us assume this has been done. Then, since D
is self-adjoint, we clearly have

√
T T ∗ = r

1
2 (P0+K 0). (4.89)

It follows that
‖T ‖1 = ‖

√
T T ∗‖1 = Tr r

1
2 (P0+K 0). (4.90)

Now, as we will argue momentarily, the map �A : AA → H0 given by �A(a) =
Δ

1
4
Aa|0〉 has norm ‖�A‖ ≤ 1, so the above operator identity for T gives us,

‖�A‖1 = ‖T�A‖1 ≤ ‖T ‖1 · ‖�A‖ ≤ Tr r
1
2 (P0+K 0), (4.91)

and therefore ER(ω0) ≤ ln Tr r
1
2 (P0+K 0), thereby showing the theorem if we can

demonstrate ‖�A‖ ≤ 1. This can be demonstrated by the following standard argu-
ment.Consider the function appearing in theKMS-condition, fa(z) = 〈0|a∗Δ−i z

A a|0〉.
By Proposition 1, it is analytic on the strip 0 < �(z) < 1 and continuous at the bound-
ary of the strip. For the boundary value at �(z) = 0 one finds | fa(t)| ≤ ‖a|0〉‖2 ≤
‖a‖2. For the boundary value at �(z) = 1, one can use the KMS-condition to find
| fa(t + i)| = | fa∗(−t)| ≤ ‖a‖2. We can now apply the three line-theorem and con-
clude that | fa(z)| ≤ ‖a‖2 also in the interior of the strip. The value z = i/2 gives the
result because fa(i/2) = ‖�A(a)‖2, so indeed ‖�A(a)‖ ≤ ‖a‖.

We still need to demonstrate the operator identity (4.88). For this, we first formu-
late a lemma:

Lemma 13 For s, t ∈ R, we have the operator identity

Δi t
B ′e

isDΔ−i t
B ′ = exp

[
− is

2
sinh(2πt)(P0 + K 0)+ is cosh(2πt)D

]
(4.92)

onH0.

Proof To prove this formula, we use that the modular operators of double cones act
in a geometrical way in conformal quantum field theories according to the Hislop-
Longo theorem [23, 26].9 The precise result is as follows. Let L(t) be the 1-parameter
family of conformal transformations defined by

9The proof was given in [26] for a free massless scalar field. It was subsequently shown by Brunetti,
Guido and Longo [23] that the theorem generalizes to theories that fit into our axiomatic setting for
CFTs.
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L(t) = exp(−2πtM0(d+1)) =

⎛
⎜⎜⎜⎜⎜⎝

cosh(2πt) 0 . . . − sinh(2πt) 0
0 1 . . . 0 0
...

...
...

...

− sinh(2πt) 0 . . . cosh(2πt) 0
0 0 . . . 0 1

⎞
⎟⎟⎟⎟⎟⎠

. (4.93)

Then the theorem [23, 26] is that Δi t
B ′ = U (L(t)). Recalling that the generator of

dilations in the Lie algebra so(d + 1, 2) is given by M(d+1)(d+2), we compute in G

Ad(L(t))M(d+1)(d+2) = − sinh(2πt)M0(d+2) + cosh(2πt)M(d+1)(d+2). (4.94)

Applying the unitary representationU , and recalling the defining relations (4.85) for
D, P0, K 0 this immediately gives the statement of the lemma. �

Next, since D generates dilations, and since region A is obtained from region B ′
by shrinking B ′ by r , it is geometrically clear (and can easily be proven) that

ΔA = e−i(ln r)DΔB ′e
i(ln r)D, (4.95)

so taking s = − ln r in the lemma and multiplying the formula in the lemma by
ei(ln r)D from the right, we get

Δi t
B ′Δ

−i t
A = exp

[
+ i

2
ln(r) sinh(2πt)(P0 + K 0)− i ln(r) cosh(2πt)D

]
ei(ln r)D

(4.96)
inH0. The desired formula (4.88) now formally follows by setting t = −i/4.

Justifying this last step occupies the remainder of this proof. Generalizing (4.87),
let us set Ts(z) = Δz

B ′Δ
−z
A , where z is in the strip 0 ≤ �(z) ≤ 1

2 . We include a sub-
script “s” here to emphasize the dependence on the regions A, B, since their relative
positions are fixed by r = e−s < 1. Since AB ′ ⊃ AA, it follows that (Lemma 2.9 of
[1], which uses a generalization of the Heinz-Löwner theorem [27] to unbounded
operators) Δα

B ′ ≤ Δα
A for 0 ≤ α ≤ 1. Therefore, T (α/2)∗T (α/2) ≤ 1 for this range

of α. It then also follows that Ts(z) is holomorphic in the strip 0 < �(z) < 1
2

and continuous on its closure, and that ‖Ts(z)‖ = ‖Δi�z
B ′ Ts(�z)Δ−i�z

A ‖ ≤ 1 for
0 ≤ �(z) ≤ 1

2 .
Now let

f1(z) = Δz
B ′e

isDΔ−z
B ′ |χ〉 = Ts(z)e

isD|χ〉,
f2(z) = exp

[
is

2
sinh(2πi z)(P0 + K 0)+ is cosh(2πi z)D

]
|χ〉, (4.97)

defined first for z such that �(z) = 0. By what we have just said about Ts(z), the
function f1(z) has an analytic continuation to the strip 0 < �(z) < 1

4 that is continu-
ous on its closure. f2 has an analytic continuation to an open complex neighborhood
of the form {z | |z| < 1

2 } in the complex plane for a dense set of (“smooth”) vectors
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|χ〉 ∈ H0 [28], provided |s| is sufficiently small. By Lemma 13, f1 and f2 agree on
the imaginary axis. It follows by the edge of the wedge theorem (see Appendix A.1)
that f1 and f2 coincide in the open neighborhood of {z ∈ C | 0 < �(z) < 1

2 , |z| < 1
2 }

and by continuity on its closure. Thus we may take z = 1
4 , and it follows

Δ
1
4
B ′e

isDΔ
− 1

4
B ′ |χ〉 = exp

[
− s

2
(P0 + K 0)

]
|χ〉 (4.98)

for sufficiently small |s| and all smooth vectors |χ〉. Since the operators are bounded
for s > 0, the formula in fact holds for all |χ〉 ∈ H0 when s > 0 is sufficiently
small. Furthermore, both sides define 1-parameter semi-groups in s, so the identity
holds also for all s > 0. The desired operator identity (4.88) now follows setting
s = − ln(r) > 0 in view of (4.95). �

Our next aim is to relate the “partition function” on the right side of our
bound (4.86) to the “spectrum of operator dimensions” in the given CFT. To state
our result, we need to describe our conformal field theory in terms of quantum fields
O(x), which are unbounded operator-valued distributions. Given an algebraic quan-
tum field theory described by a net of observables algebras satisfying (a1)–(a5), [29]
have shown how to define a set of linearly independent operator valued distributions

� =
{
O : f �→ O( f ) =

∫
O(x) f (x)dd+1x ∈ L(D,H0)

}
(4.99)

defined on a common, dense, invariant, domain D given by the subspace of vectors
|χ〉 ∈ H0 such that ‖(1+ P0)
χ‖ <∞ for all 
 > 0. These operator valued distri-
butions are unbounded but each field in this collection satisfies a bound of the form
‖(1+ P0)−
O(x)(1+ P0)−
‖ <∞ for some sufficiently large number 
, i.e. field
operators exist point-wise if we damp them appropriately. The smeared fieldsO( f )
associatedwith test-functions f ∈ C∞0 (O) localized in a causal diamondO are “affil-
iated” with the local v. Neumann algebra π0(A(O))′′ in the sense that their spectral
projections are elements of this algebra (They cannot of course themselves be in the
local v. Neumann algebra because they are unbounded). The fieldsO can furthermore
be arranged into multiplets transforming naturally under Poincaré transformations
in the sense that U (�, a)O(x)U (�, a)∗ = D(�−1)O(�x + a), where D is some

irreducible representation of the covering of the Lorentz group ˜SO+(d, 1). We will
assume for simplicity that all of these representations D are finite dimensional, i.e.
that the multiplets have a finite number of components.

If the underlying net is even conformally invariant in the sense of (a3′), (a4′),
then it is natural to assume that the fields can be suitably re-organized into (larger)
multiplets of the conformal group G̃. By this we shall mean that among all fields
O ∈ � there is a countable subset of linearly independent “primary fields”. These
by definition should transform as (in the sense of operator-valued distributions) [30]

U (g)O(x)U (g)∗ = N (g, x)dO D[�(g, x)−1]O(g · x) (4.100)
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for all pairs (x, g) of points x and conformal transformations g ∈ G̃ such that g · x
can be deformed to x for a path of conformal transformations t �→ g(t) with-
out passing through the point at infinity. Here, N (g, x) is the conformal factor
of the transformation, i.e. N (g, x)2ημν = g∗ημν . dO ≥ 0 is called the “dimension”
of the primary field. D(�(g, x)) implements the tensorial transformation behav-

ior of the field, where �(g, x) = N (g, x)−1∂(g · x)/∂x ∈ ˜SO+(d, 1) is a Lorentz
transformation associated with g, x , and D is an irreducible, finite dimensional,

representation of ˜SO+(d, 1), see [24, 30] for more explicit expressions. Besides
primary fields, there are “descendants”, which are by definition fields of the form
Oμ1...μk = [Pμ1 , [. . . , [Pμk ,O]]], where O is a primary field. The dimension of such
a descendant is then defined to be dO + k. We assume that the set of all fields � is
spanned by the countablymany primary fields and their (countablymany) descendant
fields.10 We also assume that

span

{
O( f )|0〉 | f ∈ C∞0 ,O ∈ �

}
is dense inH0, (4.101)

i.e. we may approximate in norm, with arbitrary precision, any vector in H0 by
applying a suitable combination of smeared field O( f ) to the vacuum. Under these
assumptions we now show:

Theorem 14 Let A be a double cone whose base is a ball of radius r , and let B be
the causal complement of a double cone whose base is a concentric ball of radius
R > r . Let ω0 be the vacuum state. Under the assumptions on our conformal field
theory just described, we have

ER(ω0) ≤ ln
∑
O∈�

( r
R

)dO
. (4.102)

Remark 6 Acorollary of the theorem is that ifO is the primary fieldwith the smallest
non-zero dimension dO, then for large R � r , we have

ER(ω0) � NO
( r
R

)dO
(4.103)

where NO is the number of independent components of O.

Example For a free hermitian massless scalar field φ in 3+ 1 dimensions, a basis
of fields O for the set � can be chosen to be the Wick monomials O(x) =:
D(n1)φ(x) · · · D(nk )φ(x) :, where the double dots denote normal ordering, i.e. all
creation operators are put to the left of all annihilation operators upon inserting
relation (2.36). The derivative operators D(n) are defined as

10It would be interesting to see whether such an assumption can be derived from the basic axioms
(a1), (a2), (a3′), (a4′), (a5′). Partial progress in this direction has been made by [31].
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D(n)
μ1...μn

= Pν1...νn
μ1...μn

∂ν1 · · · ∂νn , (4.104)

with Pν1...νn
μ1...μn

denoting the projection onto tensors which are trace free with respect
to any pair of indices (upon contraction with ημiμ j ). The trace free condition arises
from the fact that ∂μ∂μφ = 0. The dimension is given by dO = k + n1 + · · · + nk .
The dimension of the space of trace free tensors of rank n is given by (n + 1)2 in
3+ 1 spacetime dimensions. From this, the conformal partition function is found to
be

ln
∑
O∈�

( r
R

)dO = ln
∞∏
n=1

(
1

1− (r/R)n

)n2

� π4

45
τ−3, (4.105)

as τ → 0+, where r/R = e−τ , so according to our theorem ER(ω0) � π4

45 τ
−3 as

r → R. On the other hand, the field with the smallest dimension which is not the
identity is φ itself, and dφ = 1. From this one finds ER(ω0) � r/R for R � r .

Proof By conformal invariance, wemay again assumewithout loss of generality that
R = 1 > r > 0. The idea of the proof is to define the vectors

|O〉 = Δ
1
4O(0)|0〉, (4.106)

where O runs through some basis of �, and where here and in the rest of the proof,
Δ = ΔB ′ is the modular operator for the region OB ′ = O ′B . Evaluating the operator
identity of Lemma 13 for t = −i/4 formally gives for s > 0

exp

[
− s

2
(P0 + K 0)

]
|O〉 = exp

[
− s

2
(P0 + K 0)

]
Δ

1
4O(0)|0〉 = Δ

1
4 eisDO(0)|0〉.

(4.107)
On the other hand, from the relation eisD Pμe−isD = e−s Pμ of the conformal algebra,
the fact that the conformal factor for a dilation by λ is λ, and the invariance of the
vacuum, we have eisDO(0)|0〉 = eisDO(0)e−isD|0〉 = e−sdφO(0)|0〉 for any primary
or descendant field O. It follows that

exp

[
− s

2
(P0 + K 0)

]
|O〉 = e−sdO |O〉. (4.108)

If we can show that {|O〉 | O ∈ �} forms a basis ofH0, then the vectors with fixed
dO span an eigenspace of exp

[− s
2 (P

0 + K 0)
]
. Putting s = − ln(r) we therefore

find
Tr r

1
2 (P0+K 0) =

∑
O∈�

rdO . (4.109)

In view of Theorem 13, this would complete the proof. We now make the above
somewhat formal arguments rigorous. In order to do this, we first note that O(x)|0〉
is a H0-valued distribution that is the boundary value of a strongly holomorphic
H0-valued (see Appendix A) function in the domain R

d,1 + iV+, where V+ is the
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interior of the future lightcone. Indeed, this holomorphic extension may be defined
as (here Pz = Pμzμ)

O(z)|0〉 = e−i PzO(0)|0〉 := e−i Pz(1+ P0)
 · [(1+ P0)−
O(x)(1+ P0)−
]|0〉,
(4.110)

noting that

‖O(z)|0〉‖ ≤ ‖e−i Pz(1+ P0)
‖ ‖(1+ P0)−
O(x)(1+ P0)−
‖ ≤ C
(�(z0)− |�(z)|)−
.

(4.111)
Hence, by a simple generalization of Theorem 3.1.15 [32] to Hilbert-space val-
ued distributions, O(x)|0〉 is indeed the distributional boundary value in the strong
sense11 of the holomorphic functionR

d,1 + iV+ # z �→ O(z)|0〉 ∈ H0. Next we use
again the Hislop-Longo theorem [26] stating that the modular group Δi t

B ′ is equal to
U (L(t)), where L(t) was given above by (4.93). Let x(t) = L(t) · x (for x ∈ OB ′),
and let x± = x0 ± |x|. Then it follows that

x±(t) = (1+ x±)− e2πt (1− x±)

(1+ x±)+ e2πt (1− x±)
(4.113)

while x(t)/|x(t)| = x/|x| for all t ∈ R. It is easy to check from this expression
that, for fixed t0 > 0 and x in a sufficiently small neighborhood O of the ori-
gin, the complex points x(t − is), 0 < s < 1

4 , |t | < t0 remain within R
d,1 + iV+.

Thus, O(x(t − is))|0〉 is a well-defined vector in H0 for all x ∈ O . The con-
formal factor N (x, t) ≡ N (L(t), x), and the associated Lorentz transformation,
�(x, t) ≡ �(L(t), x) of the conformal transformations L(t) (4.93) appearing in
the transformation law (4.100) are found to be12

N (x, t) =
(
cosh(πt)− x+ sinh(πt)

)−1(
cosh(πt)− x− sinh(πt)

)−1
,

�(x, t) = exp

(
2x · C
x+ − x−

ln
cosh(πt)− x+ sinh(πt)

cosh(πt)− x− sinh(πt)

)
,

(4.114)

where C = (M01, . . . , M0d) are the generators of boosts in so(d + 1, 2). It can be
seen from these expressions that the analytic continuation N (x, t − is) avoids the
negative real axis for |t | < t0, 0 ≤ s < 1

4 as long as x ∈ O and as long as O is a
sufficiently small neighborhood of the origin (depending on t0). Similarly, �(x, t −
is) remains single-valued in this range. These facts imply that, for a primary fieldO,

11This means that

O( f )|0〉 = lim
y→0,y∈V+

∫
dd+1x O(x + iy)|0〉 f (x). (4.112)

where the limit is understood in the norm topology on H0.
12The second relation can be found by integrating the explicit infinitesimal versions of the trans-
formation law given e.g. in [24, 30].
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Δs+i tO(x)|0〉 = N (x, t − is)dO D[�(x, t − is)−1]O(x(t − is))|0〉 (4.115)

pointwise for all x ∈ O , |t | < t0, 0 < s < 1
4 , as both sides have the same distribu-

tional boundary value (in x) when s → 0+ by the transformation law (4.100) for
primary fields, and hence must coincide by the edge-of-the-wedge theorem, see
Appendix A.1. We may now set in this equation x = 0, t = 0 and let s → 1

4
−
.

Using x±(− 1
4 i) = i , we find x(− 1

4 i) = ie0 = (i, 0, 0 . . . , 0), �(0,− 1
4 i) = 1 and

N (0,− 1
4 i) = 1, and we arrive at the formula

|O〉 = Δ
1
4O(0)|0〉 = O(ie0)|0〉. (4.116)

Since e0 is clearly inside the forward lightcone, the right side is a well-defined, non-
zero vector in H0 (finite norm). Thus, we have shown that |O〉 is a well-defined
vector when O is a primary field. By applying a suitable number of commutators
with [Pμ, . ] to (4.115), we can easily reach a similar conclusion for descendant
fields Oμ1...μk = [Pμ1 , [. . . , [Pμk ,O]]], namely

|Oμ1...μk 〉 = i k ∂μ1 . . . ∂μk [N (x;− 1
4 i)

dO D[�(x,− 1
4 i)

−1]O(x(− 1
4 i))]|0〉

∣∣∣∣
x=0

.

(4.117)
That the set {|O〉 | O ∈ �} forms a basis ofH0 can now be seen as follows. Assume
that |χ〉 is orthogonal to all |O〉,φ ∈ �. It follows from (4.117) that for any k,
we have 〈χ|(∂μ1 . . . ∂μkO)(ie0)|0〉 = 0. Since O(z)|0〉 is holomorphic in an open
neighborhood in C

d+1 of z = ie0, it follows that 〈χ|O(z)|0〉 = 0 for all z in such a
neighborhood. By the edge-of-the-wedge theorem, it follows that 〈χ|O(x)|0〉 = 0 in
the distributional sense (i.e. after smearing with f (x)). Since this holds for all fields
O ∈ �, we conclude that |χ〉 is in the orthogonal complement of the set (4.101).
Since that set is by assumption dense inH0, we conclude that |χ〉 = 0, i.e. we learn
that {|O〉 | O ∈ �} spans a dense subset of H0.

We next show that the elements in the set {|O〉 | O ∈ �} are linearly indepen-
dent. Suppose that there exists a vanishing finite linear combination

∑
i ci |Oi 〉 = 0

for a set of linearly independent fields Oi ∈ �. Using (4.117), we can also write
this as

∑
i c
′
iO′

i (ie0)|0〉 = 0, where c′i is a new set of complex numbers and O′
i

a new set of linearly independent fields in �. Let ψ =∑i c
′
iO′

i . We conclude
that ψ(x + iεe0)|0〉 = e−i P·x e(1−ε)P0

ψ(ie0)|0〉 = 0 for any sufficiently small ε > 0
and all x ∈ R

d,1. Thus, by the edge-of-the-wedge theorem (see Appendix A.1),
f �→ ψ( f )|0〉 = 0 in the distributional sense. Since ψ( f ) is affiliated with A(O),
we have [ψ( f ), a] = 0 in the strong sense for a ∈ A(O ′), so ψ( f )a|0〉 = 0. By the
Reeh-Schlieder theorem, the set a|0〉, a ∈ A(O ′) is dense in H0, therefore we see
that ψ( f ) = 0 for all test functions f , or in other words,

∑
i c
′
iO′

i = 0 as an identity
between quantum fields (i.e. when smeared with any test function f ). Thus, we see
that c′i = 0, and this is also easily seen to imply that all ci = 0. This completes the
proof that {|O〉 | O ∈ �} forms a basis of H0.
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The rest of the argument leading to Eq. (4.109) can now also be made rigorous
using Eq. (4.115) repeating the above formal steps with this equation for 0 < s < 1

4 ,

and taking s → 1
4
−
in the end. �

4.5 Upper Bounds for CFTs in 3+ 1 Dimensions

In the previous section, we have treated the case when OA is a diamond whose base
is a ball, A, and where OB is the complement of a concentric diamond. It is of
interest to obtain also a bound when the diamonds are in arbitrary position (i.e. not
concentric), but still of course OA ⊂ O ′B is in the causal complement, see Fig. 1.3.
Upper bounds can be obtained in this case by essentially the same method as in the
previous subsection, but the formula for the upper bound becomes somewhat more
complicated. To keep the complications at a minimum, we will only consider the
case when d = 3, i.e. 3+ 1 dimensional CFTs.

The key point is basically to understand the finite dimensional irreducible repre-

sentations of ˜SO+(3, 1) ∼= SL2(C), D, in the transformation formula (4.100) for the
quantum fields. These are best described in spinorial form. The inequivalent D’s are
labelled by two natural numbers s, s ′ and act on the vector space

Vs,s ′ = Es(C
2 ⊗s)⊗ Es ′(C̄

2 ⊗s ′) (4.118)

where Es projects onto the subspace of symmetric rank s tensors. The action of
Ds,s ′(g), g ∈ SL2(C) on a tensor T ∈ Vs,s ′ is given by

(Ds,s ′(g)T )A1...As B ′1...B ′s′ = gA1
C1 . . . gAs

Cs ḡB ′1
D′1 . . . ḡB ′

s′
D′

s′ TC1...Cs D′1...D′s′ . (4.119)

Tensors over R
3,1 correspond to elements of Vs,s ′ by the rules explained in detail

e.g. in [33]. For instance, an anti-symmetric tensor Tμν = −Tνμ decomposes into
one complex component TAB in V2,0 and another one T̄A′B ′ in V0,2. The “spin” of
the finite dimensional representation is S = 1

2 s + 1
2 s
′, and we can also define the left

and right chiral spins by SL = 1
2 s, S

R = 1
2 s
′. The transformation behavior (4.100)

of a quantum fieldO under Lorentz transformations is described by SL
O, SR

O, and the
transformation behavior under dilations by its dimension, dO. We can now state our
result.

Theorem 15 Let OA be a double cone which is the intersection of the past of a point
xA+ and the future of a point xA−. Similarly, let OB be the complement of a double
cone which is the intersection of the past of a point xB+ and the future of a point
xB−. It is required that OA is properly contained in the other double cone, i.e. the
causal complement of OB. Define the conformally invariant cross-ratios by
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u = (xB+ − xB−)2(xA+ − xA−)2

(xA− − xB−)2(xA+ − xB+)2
> 0

v = (xB+ − xB−)2(xA+ − xA−)2

(xA− − xB+)2(xA+ − xB−)2
> 0,

(4.120)

and let τ , θ be defined by

θ = cosh−1
(

1√
v
− 1√

u

)
, τ = cosh−1

(
1√
v
+ 1√

u

)
. (4.121)

Let ω0 be the vacuum state. Under the assumptions on our conformal field theory
described in the previous subsection, we have in 3+ 1 dimensions:

ER(ω0) ≤ ln
∑
O∈�

′
e−τdO [2SR

O + 1]θ[2SL
O + 1]θ, (4.122)

with [n]θ = (enθ/2 − e−nθ/2)/(eθ/2 − e−θ/2). For τ ∼ |θ| � 1 this gives

ER(ω0) � NO · e−τ (dO−SO), (4.123)

where O is the operator with the smallest “twist” dO − SO and NO its multiplicity.

Remark 7 Note that, unlike in Theorem 14, the sum
∑′ over O is over all different

independent fieldmultiplets under SL2(C), not their individual operator components.
Thus, for instance, a hermitian tensor field operator Oμν satisfying Oμν = −Oνμ

would correspond under the identification εABOAB + ε̄A′B ′O∗
A′B ′ to 2 multiplets,

namelyOAB andO∗
A′B ′ , one having S

L
O = 1, SR

O = 0, and the other SL
O = 0, SR

O = 1,
and not 6 real component fields.

Proof By applying a conformal transformation to the double cones, one can achieve
that

xB± = ±(1, 0, 0, 0) , xA± = (±e−τ cosh θ, e−τ sinh θ, 0, 0) (4.124)

for some τ , θ satisfying τ > |θ| (the last statement uses the assumptions on the
relative position of the diamonds). Computing the cross ratios u, v for these points,
one finds precisely the relations (4.121). Since the CFT is conformally invariant in
the sense of (a3′), (a4′) it suffices to prove the theorem for this special configuration.
As in the previous subsection, letΔA,ΔB ′ be the modular operators for the diamonds
OA, O ′B .Define the operatorT as before in (4.87).Asbefore, it follows that ER(ω0) ≤
ln Tr |T |. Thus, we need to compute this trace.

Define
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P1 = −1

i

d

dt
U (exp t (M15 + M14))

∣∣∣
t=0

,

K 1 = −1

i

d

dt
U (exp t (M15 − M14))

∣∣∣
t=0

,

L01 = 1

i

d

dt
U (exp tM01)

∣∣∣
t=0

,

(4.125)

which are the generators of translations/special conformal transformations in the 1-
direction, and boosts in the 01-plane. By conformal invariance, we can write (com-
pare (4.95))

T = Δ
1
4
B ′e

−iτD+iθL01Δ
− 1

4
B ′ e

iτD−iθL01 ≡ XeiτD−iθL01 . (4.126)

Thus, Tr |T | = Tr |X |. In basically the same way as in the previous subsection, one
derives the operator identity (compare (4.98))

X = exp

[
−1

2
τ (P0 + K 0)+ 1

2
θ(P1 − K 1)

]
, (4.127)

so Tr |X | = Tr exp[− 1
2τ (P0 + K 0)+ 1

2θ(P
1 − K 1)]. Define next the vectors |O〉 as

in (4.106). By the same arguments as there (compare (4.108)), we find

X |O〉 = e−τdO DsO,s ′O [exp(−θM01)]|O〉. (4.128)

We must now determine how the finite dimensional matrix DsO,s ′O (exp θM01) acts
on an operator O transforming in the representation VsO,s ′O of SL2(C). This is con-
veniently done by choosing a basis e0, e1 in C

2 such that, relative to this basis

(DsO,s ′O (exp θM01)T )A1...As B ′1...B ′s′ = e
1
2 θ(n0−n1)+ 1

2 θ(n′0−n′1)TA1...As B ′1...B ′s′ (4.129)

where n0 is the number of times an Ai assumes the value 0, n1 the number of times
an Ai assumes the value 1, where n′0 is the number of times a B ′i assumes the value 0,
and n′1 the number of times a B ′i assumes the value 1. The above expression follows

from the way in which the isomorphism ˜SO+(3, 1) ∼= SL2(C) is set up. We may
now compute the trace Tr |X | in the basis {|O〉}. A straightforward computation
using n0 + n1 = sO, n′0 + n′1 = s ′O gives the right side of the formula (4.122), and
the proof is complete. �

4.6 Upper Bounds for Chiral CFTs

Here we apply the general upper bounds provided by Theorems 3 and 4 to the case
of a chiral CFT described by a net of v. Neumann algebras {A(I )} over the cir-
cle S1. We consider the entanglement entropy ER(ω0) of two disjoint open inter-
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vals A, B ⊂ S1 in the vacuum state ω0. By abuse of notation, we denote these
intervals by A = (a1, a2), B = (b2, b1), where13 a1, a2, b1, b2 ∈ S1. We denote the
GNS-representation of ω0 on H by π0 and the vacuum vector by |0〉. The unitary
projective positive energy representation of the covering G̃ of the conformal group
G = SU(1, 1) on H is denoted by U0(g), g ∈ G̃; invariance of the vacuum means
that U0(g)|0〉 = |0〉 for all g ∈ G̃. The infinitesimal generator of rotations of S1 in
the representation π0 is denoted by L0 = d/dt U0(diag(eit/2, e−i t/2))|t=0. The fol-
lowing result can be obtained in exactly the same way as those in the previous two
subsections.

Theorem 16 Let ω0 be the vacuum state. We have

ER(ω0) ≤ ln
(
Tr exp

{
−2 sinh−1√ξ · L0

})
(4.130)

where ξ is the conformally invariant cross ratio associated with the pair of intervals
A = (a1, a2), B = (b2, b1) ⊂ S1 given by

ξ = (a2 − b2)(b1 − a1)

(a2 − a1)(b2 − b1)
. (4.131)

Remark 8 (1) The upper bound is obviously only non-trivial if e−τ L0 has finite trace
for τ > 0, which is the case e.g. in all rational conformal field theories. In many such
theories, there are concrete formulas for the character Tr e−τ L0 leading to an explicit
bound under the substitution τ = 2 sinh−1

√
ξ, see e.g. [34].

(2) As before in Theorems 13 and 15, our bound is an upper bound on EM(ω0) ≥
ER(ω0) as well, where EM is the modular entanglement measure.

Proof Define again an operator T as above in (4.87), so that, as argued in the proof
of Theorem 13, ER(ω0) ≤ ln Tr |T ∗|, where |T ∗| = √T T ∗. [25] show

√
T T ∗ = e−
(A,B)L0 . (4.132)

Here 
(A, B) is an “inner distance” associated with the inclusion (a1, a2) ⊂ (b1, b2).
Going through the implicit definitions given by these authors, one finds the explicit
formula 
(A, B) = 2 sinh−1

√
ξ. �

Via theCayley transform z ∈ S1 �→ i(z − 1)/(z + 1) ∈ Rwe get a corresponding
bound for the theory on the light ray R, which, in fact, has the same form (with ai , bi
now in R rather than S1), since the cross ratio ξ retains its form under the Cayley
transform.

We can also get asymptotic formulas for the entanglement entropy (e.g. in the ligh-
tray picture) using the knownbehavior of the character Tr e−τ L0 for small respectively
large τ > 0. These bounds are conveniently expressed in terms of the dimensionless
ratio r = dist(A,B)√|A|·|B| , where A, B ⊂ R have lengths |A|, |B|. Thus, widely separated

13We adopt the convention that points on S1 are labelled clockwise.
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intervals have r � 1 and r & √ξ, while intervals separated by a short distance com-
pared to their length have r � 1. Using that the smallest non-zero eigenvalue of L0

is 1 with somemultiplicity n1 in the vacuum sector, the theorem immediately implies

ER(ω0) � n1
4r2

for r � 1. (4.133)

We can also get a bound in the opposite regime r � 1 if we have an asymptotic
bound on Tr e−τ L0 for τ → 0+. For a rational conformal chiral net, [35] have shown
for instance that

ln Tr e−τ L0 = cπ2

6τ
− 1

2
ln μA + O(τ ), (4.134)

where μA is the so-called μ-index of the net {A(I )}, given by the sum of the square of
the statistical dimensions μA =∑ dim(ρ)2 over all irreducible sectors (see the next
subsection for further explanations concerning this notion). This implies ER(ω0) �
cπ2

6r , for r � 1, which falls short of the expected [36] logarithmic behavior of ER(ω0)

for 0 < r � 1. We should remember, however, that our bound is also an upper
bound on EM(ω0), since the proof really estimates this quantity and since EM ≥ ER

in general. If we use instead the tighter bound EI ≥ ER in terms of the mutual
information, then using the exact result EI (ω0) = − c

3 ln ξ recently obtained by [37]
(building on earlier work by [38]) for free fermions where c = 1/2, one gets this
logarithmic behavior at least in that case.

4.7 Charged States

According to the general philosophy, the algebras of observables A(O) contain the
observables of the theory accessible to an observer in O . They are not, however,
supposed to contain non-observable fields, such as e.g. charge carrying fields, where
“charge” is understood here in a rather broad sense. For instance, in a theory contain-
ing fermionic fields, only bosonic combinations (such as bi-linears in such fields)
would be in A(O). Similarly, fields that are charged under some group G of internal
symmetries, would not be in A(O), only combinations which are invariant under G,
i.e. ‘singlets’. In the algebraic approach, these objects arise “through the back door”
when considering the GNS-representation of “charged states”, or simply “charged
representations”. It is outside the scope of this article to review this beautiful theory,
initiated by [39–41], see [6, 42, 43] for the case of quantum field theories in 1+1
dimensions, where qualitatively new phenomena are possible.

Here we only give the basic framework and make some comments. For more
comprehensive expositions besides the original papers see [44–46]. For simplicity,
we will work in Minkowski spacetime, and we let π0 be the vacuum representation.
Using π0, we pass to the corresponding net π0(A(O))′′ of v. Neumann algebras
on H0, which by abuse of notation is denoted again by A(O). A localized, charged
representationπρ is one such that there exists a double cone O such thatπ0 is unitarily
equivalent to πρ when restricted to A(O ′), where O ′ is the causal complement, i.e.
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π0(a) = Vπρ(a)V ∗ for all a ∈ A(O ′). In order to make possible a general analysis,
one assumes for technical reasons the so-called “Haag duality”, i.e. A(O)′ = A(O ′)
[a strengthened version of (a2)] for all causal diamonds, which is satisfied in many
models. By identifying the Hilbert spaces H0 and Hρ with the isometry V , one can
then easily show that there exists an algebra homomorphism ρ ofA = ∪OA(O) such
that

πρ ◦ ρ = π0 , ρ(a) = a for all a ∈ A(O ′). (4.135)

Since we identify the net with its representation under π0, the vacuum representation
is effectively the identity, and we may thus drop the symbol π0. Because of the
last property, ρ is a “localized endomorphism”, i.e. it acts non-trivially only on
observables localized within O , from which it follows that ρ(A(O)) ⊂ A(O). The
study of charged representations is thereby reduced to the study of such localized
endomorphisms and the associated inclusions of v. Neumann algebras.

One may ask what this notion of charge has to do with the notion of charge
carrying field alluded to above. This is clarified by the famous Doplicher-Roberts
(DR)-reconstruction theorem [47]. Its basic content is the following. Assume the
number of spatial dimensions d is greater than one. Then there exists a “field net”
{F(O)} represented on a larger Hilbert space H which decomposes as14

H =
⊕
[ρ]

H′
ρ ⊗Hρ, (4.136)

and a compact group G acting by automorphisms αg, g ∈ G on the field net, such
that A(O) consists precisely of those elements F ∈ F(O) that are invariant under
all αg , i.e. αg(F) = F for all g ∈ G. The operators F ∈ F(O)which do not have this
property are the “charge carrying fields” localized in O . Each αg is implemented by
a unitary representation of the form U (g) = ⊕[ρ]Uρ(g)⊗ 1Hρ

, where each Uρ is an
irreducible, unitary representation of G on H′

ρ. The charged vectors for irreducible
ρ correspond to the vectors in the subspace H′

ρ ⊗Hρ, which is often called the
“superselection sector” (of ρ).

DR [47] have shown that for each localized endomorphism ρ in O the field
algebra F(O) contains a copy of the Cuntz algebra Odim(ρ) (see Sect. 2.2.3), where
dim(ρ) = dim(H′

ρ) is called the “statistical dimension” ofρ. If Fi , i = 1, . . . , dim(ρ)

is a collectionof operators (‘multiplet’) inF(O) transformingunderUρ, i.e.αg(Fi ) =∑
j Uρ(g)i j Fj , then it can be shown that Fi can be written as Fi = aψi , where

a ∈ A(O) and ψi is the generator of a Cuntz algebra sitting insideF(O). For a ∈ A,
the action of the endomorphism ρ is

ρ(a) =
dim(ρ)∑
i=1

ψi aψ∗i . (4.137)

14Here [ρ] is the equivalence class of all ρ under the natural notion of unitary equivalence. It is
meant that there is one summand for each class of irreducible ρ’s.
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Thus, if ω is a state represented by a vector |�〉 in H0, it has no net charge. The
state ω ◦ ρ ≡ ρ∗ω corresponds to adding one unit of charge and can be represented
by the vector

√
dim(ρ)ψ∗i |�〉. In d = 1 spatial dimensions, the DR reconstruction

theorem does not necessarily hold. However, the notion of localized endomorphism
still makes sense. Indeed, one of the most attractive features of the DHR theory of
superselection sectors is that the theory can be formulated intrinsically in terms of
these. In particular, even in d = 1, one can still give an intrinsic definition of the
statistical dimension dim(ρ) > 0, which still has many properties of a “dimension”,
even though it no longer needs to be an integer.

After this brief review, we nowmake a connection between statistical dimensions
and entanglement entropies. As before, we setAA = π0(AA(OA))

′′ and similarly for
B. By abuse of language we say that ρ is localized in A or B if ρ is an endomorphism
localized in OA or OB . We then have ρ(AA) ⊂ AA, and similarly for B.

Proposition 8 Let ω be any faithful normal state in the vacuum representation,
and ρ =∏i ρ

ni
i a product of finitely many irreducible sectors ρi with statistical

dimensions dim(ρi ) localized in A or in B, so that ρ∗ω = ω ◦ ρ can be thought of
as containing for each i precisely ni additional units of charge of type [ρi ] relative
to ω. Then

0 ≤ ER(ω)− ER(ρ∗ω) ≤ ln
∏
i

dim(ρi )
2ni . (4.138)

Remark 9 (1) A state is faithful if ω(a) = 0 for a ∈ A+ implies a = 0. By the
same argument as in the Reeh-Schlieder theorem, this will hold for instance if ω
is implemented by a vector in H0 with finite energy.
(2) Our formula reminds one of results by [48, 49], where the difference between
the v. Neumann entropy for A of the vacuum state and a state obtained by applying
a charge-carrying field to the vacuum is computed.

Proof To save writing, we put M = AA ∨ AB
∼= AA ⊗ AB , and N = ρ(M). We

denote by σ′ a separable state on N, and by ω′ the restriction of ω to N. By (e4) it
immediately follows that ER(ω′) ≤ ER(ω). In order to get a lower bound on ER(ω′)
we recall the so-called “left-inverse” of ρ, which is a standard ingredient in DHR-
theory [39, 40]. The left inverse is a linear map �ρ :M→M such that �ρρ = id
and such that �ρ(ρ(a)bρ(c)) = a�ρ(b)c (it is not an endomorphism in general).
A canonical (called “standard”) left inverse always exists if ρ is irreducible. [In
case we are in > 1 spatial dimensions the DHR reconstruction theorem applies, as
described above. In terms of the Cuntz-generators ψi , i = 1, . . . , dim(ρ), the stan-
dard left inverse is then given by the explicit formula �ρ(a) = dim(ρ)−1

∑
i ψ

∗
i aψi ,

where dim(ρ) ∈ N is the statistical dimension. The left inverse property then follows
manifestly from (4.137) and the relations of the Cuntz algebra (2.24).] In that case
E = ρ�ρ is shown to be a faithful conditional expectation fromM→ N. The small-
est constant c > 0 such that E(a∗a) ≥ c−1a∗a is the Jones-index [M : N] associated
with the inclusion N ⊂M (Pimsner-Popa inequality [50]). By the index-statistics
theorem [42, 43],

[M : N] 12 = dim(ρ), (4.139)
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so E∗ω ≥ dim(ρ)−2ω, implying in particular that E∗ω is faithful.
For an arbitrary ε > 0 let σ′ be a separable state on N such that ER(ω′) ≥

H(ω′,σ′)− ε. Then σ := E∗σ′ is a separable state on M because, due to the local-
ization properties of �ρ, E preserves tensor products in the sense that E(a ⊗ b) =
E(a)⊗ E(b) for a ∈ AA, b ∈ AB . Thus, due to the infimum in the definition of
ER(ω), we get ER(ω) ≤ H(ω,σ). On the other hand, using the chain rule for the
Connes-cocycle (and the definitions of σ′ and ω′)

[Dω : Dσ]t = [Dω : D(E∗ω)]t [D(E∗ω) : Dσ]t
= [Dω : D(E∗ω)]t [D(E∗ω′) : D(E∗σ′)]t
= [Dω : D(E∗ω)]t [Dω′ : Dσ′]t ,

(4.140)

using in the last line the fact that [D(E∗ω′) : D(E∗σ′)]t = [Dω′ : Dσ′]t , which fol-
lows since there exists a faithful, E invariant state (namely E∗ω) onM, see e.g. Sect. 4
of [51] for a discussion. We get

H(ω,σ) = lim
t→0

ω([Dω : Dσ]t − 1)

i t

= lim
t→0

ω([Dω′ : Dσ′]t − 1)

i t
+ lim

t→0

ω([Dω : D(E∗ω)]t − 1)

i t

+ lim
t→0

〈([Dω : D(E∗ω)]t − 1)∗�|([Dω′ : Dσ′]t − 1)�〉
i t

= lim
t→0

ω′([Dω′ : Dσ′]t − 1)

i t
+ lim

t→0

ω([Dω : D(E∗ω)]t − 1)

i t
= H(ω′,σ′)+ H(ω, E∗ω) ≤ H(ω′,σ′)+ ln dim(ρ)2.

(4.141)

In the first step we used the alternative definition of H in terms of the Connes-
cocycle (91). In the second step we used the chain rule for the Connes-cocycle
and (4.140). In the third step we used that [Dω′ : Dσ′]t ∈ N so that ω([Dω′ :
Dσ′]t ) = ω′([Dω′ : Dσ′]t ), as well as

∣∣∣∣ 1i t 〈([Dω : D(E∗ω)]t − 1)∗�|([Dω′ : Dσ′]t − 1)�〉
∣∣∣∣

≤ 1

|t | ‖([Dω : D(E∗ω)]t − 1)∗�‖ ‖([Dω′ : Dσ′]t − 1)�‖

=2
{�ω([Dω : D(E∗ω)]t − 1)

t

�ω′([Dω′ : Dσ′]t − 1)

t

} 1
2

→0 as t → 0,

(4.142)

sinceω([Dω : D(E∗ω)]t − 1)/t → i H(ω, E∗ω) andω′([Dω′ : Dσ′]t − 1)/t → i H(ω′,σ′)
and since ∞ > H(ω′,σ′). In the fourth step, we used again the definition of H
in terms of the Connes-cocycle. In the last step we used E∗ω ≥ dim(ρ)−2 ω, the
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monotonicity of the relative entropy in the second entry, (h5), and H(ω,ω) = 0. We
therefore get

ER(ω) ≤ ER(ω′)+ ε+ ln dim(ρ)2. (4.143)

From (h2), one also knows that ER(ω′) = ER(ρ∗ω) (since ρ :M→ N is faithful).
Since ε was arbitrary, the proof is complete for irreducible ρ. In case ρ =∏ ρnii , we
proceed by iterating the above argument treating the irreducible endomorphisms ρi
in the product one by one from the right. �
Example (Real N -component free KG-field in 3+1 dimensions). The quantum field
theory is a simple variant of a 1-component KG theory, the algebraic formulation of
which has been described in Sect. 2.4.1. The symplectic space KR for the theory with
one component is replaced now by N copies K N

R
= KR ⊕ · · · ⊕ KR corresponding

to the N components of the field, i.e. the smearing functions f now have N com-
ponents f = ( f I )I=1,...,N . The vacuum state ω0 and its GNS-triple (H,π, |0〉) are
only modified in a trivial way. The field algebra (in the sense described above) is
F(O) = π({W ( f ) | supp ( f ) ⊂ O})′′. An element g ∈ O(N ) acts on a test function
by (g. f )I =∑J gI J f J , and this gives a symplectic map on K N

R
. By the general the-

ory of theWeyl algebra, it corresponds to an automorphism on the field net character-
ized by αg(W ( f )) = W (g. f ). The Hilbert spaceH on which the field net acts is the
Fock-space of the standard vacuum and it carries a unitary representation g �→ U (g)

of O(N ) implementing αg in the sense that U (g)π(W ( f ))U (g)∗ = π(αg(W ( f ))).
The defining representation π of the field net {F(O)} decomposes as in (4.136),
where the labels [ρ] correspond to the irreducible representations of O(N ), which
in turn are well-known to be characterized by Young tableaux. H0 is the subspace
of O(N ) invariant vectors and corresponds to the trivial representation of the net
{A(O)}. It is precisely the closure of {a|0〉 | a ∈ A(O)} (for any causal diamond O).

Consider now a tensor T I1...Ik whose symmetry properties under index permuta-
tions are characterized by a Young-tableau λ = (λ1, ...,λs) with k boxes. Next, take
functions f I ∈ C∞(R4) with support in a causal diamond OA with base A ⊂ R

3 in
a time-slice. Define

F(T ) =
N∑

I1,...,Ik=1
T I1...IkφI1( f1) . . . φIk ( fk), (4.144)

where φI ( f ) =
∫

φI (x) f (x)d4x are the smeared KG quantum fields (so that,
π(W ( f )) = exp i

∑
I φI ( f I )). We assume that our test functions have been chosen

so that F(T ) �= 0. The transformation law givesU (g)F(T )U (g)∗ = F(g.T ), where
g.T is the action of g on the tensor T . Let dim(λ) be the dimension of this represen-
tation and let {Ti }i=1,...,dim(λ) be an orthonormal basis of tensors with Young-tableau
symmetry λ.

ByDR theory, there exist corresponding elementsψi ∈ F(OA), i = 1, . . . , dim(λ)

satisfying the relations of a Cuntz-algebra and a affiliated with A(OA) such that
F(Ti ) = aψi , and this a can be chosen to satisfy a∗ = a. ρ defined by (4.137) with
dim(ρ) = dim(λ) is an endomorphism localized in OA. As one may verify, the cor-
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responding charged state for the net {A(O)} can be written

ρ∗ω0(b) = ω0(ρ(b)) = 〈�|b|�〉, (4.145)

where the vector representer of the charged state, |�〉, is

|�〉 = F(T )∗[F(F(T )F(T )∗)]− 1
2 |0〉, (4.146)

whereF is themean over the groupK = O(N ) already defined above in (82). dim(λ)

is by the general theory equal to the statistical dimension of the charged state ρ∗ω0.
It is given by a standard formula in terms of the shape of the Young tableau, so we
obtain in this example,

0 ≤ ER(ω0)− ER(ρ∗ω0) ≤ ln dim(λ)2 = 2 ln
∏
i, j∈λ

(N + j − i)

h(i, j)
, (4.147)

where the “hook length” parameter h(i, j) of a box with coordinates (i, j) (i-th row
and j-th column) of the Young tableau is the number of the boxes to the right plus
the number of boxes below, plus one, equal to the numbers written in the following

example diagram λ :
8 6 5 4 2 1
5 3 2 1
1

. For this diagram and N = 10 the right side

is 2 ln(5, 945, 940).

Example (minimal model of type (p + 1, p) in 1+1 dimensions) The irreducible
inequivalent representations are labeled by a pair (m, n) of natural numbers. It is
discussed in [52] how these representations can be implemented by localized endo-
morphisms. The statistical dimensions of the corresponding endomorphisms are

dim(ρ(m,n)) = (−1)n+m
sin
(

π(p+1)m
p

)
sin
(

π pn
p+1
)

sin
(

π(p+1)
p

)
sin
(

π p
p+1
) . (4.148)

It is interesting that a similar bound as in Proposition 8 can be obtained for the
entanglement measure EM defined in Sect. 3.6. To set things up, we consider the
vacuum representation of the quantum field theory. The vacuum vector |0〉 is cyclic
and separating for AA ∨ AB by the Reeh-Schlieder theorem and therefore defines a
natural coneP�. Any state of the QFTω with finite energy has a vector representative
inP� that is cyclic forAA,AB and forAE = (AA ∨ AB)′, again by theReeh-Schlieder
theorem. It follows that for such states, the standing assumption made in Sect. 3.6
holds. We now consider a state ω with finite energy and a localized endomorphism
ρ such that ρ∗ω has finite energy.
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Proposition 9 Under the same hypothesis as in Proposition 8, if d + 1 > 2 we have

0 ≤ EM(ω)− EM(ρ∗ω) ≤ ln
∏
i

dim(ρi )
5ni /2. (4.149)

Proof Consider first an irreducibleρ. Ind + 1 > 2 dimensions theDR reconstruction
theorem applies and the left-inverse of ρ [see Eq. (4.137)] is given by �ρ(x) =
N−1

∑
i ψ

∗
i xψi where N = dim(ρ) ∈ N andwhereψi are the generators of the Cuntz

algebra (2.24). By Proposition 5, we have EM(ρ∗ω) ≤ EM(ω), which is the first
inequality. As in the proof of Proposition 8, we also have N 2�∗

ρρ∗ω ≥ ω from the
Pimsner-Popa inequality. By Proposition 3,

EM(ω) ≤ EM(�∗
ρρ∗ω)+ ln N . (4.150)

Now consider the linear map φN : AA ∨ AB → MN (C)⊗2 ⊗ (AA ∨ AB) defined by

φN (x) =
N∑

i, j=1
|i〉〈 j | ⊗ 1N ⊗ ψ∗i xψ j . (4.151)

We get φN (x)∗ = φN (x∗), and the relations of the Cuntz algebra (2.24) furthermore
give φN (1) = 1N ⊗ 1N ⊗ 1 and

φN (x)φN (y) =
N∑

i, j=1
|i〉〈 j | ⊗ 1N ⊗ ψ∗i x

(
N∑

k=1
ψkψ

∗
k

)
yψ j = φN (xy), (4.152)

so φN is a unital *-homomorphism. Next, let ϕ = ρ∗ω and let ω+N be the max-
imally entangled state on MN (C)⊗2. The definitions imply (ω+N ⊗ ϕ)(φN (x)) =
ϕ(�ρ(x)). Proposition 5 now gives EM(φ∗N (ω+N ⊗ ϕ)) ≤ EM(ω+N ⊗ ϕ). On the other
hand, the tensor product property (e5) of EM together with EM(ω+N ) = 3

2 ln N
gives EM(ω+N ⊗ ϕ) ≤ EM(ϕ)+ 3

2 ln N . Putting this together gives EM(�∗
ρρ∗ω) ≤

EM(ρ∗ω)+ 3
2 ln N . Combining with (4.150), we thus get EM(ω) ≤ EM(ρ∗ω)+

5
2 ln N , which is the claim of the proposition for irreducible ρ. The general case
follows by iterating the argument. �

References

1. G. Lechner, K. Sanders, Modular nuclearity: a generally covariant perspective. Axioms 5, 5
(2016)

2. K. Sanders, On the reeh-schlieder property in curved spacetime. Commun. Math. Phys. 288,
271–285 (2009)

3. D. Buchholz, C. D’Antoni, R. Longo, Nuclear maps and modular structures. 1. General
properties. J. Funct. Anal. 88, 223 (1990)



References 115

4. D. Buchholz, E.H. Wichmann, Causal independence and the energy level density of states in
local quantum field theory. Commun. Math. Phys. 106, 321 (1986)

5. C. D’Antoni, S. Hollands, Nuclearity, local quasiequivalence and split property for Dirac
quantum fields in curved space-time. Commun. Math. Phys. 261, 133 (2006)

6. K. Fredenhagen, K.H. Rehren, B. Schroer, Superselection sectors with braid group statistics
and exchange algebras. Commun. Math. Phys. 125, 201–226 (1989)

7. K. Fredenhagen, A remark on the cluster theorem. Commun. Math. Phys. 97, 461–463 (1985)
8. A. Jaffe, High energy behavior in quantum field theory I. Strictly localizable fields. Rev. Phys.

158, 1454 (1967)
9. A.E. Ingham, A note on fourier transforms. J. Lon. Math. Soc. S1–9, 29–32 (1934)

10. C.J. Fewster, L.H. Ford, Probability distributions for quantum stress tensors measured in a
finite time interval. Phys. Rev. D 92, 105008 (2015)

11. H.J. Borchers, R. Schumann, A Nuclearity condition for charged states. Lett. Math. Phys. 23,
65 (1991)

12. Ch. Jäkel, Cluster Estimates for Modular Structures, arXiv:hep-th/9804017
13. D. Buchholz, P. Jacobi, On the nuclearity condition for massless fields. Lett. Math. Phys. 13,

313 (1987)
14. S. Hollands, O. Islam,K. Sanders,Relative entanglement entropy for widely separated regions

in curved spacetime. J. Math. Phys. 59, 062301 (2018)
15. R.M. Wald, Quantum field theory in curved space-time and black hole thermodynamics

(Chicago University Press, Chicago, 1994)
16. P. Gilkey, Invariance theory, the heat equation and the Atiyah-Singer Index Theorem (Publish

or Perish, Washington, 1984)
17. J.J. Bisognano, E.H. Wichmann, On the duality condition for quantum fields. J. Math. Phys.

17, 303 (1976)
18. D. Buchholz, G. Lechner, Modular nuclearity and localization. Ann. Henri Poincaré 5, 1065

(2004)
19. J.L. Cardy, O.A. Castro-Alvaredo, B. Doyon, Form factors of branch-point twist fields in

quantum integrable models and entanglement entropy. J. Statist. Phys. 130, 129 (2008)
20. S. Alazzawi, G. Lechner, Inverse scattering and locality in integrable quantum field theories,

arXiv:1608.02359 [math-ph]
21. G. Lechner, Construction of quantum field theories with factorizing S-matrices. Commun.

Math. Phys. 277, 821 (2008)
22. M. Kardar, Statistical physics of particles (U Press, Cambridge, 2007)
23. R. Brunetti, D. Guido, R. Longo, Modular structure and duality in conformal quantum field

theory. Commun. Math. Phys. 156, 201 (1993)
24. G.Mack, All unitary ray representations of the conformal group SU(2,2) with positive energy.

Commun. Math. Phys. 55, 1 (1977)
25. D. Buchholz, C. D’Antoni, R. Longo, Nuclearity and thermal states in conformal field theory.

Commun. Math. Phys. 270, 267–293 (2007)
26. P.D.Hislop,R.Longo,Modular structure of the local algebras associatedwith the freemassless

scalar field theory. Commun. Math. Phys. 84, 71 (1982)
27. F. Hansen, The fast track to Löwner’s theorem. Lin. Alg. Appl. 438, 4557–4571 (2013)
28. E. Nelson, Analytic vectors, Ann. Math. 70, 572–615 (1959); R. Goodman, Analytic and

entire vectors for representations of Lie groups, Trans. Amer. Mat. Soc. 143, 55–76 (1969)
29. K. Fredenhagen, J. Hertel, Local algebras of observables and point-like localized fields. Com-

mun. Math. Phys. 80, 555 (1981)
30. G. Mack, A. Salam, Finite component field representations of the conformal group. Ann.

Phys. 53, 174 (1969)
31. H.Bostelmann, Phase space properties and the short distance structure in quantumfield theory.

J. Math. Phys. 4, 052301 (2005)
32. L. Hörmander, The analysis of linear partial differential operators I (Springer, Berlin, Hei-

delberg, 1990)
33. R.M. Wald, General relativity (University of Chicago Press, Chicago, 1984)

http://arxiv.org/abs/hep-th/9804017
http://arxiv.org/abs/1608.02359


116 4 Upper Bounds for ER in QFT

34. P. DiFrancesco, P. Mathieu, D. Senechal, Conformal field theory (Springer, New York, 1997)
35. Y. Kawahigashi, R. Longo, M. Müger, Multi-Interval subfactors and modularity of represen-

tations in conformal field theory. Commun. Math. Phys. 219, 631 (2001)
36. P. Calabrese, J. Cardy, Entanglement entropy and conformal field theory. J. Phys.A 42, 504005

(2009)
37. R. Longo, F. Xu, Relative Entropy in CFT, arXiv:1712.07283 [math.OA]
38. H. Casini, M. Huerta, Remarks on the entanglement entropy for disconnected regions. JHEP

0903, 048 (2009)
39. S. Doplicher, R. Haag, J.E. Roberts, Local observables and particle statistics. 1. Commun.

Math. Phys. 23, 199 (1971)
40. S. Doplicher, R. Haag, J.E. Roberts, Local observables and particle statistics. 2. Commun.

Math. Phys. 35, 49 (1974)
41. S. Doplicher, R. Longo, Standard and split inclusions of von Neumann algebras. Invent. Math.

75, 493 (1984)
42. R. Longo, Index of subfactors and statistics of quantum fields. I. Commun. Math. Phys. 126,

217 (1989)
43. R. Longo, Index of subfactors and statistics of quantum fields. 2: Correspondences, braid

group statistics and Jones polynomial. Commun. Math. Phys. 130, 285 (1990)
44. R. Haag, Local quantum physics: Fields, particles, algebras (Springer, Berlin, 1992)
45. K. Fredenhagen, Superselection sectors, Notes from lectures at Hamburg University

(1994/1995)
46. H. Araki, Mathematical theory of quantum fields (Oxford Science Publications, 1993)
47. S. Doplicher, J.E. Roberts,Why there is a field algebra with a compact gauge group describing

the superselection structure in particle physics. Commun. Math. Phys. 131, 51 (1990)
48. P. Caputa, M. Nozaki, T. Takayanagi, Entanglement of local operators in large-N conformal

field theories. Prog. Theor. Exp. Phys. 2014, 093B06 (2014)
49. M. Nozaki, T. Numasawa, T. Takayanagi, Quantum entanglement of local operators in con-

formal field theories. Phys. Rev. Lett. 112, 111602 (2014)
50. M. Pimsner, S. Popa, Entropy and index for subfactors. Ann. Sci. Ecole Norm. Sup. 19, 57

(1986)
51. M. Ohya, D. Petz, Quantum entropy and its use, Theoretical and Mathematical Physics

(Springer, Berlin, Heidelberg, 1993)
52. Y. Kawahigashi, R. Longo, Classification of local conformal nets: Case c < 1. Ann. Math.

160, 493 (2004)

http://arxiv.org/abs/1712.07283


Chapter 5
Lower Bounds

Abstract In this chapter we derive some lower bounds for the relative entanglement
entropy.We include lower bounds of area law type for ground states of suitable QFTs
and some general lower bounds for generic states.

5.1 Lower Bounds of Area Law Type

As one may guess from the definition of ER (infimum over separable comparison
states), it is not evident how to obtain lower bounds. In fact, it is not even entirely
obvious that ER(ω) > 0, say, in the vacuum. We first settle this question.

Corollary 1 Let ω be any state such that the conclusions of the Reeh-Schlieder
theorem hold, such as the vacuum ω0, a KMS-state ωβ , or any state with bounded
energy in a Minkowski quantum field theory. Let A, B be open non-empty regions
with dist(A, B) > 0. Then ER(ω) > 0.

Proof Our proof is rather similar to that of [1], which in turn is based on the works
of [2, 3]. As usual, we represent our net {A(O)} on a Hilbert space via the GNS-
construction, which gives a representation π on H such that ω is represented by a
vector |�〉. We write AA = π(A(OA))

′′, where OA is the causal diamond with base
A, and similarly for B.

Assume that ER(ω) = 0. By Corollary 2 below there exists, for each δ > 0, a
separable state ω′ = ∑

j ϕ j ⊗ ψ j with positive normal functionals ϕ j ,ψ j such that
‖ω − ω′‖ < δ. Using the split property, one can choose a type I subalgebra WA of
the type III1-algebra AA. This subalgebra may be chosen to be a factor on some
Hilbert spaceHA and may be realized as the v. Neumann closure of a Weyl-algebra
for one degree of freedom (“Cbit”), i.e. we may think ofWA as being isomorphic to

WA
∼= W(R2,σ2)

′′, whereσ2 =
(

0 1
−1 0

)

is the standard symplectic formonR2. The
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same construction can of course be made for B. We now choose a state η onWA ⊗
WB

∼= W(R2 ⊕ R
2,σ2 ⊕ σ2)

′′ such that EB(η) (the entanglement measure defined
in Sect. 3.3) satisfies EB(η) ≥ √

2 − ε for some small ε > 0, i.e. a state in which
the Bell-inequality is nearly maximally violated. Extend η to a state onAA ∨ AB via
the Hahn-Banach theorem.1 The extended state, called again η, need not be normal
to ω. But by Fell’s theorem (see e.g. [4]), we can choose a normal state ψ which
approximates η arbitrarily well in the weak topology on the subalgebraWA ⊗ WB .
In particular, by choosing suitable operators in Eq. (88) we can achieve that EB(ψ) ≥
EB(η) − ε ≥ √

2 − 2ε for arbitrarily small ε. Let |�〉 ∈ H be the unique representer
of this ψ in the natural cone of |�〉 ∈ H (the GNS-representative of ω). Since we are
assuming the Reeh-Schlieder property, |�〉 is both cyclic and separating forAA, say,
and so we can find an a from this algebra such that a|�〉 approximates |�〉 arbitrarily
well and such that ‖a|�〉‖ = 1. Let ϕ = ω(a∗ . a) be the corresponding positive
functional onAA ∨ AB . In particular, we may choose a such that EB(ϕ) ≥ √

2 − 3ε.
Next, consider ϕ′ = ω′(a∗ . a) = ∑

j ϕ j (a∗ . a) ⊗ ψ j . Clearly, ϕ′ is separable (so
EB(ϕ′) = 1), and

‖ϕ − ϕ′‖ ≤ ‖a‖2 ‖ω − ω′‖ < δ‖a‖2 . (5.1)

Therefore, by choosing δ sufficiently small, we can achieve that EB(ϕ) ≤ 1 + ε (the
invariant EB is norm continuous). This is in contradiction with EB(ϕ) ≥ √

2 − 3ε
for sufficiently small ε. �

The lower bound we have just derived is of course not satisfactory and only
serves to confirm our expectation that the invariant ER is non-trivial in the context of
quantum field theory. To get ER(ω) > 0 in the previous proof, we employed a pair
of type I subalgebras WA ⊂ AA,WB ⊂ AB , each isomorphic to the algebra of one
continuous quantum mechanical degree of freedom (“Cbit”). We showed that for a
large class of states such as the vacuum ω0, the restriction toWA ⊗ WB , i.e. our Cbit
pair, is entangled.

To obtain a better lower bound, we now pass to a large number N of Cbits embed-
ded into disjoint subregions Ai ⊂ A and Bi ⊂ B, where i = 1, . . . , N . The idea is
that each of these N copies will contribute at least one Cbits’ worth of entanglement,
and thus give us a much better lower bound. This will work as stated if the entangle-
ment measure E satisfies the strong superadditivity property (e6). In this situation,
we thus expect an entanglement at least proportional to N (because each of the N
Cbit pairs is expected to contribute one unit), while N itself is restricted only by
the requirement that the regions Ai , Bi should be non-intersecting, i.e. a geometrical
property. For an entanglement measure E that does not fulfill (e6)—like for instance
ER—we will argue via an auxiliary measure—like ED—which does.

Our reasoning will work most straightforwardly for a conformal field theory in
d+1 dimensions, and for simplicity we will stick to these theories here. We are

1This theorem gives a bounded extension η̂ with norm ‖η̂‖ ≤ ‖η‖ = η(1). Since 1 ∈ WA ⊗ WB ,
we have η̂(1) = 1, and we may also take η̂ to be hermitian. If not, we take instead �η̂. It follows
that �η̂ is also positive, i.e. a state.
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interested primarily in the case when there is only a “thin corridor” of size ε between
A and B. To formalize this, we take A to have a smooth boundary ∂A and outward
unit normal n. We can “flow” the boundary outwards along the geodesics tangent to
n by a small proper distance ε > 0. In this way, we obtain a slightly larger region
Aε ⊃ A, and we let B ⊂ R

d\Aε. The proof of the following simple theorem was
inspired by conversations with J. Eisert [5].

Theorem 17 Given a net in spatial dimensions d ≥ 1 with invariance group con-
sisting of Poincaré-transformations and dilations, and with invariant vacuum state
ω0, and given regions A, B separated by a thin corridor of size ε we have for ε → 0

ER(ω0) �
{
D2 · |∂A|

εd−1 when d ≥ 2,

D′
2 · lnmin(|A|,|B|)

ε
when d = 1,

(5.2)

where |∂A| is the surface area of the boundary when d ≥ 2, where |A|, |B| denote
the lengths of the intervals when d = 1, where D2 is the distillable entropy of one
Cbit pair (defined more precisely in the proof) and D′

2 = D2log3e.

Remark 1 Instead of ER , one can obtain the same result obviously for any other
entanglement measure dominating ED which satisfies (e4), or with any entangle-
ment measure obeying (e4) for automorphisms and (e6), such as an appropriate
generalization of the “squashed entanglement” ES [6] for type III factors.

Proof (d ≥ 2): We consider a pair consisting of a unit cube A0 = c = (0, 1)d at the
origin in a spatial slice ∼= R

d , and a unit cube B0 obtained from A0 by a translation
in some arbitrarily chosen coordinate direction. We fix the distance between A0 and
B0 to be, say, one. As in the previous proof, we embed a Cbit pair (i.e. pair of
type I algebras WA0 ,WB0 each isomorphic to the v. Neumann closure of the Weyl
algebra of one continuous quantum mechanical degree of freedom) into AA0 ,AB0 ,
respectively, and call D2 the distillable entropy of this pair in the restriction of the
state ω0.

We can apply to this pair (A0, B0) group elements {gi } of the invariance group
generated by dilations, rotations, and spatial translations so that each (Ai , Bi ) = gi ·
(A0, B0) is a pair of cubes of size 2ε lying on opposite sides of the corridor separating
A from B, see Fig. 5.1. We assume that 1/ε is much larger than the maximum of the
extrinsic curvature (Ki j K i j )1/2 along ∂A, so that the boundary is essentially flat
on the scale ε. If we demand that the cube pairs do not intersect with each other,
then it is clear that we can fit in N � |∂A|/εd−1 cube pairs (asymptotically for
ε → 0). Defining WAi = αgiWA0 (and similarly for Bi ), we then have an inclusion
ιN : ⊗iWAi → AA (and similarly for B). Letωi be the restriction ofω toWAi ⊗ WBi

under this inclusion. The properties of ER, ED imply:
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Fig. 5.1 The the sets Ai , Bi in d + 1 > 2 spacetime dimensions

ER(ω0) ≥ER

(

ω0 �
N∨

i=1

AAi ⊗ ABi

)

≥ER

(

ω0 �
N∨

i=1

WAi ⊗ WBi

)

≥ED

(

ω0 �
N∨

i=1

WAi ⊗ WBi

)

≥
N∑

i=1

ED(ω0 � WAi ⊗ WBi )

=
N∑

i=1

ED(α∗
gi ω0 � WA0 ⊗ WB0) = N · D2 � D2 · |∂A|

εd−1
.

(5.3)

In the first and second step, we used (e4) (letting F be the inclusion map ∨AAi ⊗
∨ABi → AA ⊗ AB in the first, and ∨WAi ⊗ ∨WBi → ∨AAi ⊗ ∨ABi the second
step). In the third step we used that ER dominates ED for type I algebras, by
Theorem 5. In the fourth step we used (e6) for ED . In the fifth step we used
that ω0 is invariant under αgi (conformal invariance of the vacuum), and that
ED(ω0 � WA0 ⊗ WB0) = D2 by definition. (d = 1): By dilation invariance, we may
assume without loss of generality that min(|A|, |B|) = 1. A cube is now an interval,
and we consider the interval pairs

Ai = (−( 13 )
i ,−( 13 )

i+1), Bi = (( 13 )
i+1, ( 13 )

i ) , (5.4)

see Fig. 5.2. These intervals are obviously disjoint and they satisfy Ai ⊂ A respec-
tively Bi ⊂ B as long as i + 1 ≤ �log3ε−1�. The number N of (Ai , Bi )-pairs is thus
∼ log3ε

−1 when ε → 0. The rest of the proof then follows the same argument as in
the case d ≥ 2. �

That generic states satisfying the Reeh-Schlieder property are distillable across a
pair of spacelike regions has been shown in a rather general setting by [7]. Here, we
would like to ensure that the distillation rate for the vacuum state is in fact non-zero—
or more precisely that D2 > 0—which is a stronger statement. We now present an
argument that thismust be the case at least for themassless freeKGfieldwhichdefines
a conformal net: Since this theory satisfies the Reeh-Schlieder property, we can argue



5.1 Lower Bounds of Area Law Type 121

Fig. 5.2 The sets Ai , Bi in
d + 1 = 2 spacetime
dimensions

just as in the proof of Corollary 1 thatω restricted toWA0 ∨ WB0 cannot be separable.
Since this algebra is isomorphic to the weak closure of W(R2,σ2) ⊗ W(R2,σ2) ∼=
W(R4,σ4) in the restriction of the vacuum representation to this subalgebra, and
since the vacuum state is quasi-free, its restriction to W(R4,σ4) must also be a
quasi-free state. For such states it is known [8–10] that they cannot have a property
called “positive partial transpose”. Using this it is shown in [11] that such states
satisfy a “reduction criterion” which in [12] was shown to imply a finite distillable
entropy. Hence D2 > 0 for the free massless KG field.2

Remark 2 Looking at the proof, one sees that one could replace the elementary Cbit
pair by N continuous quantummechanical degrees of freedom, i.e. by replacingWA0

resp.WB0 with a v.Neumannalgebra isomorphic to theweak closure ofW(R2N ,σ2N )

sitting inside AA0 resp. AB0 , and then defining ED(ω0 � WA0 ⊗ WB0) = DN . We
can then maximize over the parameter N , and in the lower bound (5.2) D2 is then
replaced by the maximum possible DN . For a free scalar field with N components,
this yields an improvement of the lower bound by the factor N since DN = ND2.
More generally, the conclusions of the theorem are likely to be true for any state
ω that is asymptotically dilation invariant on small scales (e.g. states with finite
energy) and for any theory which approaches a free field theory on small scales, i.e.
any asymptotically free theory. Thus, it is highly plausible that the following bound
holds for an asymptotically free theory and any state with finite energy:

ER(ω) � N · D2 · |∂A|
εd−1

, (5.5)

where N is the number of independent free fields in the scaling limit.

5.2 General Lower Bounds

One can use the variational definition of ER to obtain some (rather indirect) lower
bounds in terms of the norm distance ofω to the subspace of separable states.We now
explain these—essentially well-known—bounds. Returning to the general situation,

2See also [13] for further discussion on the distillation of quasi-free states.



122 5 Lower Bounds

let A be a v. Neumann algebra, and ω,ω′ two faithful normal states. Then ϕ(a) =
ω(a) − ω′(a) is a linear, hermitian, continuous, non-positive functional onA. For any
such functional, one can define its “range projection”, e = e(ϕ) ∈ A.3 For instance,
if ϕ is the functional defined by ϕ(a) = Tr(Fa) on a matrix v. Neumann algebra
A = Mn(C) in terms of some self-adjoint matrix F = F∗, the range projection e
would be given by the projection onto the non-negative eigenvalues of F . It follows
from this definition that the norm of any hermitian linear functional on A is given in
this case by

‖ϕ‖ = sup
a∈A,‖a‖≤1

|ϕ(a)| = ϕ(e) − ϕ(1 − e) , (5.6)

as one can easily prove by showing that the left side is neither bigger nor smaller
than the right side. These formulas generalize to general continuous, hermitian, linear
functionals on arbitrary v. Neumann algebras A, and one can show that e = e∗ = e2

is always an element of A. For the norm of ω − ω′ we therefore get

‖ω − ω′‖ = (ω − ω′)(e) − (ω − ω′)(1 − e) = 2(p − q) , (5.7)

where 0 < q ≤ p < 1 have been defined by p = ω(e), q = ω′(e). Consider now the
subalgebraD ofA generated by {e, 1}. It is obvious that this subalgebra is abelian and
isomorphic to the trivial v. Neumann algebra of diagonal complex 2 by 2 matrices,
and under this isomorphism, the restrictions ω|D,ω′|D correspond to the diagonal
density matrices

ρD =
(
p 0
0 1 − p

)

, ρ′
D =

(
q 0
0 1 − q

)

. (5.8)

Combining this with (h2) (for the inclusion map F : D → A), we get

H(ω,ω′) ≥ H(ω|D,ω′|D) = p ln
p

q
+ (1 − p) ln

1 − p

1 − q
. (5.9)

Hiai et al. [15] estimate the right side as ≥ 2(p − q)2, which in view of (5.7) imme-
diately gives the well-known result, also stated by these authors,

H(ω,ω′) ≥ 1
2‖ω − ω′‖2. (5.10)

By a trivial modification of the argument, one can obtain a tighter lower bound.
Define s(x) to be the infimum of the right hand side of (5.9) under the constraint
p − q = x ≥ 0, i.e.

s(x) ≡ inf
p,q:p−q=x,0<q≤p<1

[

p ln
p

q
+ (1 − p) ln

1 − p

1 − q

]

. (5.11)

3This follows by applying the arguments in the proofs of Theorems 7.3.1 and 7.3.2 in [14] to the
self-adjoint part of the unit ball.
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In view of x = 1
2‖ω − ω′‖, (5.9) actually gives the improved lower bound

H(ω,ω′) ≥ s( 12‖ω − ω′‖) . (5.12)

The function s : (0, 1) → R is monotonically increasing, strictly convex, positive,
and has the asymptotic behavior [16]

s(x) ∼
{
2x2 + 4

9 x
4 + 32

135 x
6 + . . . for x → 0,

−ln(1 − x) for x → 1.
(5.13)

From the second line it is seen that the improvement of the lower bound is most
drastic when x → 1, i.e. when ‖ω − ω′‖ → 2 (note that 2 is the maximum value
since ω,ω′ are functionals of norm one). For matrix algebras A = MN (C), where
the states ω,ω′ can be identified with density matrices ρω, ρω′ , the norm distance is
‖ω − ω′‖ = ‖ρω − ρω′ ‖1, the 1-norm of an operator being defined by Definition 5.
Our inequality (5.12) thereby reduces to an inequality found by [16] using a more
involved method.

As an aside we note that instead of using the norm ‖ω − ω′‖, one can also obtain
a lower bound directly in terms of suitable vector representatives |�〉, |�′〉 in the
GNS representation of, say, ω, using Proposition 2. Using also the monotonicity
of s, we immediately arrive at:

Theorem 18 Let ω,ω′ be faithful normal states on a v. Neumann algebra A, with
vector representatives |�〉, |�′〉 ∈ P� in the natural cone, so that 1 ≥ 〈�′|�〉 > 0.
Then we have

H(ω,ω′) ≥ s

(

1 − 〈�′|�〉
)

, (5.14)

where s : (0, 1) → R is the universal positive monotonic function defined by (5.11).

This lower bound is useful in the context of Gaussian states for free fields, as
〈�|�′〉 can be expressed in terms of the operators �,�′ defining these states.

Returning from these general considerations to quantum field theory, consider a
local net O �→ A(O), and let OA and OB be two causal diamonds with disjoint bases
A and B on some Cauchy surface C. As in the description of the split construction
above, we assume that there is a safety distance dist(A, B) > 0 between the two
bases. Let ω be a faithful normal state on the algebraAA ∨ AB (e.g. the vacuum state
for the entire net). Then the decoupled state ω′(ab) = (ω ⊗ ω)(ab) := ω(a)ω(b) is
well-defined by the split property. Obviously

‖ω − ω′‖ ≥ (ω − ω′)(ab)
‖ab‖ ≥ ω(ab) − ω(a)ω(b)

‖a‖ · ‖b‖ (5.15)

From the definitions of the mutual information and entanglement entropy of the pair
A, B and the monotonicity of s, we immediately get
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Corollary 2 Let OA and OB be causal diamonds with bases A and B on some
Cauchy surface such that dist(A, B) > 0. Then

EI (ω) ≥ sup s

(
ω(ab) − ω(a)ω(b)

2‖a‖ · ‖b‖
)

, (5.16)

the supremum being over all nonzero a ∈ AA, b ∈ AB. Similarly

ER(ω) ≥ inf
σ
s
(
1
2‖ω − σ‖) (5.17)

where the infimum is over all separable states on AA ∨ AB.

It is possible to see form the second inequality (5.17) and the asymptotic behavior
of s that, if B = R

d\Aε as above, then ER(ω)must diverge as ε → 0, for any normal
state ω.
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Appendix

A.1 The Edge of the Wedge Theorem

In the body of the volume, we used several times the edge-of-the-wedge theorem.
For the convenience of the reader, we give a statement of this theorem and make
some remarks. In its most basic form, the theorem deals with the following situation.
U = (x1, x2) is an open interval inR, F1 a function that is holomorphic on the upper
half plane of C, F2 a function holomorphic on the lower half plane, both F1 and
F2 have the same bounded, continuous limit on U . Then there exists a function F ,
holomorphic in the cut plane C\[(−∞, x1] ∪ [x2,∞)], which is a joint extension of
F1, F2.

A more general version of the theorem applies to analytic functions F1, F2 holo-
morphic on a domain of Cn of the form U + iC resp. U − iC , where U ⊂ R

n is an
open domain, and where C ⊂ R

n is the intersection of some open, convex cone with
an open ball. It is assumed that

T1( f ) = lim
y∈C,y→0

∫
dnx F1(x + iy) f (x), T2( f ) = lim

y∈C,y→0

∫
dnx F2(x − iy) f (x)

(A.1)
define distributions onU such that, actually, T1 = T2. The edge of the wedge theorem
is (see e.g. [1]):

Theorem 19 There exists a function F which is holomorphic on an open complex
neighborhood N ⊂ C

n containing U such that F extends both F1, F2 where defined.

One often applies the theorem to the case when a holomorphic function F1 on
U + iC is given with distributional boundary value T1 = 0. Then choosing F2 ≡ 0,
one learns that also F1 = 0 where defined.

The edge of the wedge theorem has a straightforward generalization to the case
when F1, F2 take values in a Banach space, X , which we also use in this volume. A
function F valued inX is called (weakly) holomorphic near z0 ifψ(F(z)) is holomor-
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phic near z0 for any linear functionalψ in the topological dualX ∗. It is easy to see (see
e.g. [2]) that a weakly holomorphic function is in fact even strongly holomorphic in
the sense that it has a norm-convergent expansion F(z) = ∑

n≥0 xn(z − z0)n, xn ∈ X
near z0 (and of course vice versa). By going through the proof of the edge of the
wedge-theorem in theC-valued case, one can see as a consequence that anX -valued
version holds true, too: if Fi are holomorphic X -valued functions in U ± iC such
that their distributional boundary values (A.1) (limit in the norm topology on X ) on
U coincide as distributions valued in X , then there is a holomorphic extension F on
N . For a related discussion, see also [3].

We also use in this volume the following (related) lemma about X -valued holo-
morphic functions.

Lemma 14 Let U be an open domain in C and let F : U → X be a holomorphic
functionwith continuous limit on ∂U.ThenU 
 z �→ ‖F(z)‖X assumes itsmaximum
on the boundary ∂U.

Proof The norm u(z) ≡ ‖F(z)‖X is continuous onU and for each continuous linear
map l : X → C the scalar function l ◦ F is continuous on U and holomorphic on
the interior. If X ∗

1 denotes the unit ball of the dual space X ∗, then

max
z∈U

u(z) =max
z∈U

max
l∈X ∗

1

|l(F(z))| = max
l∈X ∗

1

max
z∈U

|l(F(z))|
=max

l∈X ∗
1

max
z∈∂U

|l(F(z))| = max
z∈∂U

max
l∈X ∗

1

|l(F(z))| = max
z∈∂U

u(z),
(A.2)

where we applied the maximum principle to l ◦ F to get to the second line. �
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