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Chapter 1 )
Introduction Check or

About 2.3 billion years ago, nature developed its most important energy conversion
process: photosynthesis. Since decades, the crucial elements and principles of
converting water and carbon dioxide into oxygen and chemical energy using
sunlight have inspired scientists in the design of artificial biomimetic systems:
collecting and storing solar energy in chemical bonds is a highly desirable approach
to solving the energy challenge. Artificial systems for solar-driven water-splitting
face, however, similar challenges to biological photosynthesis: efficient mecha-
nisms for light absorption, charge separation and transfer, catalysis and protection
against corrosion are required to provide a stable and constant energy flux from the
photoelectrolysis of water.

This monograph aims at discussing the basic principles and processes of natural
photosynthesis and comparing them directly with recent developments and con-
cepts currently realized in artificial photosynthetic systems, capable of utilizing
sunlight and converting carbon dioxide and water into a chemical fuel. Here, the
main focus lies on photoelectrochemical cells, where semiconducting photoanodes
and -cathodes modified with (electro-) catalysts are used to oxidize water, produce
hydrogen and reduce carbon dioxide in a monolithic device. Fundamental photo-
chemical and photophysical processes are presented and discussed along with
protection mechanisms and efficiency calculations for both, natural and artificial
photosynthesis. Key parameters are identified which are crucial for the efficient
operation of natural photosynthesis and their validity and applicability for the
design of artificial solar-driven water-splitting systems are further on examined.
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Chapter 2 )
Oxygenic Photosynthesis—A Brief e
Overview

Oxygenic photosynthesis is the process in which oxygen and carbohydrates are
produced from water and carbon dioxide utilizing sunlight. With the ability of
converting solar energy into chemical energy, oxygenic photosynthesis remains one
of the most important biological processes on earth, producing directly or indirectly
the building blocks of all living organisms and also of oil, gas and coal. In contrast
to some anaerobic photosynthetic organisms which use H,S as a reducing agent and
produce sulphur as a major product, oxygenic photosynthesis utilizes H,O as the
reducing agent. It is accomplished by a series of reactions which occur in the
chloroplast of photosynthetic eukaryotes and cyanobacteria and is characterized by
two main sets of reactions: the ‘light’ and the ‘dark’ reactions. Early biochemical
studies demonstrated that chloroplast thylakoid membranes oxidize H,O, reduce
NADP to NADPH and synthesize ATP during the so-called ‘light reactions’ [1].
These reactions were shown to be catalyzed by two photosystems, Photosystem I
(PSI) and Photosystem II (PSII), an ATP synthase, which produces the energy
source ATP through a proton gradient formed by light-driven electron transfer
reactions and the cytochrome(cyt) bsf complex, mediating the electron transport
between PSII and PSI and partly converting the redox energy into the proton
gradient used for ATP formation [2]. The ‘dark’ reactions utilize the reducing
equivalents NAPDH and ATP generated by the light reactions to reduce atmo-
spheric CO, into carbohydrates, which act as the respiratory source.

2.1 The Light Reactions

For the light-driven reactions in photosynthesis, four protein complexes are
required which reside in the thylakoids, a membrane continuum of flattened sacs in
the inner membrane part of the chloroplast [3]. They form a three-dimensional
network enclosing an aqueous space called the lumen and are differentiated into
cylindrical stacked structures, the grana, and interconnecting single membrane
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4 2 Oxygenic Photosynthesis—A Brief Overview

regions, the stromal lamellae (Fig. 2.1). The electron transfer and energy trans-
duction are catalyzed by proteins which are distributed in the thylakoid membrane:
the F-ATPase is located mainly in the stromal lamellae, the cyt bgf complex can be
found in the grana and grana margins, PSI is located in the stromal lamellae and
PSII is found in the grana, [4, 5]. The outer membrane of the chloroplast encloses
the stromal compartment which contains the soluble enzymes required for the dark
reactions and in addition to enzymes that synthesize proteins and the genome.
The accepted model of photosynthetic electron transport during the light reac-
tions is illustrated in Fig. 2.2, following a so-called ‘Z-scheme’ (Fig. 2.3):
Photosystem II absorbs light energy through an assembly of light-harvesting
chlorophylls, funneling the trapped light energy to the central chlorophylls in the
reaction center. This induces the formation of an excited electronic state over the
central pigments, which are known as Pggy according to the wavelength of their
lowest-energy absorption band. Pggy* is a strong reducing agent and rapidly loses
an electron to a nearby electron acceptor (A). A cascade of fast electron transfer
reactions stabilizes this charge separation by increasing the distance between the
electron donor and acceptor and therefore, reducing recombination reactions. The
electron is passed along an electron transport chain via the cyt bgf complex to
Photosystem I (PSI). PSI simultaneously absorbs light energy through
light-harvesting chlorophylls and generates an electron for the reduction of NADP

Chloroplast

Stroma

lamellae
—

Thylakoid
membranes

—

Eane Thylakoid

lumen

Inner membrane

Outer membrane

Fig. 2.1 Chloroplasts are organelles which are found in the cells of green plants and
cyanobacteria. They are bound by a double membrane and contain a third membrane system
which are known as thylakoids. The thylakoid membranes of higher plants consist of stacks of
membranes which form the granal-regions, connected to adjacent grana by non-stacked
membranes called stroma-lamellae. The compartment surrounding the thylakoids is known as
stroma, the space inside the thylakoids as lumen
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Fig. 2.2 Schematic overview of the electron transport chain of the photosynthetic light reaction
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Fig. 2.3 Energetic scheme of the photosynthetic light reaction (“Z-scheme’). Indicated are the
redox potentials of the most important cofactors

to NADPH by the ferredoxin-NADP reductase (FNR). PSI is reduced again by the
electron originating from the light absorption process in PSIL. In turn, the remaining
cation in PSII is able to oxidize a tyrosine residue and subsequently, a pentanuclear
tetramanganese-calcium cluster (MnyCaOs), commonly referred to as the
oxygen-evolving complex (OEC). The catalytic cycle of the OEC involves five
different oxidation states (S;, i= 0-4), generating electrons, protons and oxygen
from the oxidation of water [6]:

2H,0 — 4H* +4e” + 0, (2.1)
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2.2 The Dark Reactions

The evolutionary invention allowing the production of biomass required for all life
was the enzymatic fixation of atmospheric or dissolved CO, into larger organic
molecules using NADPH and ATP produced in the photosynthetic light reaction.
According to fossil records of bacterial biofilms, unicellular organisms related to
modern cyanobacteria were presumably among the first organisms which coupled
light driven biomass formation and CO, fixation to the oxidation of water which
resulted in the release of oxygen [7]. The reaction mechanisms of the photosyn-
thetic carbon assimilation (also light-independent reactions or ‘dark reactions’)
were firstly recognized by three American scientists, Andrew A. Benson, James A.
Bassham and Melvin Calvin who unveiled the biochemical reaction sequence
which fix and reduce atmospheric carbon into organic matter and therefore, satisfies
the energy needs and demands of phototrophic cells, heterotrophic plant tissues or
in certain cases, its symbiotic partner [8]. In a short period of time [9-13], the
Benson-Bassham-Calvin cycle (named in honor of its discovers) or reductive
pentose phosphate cycle, was developed by the authors based on experiments with

1. Fixation 3-Phosphoglycerate 2. Reduction
(6) /o Glyceraldehyde-3-
e o th;oslmme 6NAD(DH+ 6 H* phosphatedehydrogenase
inase
HO HO s NAD @*
3C0,+3H,0 @ 7 +50
/Q RuBisCO O 6AT(D| 6AD O o
o 1,3- alsphosphoslyurate fo (6)
(3 © Triose-
OH phosphate- 0
isomerase \
HO HO, 0
@ Glyceraldehyde-
0 Ribulose-1,5-bisphosphate o Aldolase 3-phosphate
[F 0 1) Y
Dihydroxyacetone- \ Glycolysis:
phosphate P D starchor sugar
3AD00 O/ synthesis
Phospho- (1)
ribolukinase 3ATO OH HO
o]
@) o OH
OH (o]
HO
HO OH .'/' on
Ve HO
Ribulose- g T
S harahate \ OH o Fructose-1,6-
0 =5 e / bisphosphate
ructose
. /0 phosphate P
\3. Regeneration o /

Fig. 2.4 The three stages of CO, assimilation in photosynthetic organisms in the carbon reduction
cycle (Benson-Bassham-Calvin cycle). As shown here, for the net synthesis of one molecule of
glyceraldehyde-3-phosphate, three CO, molecules are fixed. It is used further on for the production
of starch or sugars. The ribulose-5-phosphate generation is shown exemplarily via the
fructose-1,6-bisphosphate pathway
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microalgae. Radioactive substrates and chromatographic analysis were used to
study biochemical pathways. They could prove that primary CO, photoassimilation
occurs in the carboxylation reaction of ribulose-1,5-bisphosphate (RubP) by
accepting a molecule CO, (Fig. 2.4). The first stable product is 3-phosphoglyceric
acid (3-PGA) which is then further on reduced to glyceraldehyde-3-phosphate and
dihydroxyacetone phosphate (DOPA). The triose phosphates yield hexose phos-
phate esters, used for the consecutive synthesis of sucrose and/or starch. The
interconversion of phosphoric sugar esters in the sequence of transketolase and
aldolase reactions regenerates RubP. Furthermore, Ribulose-5-phosphate is phos-
phorylated again by the phosphoribulokinase using 3 ATP.

Every year, photosynthetic organisms convert in total about 10'” g (100 Gt) of
CO, into biomaterials and organic compounds, whereas all oxygenic photosynthetic
organisms utilize the enzyme RuBisCO (ribulose-1,5-bisphosphat-carboxylase/-
oxygenase) for the initial carbon fixation reaction (see Chap. 6) [14]. Although,
different terrestrial environments caused structural and functional adaptations
throughout the plant body, the Benson-Bassham-Calvin cycle has not changed its
fundamental biochemical nature over the cause of evolution and is well protected
throughout photosynthetic organisms.
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Chapter 3 M)
Architecture, Structure and Function e
of the Energy Conversion Centers

The sun provides more than 100,000 TW to the surface of the earth. The evolution
of photosynthesis occurred based on maximizing the productive process of gen-
erating new components and energy for biological activities. Today, photosynthesis
provides more than 150 TW of chemical energy on land and in the oceans, which is
about 10 times more than humans’ global consumption of primary energy [1]. In
most of the photosynthetic processes, photosynthetic reaction centers convert light
energy into chemical energy. They operate in organisms ranging from bacteria to
higher plants and are evolutionary linked, which is demonstrated by partial amino
acid sequence homologies and their fine structure [2]. The core of every photo-
chemical reaction center is a dimeric structure. It is assumed that its evolution began
with a homodimeric structure and progressed from symmetric via pseudosymmetric
to asymmetric structures [3].

There are two main types of reaction centers which are differentiated by their
type of electron acceptors: in type I reaction centers, excited electrons are captured
by electron acceptors such as ferredoxin; in type II reaction centers, excited elec-
trons are captured by a loosely bound quinone. The type I reaction centers include
the Photosystem Is (PSI) of oxygenic photosynthesis and bacteria phyla, such as the
green sulfur bacteria. Type II reaction centers include the Photosystem IIs (PSII) of
oxygenic photosynthesis and bacteria such as purple bacteria.

3.1 Overview of the Evolution and Structure
of the Photosynthetic Reaction Centers

The determination of the reaction centers’ origin poses a challenge due to their
diversity, but the greater availability of genomic sequences and of high-resolution
crystal structures from various organisms enable the determination of their common
evolutionary path. Due to the large energy difference in the redox potential between
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the electron donor (water) and the final electron acceptor (NADP™) during the light
reaction, the ancestor cyanobacteria had to evolve the capability to use two pho-
tosystems working in series in order to be able to accumulate the energy of two
photons. About 1.5 billion years ago, the ancestral symbiotic event between a
cyanobacterium and a eukaryotic cell transformed the first organism into a
proto-chloroplast and opened the way to the evolution of green eukaryotic photo-
synthetic organisms i.e., plants and green algae [4]. For almost 2 billion years, life
remained mainly in water; land plants appeared only about 0.5 billion years ago.
The first land plants had to challenge new environmental constraints such as an
oxygen rich atmosphere, a rapidly fluctuating environment in terms of light quantity
and quality, temperature, nutrients and water [5].

The two photosystems have a common organization and are functionally orga-
nized in two main moieties: a core complex, containing the reaction center for the
photochemical processes and a peripheral antenna system, increasing the light
harvesting capability and regulating the photosynthetic process [6]. Most of the
subunits are similar in prokaryotic and eukaryotic photosystems, indicating that the
two core complexes have been well conserved during evolution in all
oxygen-evolving organisms [7]. The peripheral antenna system, on the contrary,
shows a great variability and composes peripheral associated membrane proteins in
cyanobacteria, phycobilisomes and integral membrane proteins which compose the
light harvesting complexes (LHCs) in eukaryotic cells.

3.1.1 Antenna System Organization

Charge separation takes place in pigment-protein complexes referred to as the
reaction centers (RCs). They are highly specialized and have a low pigment density
which leads to little light absorption. Light-harvesting complexes surround the RCs,
also called ‘antennas’, which contain a few hundred pigments per RC (Fig. 3.1a—c)
[8]. These complexes are crucial for the success of photosynthesis due to the fact
that light is dilute. Even on a sunny day, a chlorophyll molecule will absorb not
more than one photon every 0.1 s [9]. Energy transfer to the reaction center
(RC) core pigments of PSII reaches remarkable efficiencies of up to 90% [10]. The
reaction centers would be inactive most of the time without the antennae, leading to
the loss of excitation energy. Therefore, the ability of harvesting light is crucial for
the organism in order to catch every available photon in light-limited conditions.
Furthermore, as light quality and quantity changes, the antenna system represents a
unit, which can be designed ad hoc: the LHCs show a remarkable variability in
pigment composition, pigment organization and size of the antenna system in
different natural environments. They can also prevent the overexcitation of the
photosynthetic machinery, including photodamage. How do they manage?
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Fig. 3.1 a and b Structure of the plant C,S,-type PSII-LHCII super-complex at a resolution of
3.2 A (pdb reference 3JCU). a View from the stromal side along membrane normal. b Side view
along membrane plane. The dashed line indicates estimated interfacial regions between the two
monomers. The major components are shown as cartoon and stick models in different colors. The
12 small intrinsic subunits are shown as yellow sphere models. ¢ A view from the stromal side of
the membrane of the plant PSI-LHCI super-complex at a resolution of 2.8 A (pdb reference 4Y28).
The light-harvesting complexes Lhca 1-4 are colored in blue, the PsaH, PsaG and PsaK subunits
are colored red. The three iron-sulfur clusters can be distinguished as yellow and red clusters in the
middle of the complex

Despite their diversity, all antennae have to operate within the thermodynamic
and kinetic constraints dictated by the RCs. Typically, within 100 ps after the initial
photon capture by the antenna, very efficient electron transfer occurs from the
primary donor, which is P680 in PSII (corresponding to the absorption maximum of
the chlorophyll a molecules at 680 nm) to the primary acceptor. To energetically
allow excitation energy transfer, the excited state energies of the antenna pigments
should be the same or higher than that of the donor, which means—in case of PSII
—the absorption maximum of most pigments should preferably lie below 680 nm.
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The energy required for charge separation in PSI is somewhat lower, with P700
being the primary donor (the absorption maximum of the chlorophyll a molecules is
700 nm due to the different protein-pigment environment). The antenna complexes
transfer light-induced excitons created by the photosynthetically active radiation
(PAR, 400-700 nm) to both reaction centers, PSII and PSI [11].

3.1.1.1 Excitation Energy Transfer in the Light-Harvesting Antennae

A fundamental physical process which is used in natural and synthetic
light-harvesting to funnel light from any point in the antenna to a ‘trap’—the
reaction center - is electronic excitation transfer (EET) from an excited molecule (or
atom) to another. A successful and widely employed quantitative method for cal-
culating rates of the EET between donor (D) and acceptor (A) pairs was developed
by Forster [12]. Theodor Forster connected the energy released by the deexcitation
of D and the synchronously uptake by A to the emission and absorption line shapes,
respectively. The Forster resonance energy transfer (FRET) is based on electric
dipole-dipole interactions between chromophores with a rate, which scales with
R°, where R is the center-to-center distance between the interacting chromophores.
The relative orientations of the pigments and the overlap of their fluorescence and
absorption spectra determine the transfer rate. Furthermore, the product of the
dipole strengths of the corresponding electronic transitions and the overlap of the
energy levels is of particular importance. The energy transfer efficiency by the
dipole-dipole mechanism and the rate constant can be related to the actual sepa-
ration Rp, of excited donor (*D) and A:

Rate constant for any separation:

RO\ 1 (RY\®
keer o< kp (ﬂ) =— <ﬂ> (3.1)

Rpa p \Rpa

Efficiency for any separation:

0 6
Per <§—§:> (3.2)

Here, tp corresponds to the experimental lifetime of *D, Rp, is the actual
separation between the centers of *D and A, R), is the critical separation distance
between *D and A and ¢ is the efficiency for the energy transfer. Therefore, for
Rpa <R% 4> energy transfer predominates, whereas when Rp, > R%A the deactiva-
tion of *D dominates. When Rps = RY,,, the rate of energy transfer equals the rate
of deactivation.
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Fig. 3.2 Simplified energy-level diagrams for the chlorophylls a and b (Chl a and Chl b), with
their main energy levels corresponding to the absorption peaks. After Chl b is excited by “blue”
light which promotes the molecules from the ground state (Sy) to the third excited state (S;).
A rapid relaxation takes place to its first excited state (S;) from which EET to Chl a follows with a
rate ky,. The reverse rate k,;, is slower due to the transfer being energetically uphill

Given an environmentally determined refractive index of 1.5, the average
transfer rate between two isoenergetic Chl a molecules at R = 1.5 nm with a random
orientation is 0.7 — 0.8 ps_' (van Amerongen et al. [12]). For the energy transfer
from a Chl b molecule with an absorption maximum at 650 nm (corresponding to
an energy of 3.060 x 107" J) to a Chl a molecule with an absorption maximum at
675 nm (2.947 x 107" ]), the rate ky, is ~0.2 ps ' (Fig. 3.2) [11]. The reverse
rate ky, can be calculated from ky,/ky, = exp(—A/k,T) with AE = 3.060 x 1077 J
—2.947 x 107" J. At room temperature (T = 293 K), the reverse rate is about a
factor ~ 16 smaller. Therefore, the possibility of uphill energy transfer exists, but it
can be considerably slower.

A large part of the EET in photosynthesis proceeds on a timescale below 1 ps
where the application of FRET theory is under discussion. The excitation energy is
not localized on either the donor or acceptor molecule, but the strong interaction
between the pigments results in new excitonic energy levels which are shared
between the interacting molecules in a way that they sometimes even result in the
formation of one ‘super-molecule’ [13]. The relative orientation of the pigments
influences the dipole strengths for corresponding transitions, which are well-known
e.g., for the light-harvesting complexes of purple bacteria (LH1 and LH2). Here, the
main absorption bands lie substantially lower in energy than those of the
non-interacting pigments. The excitations can also coherently oscillate for a short
amount of time between the pigments. The dynamics of this transfer can be
described by Redfield theory, considering also interactions with the environment,
particularly, vibrations. Strong interactions are generally responsible for transitions
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between exciton levels, which are caused by the unique design of light-harvesting
antennae: the concentration of chromophores (e.g., chlorophylls) can be as high as
0.6 M [14], which is likely to be the key in the design optimization. The inter-
chromophore separations are therefore close: in the order of 10 A center-to-center
distance for the nearest neighbours. Since electronic coupling scales steeply with
distance, the chromophores in the antenna complex possess strong electronic
interactions. Examples of excitons have been discovered in ensemble-averaged
linear and non-linear spectroscopy experiments [15, 16] as well as with
single-molecule spectroscopy of LH2 complexes from purple photosynthetic bac-
teria, which have provided strong evidence for the delocalized excited states
immediately after the excitation of a single LH2 [17]. Breakthrough experiments
using two-dimensional electronic spectroscopy (2DES) have shown evidence of
long-lived oscillatory features in the two-dimensional spectra of several
light-harvesting complexes. This oscillatory behaviour had been first interpreted as
a signature of quantum coherent evolution of superpositions of electronic states, but
they were later on attributed to vibrational coupling. Nevertheless, a significant
amount of theoretical research aiming at understanding how electronic coherence
and in particular, quantum dynamics, can be sustained in the complex biological
environment was prompted by this discovery [14]. These theoretical studies
investigated whether coherences influence energy transfer dynamics, something
which is not detected by the 2DES experiments. A few potential mechanisms
supporting coherent dynamics have been identified e.g., weak electron-vibration
coupling, spatially correlated environmental fluctuations at different chromophores
[18] and a slowly relaxing vibrational environment [19]. Currently, 2DES experi-
ments are used to contribute to the understanding of exciton dynamics governed by
the balance between the interchromophore coupling (considered small in Forster)
and the chromophore-vibrations coupling (considered small in Redfield) [20].

The experimental findings have furthermore raised the question whether
coherent dynamics are significant for optimizing photosynthetic light harvesting. It
has been recognized that delocalized donor and acceptors states may enhance
transport in an incoherent transfer scenario [21], but it is yet unclear whether
exciton delocalization between acceptors and donors and the consequent coherent
dynamics of excitations provide a significant advantage for light harvesting—de-
spite that it is clear that the mechanism of energy transfer is modified.

3.1.2 Reaction Center Structures and Cofactor
Arrangement

Structural models of the photosynthetic RCs, i.e., the ones of purple bacteria and
cyanobacterial PSII (Type II family), and eukaryotic and prokaryotic PSI (Type I
family) show a similar motif in the arrangement of cofactors involved in the
electron transfer reactions: they are organized in two chains (‘branches’), arranged
along a pseudo-C2 symmetry axis and are located at the interface of the two main
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RC subunits. Even though, the ‘overall’ structural arrangement of the cofactors
involved in the primary charge separation reactions are similar in PSI and PSII,
there are significant differences in the molecular mechanisms of such reactions: in
PSII, only one of the two electron transfer branches is used with a high efficiency
(‘A branch’), which is known as monodirectional or asymmetric electron transfer
(ET). In contrary, both ET branches are used in PSI with a comparable efficiency,
described by the terms bidirectional or symmetrical electron transfer. Another
relevant difference between the two photosystems is linked to their catalytic activity
i.e., the redox potential of the chemical processes involved in the ET reactions. The
donor side in PSII is significantly oxidizing (E° ~ +0.8 V) with the intermediate
P680" being estimated as one of the most oxidizing species in nature (E° ~
+1.2 V) [5]. The donor side in PSI is much less oxidizing with E° ~ +0.5 V, but its
acceptor side is much more reducing (E° ~ —0.5 V) than the one of PSII (E° ~
0 V). In both cases, an overall potential difference between the donor and the
acceptor side of ~1 V is established, representing about 60% of the energy
delivered by a photon corresponding to the lowest excited singlet state transition
(~+1.7 eV). Considering that AE between the special pair and the first electron
acceptor in PSII (a pheophytin molecule) is about 1.7 V, the thermodynamic effi-
ciency of the primary photochemistry events is about 90%. Energy losses are
condoned in order to stabilize primary charge separation events and foster unidi-
rectional electron transfer.

3.1.2.1 Photosystem I

Photosystem I is a membrane chlorophyll-protein complex catalyzing the
light-dependent oxidation of plastocyanin (or cytochrome c¢) in the lumen and the
reduction of ferredoxin in the stroma. Since the oxidation and reduction of the redox
partners occur on opposite sides of the membrane, PSI has to provide an efficient
electron transfer across the membrane. Photosynthetic organisms contain the
complex in different, but evolutionarily related forms. The most basic structure in
all complexes is a symmetric or pseudosymmetric assembly of one or two
chlorophyll-containing proteins, which are covalently bound through iron-sulfur
clusters serving as electron acceptors [1].

The electron density map of trimeric PSI complexes from the cyanobacterium 7.
elongatus with a resolution of 2.5 A [22] allowed an accurate model for the protein
architecture: PSI of cyanobacteria contains 12 protein subunits bound with four
light-harvesting proteins comprising the LHCI antenna complex. The structure of
the plant PSI-LHCI supercomplex was recently determined at 2.8 A resolution. It
contains 214 prosthetic groups, including 156 chlorophylls (nine are assigned as
chlorophyll b), 32 carotenoids, three [4Fe-4S] clusters, two phylloquinones and 14
lipid molecules [23]. The two transmembrane subunits PsaA and PsaB form a C,
symmetric heterodimeric core complex and contain most of the cofactors: the pairs
of Chl molecules forming the reaction center are arranged in two symmetric
branches A and B, which are bound to PsaA and PsaB subunits, respectively.
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Fig. 3.3 Arrangement of the electron transfer cofactors in PSI from Thermosynechococcus
elongatus (PDB file 1JB0, Jordan et al. [22]) and a scheme of the electron transfer pathway upon
illumination. The numbers represent the order of electron transfer steps after charge separation.
Step 1 represents both, the charge separation and the first rapid stabilization step, leading to the
formation of P700*A;~ (see text). The photoinduced electron transfer is bidirectional, proceeding
through both the A and B branches of cofactors

The electron transfer chain of PSI (Fig. 3.3) consists of two chlorophylls
forming P700 (Chl1A/ChlIB or alternatively called eC-Al/eC-B1), two pairs of
chlorophylls designated as Ao (ChI2A/ChI3A and ChI2B/ChlI3B, which are also
called eC-B2/eC-A3 and eC-A2/eC-B3, respectively), two phylloquinones named
as A, (designated as Qg-A/Qg-B) and the iron-sulfur clusters Fy, F5 and Fg [24].
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Following light excitation, the P700*A; " state forms in ~ 50 ps (1) and electron
transfer from A] to Fx proceeds biphasically with time constants of 10-25 and 260—
340 ns [25] (2)). These two lifetimes are due to the electron transfer down the B and
A branches, respectively. While the exact fractional utilization of the two branches
appears to be species dependent, optical spectroscopy measurements have recently
demonstrated that electron transfer in PSI occurs through both branches of the
redox cofactors from P700 to Fx [26]: in cyanobacterial PSI, 66-80% of the
electron transfer is contributed by the A-branch and 20-34% is contributed by the
B-branch. The reason for the asymmetry and factors influencing it are not quite
clear yet. Additionally, the exact kinetics of the primary charge separation events
and the nature of the primary electron donor and acceptor in PSI remain contro-
versial [27]. Forward electron transfer from Fx to F, and Fg also occurs on a
nanosecond timescale at room temperature [29]. In isolated cyanobacterial PSI
particles at room temperature, the reduced terminal cluster Fo,g3 recombines with
P700" in ~ 100 ms, although the distance between P700 and F, or Fg is greater
than 17 A, which is too large for a direct electron transfer from Fa/p to P700" to
occur on this timescale [28]. It is widely accepted that the recombination rather
occurs via the repopulation of A; . This notion is supported by the fact that
changing the quinone in the binding site modifies the recombination rate.

3.1.2.2 Photosystem II

Photosystem 1II is a light-driven water-plastoquinone oxidoreductase, carrying out
the key reaction of oxygenic photosynthesis: the light-driven oxidation of water
[29, 30]. It is a large, multisubunit trans-membrane protein complex found in the
photosynthetic membranes of cyanobacteria and photosynthetic eukaryotes and is
composed of 17 transmembrane subunits, three extrinsic proteins and several
cofactors with a total molecular weight of 350 kDa [31]. A crystal structure is
currently available from cyanobacteria at a resolution of 1.95 A (Fig. 3.4) [32],
whereas for plant PSII, it was only recently that the structure of the spinach pho-
tosystem II—LHCII supercomplex was obtained at a resolution of 3.2 A [33]. For a
long time, only a three-dimensional model of the supercomplex existed.

The primary processes of the photosynthetic light reactions are initiated by the
photoexcitation of the pigments Pggg, which are formed by the chlorophyll a pair,
Pp; and Pp; and the chlorophylls Chlp; and Chlp, in the PSII reaction center.
Within picoseconds, an initial charge separation reaction occurs, involving the
formation of Pj5,Pp,, PhChlp; and Chlj;Pheop; (with P, Chl and Pheo standing
for pair of chlorophylls, monomeric chlorophyll and pheophytin, respectively,
Fig. 3.5a [29, 34]), leading to the formation of the charge pair PjPheop; (1),
which in turn reduces another subsequent electron acceptor, the plastoquinone Q4
(2). The electron hole at P, is able to abstract electrons on the time scale of
microseconds from an active tyrosine residue Tyrz (3), which in turn reduces the
OEC located at the luminal (donor) side (4). Q4 is located close to the stromal
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Fig. 3.4 X-ray crystal structure of the PSII dimer from T. vulcanus at a resolution of 1.95 A,
indicating the position of the extrinsic polypeptides, the intrinsic subunits PsbA — D and the small
accessory subunit PsbZ (pdb reference 4UB6, Suga et al. [32])

(acceptor) side of the protein and reduces in approximately 0.2—0.4 ms the terminal
electron acceptor Qg (5), which is, once doubly reduced (0.8 ms), released into a
membrane quinone pool [34].

The catalytic center of the water oxidation catalyst is composed of four Mn-ions
and one Ca**-ion coordinated by p-oxo bridges and amino acid residues. Four
successive light reactions drive the four successive oxidations between the S; and
Si41 states [35]. Upon the formation of the S, state, one molecule of oxygen is
produced and released, regenerating the S, state. Although the Kok cycle [36]
rationalizes already the period-four oscillation of flash-induced oxygen evolution
and succeeds in formally describing the function of the enzyme, it does not contain
information about the chemical nature of the involved transient states nor the
precise mechanisms underlying the interconversion of the S states and the absolute
oxidation states of the individual Mn ions in the different S states [37]. Recent
computational analyses support the widely accepted hypothesis of the ‘high-valence
scheme’, where the Mn oxidation states are assigned as III, IV, IV, IV in the
S, state [38]. Figure 3.5b provides an overview of the current view of the extended
Kok cycle, indicating the oxidation and proton release events at each transition
upon photon absorption by Pggo.
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Fig. 3.5 a Schematic representation of the arrangement of cofactors involved in the electron
transfer chain in PSII according to the crystal structure (pdb reference 4UB6). The numbers
represent the order of electron transfer steps after charge separation. Step 1 represents both, the
charge separation and the first rapid stabilization step, leading to the formation of Pf;;Pheop,; (see
text). b Model of the S-state cycle firstly proposed by Kok et al. [36], showing the electron and
proton release in the individual S-states (Haumann et al. 2005) and the net oxidation state of the
respective S-state (high-valence model, Krewald et al. [38]). A complete cycle requires sequential
absorption of four photons, whereas each photon leads within <1 us to the formation of Y5
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3.2 Semiconductor Photochemistry and Principles
of Photoelectrocatalysis: Energetics, Charge
Separation and Excitation Transfer

With the ability of converting solar energy into chemical energy, oxygenic pho-
tosynthesis remains one of the most important biological processes on earth, pro-
ducing directly or indirectly the building blocks of all living organisms and also of
oil, gas and coal. The collection and storage of solar energy in chemical bonds as
accomplished by photosynthesis is a highly desirable approach to solving the
energy challenge and meeting our future global energy demands. In this term, the
development of artificial photosynthetic systems, capable of mimicking this pro-
cess, is attracting extensive interests. One promising solution to overcome fluctu-
ations in the availability of sunlight is to harvest and convert it into a chemical fuel
e.g., H,, which can be stored, transported and used upon demand. These so-called
‘solar fuels’ have potential applications as transport fuels, chemical feedstock and
as fuels for electricity generation out of daylight hours. The design of such a
biomimetic system, however, is not a trivial undertaking, since (i) the solar energy
conversion process, storage and distribution should be environmentally benign and
protect ecosystems instead of weakening them and (ii) the developed system has to
provide a constant and stable energy flux. A highly promising approach to meet this
challenge is the photoelectrolysis of water using semiconductors as both, light
absorbers and energy converters analogue to the chlorophylls in the photosynthetic
reaction centers (Fig. 3.6). Already in 1968, Boddy reported the light-driven oxy-
gen evolution at an n-type rutile (TiO,) single-crystal electrode [39].

aH*  2H,
H,catalyst ~\ 3¢ » Passivation

/ Layer
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::5. Semiconductor photoanode lh' " Membrane
SSEE00080600066
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Fig. 3.6 Basic scheme of a monolithic tandem structure device for the four-electron process of
water oxidation combined with hydrogen production following the approach of the photosynthetic
Z-scheme. The two photoelectrodes possess two different band gaps to absorb different parts of the
solar spectrum to generate electrons and holes of a particular energetic level required for the
respective half-cell reaction. Deposited electrocatalysts enhance the catalytic reaction.
Furthermore, the photoelectrodes are protected against photocorrosion reactions by a passivation
layer
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This work preceded the highly cited and more famous Nature article by
Fujishima and Honda [40], in which the team reported the photoelectrochemical
de-composition of water at an n-type TiO, photoanode illuminated with ultraviolet
illumination in a photoelectrochemical cell with a platinum cathode [40]. Further
on, Gerischer [41] proposed the use of photoelectrochemical cells for the conver-
sion of solar energy to electricity using reversible redox systems as the electrolyte
[41]. More than 40 years later, the approach to solving the ‘holy grail’ of artificial
water splitting has been focused on investigating new materials for both, the anodic
and cathodic processes and integrating configurations which utilize photovoltaic
cell junctions in order to increase the obtainable voltage for a single or dual band
gap device. The goal is the design of an efficiently operating photoelectrolysis cell,
coupling unassisted water oxidation with hydrogen production. This approach
requires semiconductor materials which support rapid charge transfer at a semi-
conductor/ liquid interface, exhibit long-term stability and which can efficiently
harvest a large portion of the solar spectrum [42].

The free energy change corresponding to the conversion of one molecule of H,O
to H, and % O, is AG = 237.2 kJ/mol or according to the Nernst equation to AE® =
1.23 V per electron transferred. Therefore, two minimum requirements result for
the photoelectrocatalysis of water at a single semiconductor photoelectrode without
applied voltage: firstly, the free energy stored in photogenerated electron-hole pairs
in the semiconductor must be large enough to exceed the energy separation between
the H*/H, and O,/H,0 redox levels (1.23 V at 298 K). Secondly, the free energy
levels of the holes and electrons must span the redox energy levels in order that
proton reduction and water oxidation proceed i.e., the conduction band energy of
the semiconductor photocathode must lie above the H*/H, redox level and the
valence band of the semiconductor photoanode must lie below the O,/H,0 level
[43]. The semiconductors must therefore absorb radiant light with photon energies
of >1.23 eV (equal to wavelengths of ~ 1000 nm and shorter) and the process has
to generate two electron-hole pairs per molecule of H, (2 X 1.23 eV = 2.46 €V,
hydrogen evolution reaction, HER) or four electron-hole pairs per molecule of O,
(4 x 1.23 eV =4.92 eV, oxygen evolution reaction, OER):

2H" + 2¢~ — H, (HER) (3.3)
H,0 — 2¢” + 15 0+ 2H (OER) (3.4)
H,0 — 15 0, + H, AG = +237.2 kJ/mol (3.5)

Substantial effort was invested in identifying single semiconducting materials,
capable of reducing hydrogen and at the same time, generating sufficient external
chemical potential (free energy, Ap,) with the absorbed photons to overcome the
1.23 V required to split water. These single band gap devices have, however,
limited values of photoelectrochemical solar to electrical energy conversion effi-
ciencies: beside the capability of absorbing substantial solar light harvesting, they
also need to provide adequate stability in harsh aqueous electrolytes and appropriate
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Fig. 3.7 Energy scheme of a photoelectrochemical dual-absorber tandem cell with an n-type
semiconductor photoanode and a p-type semiconductor photocathode. The two materials possess
two different band gaps, absorbing photons of two different wavelengths. The absorption of a
photon (hv) by a semiconductor with a band gap E, created an electron-hole pair which is
separated by the space charge layer to generate a photopotential (as indicated by the Fermi level,
EE, broken line). Combining two absorbers, increases the free energy (Api.x) available, which must
be greater than the energy needed for water splitting plus the overpotential losses at both, anode
and cathode, 1oy and Mg

conduction and valence band levels to straddle the water reduction and oxidation
potentials. Since the water splitting reaction requires two half-cell reactions, two or
more band gap configurations are investigated (multiple band gap photoelectro-
chemical cells, MPEC), following the photosynthetic Z scheme with two
light-absorbing ‘centers’. A simple two-photoelectrode approach uses an n-type
semiconductor photoanode and a p-type semiconductor photocathode (Fig. 3.7).
The two semiconductor materials have two different band gap energies, E,; and
E,», respectively, with E;; > E,». In the two photoelectrodes, each absorbed photon
creates an excited electron-hole pair, four photons (two in each absorber) have to be
absorbed to create one molecule of H,. Weber and Dignam [44] evaluated the
potential solar to hydrogen efficiency of such a device, ngry, compared to placing
two cells of the same band gap energy side by side [44]. The evaluation of the
side-by-side approach gave an upper limit of 16.6% with E,; = Ey, = 1.4 €V which
represents a decent increase over the predicted single absorber approach of 11.6%.
The integrated tandem approach, where the cells were placed on top of each other
(see Fig. 3.6) with Ey; = 1.8 and Ey, = 1.15 eV, respectively, resulted in 22%.
Recent calculations by Prévot and Sivula [45] show that with optimum values of
Eg; = 1.89 and E,, = 1.34 eV and assumed losses, an efficiency of ngry = 21.6%
can be achieved in the tandem configuration [45] (also compare Chap. 9). The
achievement of this solar-to-hydrogen efficiency depends largely on the identifi-
cation of materials with the correct band gap energies and band positions suitable
for the water oxidation and reduction reaction. Therefore, in order to design an
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efficiently operating solar-water splitting cell, it is also crucial to understand the
fundamental photoelectrochemical properties of a semiconductor.

3.2.1 Photoelectrochemistry of Semiconductors

The semiconductor/electrolyte energetics have been described in detail by
Gerischer [46]. When a semiconductor with a Fermi level (Ef) is brought in contact
with an electrolyte whose electrochemical (redox) potential is E°, an equilibrium of
the two phases is established by transfer of electrons across the surface which leads
to a potential barrier for the further flow of charge carriers [46, 47]. The semi-
conductor electronic bands near the surface bend due to the depletion of majority
charge carriers near the surface. The magnitude of the band bending (also potential
barrier, Ep) is equal to the difference in electrochemical potentials (Fermi levels) of
the two phases, semiconductor and electrolyte, before coming in contact and can be
described by:

Eg = |(Er — E°)| (3.6)

The situation is analogous to a semiconductor/ metal (solid state) Schottky
barrier contact. For an n-type semiconductor, the energy diagram before and after
contacting a metal or electrolyte are given in Fig. 3.8. The equilibrium process in
(B) gives rise to a space charge layer or depletion layer inside the semiconductor
which is depleted of charge carriers. The width of this layer is usually on the order
of a few thousand Angstrdm units and hereby, significantly larger than the
Helmholtz double layer caused by smaller carrier densities inside the semicon-
ductor. The potential across the Helmholtz layer is mostly independent of an
externally applied potential, whereas most of the potential drops across the semi-
conductor depletion layer.

The application of an external voltage or light excitation modifies the carrier
distribution in the space charge region and therefore varies the Fermi level position
and band bending. Absorbed light energy greater than the band gap (E,) generates
excess charge carriers. The electron-hole pairs in the space charge region are
separated: the majority carriers move towards the bulk and the minority carriers
(electrons and holes respectively for n-type semiconductors) move towards the
surface of the semiconductor (C). The net effect is that the potential barrier and
band bending are decreased. When the light intensity is sufficiently high, band
bending is eliminated and the flat band situation is reached: at this point, the
electrochemical potentials of semiconductor and electrolyte are no longer in equi-
librium and tend to reach their original positions before contact. This difference in
the Fermi levels can be measured as the open circuit potential, Voc (in Fig. 3.8c
described as Vp). The maximum photopotential (Vpmax) for a given semiconductor/
electrolyte junction upon illumination is therefore given as:
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Fig. 3.8 Energetics of the semiconductor/electrolyte interface. a n-type semiconductor before
contacting a metal or electrolyte (flat band sitation, Egr = Egg); b n-type semiconductor in charge
transfer equilibrium with a metal or electrolyte; ¢ n-type semiconductor/ electrolyte interface under
illumination with hv > E,; light generated holes which move towards the semiconductor surface
whereas the electrons move to the bulk. Ecg and Eyg correspond to conduction and valence band
edge; Er and Ef e are the Fermi levels of the semiconductor and the metal; Eq or E .40« are the
standard electrochemical potential of the electrolyte; Eg is the band gap energy and Vp corresponds
to the photopotential. According to Aruchamy et al. [47]
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eVpmwx = Ep = |(Er — E)| (3.7)

For efficient energy conversion, it would therefore be desirable to select a redox
couple where E° lies close to Eyg for an n-type semiconductor or Ecg for a p-type
semiconductor in order to maintain a high Eg/E, ratio [47].

In a photoelectrolysis cell, the redox couple is fixed by the undergoing chemical
reaction, i.e. water oxidation and hydrogen production. Therefore, the interface
energetics cannot be tuned by simply selecting an appropriate redox couple. One
approach is to directly tune the band edge positions relative to the water oxidation
or reduction potentials via the incorporation of fixed dipoles or charges on the
semiconductor surface: ions adsorbing onto the semiconductor surface have been
shown to modify the band edge positions photoelectrode [48, 49].

3.2.2 Photoelectrode Materials

Essential for the development of efficiently operating photoelectrolysis cells are
semiconductor materials, which harvest sunlight efficiently and sustain the
respective half-cell reaction under illumination for prolonged periods at sufficient
enough rates without substantial kinetic losses. Hereby, efficient light harvesting
depends not only on the band gaps, but also on the depth of light penetration
through the photoelectrode. The light penetration depth is inversely proportional to
the absorption coefficient. Semiconductors with moderate light harvesting proper-
ties must have good minority carrier diffusion lengths or a low dopant concentration
in order to ensure efficient separation of electrons and holes [43].

The identification of materials which meet these requirements is far from being
easy and over the last decades, many semiconductor materials have been studied as
photoanodes and photocathodes (Fig. 3.9).
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3.2.2.1 Photocathode Materials for Hydrogen Evolution

Photoelectrodes used for hydrogen evolution need to supply a sufficient cathodic
current in order to reduce protons to H, and they must be stable in aqueous
environments. Furthermore, the potential of the conduction band edge has be more
negative than the hydrogen redox potential (Fig. 3.7). As described earlier, a
semiconductor which is brought in contact with an electrolyte will experience a
Fermi Level equilibrium with the electrochemical potential of the liquid by trans-
ferring charge across the interface. For a p-type semiconductor, band bending
occurs in such a way that photogenerated electrons are driven towards the interface
and remaining holes move towards the bulk of the solid. Upon photoexcitation,
electrons are injected from the solid into the solution which may protect the surface
of the semiconductor from oxidation. Therefore, p-type semiconductors are mostly
more stable for HER than n-type semiconductors. One example is p-type GaP with
an indirect band gap of 2.26 eV, which is stable for extended periods of time under
reducing conditions [42]. p-type GaP can produce H, positive of the H*/H, ther-
modynamic potential [50]. One drawback is that p-GaP possesses small
minority-carrier diffusion lengths relative to the absorption depth of visible light in
the solid [51]. Another prominent example is InP, which has a band gap of 1.35 eV.
A solar-to-hydrogen conversion efficiency of 12% was achieved by Heller and
Vadimsky [52], depositing Ru catalysts on the surface of oxidized p-InP [52].
Electrodeposited Rh and Re even resulted in efficiencies of 13.3% and 11.4%,
respectively [53]. Furthermore, p-type Si is a small band gap absorber
(Eg = 1.12 €V) and an interesting candidate for p/n PEC water splitting cells [54]. It
has been demonstrated by multiple groups that planar p-Si photocathodes in
combination with a variety of deposited metal catalysts can be used to reduce the
voltage required to electrochemically produce H, [55, 56]. One obstacle with sil-
icon is its long-term stability: it is stable in acidic solutions, but surface oxidation
occurs over extended periods of time. Surface passivation by covalently attaching
methyl groups has been demonstrated to improve the stability of the photocathodes
[54]. Further materials which have been investigated also include binary oxide
photocathodes such as Cu,O and CuO and chalcopyrite materials such as CulnS,
and CuGaS, [57].

Currently, the thin-film photovoltaic marked is dominated by II-VI semicon-
ductors such as CdTe and CdIn,_,Ga,Se, compounds [42]. These materials possess
band gaps which can be controlled by the modification of their composition and
processing. Recently, also a GalnP n-p top cell (E, = 1.78 €V) was used as a light
absorber in a two-junction tandem absorber structure with Ge serving as photo-
voltaic core element. In combination with an n-i-p GalnAs bottom cell
(Eg = 1.26 €V), the system resulted in a solar-to-hydrogen efficiency of 14% [58].



3.2 Semiconductor Photochemistry and Principles of Photoelectrocatalysis ... 27
3.2.2.2 Photoanodes for Water Oxidation

The key challenge for realizing a biomimetic solar-water splitting device is the
solar-driven oxidation of water in analogy to the Mn4CaOs cluster in oxygenic
photosynthesis. Many n-type semiconductors have been considered for the water
oxidation half-cell reaction, but identifying a material which remains stable in the
harsh reaction conditions has been proven to be difficult due to the fast oxidation of
the photoanode surface. Furthermore, if the interfacial kinetics of the OER are rate
limiting, an OER catalyst needs to be deposited on the electrode. Given the required
stability under oxidizing conditions, most of the materials which have been
investigated are metal oxides or metal oxide anions (0xo-metalates) in pure, mixed
or doped forms [42]. A general feature of these materials is that the valence band
consists of O 2p orbitals and the conduction band is formed by the valence orbitals
of one more metal. This means that especially in ionic crystals, the potential of the
valence band edge stays almost unchanged at 3.0 £ 0.5 V versus NHE for most
metal oxides and oxometalates including TiO,, WO3, Fe,O3 and ZnO. Metal ions
can either as bulk matrix or dopant species tune the conduction band position and
therefore, also the band gap.

Upon photoexcitation and charge separation of an n-type semiconductor, the
minority carriers (holes) in the valence band diffuse to the semiconductor elec-
trolyte interface and oxidize water. The difference between the oxygen-centered
valence band (~ 3.0 V) and the water oxidation potential of 1.23 V versus NHE is
a major challenge for the development of highly efficient photoanode materials.
Much of the excess ~1.77 eV absorbed by the metal oxide is wasted by thermal
relaxation. A very few semiconductors satisfy both requirements of electronic
structure and stability for photoanodes and most examples of functioning photo-
electrodes convert sunlight to O, at relatively low efficiencies [42].

Several transition metal oxides have been shown to meet some of the require-
ments for efficient photoelectrochemical water oxidation. In metal oxide photoan-
odes, the redox-active metal ions include early transition metal oxides such as Ce
(IV), Ti(IV), Zr(IV), Nb(V), Ta(V) and d'° configuration ions e.g., Zn(Il), Ga(IIl),
Ge(IV), Sn(IV) and Sb(V). TiO, has been intensively studied following the
experiments by Fujishima and Honda, also because of its application in
dye-sensitized solar cells [59]. The potential of the TiO, conduction band lies
slightly above the HER potential (Fig. 3.8) and therefore, electrons in the con-
duction band do not affect the net reduction of water into H, unless the photo-
electrode is operated under non-standard conditions (e.g., with a pH gradient
between photoanode and photocathode [42]). This limitation can be overcome by
using titanates such as SrTiOzand BaTiOs;—the addition of Sr** and Ba®* ions
result in a perovskite structure and the conduction band edge is moved more
negative than NHE.

Several strategies have been used to decrease the band gap of oxides and
oxometalates that have a d” and d'® configuration. Metal ions having a strong
polarizing capability which result in a strong metal-oxygen bond which has a
substantial covalent character and therefore, produce an oxygen-to-metal charge
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transfer absorption in the visible region [60]. Furthermore, the potential of the
conduction band edge can be made more positive by incorporating transition metals
and the introduction of N*~ and $*~ anions can shift the valence band edge to more
negative potentials [61]. High nuclear charges of Mo®" and W® enable these ions
to form oxygen-metal networks giving rise to the yellow colour of oxides and the
polyoxometalate clusters of these materials [42]. Tungsten oxide (WOs3) is an
n-type semiconductor which has been extensively studied for the use as a pho-
toanode in solar water-splitting [62, 63]. It has an indirect band gap energy of 2.7—
2.8 eV and can therefore utilize only a limited amount of visible light. While its
valence band maximum can provide sufficient overpotential for photogenerated
holes to oxidize water, its conduction band position (+0.3 V versus NHE) does not
enable photoexcited electrons to reduce water to hydrogen. Computational studies
suggest that under working conditions, its surface is completely covered by oxygen
atoms and water oxidation takes place via the hydroperoxide and hydroxyl inter-
mediates. WOj is also one of the few oxides which are chemically stable in acidic
aqueous media. Furthermore, it is inexpensive and non-toxic [62].

Recently, also many coloured composite oxides composed of soft metal ions
such as Bi** and Pb** have been synthesized. Monoclinic BiVO, can absorb a
substantial portion of the visible spectrum (E; = 2.4 €V) and it has a favourable
conduction band edge position which is near the thermodynamic H, evolution
potential, allowing BiVO, to achieve more than 1 V of photovoltage for water
oxidation [64]. These favourable features make it to the most recent exciting
development in photoanodes for water-splitting PECs.

Group 7-10 transition metal oxides have been widely used as OER cocatalysts
[42], although o-Fe,O5; (hematite) is one of the most extensively studied n-type
binary oxide for solar-water splitting. The band gap (2.0-2.2 eV) allows for the
utilization of a significant portion of visible light; a theoretical maximum of its
solar-to-hydrogen efficiency exceeds 12% [65, 66]. Below the absorption edge, two
weak peaks are present, at 1.4 and 2.0 eV, which can be attributed to crystal field
transitions [67]. This results in an intrinsically high charge recombination rate in
hematite with a hole-diffusion length of only 2—4 nm [68].

The key challenge for efficient water oxidation at semiconductor surfaces is the
development of a stable photoanode which absorbs visible light. The ideal light
absorber would behave like a low-pass colour filter whose extinction coefficient
approaches infinity above the band gap of the absorber. These materials possess a
pure, rich colour and include materials which are widely used as pigments such as
BiVO,. In a direct band gap semiconductor, photon absorption is complete within a
surface depth of 100-1000 nm and charges do not need long distances before
reaching the solution. Therefore, these materials can be easily made into
nanoparticles or thin films for water-splitting devices. An indirect band gap results
in a weaker absorption at longer wavelengths and produces an unsaturated colour
[42]. Unfortunately, it is not easy to predict based on the crystal structure or
putative electronic structure whether a semiconductor’s band gap is direct or
indirect; e.g., GaN, GaP and GaAs all exist in the zincblende structure, but GaP has
an indirect band gap and GaAs and GaN have direct band gaps.
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Arguing from a material’s perspective, probably many oxides and structured,
wide band gap materials have many of the desired characteristics for efficient
photoanodic water oxidation. Osterloh [69] provides a recent review on the metal
oxides which have been studied for electrochemical water-splitting [69]. To facil-
itate the search for new, promising materials, efficient screening procedures have
been described e.g., by Woodhouse and Parkinson, in which the metal oxide
compositions are electrochemically deposited onto electroplates using robotics and
are individually screened for water photooxidation activity [70].

Dividing light absorption and charge separation into two photosystems
according to the energy needed to drive the respective half-cell reaction seems to be
a promising approach taken by nature for the construction of efficient photoelec-
trochemical devices. After more than 40 years of research, the goal of an efficient
and stable tandem cell seems to be within reach. Although, long-term stability and
higher solar-to-hydrogen conversion efficiencies are still needed, the recent and
rapid developments of new photoelectrode materials along with the continued
understanding of the photoelectrochemical processes at the electrodes suggest that
the remaining challenges can be overcome in the upcoming decades and efficient
global-scale solar energy conversion can be achieved.
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Chapter 4 M)
Electron Transfer Check for

4.1 Electron Transfer, Bioenergetics and Redox Potentials
of Cofactors in Photosystem 11

Electron flow through proteins and protein assemblies of the photosynthetic reac-
tion centres occurs between metal centres or other redox cofactors which are sep-
arated by relatively large distances, often in the 10-20 A range. In order to separate
an electron and hole over 25 A across a membrane (Fig. 4.1), PSII utilizes multi-
step charge hopping on many different time scales aiming at loosing minimal
amounts of free energy [1, 2].

The starting point for understanding single-step electron transfer (ET) reactions
in chemistry and biology is the semi-classical theory of electron transfer reactions,
formulated i.a. by Marcus [3, 4] and Levich and Dogonadze [5], providing the
theoretical underpinning for numerous experimental investigations:

473 (AG° +)*
Kpr = { | H2 i 4.1
ET kT AP P < 47kpT (4.1)

The theory expresses the specific ET rate between two weakly interacting redox
centres, a donor (D) and an acceptor (A), at a fixed distance and orientation in terms
of the standard free energy change for the reaction (AG’), with a parameter
describing the extent of nuclear reorientation and reorganization accompanying the
ET (M) and the electronic coupling strength between reactants and products at the
transition-state nuclear configuration (Hap). The probability of electron tunnelling
from the donor to an acceptor in the activated complex is described by the expo-
nential factor in which kg, T and H have their usual meanings (see Fig. 4.2.). Hap
is related to the distance between D and A:
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Fig. 4.1 Reaction centre of Photosystem II with indicated cofactor distances [in A] according to
the recent crystal structure (pdb reference 4UB6)

Fig. 4.2 Potential energy 4
well for an electron transfer
reaction treated quantum
mechanically. R and P are the
wells of the reactant and
product vibrational energy,
respectively. Q* is the
coordinate of interest to the
system at the transition state.
See text for further
explanations of the indicated
parameters
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HAD = HAD(I'()) . CXp(—O.Sﬁ(I' — I'())) (42)

Here, B is the decay constant for tunnelling, ry is the limit of contact (as the sum
of Van der Waals radii) and r is the distance between D and A. Hag(ry) is the
electronic coupling matrix element at r = 1. In general, AG” and A depend on the
molecular composition and the local environment of D and A, while Hap is a
function of the D-A distance and the structure of the intervening medium [2].
A unique feature of homogenous ET reactions is the Gaussian free-energy
dependence of the specific rate; in favourable cases, rates are observed to decrease
as the driving force increases beyond A (inverted effect).

Energy saving charge separation reactions in the photosynthetic reaction centres
are faster than the energy-wasting recombination processes, which has also been
rationalized in terms of the inverted effect. When excitation arrives at the
Photosystem II reaction center, a slew of different charge separations occurs in the
first few picoseconds, which leads to an electron transfer reaction. This results in the
formation of the charge pair Pj;;Pheop; with the cation being mainly localized on
Pp; [6, 7]. Capturing the initial charge separation process in measurements is
complicated and multiphasic due to the difficulty in distinguishing between
absorbance changes associated with excited states and radical pair states, which are
nearly isoenergetic and coupled with inhomogeneous optical broadening.
Femtosecond infrared and visible spectroscopy (T > 4 °C) provides quite different
numbers for PSII reaction centers isolated from spinach: the formation of Pheop,
was detected by Groot et al. (2005) in 0.6-0.8 ps with Pp;, whereas Holzwarth
et al. (2006) found the initial radical pair state containing Pheop; appearing in
3.2 ps, whereas the state Pj,Pheop; appeared with a life time of 11 ps.
Nevertheless, both groups agree that Pheop; appears prior to Pj; and they attribute
the oxidized donor to Pheop; to Chlp,. Chlp,; is thought to be the longest wave-
length pigment in PSII [8—10], which favors the localization of the exciton on this
pigment. The formation of the ChlfPheop, state is supported as well by Stark
spectra, indicating the existence of a Chl1ZPheod, charge transfer state [11].
Electron transfer from Pheop; to Q, is reported to occur on the time scale of 200—
500 ps [12].

Based on the kinetic studies of electron transfer dynamics in PSII (summarized
in Fig. 4.3), one can determine the relative free-energy level of various transition
states formed during the turnover of PSII, which is essential for the understanding
the water-splitting mechanism. Additionally, the measurable midpoint potential of a
limited number of titratable electron carriers such as the one of PheoD; and Q, (see
Sect. 4.3) allow a further completion of the energetic picture: if the free energy
change associated with the electron transfer between one of these titratable redox
cofactors and another electron carrier is known, one can determine their relative
reduction potentials.
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Pp;,Pheo]* 0.6-3ps
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Fig. 4.3 Electron transfer dynamics at the PSII acceptor side. According to Rappaport and Diner
(2008)

4.2 Proton-Coupled Electron Transfer in Photosystem II:
Kinetics and Thermodynamics

Photosystem 1II is often evoked as the paradigm of biological proton-coupled
electron transfer reactions (PCET), with proton-coupled redox processes occurring
during tyrosine oxidation and reduction, water oxidation and quinone reduction at
the electron acceptor site. PCET reactions involve the transfer of an electron and a
proton, which may be sequential, where either the electron or the proton transfers
first, or concerted, where the electron and proton transfer simultaneously [13].
A general PCET reaction can be described in terms of four diabatic electronic states,
where / and 2 denote the ET state and @ and b denote the PT state:

(la) D, —D,—H" ---A, — A,
() D, —D,---*H—A,—A,
(2a) D,—D,—H" ---A, — A,
(2b) D,—D,..."H—A,—A;

This model can describe sequential mechanisms, where the proton transfers prior
to the electron (i.e., la — Ib — 2b) or the electron transfers prior to the proton
(i.e., la — 2a — 2b) as well as concerted mechanisms (i.e., /a — 2b). Marcus’
treatment of electron transfer (see also previous section) provides a contextual
starting point for the PCET reactions [4, 14]:

—(A+AG°)?

4/RT (43)

kET = kET (0) exp
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Here, AG™ is the driving force for the reaction, A is the energy needed to
reorganize the nuclear configuration of the system from the equilibrium configu-
ration of the reactant to the transition state. kgt (0) is the activationless (AGO =-A)
ET rate constant. The reorganization energy A is described by Marcus as the sum of
energies required to reorganize the bond lengths and angles of the redox cofactor
(inner sphere reorganization energy) and the surrounding medium (outer sphere
reorganization energy, Ag). Modifications of (4.3) which consider electronic cou-
pling yield to the previously introduced Marcus-Levich-Hush equation for ET
((4.2), previous section).

In a PCET reaction, every parameter of (4.2) is affected by the proton; the
electron movement changes the pK, of the redox cofactor. In order to predict the
kinetics, knowledge of the driving force of the reaction alone is insufficient; the
charge redistribution resulting from electron and proton transfer will affect the
energy associated with the reorganization of the surrounding environment.
Furthermore, the electronic coupling depends on the overlap of both, the electronic
and the proton vibrational wavefunctions of the donor and acceptor states. Each will
change with the proton vibrational wavefunctions of the donor and acceptor states
parametrically [15]. Any proton movement from its initial position will therefore
perturb the electronic coupling strength between the donor and acceptor, Hap, AG’
and A. Since the process includes the breaking and forming of new bonds, at an
extreme level, PCET falls outside the confines of the conventional theory.
Therefore, PCET reactions steps are described beyond the discussion of ET, since
both, the electron and proton, affect Hap and the Franck-Condon (FC) term (4.2); in
an ET, the electron tunnels through the potential barrier from D and A when the
medium fluctuates to a configuration where the energies of the donor and acceptor
are equal at the surface crossing [15]. Within a PCET reaction, proton tunnelling
also occurs, which is furthermore influenced by the fluctuations in the medium. This
means that the electron and proton influence each other thermodynamically and
kinetically.

PCET has been treated originally by Cukier [16], who added a second dimension
into the ET picture to incorporate the proton into the ET description (Fig. 4.4). The
electron-proton vibronic surfaces of reactant and product can be calculated in the
concerted PCET as functions of two collective solvent coordinates (Z. (ET) and Z,
(PT), resp.). The reactant state describes the localization of the transferring electron
on its donor and the product state corresponds to the localization of the transferring
electron on its acceptor. Typically, PCET reactions are nonadiabatic due to the
relatively small couplings between the reactant and product vibronic states. The rate
constant for a PCET can be described as the sum of the rate constant for nonadi-
abatic transitions between all pairs of reactant and product vibronic states [17]:

o

- (AGW + ;v,w) ’

4.4
42,,ksT (44)

270 {1} {1} -1
k=" P Vil (4m2,0keT) Pexp
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Reactants

Free energy

Products

Fig. 4.4 Two-dimensional vibronic free-energy surfaces for reactants I, p (blue) and products II,
u (red) as functions of two collective solvent coordinates for a PCET reaction. The lowest energy

o

reactant and product free energy surfaces are shown. The free energy difference, AGW and the

outer-sphere reorganization energy, Apv, are indicated. Adapted from Hammes-Schiffer (2006)

Here, the summations are over the reactants’ and products’ vibronic states
associated with the ET states I and II, respectively. PL is the Boltzmann probability
for the reactant state I u, V), is the coupling between reactant and product vibronic
states, AG:W is the free energy of the reaction and A, is the outer-sphere reorga-
nization energy. AGL\, and /,, are depicted in Fig. 4.4. Each channel or vibrational
model in the reactant well couples to the product well with a different electronic
coupling V,,. For each vibrational mode, the overall rate is weighted by the
Boltzmann factor for the thermal population of the respective channel. Therefore, if
the overall driving force of the reaction and the experimental rate constant is
known, reorganization energies, electronic couplings and percent contribution to
the rate for each reactant-product vibrational channel can be calculated. Although
the theory is not predictive a priori, it provides a framework in which PCET
reactions can be analysed insightfully e.g., in Photosystem II [18].
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4.2.1 The Tyrosyl Radicals in Photosystem II: Why D
and Why Z?

Tyrosine is a major player in many important PCET proteins, such as ribonuce-
lotide reductase, galactose oxidase, cytochrome ¢ oxidase and Photosystem II. In
the latter one, two redox active tyrosine residues, D1-Tyr161 (Tyr;) and D2-Tyr160
(Tyrp) are located in homologous positions in the D1 and D2 protein core subunits
of PSII, respectively (see Fig. 3.5a). Tyr, directly participates in the catalytic
process of PSII, serving as an electron relay between P680 and the Mn,CaOs
cluster, whereas TyrD on the other hand could be considered as an evolutionary
relict, which is not directly involved in the catalytic activity of PSIL. Nevertheless,
TyrD is strictly conserved among all oxygenic species [19].

In the early 1950s, Electron Paramagnetic Resonance (EPR) was introduced to
biological materials. Soon later, in 1956, Commer and co-workers investigated a
chloroplast solution from a tobacco plant in the EPR cavity for the first time [20].
Two EPR signals were discovered: one was formed immediately when the sus-
pension was exposed to light and the other signal was a narrow radical signal which
decayed quickly when the light was turned off. The first one was named Signal I
and is now known to originate from the radical P;o,", the oxidized form of the
primary electron donor in Photosystem 1. The second signal, “Signal I, however,
was 20G broad and remained stable in the dark many hours. It is now known that
Commer and co-workers discovered the TyrD" radical in PSII (‘Dark’ gave rise to
the index “D”, which later led to the nomenclature “TyrD”). In the following
decade, lasers and improved EPR spectrometers allowed a better kinetic resolution
and studies of smaller transient signals which led to the discovery of a new signal

Tyry His;
D1-Tyr161 D1.His190

D2-Arg180

oist. A~ -

D1-Glu189 X
Brox. P D2-Phel69

_%\%
| D1-Asp3a2 "2:”"’59 D2-Tyr160
4 Hisp m\'

D1-His332 D2-Gln164

k\mzsa

D2-Arg2aa

D1-Asp170

CPaz-Arg3sy

: = CPA3-Glu35a

D1-Aspb1

Vs
- D1-His337 %
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Fig. 4.5 Protein structure around the tyrosines TyrZ and TyrD in Photosystem II. Both tyrosines
form hydrogen bonds (red dotted line) to the adjacent histidine residue and to nearby water
molecules
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with a similar line width (~20G): this radical signal decayed in the ms to s time
regime after the light was turned off and was named as “Signal Il,,”. Further work
demonstrated that it was present to the same amount as Signal II, and that the
formation and decay kinetics were e.g., pH sensitive. The kinetics of Signal I,
This and its biochemical behaviour allowed the assignment to a kinetic component
Z which was discovered earlier by optical spectroscopy (this “Z” was later part of
the name “Tyrz”).

Despite their functional difference, the two tyrosines are both oxidized by Pggo*
via proton-coupled electron transfer, resulting in a neutral tyrosine radical Tyrp,y.
Tyrz acts as a hole mediator between the Mn,CaOs cluster and the photo-oxidized
Pgto. Its presence is compulsory for water oxidation, along with the H-bonded
partner histidine 190 (His190 or Hisy) [21]. The hydrogen bond length is usually
short (2.5 A), indicating a strong bond. Under physiological conditions,
(pH =~ 6.5), it appears that the oxidation of Tyry by Pggo is concerted with
deprotonation to His190, resulting in the formation of the pair Tyrz-O"-- HN*-
His190. Upon reduction of Tyrz by the Mn-cluster, the transferred proton is
transferred back onto Tyrz-O or it exits to the lumen through a hydrogen bond
pathway of amino acids and waters [22]. Tyr oxidation is multiphasic, with a fast
time component of ~10 ns and the longest time component of ~0.5 us. It has
been proposed that the fastest component of Tyr, oxidation relates to the oxidation
of an equilibrated population of Tyr,-O"--- HN*-His190 [23]. The slower com-
ponent has been suggested to involve slower protein motions which promote
protein relaxation or proton transfer [24]. The OEC reduces Tyrz-O" on the time
scale of us to ms. Due to this fast time scale, it is difficult to study. The redox
potential of Tyr; has been estimated to be about 1 V versus NHE and the pK, value
about 10.3-12 (Styring et al. 2009). The presence of the OEC seems to expose a
strong electrostatic influence to lower the pK, of His190 by 2-3 log units (4-5) in
O,-evolving Photosystem II. The ‘working’ pH of PSII is about pH ~5.5-7,
leading to the suggestions that His190 is neutral and can accept the phenolic proton
of Tyry.

D2-Tyr160 (Tyrp) and its hydrogen bonding partner, D2-His189 (Hisp) form a
symmetrical counterpart to Tyrz and Hisp. Although the distance to Pgg( is almost
the same (~8 A edge -to - edge distance from the phenolic oxygen of Tyrp, to the
nearest ring group of Pgg, a methyl- group), the Tyr, oxidation is much faster than
the Tyrp one: the oxidation takes place on the time scale of ms and the reduction is
on the scale of hours. The slow PCET kinetics have to result from a slower proton
transfer since Tyrp is easier to oxidize than Tyr, with a redox potential of ~0.7 V
versus NHE [22]. This is, however, only true for physiological pH values: at
pH > 7.7, the oxidation of Tyr, and Tyrp show identical kinetics. TyrD-O" forms
under physiological conditions via equilibrium of Tyrz-O” with P680™ in the S, and
S; states of the Kok cycle [25]. The equilibrated population of Pgg, allows the slow
oxidation of Tyrp-OH which acts as a thermodynamic sink due to its lower redox
potential. In contrary to Tyrz, which is reduced by the OEC at each step of the Kok
cycle, Tyrp is reduced by the OEC only in the S state with much slower kinetics.
Tyrp-O" may also be reduced via a slow, long-distance charge recombination
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process with quinone Qj . If the phenolic proton of Tyrp moves towards His189, it
creates a positive charge (H'N-His189), pushing the location of the hole on P680™
forward onto Tyrz, accelerating its oxidation.

4.3 Back-Reactions, Short-Circuits and Leaks: Kinetics
and Pathways of Charge Recombination

One of the main challenges encountered by Photosystem Il is to find a way to favor
energy-conversion processes over competing reactions in which the high energy
intermediates decay to the ground state and lower the efficiency of the reaction. This
requires the avoidance of back-reactions, short-circuits, by-passes, side-reactions,
futile cycles and leaks. PSII mainly deals with this obstacle through kinetic control:
forward reactions are faster than backward reactions [26]. Cofactors are appropri-
ately spaced within the protein to secure rapid vectorial electron transfer across the
membrane, separating the positive and negative charges from each other. Direct
recombination reactions of the radical pairs are strongly exergonic; the standard free
energy gap is so big that the reactions are in the ‘Marcus inverted region’, therefore,
they are relatively slow [3]. Additionally, the increased distance between the two
charges of the radical pair slows down direct recombination [26].

Furthermore, a simple way to prevent energy loss is to actively slow-down the
back-reaction by making it strongly energetically uphill: the shortest route for the
electrons to get back to P*" from Qg is e.g., via Pheop,, the pheophytin on the
‘non-functional’ second branch of the reaction center (“B-side”). The distance is
about 9 A, but the energy gap is thought to be very large, since the Pheop, mid-
point potential is suggested to be more negative than the one of Pheop; and the
potential for the Qp/Qg couple is about 100 mV more positive than the one of the
Qa/Q% couple [1, 27]. Therefore, a back-reaction via this route is eliminated,
contributing to a long life time of the Qg state. A potential back-reaction route for
the electron from Qg is via Q4 and since both cofactors are similar in energy, they
are already in equilibrium. The next step from Q} to Pheop, is the step requiring a
significant amount of energy: their midpoint potentials differ by several hundred
meV [28, 29]. Nevertheless, PSII is able to undergo this route of charge recom-
bination, where the exact pathway is determined by the size of the energy gap
between Q4 and Pheop,: charge recombination can be ‘direct’, from Q} to P*" and
‘indirect’, via the formation of the P**Pheop, radical pair. PSII is able to modulate
the size of the energy gap and therefore, the yields of these pathways to mitigate
protein damage and optimize function [28, 30]. This modulation occurs by
switching the redox potential of Q4: the E,, of QA/Qx" strongly depends on the
presence of the bicarbonate ion (HCO;5 ), a bidentate ligand to the nonheme iron at
the electron acceptor site, and the presence of the Mn,CaOs cluster. The absence of
the bicarbonate ion results in a shift of the E,, of about 74 mV, from —144 to
=70 mV [30].



42 4 Electron Transfer

In the presence of the HCO5; ion, the ‘indirect’ recombination pathway is
followed in which the P*"Pheo’ pair decays to the P triplet state [28]. This triplet
state lies about 1.3 eV above the ground state and since PSII is far from operating
anaerobically, but indeed, produces O, itself, the triplet is likely to react with O, to
form singlet oxygen ('O, 0.98 eV), a highly reactive and damaging species [28].
Most purple bacterial reaction centers are able to quench the °P state with car-
otenoids, which are in van der Waals contact with the bacteriochlorophylls of the
reaction center, before it can react with *0,. In PSII, however, the chlorophylls in
the core reaction center are too oxidizing that carotenoids in proximity cannot
approach them without being oxidized themselves [31]. In fully-functional PSII,
electrons for the P* reduction are plentifully available due to the water-splitting and
the indirect charge recombination route occurs infrequently. Nevertheless, e.g.,
during photoactivation processes when PSII is already assembled but the
Mn,CaOs-cluster is still absent, this process is switched off due to the higher redox
potential of the QA/Q," couple: in the absence of the MnyCaOjs cluster, the struc-
tural surrounding of Q, changes and the QA/Q," midpoint potential is about
110 mV more positive than in the functional enzyme [30] (Fig. 4.5).

This results in a larger free energy gap between P™ Q) and P*"Pheo” and
therefore, the other charge recombination route is favored: the ‘direct’ pathway,
where the formation of the troublesome P state is avoided. A similar effect is
caused by the absence of the bicarbonate ion: the E,, shift of QA/Q," and the
consecutive increase of the energy gap between P™"Q, and P™*Pheo’ favors the
direct recombination route (Fig. 4.6).

With bicarbonate Without bicarbonate

4
\. 1[P**Pheo™] '[P**Pheo""] ] 1

3[P**Pheo™*] =——————y *[P**Pheo™]
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Fig. 4.6 Energy scheme of the charge recombination pathways in PSII and the formation of
singlet O, influenced by the bicarbonate ion at the electron acceptor site. Two dominant routes can
be identified: the triplet (or indirect) route is favoured in the presence of HCO3; where the energy
gap between P""QA™ and P™*Pheo”” is small. When HCO;™ is not bound, the energy gap increases
about 74 mV and the direct recombination route is favored. According to Brinkert et al. [30]
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Another demonstration of the redox-tuning abilities is shown to be caused by the
binding of herbicides to PSII: when phenolic herbicides bind in the Qg pocket, they
not only block the electron transfer from Q4 to Qg, but they also change the structural
surrounding of Q, by binding via H-bonds to the imidazole which is a ligand to the
non-heme iron. This is suggested to weaken the H-bond of the imidazole-
Fe-imidazole motif to Q on the other side and to cause a change of the Q, mid-
point potential in a way that the ‘indirect’ recombination route via P5;Pheop,; is
favored [32]. Van Gorkom et al. (1993) suggested that the indirect route is the major
recombination pathway at room temperature, which was shown by Rappaport et al.
(2002).

Another (indirect) recombination pathway occurs with a yield of approximately
3% [33]: the reformation of P* followed by an exciton decay to the ground state P
via emitted fluorescence. All processes are in an equilibrium electron transfer
reaction with the S, state. Other recombination routes such as the electron transfer
from Pheop, to the MnyCaOs cluster (S, state) or Qi to Tyry* can rather be
disregarded due to the distances and involved equilibrium constants.

4.4 Photoelectrochemistry in Semiconductors: Electron
Transfer and Recombination Reactions

The charge transfer between a solid (here: metal or semiconductor) in an electrolyte
depends on the Franck-Condon principle. It is hereby assumed that the exchange of
electrons occurs so quickly that noticeable molecular motions do not happen at the
same time: the electrolyte is ‘frozen’ over this time period (t < 107'*s) [34].
Therefore, electron transfer between electrode and electrolyte molecule occurs
before the molecule can react to its new charge: the electron transfer is isoenergetic.

To realize electron transfer from the electrode to the electrolyte, the electrolyte
molecule has to possess an unfilled energy level (orbital) at the energetic level of
the electron transferred from the electrode. The charger transfer is described as a
quantum mechanical tunnelling process between electrode and electrolyte mole-
cules of the outer Helmholtz layer (Fig. 4.7). Therefore, it is also described as an
‘outer sphere’ charger transfer [34]. Reactions with adsorbed species (‘inner sphere
reactions’) are not accounted for in this model.

In order to determine the current exchange at the electrode, the kinetics of the
charge transfer at the solid-electrolyte interface are investigated. Equation (4.5)
describes current density (j) as a product of charge (q), reaction rate (k) and con-
centration (c):

j=qke (4.5)

Significant differences between semiconductors and metals result from the gra-
dient of the electric field intensity across the place. Within metals, the potential
decrease in the Helmholtz layer results in a potential dependence of the charge
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Fig. 4.7 Schematic representation of the charge distribution at the semiconductor electrolyte
contact; H1: outer, H2: inner Helmholtz layer, H3: semiconductor edge. According to Lewerenz
and Jungblut [34]

$ (a) S (b)

Reaction coordinate Reaction coordinate

Fig. 4.8 Schematic representation of the energetic relations during charge transfer. According to
Lewerenz and Jungblut 34

transfer due to the fact that the electrolyte is energetically shifted with respect to the
metal. The relation is generally described in a simplified diagram, in which the
Gibb’s free energy G = H-TS (H = free enthalpy, T = absolute temperature,
S = entropy) is described as a function of the reaction coordinate (Fig. 4.8).
Figure 4.8a shows that symmetric processes occur in the case Cox = Creq (the
concentration in the outer Helmholtz layer). In case of a cathodic polarized elec-
trode (Ve < Vg 0), the electrolyte species is reduced since the activation energies
are different for the oxidation and reduction reaction (Fig. 4.8b).
The reaction rates from (4.5) are expressed as:
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k = koexp (— E—f;) (4.6)

Hereby, k¢ includes the transmission coefficient and the reaction length (scale
5 A) as well as physical constants. At the metal-electrolyte contact, the activation
energy E, depends on the applied potential since a Galvani potential difference
occurs between the metal surface and the outer Helmholtz layer (Fig. 4.9) [34].

Additionally, the location of the activated complexes influences the reaction rate
due to the local dependence of the electrical field vertical to the interface. For this
reason, the reaction rate of the metal-electrolyte contact depends on the potential
according to:

ER(V) = Eo(0) +«FAV. Hereby, o is the transfer coefficient with a value
from O to 1. Experimentally, o = 0.5 is observed. Accordingly, the activation
energy for the oxidation reaction is expressed as EQ*(V) = Ea(0) — (1 — «)FAV.
This results in the potential dependence of the reaction rate (4.6). Equation (4.5)
can be written as:

(1) ) =joe #F e
(V) . _Ea®  _srav (4'7>
(2) Jeath = Jo€ KT -e ’T

Since j = jan—jcath,» ONe obtains the so-called “Butler-Volmer equation”,
describing the overall current flow at a metal electrode:

J(V) = jo @178 — e (438)

AV is also often described as the activation overpotential 1, since
AV =V, =V, with V. being the electrode potential and V., the equilibrium
potential. j; is also known as the exchange current density.
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In contrast, the current density in semiconductors is described by the influence of
the potential on ng, the surface concentration of the majority charge carriers. This
means that the semiconductor—electrolyte contact behaves in analogy to the semi-
conductor-metal contact, whereas the respective exchange current densities in
equilibrium also include the different physical and chemical processes. The cathodic
dark current at an n-type semiconductor can therefore be described as:

j (V) = ekredns (V) (49)

Here, ng is the electron concentration at the surface (x = 0) and k,.q is the
reaction rate for the reduction. The potential dependence of the current is given by:

ng(V) = n,(0) - et (4.10)

n, (0) is given by ng(0) = Nceef%, with @y, being the barrier height of the structure
(Ec — E%) and N, the effective density of states of the lower band edge of the

3/2
conduction band, given as N, = 2(”?#) . This turns (4.9) into:

CPbh eV

(V) = ekeqNe*r - exr 4.11
J

Since the barrier height for the flow of electrons from the electrolyte to the
semiconductor remains the same, the respective current flow is independent of the
applied voltage. For this reason, the current for the case V = 0 has to have the
opposite sign for the current flow from the semiconductor to the electrolyte:

i(0) = —ekreaNee T (4.12)
The total current density is therefore given as:
J(V)g = (V) +5(0) = ekeaNee " (eff — 1) (4.13)
The exchange current density in equilibrium is described by the term:
0 = ekreaNee ' (4.14)

The cathodic dark current of an n-type semiconductor and a redox system, which
can exchange electrons with the conduction band, is therefore given according to
the dark diode equation:

i(V)g =30 (% — 1) (4.15)
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The illuminated diode equation is used to describe the voltage generated by the
photodiode (the semiconductor), with j; being the light-induced current (negative
(positive) for a photocathode (photoanode)) and n4 being the diode quality factor:

eV,
i=iLEQ (eiﬁ - 1) (4.16)

The ideal diode equation assumes that recombination occurs via band to band or
recombination via traps in the bulk areas from the device (i.e. not in the junction).
Using this assumption, the derivation produces the ideal diode equation above and
the quality factor, ng, is equal to one.

A photoelectrochemical device consists of a current and voltage generating
generating photodiode in series with an electrocatalytic overpotential to drive the
chemical reaction and a voltage loss term accounting for interfacial, material,
solution and/or any other resistances that can described as series elements
(Fig. 4.10) [35].

The system voltage is therefore a linear combination of the voltage generated by
the photodiode Vpy (j), the voltage used by the electrocatalyst 1 (j) and the one
necessary to overcome the system series resistance Vgies(j):

V() = Vev(i) +10) + Vseries(j) (4.17)

Here, Vpy can be derived from (4.16). n (J) can be determined by solving the
Butler Volmer equation (4.8) and Ves (j) can be described as Vieries = jR [35].
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Recombination reactions

The quantum efficiency of every photoelectrochemical or photocatalytic process
depends on the competition between the desired reaction on one hand and the loss
of photogenerated carriers by recombination on the other.

In the case of a light-absorbing semiconductor, electron hole recombination is
possible via energy levels in the space charge region (R;) and at the surface via
surface states (R,, Fig. 4.11). The recombination rate depends on the majority
carrier density and therefore, the largest effects are observed at low band-bending,
i.e., at potentials close to the flatband, where often no steady-state photocurrent is
observed [36].

A number of processes take place at the semiconductor/electrolyte junction on
different time scales. Before examining them, two illumination conditions are
distinguished: at high light intensities i.e., a high-power laser pulse, more carriers
may be generated by the light than were present originally.

This results in a change of the potential drop across the semiconductor due to a
redistribution of charge. In an extreme case, the band bending is reduced to zero. At
lower light intensities, the perturbation of the charge is much smaller. The col-
lection of photoexcited minority carriers from the space charge and field-free
regions of the semiconductor occurs on fast time scales. The transit time for
minority carriers in the space charge region is determined by the carrier mobility
and the electric field; in the absence of trapping at bulk defect states, the carriers are
transferred to the surface in less than a nanosecond.

A minority carrier reaching the interface may be transferred directly to a redox
species or trapped by a localized energy level located in the band gap. The rate of
these processes can be expressed in terms of the thermal velocity of carriers v, the
cross section o and the surface number density N, of the trapping or redox states:

Fig. 4.11 Photocurrent loss ﬁ
mechanisms. Photogenerated E
minority carriers can

recombine either via energy

levels in the bulk and space

charge regions (R1) or via

surface states (R2). In both R
cases, capturing minority 2
carrier results in a flux of

majority carriers into the

recombination area.

According to Peter (1990)
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St = UO'tNt (418)

Here, s, is described as the surface recombination velocity. It is discussed,
however, whether the term should rather be named as minority carrier capture
velocity since recombination via surface states is a two-step process which involves
also the capturing of majority carriers [36]. Surface recombination velocities can be
measured by following the carrier density decay after pulsed laser excitation at open
circuit. In the late 1980s, time-resolved photoluminescence measurements inves-
tigated e.g., the behaviour of CdS crystals immersed in aqueous electrolyte solu-
tions [37, 38]. The semiconductor/electrolyte interface acts as an additional sink for
photogenerated carriers, which adds to the bulk recombination term. The continuity
equation [39] determines the time-dependent carrier concentration,
An(x,t) = Ap(x,1):

OAn(x,t)  D*9?An(x, 1) _ An(x, 1)
ot 0x? T

+G(x,1) (4.19)

The transport term takes only diffusion into account; here, it is assumed that the
intensity of the light pulse eliminated band bending. The second term describes the
bulk recombination which is assumed to be first order. The last term describes the
position-dependent generation of carriers which follow the light absorption profile.
Benjamin and Huppert (1988) could show that the photoluminescence decay rate
for CdS is enhanced by the adsorption of sulphide ions at the CdS/electrolyte
interface. When fitting the experimental data to (4.19), they obtained s, values as
high as 10° cm s~' [38]. These high values seem to suggest a low quantum effi-
ciency for photoelectrochemical cells based on the n-CdS/S®” system. Evenor et al.
(1986) could show, however that high values of s, are compatible with high pho-
tocurrent conversion efficiencies. Even though, most holes are captured by surface
states, the two-step oxidation of sulphide at the n-CdS photoelectrode

h™ +SZ — S (1)

ads
28,0+ Saq — Soyt 28 (2)
competes so efficiently with the back-reaction
Sus € = Sigy (3)

that efficient surface-mediated electron transfer occurs. Estimations of the interfacial
reaction rate based on Marcus theory suggests that effective mediated electron
transfer occurs unless the reorganization energy of the redox reaction is large.
Time-resolved microwave conductivity measurements have also been used to
study excess charge carrier kinetics in different systems (e.g. [40]) in e.g., undoped
silicon. Here, the lowest surface recombination velocities were found for wafers
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treated with bichromate solution (s, < 10° cm sfl) and by Yablonovitch et al.
(1996) for wafers treated with HF solution: s, (Si(111)) = 0.25 cm s ' [41].

Transferring and capturing carriers at the surface is evidently a fast process. The
photocurrent response, however, contains another contribution: when minority
carriers accumulate on the surface, the quasi Fermi level shifts away from its
equilibrium value and majority carriers start flowing into the surface where they
annihilate the trapped minority carriers. This process depends on the concentration
of majority carriers at the surface. The first-order rate constant k... can be expressed
in terms of the thermal velocity v and the capture cross section - if their transport
through the space-charge region is not rate-determining:

Kree = VO Ngurt (4.20)

Here, ng, is the surface density of majority carriers which can be calculated
according to (4.20):

—gA
Ngurf = Npulk EXP (%fsc) (4~21)

Here, the term qAdgc describes the band bending. The majority carrier con-
centration at the surface decreases therefore rapidly as the band bending increases,
resulting in decreased recombination. If direct charge transfer from the valence
band is neglected, the efficiency of the charge transfer processes involving the
oxidation of solution species can be formulated in terms of the rates of competing
processes involving the surface concentration of trapped holes, pgur [42]:

ktranspsurf ktrans
_ . _ 4.22
Ntrans k[ranspsurf + krecpsu of ktrans + krec ( )

Keans and K. are the first order rate constants for charge transfer and recombination,
respectively. In general, charge transfer to outer sphere redox systems is sufficiently
fast so that recombination can be neglected. If charge transfer, however, is slow due
to the involvement of several transfer steps e.g., such as in oxygen evolution,
recombination leads to a delayed onset of photocurrent as a function of applied
voltage. Alternative to a fast redox system, a majority carrier scavenger can be used
which reacts rapidly and irreversibly. For light-driven catalysis using semicon-
ductors as light absorbers, electrocatalysts are employed on the semiconductor
surface to enhance majority carrier scavenging (see Chap. 5).

4.4.1 Nanostructured Photoelectrodes

Recently, work on photoelectrochemical water splitting focused also on the uti-
lization of micro- and nanostructured semiconductor electrodes with works
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describing nanorods [43], nanotubes [44] and nanostructures of the semiconductor.
The main advantage which is commonly associated with a structured electrode
compared to a planar system is the decoupling of the directions of light absorption
and charge-carrier collection [45]. The distance which a minority carrier can diffuse
before recombination, is the diffusion length (Lp), which is defined as:

Lp = VDr (4.9)

Hereby, t is the minority-carrier lifetime and D is the minority carrier diffusion
coefficient. It is related to the minority-carrier mobility, p (m* V™' s7') by the
Einstein relation:

- ,LLkBT
q

D (4.10)

Considering a traditional planar solar cell, the direction of light absorption is the
same as the direction of charge carrier collection [46]. In order to build an efficient
cell, the absorber has to be thick enough to absorb all light. At the same time, it has
to possess a sufficient electronic quality (i.e. purity and crystallinity) so that the
excited minority carriers which are photogenerated deep within the sample are able
to diffuse to the surface where they can be collected. This requires that L > 1/a,
whereas o is the absorption coefficient of the semiconductor close to the band gap
energy. High purity of semiconductors with few defects acting as recombination
sites are required to achieve sufficient diffusion lengths in a planar geometry. If
nonplanar geometries such as semiconductor rod arrays are used, the required
diffusion length can be decoupled from the absorption length (Fig. 4.12b). Device
physics modelling supported by experimental results demonstrate that a high sur-
face area semiconductor structure reduces the distance which minority carriers have
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Fig. 4.12 In a planar device such as in (A), photogenerated carriers have to pass through the
entire thickness of the cell (~ 1/a) before they are collected (o0 = absorption coefficient). In a
rod-array electrode (B), the carriers only have to reach the rod surface before recombination. Here,
LD is the diffusion length of the photogenerated minority carrier (open circle). According to
Walter et al. (2010)
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to travel and therefore, enable high collection efficiencies despite short minority
carrier diffusion lengths.

One major disadvantage of nano- and microstructuring of photoelectrodes is that
it reduces the Voc of the dark and light currents [45]. This results from the
dependency of the Voc on dark and light current (see Sect. 9.3.2): upon an
increased junction area, the Voc decreases due to the reduced splitting of the
quasi-Fermi-levels when the photogenerated charge carriers are diluted over a large
junction area [47]. Per order of magnitude in increase of the junction area (i.e.,
solution - semiconductor contact), the photovoltage is predicted to decrease
by >60 mV [46]. In order to achieve a high-performance rod-array electrode, the
junction area can be enhanced to collect all carriers with a maximum radius of Lp,
but not more in order to account for high Vo losses despite an increased light
absorption.

Furthermore, nanostructured semiconductor surfaces reduce electrocatalytic
losses in form of overpotentials due to a lower current flux per real area of the
electrode. This could be beneficial for earth-abundant catalysts with lower activities
which could be spread over a nanostructured electrode.
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Chapter 5 )
Water Oxidation Catalysis Skl
and Hydrogen Evolution

The application of electrolysis or photoelectrolysis of water to generate oxygen and
hydrogen gas could provide a scalable mechanism to store intermittent renewable
energy. Hydrogen gas is an energy dense chemical (120 MJ/kg) which can be used
in a fuel cell and it is an important feedstock for the chemical industry in processes
such as petroleum refining, Fischer-Tropsch synthesis of hydrocarbons and the
Haber-Bosch generation of ammonia. Most hydrogen is produced nowadays by
steam-reforming of fossil fuels with CO, as a byproduct. The production of
hydrogen by water electrolysis could in principle be CO, emission-free if the
electricity was derived from renewables such as solar.

In nature, water oxidation in PSII is required to convert carbon dioxide into
organic molecules while at the same time, oxygen is generated to form our aerobic
atmosphere. It has long been known that the catalytic water-splitting site contains
four Mn ions [1] and understanding their organisation and interaction during the
catalytic process has been entitled as the ‘holy grail’ of bioinorganic chemistry.

This chapter on water oxidation catalysis and hydrogen evolution presents recent
insights into the catalytic processes in both, natural and artificial photosynthesis. It
elucidates the structure and function of nature’s water-splitting catalyst, a
heteronuclear Mn4OsCa cluster which catalyzes the reaction in a four-electron
oxidation mechanism triggered by photonic absorption. The central functions of
cofactors and amino acids in proximity to the cluster are elaborated and recent
insights into the catalytic mechanism are compared to the photoelectrocatalytic
oxidation of water using photoanodes of transition metal oxides and semicon-
ducting photoanodes with attached electrocatalysts. Brief insights are given as well
into recent advances into water oxidation using molecular catalysts based on the
transition metals manganese, ruthenium, iridium, iron and cobalt.

Following the introduction of water oxidation mechanisms at the photoanode of
a photoelectrochemical cell, the photoelectrochemical generation of hydrogen using
semiconducting photocathodes is discussed. Although several semiconductors have
band-edge positions which are appropriate for the electrochemical reduction of
hydrogen, kinetics for the hydrogen evolution reaction on the bare semiconductor

© Springer International Publishing AG, part of Springer Nature 2018 55
K. Brinkert, Energy Conversion in Natural and Artificial Photosynthesis,

Springer Series in Chemical Physics 117,

https://doi.org/10.1007/978-3-319-77980-5_5


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_5&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_5&amp;domain=pdf

56 5 Water Oxidation Catalysis and Hydrogen Evolution

surface generally limit the efficiency of this reaction. Overcoming kinetic limita-
tions requires a stronger driving force, i.e., an overpotential to drive the desired
chemical reaction. The addition of surface catalysts can improve the kinetics of the
reaction. In this subchapter, materials for the light-induced hydrogen generation are
discussed along with mechanisms and theories of the reaction.

5.1 Structure and Function of Nature’s Oxygen Evolving
Complex

X-Ray diffraction studies of improving resolution have progressively refined the
view of the three-dimensional topology and connectivity of the OEC in PSII. Most
recently, due to the employment of X-Ray Free Electron Laser (XFEL) pulses, the
three-dimensional structure of the inorganic cluster in the S; state was obtained at
1.95 A without radiation damage [2].

The inorganic core of the OEC is described as taking the shape of a ‘distorted
chair’, with the base formed by a heterometallic Mn;CaO, cuboidal unit and the
backrest by a Mn-O linkage connected to one of the Mn-ions and one of the oxo
bridges of the cubane (Fig. 5.1). Four water-derived ligands are directly ligated to
metal ions, two at Mn4 and two at Ca. Carboxylate residues of surrounding amino
acids presumably stabilize the cluster in the different redox states. This unit is
embedded in the D1 protein and is connected to the CP43 protein by one direct
ligand. Only one N-donor, His332 (D1-H332), coordinates the cluster at Mnl,
which is also monocoordinated by Glul89 (D1-E189). Important residues include
the Tyrz-Hisz couple in the second coordination sphere, which is the electron
transfer gate to the chlorophylls forming P680.

The OEC is a highly optimized catalyst for water oxidation with turnover fre-
quencies in excess of 100 mol of O, (mol OEC)71 in the presence of sufficient
quantities of electron acceptors [3]—it evolved over billions of years of evolution
as biology’s one and only catalyst for water oxidation.

5.1.1 Channel Architecture

Additionally, to fulfilling the requirement of precise spatial organisation of the
redox active components involved in excitation energy and electron transfer, the
folding and structural arrangement of PSII has to serve the need for the tight control
of accessibility and water delivery at the OEC, product release and proton transfer.
A precise understanding of these types of regulations are still missing, however,
crystallographic models [4, 5], noble gas studies [6], pK, calculations [7] and
molecular dynamics studies taking into account the dynamic structure of the
channel architecture [8] have already identified possible channels within PSII which
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Fig. 5.1 View of the OEC with its immediate environment according to the 1.95 A structure
(PDB reference 4UB6). A common labelling scheme for the inorganic core is indicated in the inset
(see text for further explanations)

involve water and O, transport and proton transfer (Fig. 5.2). Since the radius of
water is 1.49 A, the assignment is based on the assumption that the radius of a
water channel has to be greater than 1.49 £ 0.26 A [6]. The widest channel has to
be the one for oxygen, because the oxygen radius is 1.52 A and the one of dioxygen
is 2.13 A (along the O=0 bond). It has to be the most hydrophobic (since oxygen is
hydrophobic) and desirably the shortest one in order to provide fast oxygen removal
from the Mn,CaOs cluster. The most significant parameter for the proton channels
is the length of the bottleneck (channel narrows) since it should not be longer than
the maximal length of a hydrogen bond, 3.5 & 0.26 A. In terms of the radius, all
channels, which are not wide enough for water or dioxygen transport (radii below
1.49 + 0.26 A), but which are still capable of accommodating water molecules,
were postulated as possible proton channels [6]. Five solvent-accessible channels
were assigned to originate at the OEC, whereas it is not possible to exclusively
determine the role of each individual channel. Nevertheless, it appears likely that
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Fig. 5.2 The Mn,CaOs cluster of PSII and possible trajectories of substrate/product channels
leading to the lumen. Schematic view from the stromal side onto the membrane plane showing the
Mn,Ca cluster (only Ca (green sphere), Mn1, Mn2, Mn3 and Mn4 (violet spheres) are visible), and
putative channels connecting the cluster to the lumenal side. Minimum diameters of the water/
oxygen channels (in A) are indicated by black arrows. Thick coloured arrows indicate the
suggested paths for water/oxygen channels in blue (Al, A2), and pink (B1); possible proton
channels (C to G) are in yellow According to Gabdulkhakov et al. [6]

water delivery channels are at least one of the channels which is associated with a
terminal Mn ion and one channel which is associated with the Ca>* ion; another
channel which involves the Ca®* ion may involve an oxygen release pathway
(Fig. 5.3).

Notably, water plays at least three distinct roles here [9]: structural water is the
surrounding medium on each side of the thylakoid membrane, ordered water chains
are involved in proton transfer and the reactant water it is to be oxidized at the
active site of the enzyme.

5.1.2 Catalytic Cycle and Manganese Oxidation States

All oxygen in the atmosphere is derived from photosynthetic water-splitting—
without it, the biosphere as we know it would not exist. The appearance of the
catalytic Mn,CaOs cluster about 3 billion years ago gave rise to the ‘big bang of
evolution’ and it is not surprising that determining the structure of the cluster and
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Fig. 5.3 Proposed mechanism by Vinyard et al. [12] of the OEC turnover and substrate water
exchange. The S, state is described by two interconvertible conformations (see Pantazis et al.
[18]). Note: the mechanism for O—O bond formation in the S, state is currently under discussion
and depends on the structure of the S, intermediate

revealing the molecular mechanism of the water-splitting reaction has been one of
the greatest challenges in photosynthesis research.

The relative oxidation levels of the OEC are defined by the Kok cycle as
described earlier, but it does not include information on the absolute oxidation
states of the Mn ions (Sect. 3.1.2.2). Historically, two schemes evolved, accom-
modating several structural constraints and spectroscopic observations (see e.g. [10,
11]). Since the 1980s it is known that four Mn ions in the oxidation states III and IV
compose the active site of the catalyst which give rise to an EPR signal with a spin
ground state of Sgg = " in the S, state [10]. This finding could be explained by two
oxidation state combinations: either Mn(III);-Mn(IV) or Mn(II[)Mn(IV);, where in
both cases one Mn(IIl) and one Mn(IV) magnetically couple to yield Sgimer = 2
and the remaining two Mn(III) or two Mn(IV) couple to yield Sgimer = O, resulting
in Sgs = ' in both cases. The two proposals are referred to as the ‘low oxidation
state’ and the ‘high oxidation state’ schemes or ‘low valence’ (LV) and ‘high
valence’ (HV) schemes, which differ by two in the total number of electrons in all
states. The HV scheme requires the S, state to be (III, III, III, IV), whereas the LV
scheme corresponds to Mn oxidation states of (II, III, III, IIT) in the S, state up to
(1L, III, TV, IV) in the S5 state. Recent computational analyses support the widely
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accepted hypothesis of the ‘high-valence scheme’, where the Mn oxidation states
are assigned as IV, IV, IV, IV in the Sj state [9].

At present, the PSII research community agrees in general on the Mn oxidation
states of all S states according to the HV scheme [12]. The identification of the Mn
oxidation states during the catalytic cycle is central to understanding the principles
of biological water oxidation. It places immediate restrictions on the O—O bond
formation, since in the HV scheme either oxo—oxyl coupling or nucleophilic attack
mechanisms can be imagined, whereas in the LV scheme only the latter is chem-
ically reasonable [9].

Although, a series of X-ray diffraction (XRD) studies have revealed the general
structure of the OEC, the atomic structure of any single Kok cycle intermediate
could not be determined through these experiments. Early structures obtained by
XRD showed reduction of the high-valent Mn centers caused by the X-ray. The
availability of metal-metal distances from extended X-ray absorption fine structure
(EXAFS) spectroscopy (e.g. [13]) allowed computational studies (QM/MM and
density functional theory (DFT), [14, 15]) to refine XRD models to structures
corrected for radiation damage.

Generally, there is an agreement on the structures of the Sy, S, S, and recently
also of the Sj state of the Mn cluster [12, 16]. The decay of the S, state is faster than
it is formed, which does not allow its investigation as a kinetic intermediate.
Therefore, there is no direct experimental evidence for the nature of the O-O bond
formation [12]. The inset in Fig. 5.1 shows the resting state of the catalyst (S;) and
is based on a XFEL (X-ray free electron laser) structure. Since the EXAFS results
for the Sy, S| and S, are very similar, it is also thought to be a good model for the S,
state [17]. Furthermore, the transition from the S; to the S, state can occur at low
temperatures (<200 K) at a fixed protein conformation. It has been shown by
theoretical modelling of the S, state that the OEC can adopt two interconvertible
core topologies in this state; an open cubane and a closed cubane motif. The open
cubane structure is slightly lower in energy (ca. 1 kcal/mol) and displays an elec-
tronic ground state of spin Sg = 2 at g = 2.0, the so-called “multiline signal”. The
closed cubane structure, in contrary, expresses an electronic ground state of spin
Sg =5/2 at g > 4.1 (“g4 signal”). These two structures show a one-to-one corre-
spondence with two well-known electron paramagnetic resonance (EPR) signals for
the S2 state, the multiline and g4 signals [18]. The last metastable intermediate of
the reaction cycle is the S; state. Recent XFEL and EPR data [18, 19] suggest that
all four Mn ions are electronically and structurally similar: they all exhibit a formal
oxidation state of +4 and show octahedral local geometry. It has been proposed that
an additional water-derived ligand is required at the open coordination site of Mnl1,
rendering all four Mn ions six-coordinated [17]. The recently obtained XFEL data,
however, do not show evidence for an additional water or hydroxo ligand near Mn1
[16], leading to a possible catalytic mechanism as proposed by Vinyard et al. [12]
(Fig. 5.3):
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5.1.2.1 0O-0O Bond Formation and Substrate Identification

Although the recent structural results of the Mn cluster described above do not yet
constrain the mechanism of water oxidation, they do provide a solid foundation to
address the question. In their recent work, Young et al. [16] provided the structure
of two-flash illuminated PSII samples (Sz-enriched) and the structure of
ammonia-bound two-flash illuminated PSII samples for the investigation of the
water-binding site(s). Ammonia was used as a water analogue in several previous
studies as it binds to the Mn4CaOs cluster in the S, and Sj states [20].

Due to the remained water-splitting activity in the presence of ammonia, the
ammonia-binding Mn site is not a substrate water site, which was used to dis-
criminate between the proposed O-O bond formation mechanisms i.e., whether
water oxidation involves an oxo—oxyl radical coupling or a water-nucleophilic
attack (Fig. 5.4).

The water-nucleophilic attack mechanism on O5 (Fig. 5.4a, b) requires the
involvement of a terminal Ca bound H,O or OH nucleophile and a formally Mn(V)-
oxo or Mn(IV)O" (oxyl) electrophile, undergoing an acid-base type reaction (e.g.,
[21, 22]). This mechanism is also most consistent with the one of synthetic water
oxidation catalysts [23] and has been discussed extensively in the past.
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Fig. 5.4 Discussed schemes for the O—O bond formation in PSII in the S, state. The models in
a and b involve a nucleophilic attack on OS5, whereas the models in ¢ and d involve radical
mechanisms
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In the oxo—oxyl radical coupling mechanism (Fig. 5.4c, d), a Mn(IV)-oxyl
radical reacts with a Mn-bridging oxo to form O,. The last scheme (Fig. 5.4d)
corresponds to a model by Siegbahn [14, 24], which derived from calculations
aiming at yielding the lowest possible energy barriers. Siegbahn suggests that one
of the substrate waters first binds during the S, — S; transition and is further on
oxidized to an oxyl radical in S4 to carry out the reaction [24]. The position of the
involved substrate water position allows to distinguish between the two mecha-
nisms. Recently, Young et al. [16] reported that no evidence was found of the
presence of additional water or hydroxo near Mnl in the XFEL structure of
two-flash illuminated PSII samples, which outcompetes direct coupling between a
newly bound water-derived ligand in the S3 state on Mnl and O5 (Fig. 5.4d). This
could leave the possibility of O—O bond formation between W3 and OS5 (Fig. 5.4a)
and W1 and O4 and other relevant mechanisms.

Efforts have been undertaken to determine the kinetics of the substrate water
exchange by membrane inlet mass spectrometry (MIMS) measurements followed
by rapid mixing with Higo [25]. This technique allows the release of 3402 and 3602
in specific S states, probed by single- turnover flashes monitored as a function of
incubation time with H3*0. The exchange rate of a terminal water ligand on Mn
depends greatly on the protonation, oxidation state, ancillary ligands and geometry.

Unfortunately, until now, there are too little experimental evidences about the S,
state available which would provide further insights into the key step of the cat-
alytic cycle. New X-ray methods using free electron laser sources allow diffraction
patterns to be collected within femtoseconds of X-ray exposure and have the
potential to provide more detailed information.

5.2 Photoelectrocatalysis for Solar Water-Splitting

In biomimetic, photoelectrochemical water-splitting cells, many materials which are
potentially useful as photocathodes and -anodes for the hydrogen and oxygen
evolution reaction do not have surfaces that are sufficiently electrocatalytically
active to support light-driven H, and O, evolution without the application of a large
external bias. The construction of an efficient device for water oxidation utilizing
sunlight thus requires the attachment of active HER or OER catalysts to the
semiconductor surface. Typically, these electrocatalysts are deposited as nanopar-
ticles or thin layers in a way that excessive light absorption or reflection is avoided
while preserving the desired interfacial energetics and improving the kinetics of the
respective reaction. The attachment of the electrocatalyst particles also influence the
energetics of the electron transfer process at the semiconductor surface funda-
mentally. As discussed in Sect. 3.2.1, excited minority carriers thermalize in a
semiconductor liquid junction to the band edge level. When a metallic catalyst is
deposited on the semiconductor surface, the minority carriers which participate in
the redox reaction with the electrolyte originate from the catalyst particle whose
Fermi energy is in equilibrium with the minority carrier quasi-Fermi level of the
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semiconductor as in a metal-semiconductor Schottky contact [26, 27]. Thus,
depositing metal catalysts on the bare semiconductor surface can actually lead to a
loss of driving force for the reaction and therefore, it can result in a slower electron
transfer rate constant. Nevertheless, this loss in driving force is usually overcome in
a higher catalytic turnover rate and furthermore, an increased overall device
efficiency.

5.2.1 Electrocatalysts: Oxygen Evolution on Semiconductor
Photoelectrodes

In order to carry out water oxidation, electrolysis requires an applied potential
>1.23 V between anode and cathode due to the kinetic barriers which are com-
monly encountered for multistep, multielectron reactions. The definition of this
overpotential is simply the voltage applied to the electrode relative to the redox
potential of the relevant redox couple in the electrolyte of interest. In case of the
photoelectrodes, the electrocatalytic behaviour is intricate with the device properties
of the semiconductor/liquid contact and effects the overall performance of a pho-
toelectrolysis cell. A typical, often necessary strategy to improve the performance
of photoelectrochemical devices is therefore to add an electrocatalyst to the surface
of the semiconductor, deposited as a thin layer or as nanoparticles. A major advance
for oxygen evolution catalysts came in 1965, with H. Beer’s patent on the
dimensionally stable anode (also shortly called DSA, [28]). These electrodes gen-
erally consist of RuO, and/or IrO, and are highly active for electrocatalytic oxi-
dation reactions. These materials are still used today for water oxidation in acidic
solutions, however, the anode of choice in commercial electrolyzers remains nickel,
operated in hot alkaline solution due to the expense of precious metals [27].

The focus in the development of conductive metal oxides for OER has mainly
been on four classes of crystal structures: dioxides, spinels, perovskites and pyro-
chlores [27]. Typical catalysts include RuO, and IrO, (first class), Co3;O4 and
NiCo,0, (second class), lanthanum oxides such as NilLa,O, and LaCoO; (third
class) and Pb,Ru(Ir),0; (fourth class). Due to their stability, RuO, and IrO, are
mostly used in acid solutions. The question arises, however, when catalysts are
attached directly to semiconductor surfaces, which system should be employed. The
main differences between catalysts coupled to a light absorbing semiconductors and
the ones used in dark electrolysis lies in the fact that the system operating under
illumination requires large areas for the maximization in capturing the solar flux.
Direct deposition of the catalyst on the light-absorbing semiconductor reduces the
requirement for current production per unit geometric area. Commercial electrol-
ysers run therefore at much larger current densities (~1 A cm™?) whereas a
light-coupled OER system operates in the mA region (e.g., [29]). Of further
importance for the choice of the electrocatalyst for HER and OER are stability, cost
and earth abundance. The activity of an electrocatalyst is best described and
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discussed by the corresponding Tafel slope and the n — I behaviour, providing a
useful tool for evaluating kinetic parameters:

I
n =blog (—)
Iy

Here, n is the overpotential, I is the observed current and I, is the exchange
current density. The Tafel slope, b, is an indication of the potential increase required
to increase the resulting current 1 order of magnitude. Tafel slopes usually reach
from 30 to 120 mV/decade whereas the slope of most catalysts increases drastically
at higher current densities due to e.g., degradation of the catalyst and uncompen-
sated resistance from bubble formation [27]. The exchange current corresponding to
the intercept at 1 = 0 is extrapolated from the linear part of the plot of 1 versus log
(D. Qualitatively, I is an indication of how vigorously forward and reverse reac-
tions occur during dynamic equilibrium. On the other hand, b is a measure of how
efficiently the electrode responds to an applied potential to produce current.
Figure 5.5a compares two hypothetical catalysts with a comparable active surface
area (expressed by I resp. Jo) and different electronic activities (expressed by b).
Figure 5.5b shows an example of the opposite case.

Ideally, photoelectrocatalysts should not absorb or reflect a significant fraction of
incoming light on the surface of a device as discussed above. This is often the case
with conductive metal oxide and transition metal catalysts which decrease the
overall efficiency. Therefore, the electrocatalyst cannot be deposited as a thick,
continuous layer. Either, semiconductor and electrocatalyst have to be micro- or
nanostructured to produce a higher surface area for both or transparent catalysts
need to be employed (e.g., a transparent conducting oxide). The catalyst deposition
represents another obstacle: vacuum (evaporation, sputtering) and solution-phase
deposition processes are necessary to protect the light-absorbing semiconductor.
Furthermore, direct contact of the semiconductor with the electrocatalyst is
required. In the case of semiconductor/liquid junctions it is e.g., important to ensure
that highly rectifying or appropriately ‘pinched off’ contacts are made between
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Fig. 5.5 Polarization curve demonstrating the electronic and geometrical effects of a catalyst.
a Dashed black line: Jg = 107° A cmfz, b = 30 mV/decade; solid black line: Jo = 107° A cmfz,
b = 120 mV/decade. b Dashed blue line: Jo = 5 x 10> A cm™2, b = 120 mV/decade; solid blue
line: Jo =5 x 107> A cm 2 and b = 120 mV/decade
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semiconductor and the metal. Beside improving the photoelectrode kinetics, the
addition of catalyst particles changes therefore also the energetics of the electron
transfer reaction at the semiconductor surface.

In general, the activity of an OER catalyst can be comprehended by the ability of
the surface oxide to transition between different valencies to effectively catalyse the
oxidation of water. A linear relationship between the minimum potential required
for oxygen evolution and their lower oxide/higher oxide redox potentials was
discovered by Rasiyah and Tseung, who concluded that O, evolution follows a
metal oxide redox transition. They formulated the hypothesis that catalysts
undergoing such transitions close to the reversible potential for oxygen evolution
should possess highest activity [30]. Trasatti [31] related catalytic activity to the
metal-oxygen binding strength on the surface of the oxide [31]. The correlation of
the overpotential at a fixed current density to the enthalpy of a
lower-to-higher-oxide transition results in the so-called “volcano-plot” (Fig. 5.6).
Nevertheless, these observations are not related in the literature to any
rate-determining step during water oxidation. Rossmeisl et al. [32] derived a
rudimentary volcano plot by implementing density functional theory calculations to
model the energetics of the OER on rutile-type oxides, relating OER activity to the
binding energy of various species on the active oxide surface [32].

5.3 Molecular Catalysts for Water Oxidation

Inspired by the oxygen evolving complex in Photosystem II, many research efforts
have been invested in developing a well-defined molecular catalyst for water oxi-
dation which operate in homogenous solution. Such efforts do not only further the
understanding of natural water oxidation, but they can also find application in
artificial photosynthesis. Numerous OER catalysts for homogenous catalysis have
been developed over the past decades (see [3] for an extended review) and a
detailed review is beyond the scope of this chapter. Here, the focus should rather lay
on trends in the development of molecular OER catalysts.
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Probably, the best characterized homogenous catalysts for OER rely on the
elements manganese, ruthenium and iridium [33] whereas the first synthetic water
oxidation catalyst by Gersten et al. [34] was the so-called ‘Blue Dimer’, based on
ruthenium [34]. Why was ruthenium used at a first instance? Ruthenium complexes
are abundantly synthetically accessible and relatively slow ligand exchange rates
enable the observation of intermediates. Iridium was known to be the best and
stable oxide catalyst for many years, but the synthesis of new compounds was
carried out primarily in the last decade. The interest for manganese compounds as
water oxidation catalyst does not need much further explanation, following the
(still) open questions regarding the manganese coordination chemistry in the cat-
alytic cycle of the MnCaQ, cluster in PSII. Manganese-based model compounds are
still of high interest to elucidate the OER in the protein (see Sect. 8.1.3).

Gersten et al. developed the first ruthenium-based water oxidation complex
[Ru"(bpy)»(py)H,O]** and emphasised the role of proton-coupled electron transfer
(PCET) processes to activate water oxidation [35]. The oxidation of the metal
center induces a pK, shift of water ligands bound to the metal, resulting in the
activation of the bound water upon metal oxidation (Fig. 5.7). This results in the
formation of hydroxo- and oxo-complexes, advancing the formation of the next
oxidation state by promoting the multi-electron oxidation necessary for water
oxidation.

The modification of the Ru(bpy)2+ series by replacing bpy with 2,2’-bypyrim-
idine formed a less electron donating analogue. In electrochemical and mechanistic
work from 2008, Concepcion et al. reported oxygen evolution occurring from [Ru
(terpy)(bpm)H,0]** (bpm = 2,2’~bipyrimidine, Fig. 5.9a). The mechanism starts
with the formation of Ru"-OH, and the electrochemical oxidation proceeds with a
2H'/2e” oxidation to form Ru'Y=0 (Fig. 5.8). Related experiments with cerium(I'V)
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Fig. 5.7 Electrochemical studies by Moyer et al. [35] of [Ru”(bpy)z(py)HZO]“. The middle

scheme illustrates the processes occurring at pH 0, the bottom scheme shows the processes
occurring at pH 7. All redox potentials are reported versus SSCE (SSCE vs NHE +236 mV)
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Fig. 5.8 Meyer’s mechanism for single-site water oxidation with the [Ru(terpy)(bpm)H,0]**
complex (according to Concepcion et al. [37]). The rapid oxidation of Ru" forms the key
high-valent Ru(V) intermediate. The decay of the peroxidic intermediate Ru'Y-OO releasing
molecular oxygen is the rate-limiting step

(a) (b)

Fig. 5.9 a [Ru(terpy)bpmH,0]>" complex, b and ¢ [Cplr] complexes and d Fe"-TAML complex
used for water oxidation. See text for details

show that the formation of the ruthenium(V)-oxo intermediate is able to carry out
catalytic water oxidation. In steady-state UV-visible absorption spectroscopy, a
side-on peroxide intermediate can be observed. Presumably, this formation is
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followed by an attack of nucleophilic water on the electrophilic Ru" = O. This
species decomposes furthermore to form oxygen and in return Ru"-OH,. The
rate-determining step is the decay of the peroxidic intermediate yielding molecular
oxygen, whereas the rate of oxygen evolution was determined to be 0.00075
turnovers s~ ! [36].

The first work on iridium as molecular catalysts for water oxidation was carried
out by Bernhard and co-workers. In 2008, the group showed that specific iridium
(IIT) complexes composing of un-substituted or substituted 2-phenylpyridine
(ppy) ligands were suitable catalyst precursors [37]. In the first coordination sphere,
the compounds consist of two open sites to bind substrate water to the iridium
center. Oxygen evolution experiments could confirm a stoichiometric consumption
of cerium(IV) coupled to the generation of molecular oxygen. Hull et al. [38]
introduced the use of pentamethylcyclopentadienyl (Cp*) as a molecular precatalyst
for water oxidation with Ce" as a sacrificial oxidant (Fig. 5.9b, c [38]). Short times
for O, evolution rates were found on the order of 10 turnovers min !, being
significantly significantly faster than other systems known at that time.

Iron-based catalysts for water oxidation have been reviewed in detail [39]. The
first compounds were developed by Collins in 1980, who worked on the devel-
opment of robust tetraamido macrocyclic ligands (TAMLSs) for iron. They were
originally developed for oxidation catalysis with H,O, as the primary oxidant. The
key point laid in the employment of a very strong amide ligand, deprotonated by a
donor, allowing access to high oxidation state iron. Their application in water
oxidation catalysis came in 2010, using CAN (cerium(IV) ammonium nitrate) as the
primary oxidant [40]. Improved catalytic performance was achieved with increas-
ingly electron-withdrawing substituents on the TAML (Fig. 5.9d). Initial turnover
numbers of 1.3 s™' were demonstrated by the best catalysts with similar activities,
whereas a slower phase took over after a few tens of seconds. An intermediacy of
the Fe(V) oxy with a 1 e oxidized macrocycle was suggested by theoretical
analysis of the TAML catalysts with density functional theory and multireference
second-order perturbation theory. As the O-O bonding was formed, a water
nucleophilic attack was identified [41].

Cobalt and copper based complexes have also been of increasing interest in the
search for an efficient OER catalyst. As heterogenized homogenous catalysts, a
cobalt phthalocyanine [42] and a fluorinated cobalt corrole [43] have been sug-
gested. Furthermore, cobalt porphyrins have been investigated as OER catalysts
(e.g. [44]). Mechanistic studies of porphyrins by Groves et al. showed an important
role for the added buffer base in the management of protons to enable catalysis.
Catalyst re-isolation experiments and spectroscopic work strongly support a
homogenous origin of the catalytic process. This observation is of great interest,
since suspensions of simple cobalt salts, phosphate buffer and primary oxidants can
already evolve oxygen (e.g. [45]).

Copper complexes have recently attracted attention as catalysts for OER. Mayer
and co-workers developed the first Cu-based catalyst with a bipyridine-based
system [46]. Despite the relatively large overpotential of ~750 mV, required in
basic media to drive the catalytic reaction, the catalyst showed a high turnover
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frequency of ~ 100 s '. Based on further investigations it has been suggested that
the catalyst is a soluble species ligated by bpy and hydroxide. It was estimated that
the hydroxyl-substituted bipyridine ligands shows a lower overpotential for the
catalytic process [47].

Other interesting, metal-free organic compounds have been investigated for
water oxidation. Especially, certain flavin derivatives have been found to be capable
of performing oxygen evolution on glassy carbon and platinum electrodes, which
was, however, not observed on fluorine-doped tin oxide [48].

Many research efforts have been gathered in the last decades to develop syn-
thetic, inorganic complexes for water oxidation to oxygen. Interestingly, hetero-
geneous metal oxides based on ruthenium, iridium, iron, cobalt and copper are all
known to show activity for water oxidation—whereas nature relies in its
water-splitting process on only one element which is able to undergo multiple redox
transitions. But the high activity observed in some artificial systems is truly exciting
and also encourages further work in improved mechanistic understanding. Natural
water-splitting is 2.3 billion years old; but recent progress in research activities
provides great hope that we are able to find a competitive system for our energy
demands.

5.4 Photoelectrochemical Hydrogen Production

One of the best studied electrochemical reactions is the hydrogen evolution reaction
(HER). Similarly to the OER, many materials which are potentially useful as
photocathodes do not have sufficiently electrocatalytically active surfaces to support
light-assisted hydrogen evolution without the application of a large external bias.
Therefore, an efficient water-splitting device requires the attachment of more active
HER catalysts to the semiconductor surface. Research efforts have been focused for
many years on the development of cheap and efficient water electrolysis systems.
Trasatti [52] reviews available heterogeneous catalysts [49]. The HER follows one
of two mechanisms [50], each consisting of two primary steps:

HA+e — H™ +A™ (5.2A)
HA+H" +¢* — Hy+ A~ (5.2B)
H* — H, (5.2C)

Step (5.2 A) proceeds in every case, while only one of the other ones (5.2 B or
5.2 C) predominates the further reaction [51]. Here, A~ represents the conjugate
base of the reduced (acidic) proton which is H,O in acidic and OH in alkaline
media. The asterisk (*) demonstrates a binding site at the electrode surface. Trasatti
[52] lists the exchange current densities for HER on pure metals in acid [52]. The
exchange current densities plotted versus the metal-hydrogen bond strength gives
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Fig. 5.10 Exchange currents
for catalytic hydrogen
evolution vs strength of
metal-hydrogen bond
(volcano relation) for pure
metals in acidic solution
according to Trasatti [52]
Redrawn from Walter et al.
[27]
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rise to the so-called “volcano plot” (Fig. 5.10), which was already discussed in
relation to OER catalysts (see Sect. 5.2.1). The peak value of the HER activity is
obtained at intermediate bond strengths and then decreases again at higher bond
lengths. Therefore, the most catalytically active precious metal for HER is therefore
platinum and the most active ignoble metal is nickel. The fact that based on the
volcano relation, the catalytic HER activity arises from the strength of the inter-
action between the catalyst surface and the adsorbed hydrogen, was independently
introduced by Gerischer and Parsons in the 1950s [53, 54]. Parson demonstrated
that the three distinct HER steps show a similar pattern i.e. regardless of the
predominant mechanisms or the rate-limiting step: the maximum exchange current
is always obtained when the free energy of the hydrogen adsorption is zero or close
to zero. Further confirmation for the theoretical considerations came from experi-
mental work, showing that protons converted to hydrogen on platinum surfaces
bind with small adsorption energies [55]. Recently, Norskev and co-workers used
density functional theory to build a predictive model of HER activities on the basis
of calculated adsorption energies [56]. With some accuracy, this model was able to
reproduce the volcano curve for metal catalysts, despite the general difficulty to use
any fundamental parameter of a material to predict hydrogen adsorption energies
and resulting HER activities.

5.4.1 Catalyst Materials and Reaction Mechanisms

Two main compound groups have been studied beside pure metal catalysts for
hydrogen evolution: metal composites/alloys and compounds that incorporate
nonmetallic elements. Beside the review by Walter et al. [27], an extended review
was published in 1992 by Trasatti and only a few highlights should be discussed
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here. Platinum and other noble metals such as rhodium and ruthenium have been
employed and investigated extensively as catalyst materials. Solar-to-hydrogen
efficiencies of up to ~13% were achieved in proof-of-concept photoelectrochem-
ical HER systems [57]. Recently, Zong et al. reported on a MoS, co-catalyst,
producing hydrogen more efficiently than CdS coated with a platinum co-catalyst
under illumination and in the presence of a sacrificial reductant [58]. Despite a
significant amount of electrolysis literature, only a few samples of working pho-
toelectrochemical HER photocathodes have however employed catalysts other than
noble metals. High performance has been demonstrated by metallic nickel after
treatments to increase its surface area [59]. Of further particular importance are
binary mixtures of Ni-Mo, Ni-Co as well as Ni-Mo-Cd and Ni-Mo-Fe [27].
Geometric, electronic and mixed (synergistic) effects have shown in electrochem-
ical investigations an enhancement of the catalytic activity. The electrochemistry of
a set of metal oxides, mostly based on RuO,, was studied by Kodintsev and Trasatti
[60], showing the highest activity [60].

Key parameters in the search for new HER catalysts are beside electrocatalytic
activity, stability and long-term performances. Broadly speaking, three parameters
influence the photoelectrode and catalyst stability: (i) corrosion, which has a sig-
nificant impact on the electrode activity over long periods of time; (ii) the poisoning
of catalysts by solution impurities and (iii) changes in the electrode composition
and/or morphology, occurring on short or long-time scales [27]. The three degra-
dation mechanisms are strongly influences by the storage and operating conditions
of the electrode as well as on the electrolyte composition and the pH, cell housing,
temperature, potential and current density. Therefore, procedures to minimize
degradation require an individual development according to the respective material
and its operating conditions.

Presently, there are many HER or OER catalyst options available. Particular
concerns are, however, involved with the attachment of these catalysts directly to
the semiconductor surface. As illustrated, photoelectrocatalysis required
light-absorbers with large areas to maximize the capture of solar flux. If the catalyst
is deposited directly on the semiconductor surface, the requirements for current
production per unit geometric area is drastically reduced. A larger electrode area
also requires a larger amount of catalyst in order to cover the area, bearing the
question of materials costs. Furthermore, the catalyst should not absorb light itself
or reflecting the incoming sunlight: a thick continuous layer of catalyst with a high
surface area as found in industrial electrolyzers can therefore not be employed in
semiconductor-coupled systems since the metallic overlayer would absorb or reflect
most of the incoming light. The development of transparent catalysts such as a
transparent conductive oxide or the employment of a system in which both, the
absorber and the catalyst are micro- or nanostructured to increase the surface area
for both parts are solutions which are currently investigated (see Sect 4.4.1, [27]).
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Chapter 6 M)
Carbon Fixation Check or

The International Energy Agency predicts a global annual energy consumption of
about 28 TW in 2050, whereas the global population is predicted to increase from
7.2 t0 9.7 billion. This doubled energy consumption let us face a new challenge in
the 21st century: new energy sources are required, which allow us to step away
from the use of fossil fuels. Although, energy produced from fossil fuels has great
importance due to burning (oxidation to carbon dioxide and water) producing
significant amounts of energy per unit weight, it encounters for two major
impediments: (i) the alarming consumption of energy assets and (ii) global warming
due to increasing atmospheric CO, concentrations. Every year, more than 10 billion
tons of carbon dioxide is added to our atmosphere [1]. The U.S. Department of
Energy estimates that natural processes can only absorb about half of the amount.

Natural photosynthesis uses carbon dioxide as an energy source, incorporating it
into long chain hydrocarbons. Recent approaches in artificial photosynthesis
research have focused on a similar attempt, using abundant CO, for the production
of ‘solar fuels’ by converting it photoelectrocatalytically in a semiconductor-
electrocatalyst system into e.g., ethanol. An efficient CO, recycling process along
this approach could regulate global warming and provide a sustainable fuel supply
[2]. Other conversion processes besides the photoelectrocatalytic conversion of
CO, exist, but include several disadvantages: (i) high temperature and high elec-
trical voltage are required to break down CO, molecules, (ii) raw materials are
limited, (iii) operation costs are high and (iv) unsustainability.

In the following, the CO, fixation process in natural photosynthesis should be
elucidated and contrasted to strategies for photoelectrochemical CO, reduction.
Recent developments in catalysis and insights into mechanistic studies are further
on discussed.
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6.1 RubisCO—Structure, Functionality and Catalytic
Efficiencies

The net CO, assimilation process in photosynthesis is carried out by the enzyme
Ribulose-1,5-bisphosphate (RuBP) carboxylase/oxygenase (RubisCO) as already
briefly described in Sect. 2.2. Carbon fixation resulting from RubisCOs activity
yields in more than 10" tons of atmospheric CO, annually [3]. Nevertheless, at the
top of the canopy in field-grown crops, this process is often the rate-limiting step of
photosynthesis [4]: although, RubisCO is the most abundant protein on earth [5, 6],
it has severe limitations. The enzyme is extremely inefficient and its carboxylation
activity is affected by numerous side-reactions, especially with O,: due to the high
O, : CO;, ratio in ambient air (approx. 500 : 1), an average RubisCO enzyme fixes
only up to two O, molecules every five CO,-fixation reactions [7]. RubisCO
depends on effector molecules to modulate its activity and on ancillary proteins
such as the RubisCO activase to control its activation state [8]. The correct folding
and assembly in the cell is mediated by Chaperones, whereas the exact details of the
process vary between enzymes of different origin. Right now, high resolution
three-dimensional structures of RubisCO are available from different organisms
(reviewed e.g., in [9]). All RubisCO enzymes are multimeric with two different
subunits: a large catalytic subunit (L, 50-55 kDa) and a small (S, 12-18 kDa) one.
Different molecular forms of RubisCO can be distinguished according to the
presence or absence of the small subunit. The most common form (also referred to

Glu 204
His 204,

Fig. 6.1 Structure of the activated spinach RuBisCO complex with its substrate
ribulose-1,5-bisphosphate and calcium at a resolution of 2.1 A (pdb reference 1RXO). Amino
acid abbreviations are in the standard three-letter code in the inset. The use of calcium instead of
magnesium as the activator metal enabled the trapping of the substrate in a stable complex
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as ‘form I’) is composed of large and small subunits in a hexadecameric structure,
L8S8 (Fig. 6.1), and is present in most chemoautrophic bacteria, cyanobacteria, red
and brown algae and in all higher plants. The core consists of four L2 dimers
arranged around a 4-fold axis, covered at each end by four small subunits [10]. The
small subunit is not essential for catalysis due to the fact that the large subunit
octamer remains carboxylase activity. The form II enzyme lacks small subunits and
is a dimer of large subunits (L.2),,. Initially, it was discovered in purple, non-sulphur
bacteria and several chemoautrophic bacteria. The secondary structure of the large,
catalytic unit is extremely well conserved throughout different forms of the enzyme,
despite they differ in their amino acid sequence and function [9].

The large subunit of RubisCO is encoded by a single gene in the chloroplast
genome and its synthesis is carried out by the plastid ribosome. In plants, the small
subunit is coded by a family of nuclear genes and its synthesis occurs in the cytosol
[8]. The synthesis and assembly of the holoenzyme including the coordinated
control of chloroplastic and cytosolic processes have been demonstrated to require
the assistance of ancillary proteins (chaperones).

The pathway involving the reaction of CO, and H,O with RuBP yielding in two
molecules of 3PGA can be described by multiple discrete steps and involves
associated intermediates of variable stability (Fig. 6.2). For functionality, RubisCO
requires activation by carbamylation of the e-amino group of the active-site Lys201
via a CO, molecule. The carbamylated Lys201 is further on stabilized by the
binding of a magnesium ion to the carbamate (1). The Mg®" ion interacts in the
following with the RuBP, yielding in the formation of a spontaneous complex
sequestering Mg®* ((2), [11]). Computations suggest that a concentration level
twice as high of RuBP than RubisCO sites leads to a 90% activation level of the
enzyme. The carboxylation involves at least four different steps and three transition
states: the enolization of RuBP (3), the carboxylation of the 2,3-enediolate (4) and
hydration of the resulting ketone (5), the carbon-carbon scission (6), and the
stereospecific re-protonation of the resulting carboxylate of a 3PGA product (7).

Two molecules of CO, are produced by RubisCO’s reaction with CO,, whereas
the competing reaction with O, forms one molecule of 3PGA and one molecule of
2PGA [4]. The latter one enters the photorespiratory carbon oxidation cycle,
leading to a net loss of assimilated CO, and further on, the release of NH; and a
considerable consumption of energy. The oxygenation reaction of RuBP in the
CO,-concentrating mechanisms present in cyanobacteria, algae, C, and CAM
(Crassulacean Acid Metabolism) plants is efficiently decreased in these organisms,
leading to a smaller proportion of photorespiration in relation to net photosynthesis.

RubisCO is characterized by a relatively slow catalytic turnover rate, k.. For
this reason, large amounts are required to keep an adequate photosynthetic rate
(e.g., [12]). Initial approaches focusing on photosynthetic CO,-fixation improve-
ments tried to identify or engineer a RubisCO enzyme with higher CO,-specificities
and/or higher catalytic rates [13]. These efforts had only limited success due to the
fact that RubisCO is trapped in a constant trade-off between specificity and activity:
usually, higher specificity for CO, results in a lower enzyme activity and vice versa.
Although the emergence of the enzyme’s carboxylation and oxygenation function is
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Fig. 6.2 Reaction mechanism for the carboxylation by RuBisCO according to Taylor and
Andersson [14]

still unknown, recent investigations of the RubisCO superfamily suggest that
RubisCO was not a CO, fixing enzyme at a first instance and has rather be evolved
as one (e.g., [15]); the function of carboxylation evolved only as a secondary
function in the protein scaffold of primordial enolases. Nevertheless, it is undis-
puted that the true origin of the carboxylation reaction goes back to a time of a
minimal O, level in the atmosphere [13]. Table 6.1 summarizes recent research
efforts to improve the function of RubisCO for photosynthesis and plant growth.

Table 6.1 RubisCO’s inefficiencies and resulting research targets to improve its functionality.
According to Carmo-Silva et al. [4]

RubisCO inefficiency Research target

Slow turnover rate (Kea) RubisCO with faster kg,

Oxygenase reaction RubisCO with higher carboxylation to oxy genation ratio
Low affinity for CO, RubisCO with affinity comparable to that of other
Inhibition by tight binding of carboxylases, e.g., phosphoenolpyruvate carboxylase
sugar phosphates Optimize RubisCO regulation
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6.2 Photoelectrochemical CO, Reduction: Materials,
Challenges and Strategies

The approach in artificial photosynthesis to use sunlight to split water in order to
generate H, and O, can also be employed to reduce CO, to obtain O, and CO,
reduction products such as formic acid (HCOOH), carbon monoxide (CO),
formaldehyde (H,CO), methanol (CH3;OH) or methane (CHy). All reactions involve
multielectron and multiproton processes (see Sect. 6.2.1). The corresponding
standard potentials (vs NHE at pH 7 in aqueous solution, 25 °C, p = 1 atm, solute
¢ =1 M) are the following [16]:

CO,+2H" +2¢~ — CO+H,0 E'=-053V (6.1)
CO, +2H" 42¢~ — HCOOH E'=-061V (6.2)
CO; +4H" +4e” — H,CO +H,0 E’'=-048V (6.3)
CO, +6H* +6e~ — CH;0H + H,0 E’=-038V (6.4)
CO, +8H" +8e~ — CH, +2H,0 E'=-024V (6.5)
CO, +e~ — CO;™ +H,0 E'=-1.90V (6.6)

The highly negative potential for the reduction of CO, to the CO3 radical
indicates that a lot of energy is required to form the species. This is partly due to the
molecular rearrangement of CO, from a linear to a bent structure. The multielectron
and multiproton processes are in comparison to the single electron reduction
thermodynamically more favourable, since more stable molecules are produced
lowering the energy barrier. Even though, water splitting requires already
E® = —0.41 V at pH 7, the resulting potential difference of e.g., 1.06 V to reaction
(6.5) is not sufficient enough due to much larger overpotentials which are required
in practice [16]. These overpotentials mainly include the activation energy needed
for the electron transfer to the CO, molecule, ohmic and mass transport losses [17].
Beside the investigation of homogenous systems for photoreduction of CO, which
employ a molecular catalyst such as Re(bipy)(CO);X (where bipy = 2,2’ -bipyr-
idine and X = Cl, Br), in the last three decades heterogeneous photoelectrochemical
reduction of CO, on semiconductor photocathodes has been explored extensively
[17]. The redox potentials for the PCET reactions above lie within the band gap of
several semiconductors (compare Sect. 3.2.2, Fig. 3.9). For direct photoelectro-
chemical CO, reactions, aqueous (e.g., [18]) and nonaqueous solvents (e.g., [19])
such as DMSO, DMF, polypropylene carbonate and acetonitrile have been used.
The solubility of CO, is the main difference between both type of solvents: in
nonaqueous solvents, the solubility of CO, is about 7-8 times higher than in water.
For instance, methanol is known to be a physical absorber of CO, and is currently
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used in the industrial Rectisol process [20]. Additionally, in aqueous solvents,
different CO, hydration products are present, depending on the pH e.g., carbonic
acid or carbonate.

In 1978, Halmann reported the first approach to reduce CO, on a semiconductor
photoelectrode using p-GaP [21]. His analysis of the electrolyte solution showed
the presence of formic acid, formaldehyde and methanol. Here, photoreduction of
CO, was achieved using metal coated p-InP electrodes in non-aqueous solvents
[20] and metal coated p-Si [22] and p-GaP electrodes [23, 24]. Furthermore,
stepped (100) surfaces, such as Cu (911) and Cu (711), are able to convert CO, into
longer chain hydrocarbons C , products with efficiencies approaching 80% [25].
Recently, also organic additives such as ionic liquids or pyridines have been
employed to affect the product selectivity, which is a major obstacle in CO,
reduction catalysis [26, 27]. Han et al. [28] reported on the ability of tuning the
selectivity of electrochemical CO2 reduction on polycrystalline copper by
N-substituted arylpyridinium additives for C~,. The selective, light-driven con-
version of CO, to methanol at a p-GaP semiconductor electrode using a homoge-
neous pyridinium ion catalyst was described by Barton et al. [29]. Nevertheless,
semiconductor cathodes such as n-GaAs and p-InP have also been demonstrated to
convert CO, to CH;0H without the addition of pyridine when biased to potentials
more negative than —1 V versus SCE [27, 28]. In the presence of pyridine, how-
ever, the overpotential is reduced to ~—0.2 V [29]. Quantum chemical calculations
have been used in order to understand the catalytic role of pyridine [27]. The key
lies in the homogenous chemistry of the 1,2-dihydropyridine/pyridine redox couple,
driven by a dearomatization-aromatization process. Here, the 1,2-dihydropyridine
acts as a recyclable organo-hydride, reducing CO, to CH30H via three hydride and
proton transfer steps (Fig. 6.3): firstly, pyridine (Py) undergoes a H* transfer to
form PyH*, followed by an electron transfer step which forms pyridinium (PyH?).
Subsequently, the catalytic species 1,2-dihydropyridine (PyH,) is formed via suc-
cessive 1H'/1e” transfer. CO, reduction to CH3OH and H,O proceeds then
homogeneously through three hydride and proton transfer steps. The novelty of the
pyridine-catalysed reduction of CO, is its new approach in obtaining highly
reduced species besides traditionally employed transition-metal-based electrocata-
lysts. Interestingly, the PyH,/Py redox couple shows strong relation to the NADPH/
NADP" couple in nature: both are catalytic hydride donors which use dearomati-
zation to store energy, which is subsequently used to drive a proton transfer
reaction.

Metal-organic species show a great versatility, insured by the possibility to
modify the metal center and organic ligands. This fact turns them into interesting
candidates for the development of selective catalysts. Metal-organic complexes
such as macrocyclic complexes, phosphine complexes and polypyridyl complexes
are particularly of interest, since they possess multiple potential oxidation states
which can undergo multi-electron-transfer reactions. Among the macrocyclic
complexes, one of the most studied catalysts is Ni(cyclam), Fig. 6.4a, which
belongs to the class of tetraazamacrocycles. Within metalloamacrocycles,
porphyrin-like materials with Ni, Fe or Co metallic centers also play an important
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role (Fig. 6.4b). Polypyridine compounds which have been investigated for CO,
reduction activity are mainly based on Ru, Os, Ir or Re metal centers. One of the
most studied ones is Re(bpy)CO5X (bpy = 2,2’-bipyridine, X = CI or Br, (¢)). In
phosphine compounds, Pd is commonly used as a metal center (d). Generally,
higher product selectivity is achieved with bipyridine ligands which also require
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lower overpotentials. A limitation to their applicability, however, results from their
low stability, a low turnover frequency (TOF) and their preferential use in organic
media [16]. Recently, another class of inorganic-organic hybrid materials, the
metal-organic frameworks (MOFS) have been used linked to CO, reduction (e.g.,
[30, 31]), especially, because of their excellent adsorption capacity for CO, [32].
Important aspects for improving CO, reduction kinetics and suppressing unde-
sirable side reactions are factors influencing the overall efficiency of photocatalytic
CO; reduction such as adsorption and activation of CO, (especially on semicon-
ductors). Systems with sufficient solar energy conversion efficiencies to synthesise
carbon-based fuels, demonstrating also long-term stability have not been realized
for commercialization yet. Among the approaches to directly convert solar energy
into chemical energy in the form of solar fuels, water-splitting is the most
promising, since CO, reduction is more complex, involving multiple electron and
proton transfer steps in the redox reactions. In the following, the proton-coupled
electron transfer mechanisms of CO, reduction are discussed in more detail.

6.2.1 Sequential Versus Concerted Proton-Coupled
Electron Transfer Mechanisms

As already discussed in Sect. 4.2, proton-coupled electron transfer (PCET) half
reactions are ubiquitous in energy conversion and storage reactions in chemistry
and biology. Quintessential examples include carbohydrates formation by RubisCO
in natural photosynthesis, which represents an astounding example of PCET in
action: 24 ¢~ and 24 H" driven by at least 48 photons are transferred. PCET is an
important mechanistic aspect for the realization of (photo)electrochemical CO,
reduction and the determination of overpotentials and product selectivity by com-
putation of the thermodynamic energy profiles along potential reaction pathways.
These first-principle calculations do not typically deal with the fact that PCET
follows pathways where the electron and the proton are either transferred sequen-
tially (sequential proton-electron transfer, SPET) or concertedly (concerted
proton-electron transfer, CPET [33]) as discussed in Sect. 4.2. It is rather assumed
that the selection between CPET and SPET is closely related to the nature of the
catalyst: it is expected that for molecular catalysts, decoupled ET and PT steps take
place, whereas solid metallic electrocatalysts undergo SPET steps: the CPET
pathway in Fig. 6.5 corresponds to the ‘diagonal’ path and SPET pathways cor-
respond to ‘off-diagonal paths’. In order to address the selectivity between the
pathways, the relative kinetics and thermodynamics have to be considered.
Recently, a model was proposed which provides analytical expressions for the
activation energies of the ET, PT and CPET steps and describes the transition
between SPET and CPET. This model allows distinguishing when a certain path-
way CPET or SPET is preferred over the other due to a lower activation barrier,
since this preference depends on the relative values of the thermodynamic quantities
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Fig. 6.5 Pathways for PT pKa (AH*)
proton-coupled electron A+Ht+e
transfer (ET: electron transfer,

PT = proton transfer) and the
thermodynamic quantities

which are associated with the ETEp/a
reaction steps. According to

Gottle and Koper [33]
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and reorganization energies [34]. A Marcus-type expression gives the rate constants
of the ET, PT and CPET steps with the assumption that outer sphere charge transfer
takes place [33]:

2
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Here, k” parameters are pre-exponential factors, A variables are the reorgani-
zation energies and AG values are the free reaction energies of the separate ET, PT
and CPET reactions. The expressions can clearly distinguish between the impact of
activation-related parameters (L) values and thermodynamics-related parameters
(AG). pH also influences the kinetics of the three reaction steps ET, PT and CPET
since their thermodynamics scale differently with pH. This is illustrated in Fig. 6.6,

Fig. 6.6 Pourbaix diagram 4
showing the thermodynamic
equilibria of the ET (yellow/ pH > pK, (AH)
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(areen, A + H' + ¢~ — AH) mixed CI?ET SPET

reaction. According to Gottle
and Koper [33]

Potential

pH < pK, (AH)
purely CPET
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showing the thermodynamic equilibria of the steps in a Pourbaix diagram: when
pH = pK,(AH), all steps are equilibrated and the reorganization energies describe
the competition between CPET and SPET. Since the thermodynamics and kinetics
of the PT and CPET steps are pH sensitive, i.e. their rate increases (decreases) when
the pH decreases (increases). In contrary, the thermodynamics of the ET reaction
are not pH sensitive. As a result, the pH can influence the competition between
CPET and SPET in case of reduction reactions (6.7)—(6.9).

Since evidence exists for the importance of SPET on metallic electrocatalysts
(e.g., [35, 36], a complete picture has to consider both, sequential and concerted
PCET steps. The community of heterogeneous catalysis typically employs the
so-called computational hydrogen electrode (CHE), which was developed by
Norskov and co-workers [37]. The CHE method can, however, not account for
SPET pathways. Recently, the introduction of a method by Géttle and Koper [33]
which can be applied to any molecular or metallic electrocatalyst for the systematic
prediction of the selectivity between SPET and CPET, allows the calculation of
reaction schemes beyond the CHE methodology. This was demonstrated along the
elucidation of the carboxylate adduct formation mechanism of a model molecular
cobalt porphyrin catalyst which accounts for the possible coupling or decoupling of
PT and ET in the initial stages of the electrocatalytic CO, reduction reaction.

As research efforts of artificial photosynthesis have evolved from studying
isolated compounds to the construction of subsystems and devices, it has become
evident that there is no single solution available yet solving our energy and envi-
ronmental problems. It will further on take the cooperation of various forms of
knowledge of various scientific disciplines to master the process of solar-driven
water-splitting device incorporating CO, reduction and the generation of solar fuels.
Significant contributions are made from catalysis, studies of nanomaterials and
energy transfer dynamics, as well as from a more complete understanding of the
mechanisms and principles governing the corresponding natural processes. The
ability of biological systems of repairing, reproducing and evolving themselves
extend their warranty to approximately 3 billion years and counting—given this
perspective, there is still much to learn from nature.
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Chapter 7 ®
Protection Mechanisms Check for

In natural photosynthesis, the energy-converting enzymes Photosystem I and
Photosystem II perform productive reactions efficiently despite the involvement of
high energy intermediates in their catalytic cycles. This is achieved by kinetic
control: forward reactions are faster than competing, energy-wasteful reactions due
to appropriate cofactor spacing, driving forces and reorganizational energies.
Despite that these high energy intermediates are short-lived, they have a tendency to
react with oxygen which is produced during the water splitting reaction to form
reactive oxygen species (ROS). While the production of ROS can be important in
several cellular processes (e.g., defence against infection, cellular signalling), the
presence of ROS is more often associated with damage to cellular components such
as proteins, lipids and nucleic acids. To increase the efficiency of photosynthesis,
several protective mechanisms dealing with oxygen have been developed by the
photosynthetic reaction centres in order to minimise damage from reactive
derivatives and provide the organism with a better chance of survival. These pro-
tective mechanisms involve fine-tuning of reduction potentials, switching of path-
ways and usage of short circuits, back-reactions and side-paths, all of which
compromise at the same time efficiency. In dispersed semiconductor photocatalytic
processes, oxygen plays a major role as well, acting as an electron acceptor of the
electron promoted in the conduction band by light irradiation of the semiconductor
surface: O, scavenges the photogenerated electrons and lowers the efficiency of the
photocatalytic reaction. This chapter aims at summarizing protection mechanisms
against O, which exists in natural photosynthesis and could be applied in artificial
mimics, it discusses mechanisms of photoprotection in natural photosynthesis and
outlines recent attempts to protect photoanodes and -cathodes against so-called
‘photocorrosion’, a process in which the photogenerated electron-hole pair induces
a redox-decomposition of the semiconductor.
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7.1 Photodamage in Photosystem II

The ultimate energy source for photosynthesis is light, which is highly energetic
and also potentially dangerous. The light induced decline of the photosynthetic
activity is referred to as photoinhibition [1]. The major site of photoinhibition in the
photosynthetic apparatus is the Photosystem II complex, whose electron transport is
inhibited and the protein structure is damaged as a consequence of light exposure
[2]. The molecular background of light sensitivity of PSII has turned out to be a
complex story and the exact mechanisms are not fully understood yet. This is due to
the complexity of events underlying the photoinhibitory phenomenon. It is clear
that the main mechanisms which directly induce or lead to photodamage are the
production of ROS (radical oxygen species, '0,, 03", OH ", H,0,) and the inac-
tivation of the Mn4CaOs cluster, leading to the formation of oxidized radicals
(Tyry’, P680™"). The latter one is the most important target of UV-B (280-315 nm)
light, whereas the primary and secondary quinone electron acceptor, QA and Qg,
and the tyrosine donors, TyrD and TyrZ, are also damaged [3]. The exact mech-
anism of the UV-induced impairment of the Mn cluster is not clear yet, but it is
suggested to fully inhibit the S state cycle of water oxidation [1]. It is likely that the
absorption of UV light by the high valence states of the Mn leads to the breakup of
a bridging ligand between two Mn ions as it occurs in the model compound [4]
which is supported by the observation that the Mn cluster is damaged most in the S,
and Sj state in which the Mn ions are in the Mn(IIl) and Mn(IV) states. Recent
work by Zavafer et al. (2015) reported that subsequently to the photodamage of the
Mn cluster, the PSII reaction center is further damaged by the light energy absorbed
by photosynthetic pigments due to the limitations of electrons to the PSII reaction
center [5].

In contrast to the widely accepted view about the primary role of the Mn,CaOs
cluster in sensitizing UV-induced photodamage of PSII, the situation is much more
complex in case of visible light (400700 nm). Here, modified or impaired function
of the Q4 and Qg acceptors, the inactivation of the Mn cluster and the production of
various singlet oxygen species, especially, of singlet oxygen via Chl triplet for-
mation are implicated. A large amount of available data in the literature demon-
strates that a series of light-induced modifications take place at the acceptor side of
PSII under conditions of strong illumination [1]. A conformational change has been
shown to occur in Chlamydomonas cells which slows down the Q" to Qg electron
transfer rate, leading to an irreversible change of the D1 protein [6]. The central D1
protein is therefore also known as the most rapidly turned-over protein in the
thylakoid membrane [7].

Excess excitation leads to the reduction of the quinone pool, in which the Qg
binding site becomes unoccupied due to the lack of reducible quinone molecules,
leading to a destabilization of Q4. Under strong reducing conditions, a double
reduction and protonation of QA can occur, which is followed by the release of
QaH; from the binding site [8]. This blocks the forward electron transport per-
manently, facilitating the formation of triplet excited state of P680 via charge
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recombination of the (3 [P680"Pheo” ] — 3P680) state. The further interaction of
’P680 with O, leads to the formation of highly reactive singlet oxygen which
damages its protein environment and leads to the actual inhibition of PSII electron
transport [1]. Another way to produce highly reactive singlet oxygen is via the
formation of the triplet excited state of chlorophylls. This process may occur via
intersystem crossing from the singlet excited state of antenna chlorophyll (i.e.,
'Chl — *Chl), although the chlorophylls in the light harvesting systems are in
general protected against *Chl formation by carotenoids, which also act at 'O,
quenchers [9].

7.1.1 Protection Against Light Damage

Oxygenic photosynthetic organisms possess several photoprotection mechanisms
which help to eliminate the harmful effects of light [10]. The non-photochemical
quenching mechanism (NPQ) dissipate absorbed light energy in the antenna system
before it can reach the Photosystem II reaction centre [11]. These mechanisms
include the LHCII dependent NPQ, which depends on the light induced lumen
acidification. The NPQ mechanisms help to decrease the excitation pressure on PSII
and provide protection against electron transport dependent and/or triplet chloro-
phyll dependent photodamage. Another way to avoid photodamage is the elimi-
nation of potentially harmful radical states, especially, *[P680* Pheo "].

This can occur via non-radiative charge recombination (Fig. 7.1, P680 is here
specified with Pp;) which can be modulated via redox potential changes of pheo-
phytin or Q, [1] (see also Sect. 4.3). The results of the photoprotective effect of the
redox potential changes at the acceptor site can easily be explained by the decreased
efficiency of thermally activated back reaction of P680""Qx" to *[P680* Pheo ],
which depends on the redox gap between Pheop; and Q, and also by an enhanced
non-radiative charge recombination from P680*'Qx" and '[P680*'Pheo "] which
also competes with *[P680*'Pheo "] and *P680 formation [12].

7.1.1.1 Protection Mechanisms Against Oxygen

The by-product of photosynthetic water-splitting in chloroplasts is the production of
molecular oxygen, which is essential for cellular respiration in mitochondria, a
process, which is required for all aerobic organisms. When solar energy absorption
by chlorophylls exceeds its utilization, reactive oxygen species are formed. Singlet
oxygen (‘0,) is generated by the triplet-singlet excitation energy transfer from the
triplet chlorophyll to molecular oxygen due to intersystem crossing (see
Sect. 7.1.1), by charge recombination from the singlet chlorophyll in the antenna
complex or by the charge recombination of the primary radical pair '[P680*"Pheo "]
in the reaction centre [13]. The latter one is considered as the main reaction pathway
for 'O, generation in PSIL Singlet oxygen scavenging occurs either by excitation
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Fig. 7.1 The two charge recombination pathways in Photosystem II for P""Q} and the size of the
energy gap between Q, and Pheop; determines the back-reaction rate and the recombination route:
the indirect route via Pp;Pheop;, which then decays to the 3p triplet state. This lies about 1.3 eV
above the ground state and can easily promote the triplet to singlet oxygen formation. The direct
route is favoured, when the energy gap between Pheop; and Q, is sufficiently large (presumably
during photoactivation). Then 'O, formation is completely avoided. According to Sugiura et al.
(2014)

energy transfer of by electron transport. The first one is accomplished by car-
otenoids in the antenna systems. It results in the formation of the ground triplet state
of molecular oxygen and the triplet excited state of the carotenoid (Car):

0, + Car — 0, + *Car” (8.1)
3Car* — Car + heat (8.2)

In LHCII, singlet oxygen is effectively quenched by xanthophylls: a-xanthophyll
(lutein) is an efficient quencher of triplet chlorophyll, whereas B-xanthophyll
(zeaxanthin and neoxanthin) serve as a quencher of 'O, [14]. Under high light
conditions, violaxanthin is also enzymatically converted to zeaxanthin. In the PSII
reaction centre and the core antenna complex, B-carotin quenches the formed 'O,.

Enzymatic scavenging of 'O, is also carried out in the photosynthetic reaction
centre. Here, cytbsso has been reported to possess superoxide dismutase (SOD)
activity and provides the first line of defence against 'O, in the membrane interior
(Fig. 7.2): the redox active heme iron of cytbssg has been shown to be both oxi-
dized and reduced by 'O,, depending on the oxidation state of the heme iron. In
intact PSII, most of the cytbsso is in a high potential (HP) form (E,, = +310 to
+410 mV), which can be readily converted into the intermediary (IP, E, = +125 to
+240 mV) or low potential form (LP, E,, = —40 to +80 mV [12]). Tiwari and
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Fig. 7.2 The arrangement of cofactors in PSII according to the 1.95 A crystal structure (PDB
reference 4UB6) with the metal centers potentially involved in the reduction of superoxide.
(1) Reduction of O3 by the ferrous non-heme iron to OH™ and OH" (or in a shortcut reaction to
H,0,); (2) reduction of O5 to O, by the ferrous iron of the LP form of cyt bsso and (3) of O3 by
the ferrous iron of the HP form of cyt bsse to HO,

Pospisil (15) proposed that the unprotonated IP form of cytbssog possess superoxide
oxidase (SOO) activity, which catalyses the oxidation of '0, to 0, (E,, (0,/05) =
—160 mV, pH 7) [15]. Hereby, the ferric heme iron (Fe(IIl)) is reduced to ferrous
heme iron (Fe(Il)). The HP form is proposed to serve as a superoxide reductase
(SOR) which catalyses the one-electron reduction of 102 to H,O, (E,,, (05 /H,0,) =
+890 mV, pH 7).

The further reduction of the ferric-hydroperoxo species is suggested to result in
the formation of OH". In this reaction, the ferric iron is proposed to be reduced by
an endogenous reductant, the most likely being Q,, whereas the ferrous iron pro-
duced is suggested to reduce the hydroperoxo ligand [16]. Also the non-heme iron
at the electron acceptor site has been proposed to exhibit SOD (superoxide dis-
mutase) activity [16, 17], Fig. 7.2. In SOR, one-electron reduction of O5 by the
ferrous non-heme iron forms the ferric peroxo intermediate (Fe**-007), which
forms upon protonation the ferric-hydroperoxo species. Since the midpoint poten-
tial of the Fe™*/Fe** redox couple of the non-heme iron is E,, = +400 mV, the
reduction of bound peroxide by the non-heme iron is feasible.
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7.2 Catalyst Stability and Photocorrosion
in Photoelectrochemical Cells

7.2.1 Role and Function of Protection Layers

An optimized tandem junction solar-driven water-splitting system consists of
semiconductors with band gaps of 1.6-1.8 eV for the photoanode and 0.95-1.2 eV
for the photocathode, with the exact values depending on the electrocatalysts and
the design of the water-splitting cell [18]. These requirements rule out most of the
oxide semiconductors such as TiO, or SrTiO3 and rather suggest the suitability of
the technology important Group IV, III-V, II-VI and chalcopyrite semiconductors
as light absorbers. The drawback of these materials is that they are typically
unstable (either dissolving or developing insulating oxide coatings as discussed
earlier) under aqueous HER and OER conditions. Two parallel paths are currently
followed in order to increase the stability of the materials and make them applicable
as well as photoelectrodes in PEC cells: (i) methods are developed to protect the
otherwise unstable semiconductors to enable their use in efficient water-splitting
cells (ii) new materials are discovered which are inherently stable under water-
splitting conditions and possess a band gap in the range of 0.95-1.8 eV [19].
Important for the development of PEC materials for both pathways is the
electrochemical environment in which the HER and OER reactions are carried out:
to be efficient, a water-splitting cell has to make use of electrolytes which can
support photocurrent densities of about 10 mA ¢cm ™~ under non-concentrated 1 sun
illumination (AM 1.5). In the absence of external electrical inputs, this corresponds
to solar-to-hydrogen conversion efficiencies of > 12.3% [20]. An inefficient ion
transport will cause the development of a potential gradient in the cell, manifesting
partly as a pH gradient in aqueous electrolytes as well as in a possible concentration
gradient associated with the transport of other ionic species in the electrolyte. Many
semiconductors which are capable of supporting the requisite current densities
without developing significant pH gradients are chemically unstable in the required
strongly acidic or alkaline electrolytes [21]. The strategy of coating unstable
semiconductor surfaces with thermodynamically stable films (Fig. 7.3) provide a
promising approach to overcome this obstacle of stability. The protective film
should be electrically conductive, electrochemically stable, optically transparent
and it should prevent the semiconductor surface from direct contact with the

_ Catalyst Stab;e
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Fig. 7.3 Schematic drawing of a protective film on the light absorbing semiconductor for
photoelectrochemical fuel generation along with the required properties. According to Hu et al.
(2015)
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electrolyte [19]. As outlined by Hu et al. (2015), the composition of the protective
film, the deposition technique and the interface structure can play a significant role
in determining the resulting photoelectrocatalytic behaviour.

The chosen deposition technique influences the uniformity, stoichiometry,
interfacial characteristics and other structural and electronic properties of the film
and may also critically impact the stability and performance of the composite
photoelectrode. Physical-vapor deposition (PVD) techniques e.g., thermal or elec-
tron beam evaporation, magnetron sputtering and pulsed laser deposition enable a
precise control over the composition and thickness of the protective film.
Drawbacks of PVD are the line-of-sight deposition which can result in shadowing
and inhomogeneous deposition of the film on structured semiconductor surfaces
and the lack of chemical control at the interface between the semiconductor and the
deposited film. Chemical vapour deposition (CVD) techniques have also been used
to deposit protection coatings. One obstacle is that these techniques are limited by
the precursor volatility, stability and deposition chemistry, which limit the available
deposition condition and material composition [19]. It can be used to coat
non-planar surfaces under suitable deposition conditions. The subset of CVD
techniques, atomic layer deposition (ALD), uses sequential, self-limiting surface
reactions and is particularly suitable to deposit conformal and uniform high
aspect-ratio or porous materials [22]. In comparison to traditional CVD and PVD
techniques, ALD offers a high degree of thickness control relative to traditional
CVD and PVD techniques and due to these advantages, it is the most frequently
used technique to fabricate thin films for the protection of photoelectrodes.

Due to the earlier described influence of the band bending of a semiconductor
photoelectrode by the charge transfer equilibrium between its Fermi level and the
Fermi level (electrochemical potential) of the liquid contact, the deposition chemistry
as well as the structure of the resulting semiconductor/protective film interface can
significantly influence the electronic properties and energy-conversion efficiencies of
the photoelectrode: the introduction of protective layers often converts a PEC cell into
a photovoltaic cell or into a hybrid junction which incorporates aspects of a
semiconductor/liquid junction and also aspects of a solid-state junction [19].

Photocorrosion of nonoxide photoanode materials in aqueous electrolytes has
already been observed early [23] and significant attention has been devoted to
protect them for the realisation of a stable water-splitting system. The corrosion
stability of light absorbing semiconductors and oxide coatings are generally ref-
erenced in a Pourbaix diagram described earlier. Many metals form insoluble
oxides and self-passivation layers under water oxidation conditions (E > 1.23 V vs.
NHE) and certain pH conditions. Others form soluble species, resulting in film
destruction or dissolution. Considering their insolubility over certain pH ranges and
without considering their electronic transport properties, e.g., TiO,, ZrO,, SnO,,
NiOy, FeOy, MnO, and WOj; can be used for photoanode protective coatings [19].
The most prominent example is probably TiO,, which has also been used as a gate
dielectric [24]. Different depositions conditions produce significantly different
conductivities and materials properties [25]. Hereby, the film thickness of TiO,
protection layers is crucially important, since films thicker than a few nm are highly
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resistive [26]. Atomic layer deposition of TiO, films at 150 °C from tetrakis
dimethylamido titanium (TDMAT) is highly resistive as deposited, but the films are
very conductive toward anodic current flow following the sputter deposition of a Ni
film or Ni islands [27]. Consequently, over 100 nm of ALD-TiO, can be deposited
onto a semiconductor without concerns for resistive losses in the film.

Early demonstrations of PEC-based hydrogen evolution did not explicitly con-
sider efforts to protect the semiconductor surface from corrosion since many pho-
tocathodes exhibit stability under HER conditions. Some materials are even
cathodically protected under illumination due to the operation in the immunity
region of the Pourbaix diagram. Other materials have extremely slow kinetics for
reduction of surface species and undergo minimal bulk reduction processes [19].
Protection layers can, however, also increase the stability of the material and the
complexity of the device structure and fabrication. In certain cases, some p-type
semiconductors used as light absorbers for hydrogen evolution reactions may
spontaneously form protective surface layers upon contact with an aqueous elec-
trolyte. Depending on the semiconductor, these layers might be insulating as with Si
(S8i0,) or may be n-type conducting such as InP (In,O3). Furthermore, the physical
and electronic properties (crystallinity, defect density, conductivity, work function
etc.) are also affected by the conditions under which the layer is formed. Therefore,
a protection/passivation layer for photocathodes is highly material specific. p-Si
photocathodes are not thermodynamically stable under aqueous conditions; in
alkaline media, Si rapidly oxidizes and dissolves via chemical etching and the
dissolution cannot be entirely ascribed to electrochemical means. Under neutral and
acidic conditions, Si forms a passivating oxide which is stable toward dissolution,
although, the oxide is a barrier for electron transfer (Hu et al. 2015). In 1977, Bard
and coworkers [28] coated p-Si (and also p-GaAs) with TiO, grown by CVD with
only small cathodic photocurrents being observed. Recently, conducting oxides
have been used on p-Si photocathodes. One common approach which was also used
by Seger et al. (2013) is to use a photovoltaic p-n* junction which contains a TCO
overlayer [29]: they found that a 5 nm metallic Ti layer followed by a thick
(>100 nm) layer of TiO, and Pt cocatalyst on top of a Si p-n* homojunction
allowed operation of the electrically isolated photovoltaic buried junction device for
several weeks of continuous hydrogen evolution in 1 M HCIOy,q). In the same way
as Si, III-V materials (e.g., GaAs, GaP, InP) oxidize readily under aqueous con-
ditions. The stability and electronic properties of the resulting oxides vary signif-
icantly with the composition of the semiconductor. At negative potentials, group III
elements can also be further reduced to their metallic form [30], e.g., metallic Ga or
In can be formed from GaAs, GaP or InP. Lee et al. (2012) showed that high
surface area InP structures formed by reactive ion etching with 2-5 nm layers of
ALD-deposited TiO, were able to generate photocurrent onset potentials of
>600 mV versus RHE, current densities of 37 mA/cm? under 100 mW/cm? of
simulated solar illumination and overall cell efficiencies of 13% [31].

Chemical stability, and protection are critically important for solar fuel systems,
including device geometry, semiconductor/liquid junction performance, ion trans-
port and overall system costs. Protective films can enable the use of nonoxide
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semiconductors in environments containing liquid electrolytes, not only for
water-splitting, but also for photochemical processes such as hydrogen-halide
electrolysis and electrochemical reduction of CO, (see Sect. 6.2). Several classes of
potential protection materials such as metal carbides, metal nitrides and
2-dimensional materials such as graphene and MoS, and hexagonal boron nitride
have not been fully explored yet and may also provide a wide variety of compo-
sitions for the protection of semiconducting photoelectrodes [19].
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Chapter 8 M)
Biomimetic Systems for Artificial e
Photosynthesis

The increased understanding of photosynthetic energy conversion and advances in
chemical synthesis have made it possible to create artificial biomimetic systems and
semibiological hybrids which are able to carry out parts of the natural photosynthetic
process. These biomimetic systems reduce the complicated natural mechanism to its
basic elements, leading to a better understanding of photosynthesis and to potential
energy sources with its application in molecular-scale optoelectronics, photonics,
sensor design and other areas of nanotechnology [1]. A variety of research groups
have developed artificial reaction center molecules and mimics of nature’s
water-splitting catalyst, the Mn,CaOs cluster. These systems contain a chromophore
in analogy to chlorophyll e.g., a porphyrin, which is covalently linked to one or more
electron acceptors such as fullerenes or quinones and secondary electron donors. The
redox equivalents are spatially separated by electron transfer chains, reducing
electronic coupling and slowing recombination of the charge separated state to the
extend at which catalysts are able to use them for storing energy e.g., for fuel
production [2]. Although, attempts of these approaches of realizing artificial pho-
tosynthesis fall short in efficiencies terms for practical solar fuel application, they
demonstrate that solar fuel production is actually achievable in the laboratory. This
chapter aims at outlining some of the synthetic, biomimetic highlights, developed to
further the understanding of natural photosynthesis and to realize a stable, robust
artificial system using earth abundant elements to split water and synthesise fuels.

8.1 Photosynthetic Model Systems: Concepts and Ideas
to Realize Artificial Photosynthesis

Following the biological role model, an artificial photosynthetic system requires an
antenna/reaction center complex, harvesting sunlight and generating an electro-
chemical potential. Since the late 1970s, molecule-based artificial reaction centers
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have been reported (e.g., [3, 4]). One example are studies of electron donor-acceptor
dyads for photoinduced charge separation which have revealed much concerning the
basic principles governing electron transfer. A temporal stability of the
charge-separated state with a kinetic ability to carry out redox reaction with catalysts
or other species require at least a three-component (triad) system. The carotenoid
(C)—porphyrin (P)—fullerene (Cgy) molecular triad in Fig. 8.1 illustrates such a
system.

Excitation of the porphyrin in 2-methyltetrahydrofuran solution leads to the
formation of its first excited singlet state C—P'—Cg, which decays by photoinduced
electron transfer with a time constant T of 32 s to the fullerene. This yields in
C-P"—Cgo with a quantum yield of 0.99. Although, the molecule has converted
light into electrochemical potential, the charge recombination to the ground state
rapidly occurs with T = 3.3 ns, wasting the stored energy as heat [2]. This short life
time makes it difficult to determine the redox potential. The charge recombination
reaction competes, however, in the triad molecule with a rapid transfer of the
positive charge to the carotene (hole transfer T = 125 ps), resulting in the formation
of C"—P-Cgo with an overall quantum yield of 0.95. This charge separated state
possess a life time of 57 ns. Related C—P—Cg( systems even demonstrate life times
of 170 ns at ambient temperatures and ~1 ps at 77 K [5]. Due to a sufficient
thermodynamic driving force and electronic coupling between initial and final
states, each electron transfer step occurs rapidly enough in order to compete with
the loss of energy by other pathways. The charges in the final state C™—P-Cg, are
well-separated, resulting in a slow recombination although the driving force is
sufficiently large (>1.0 eV). Natural photosynthetic reaction centers employ exactly
the same strategy to achieve a long-lived, energetic charge-separated state in high
yield: the application of sequential rapid, short-range electron transfers. This idea
was firstly developed by Gust et al. in 1983 and many other examples of promising
systems have followed until then [6].

Most sunlight used for photosynthesis is not absorbed by the reaction centers, but
rather by antenna systems which transfer the resulting singlet excitation energy to
reaction centers (Sect. 3.1.1). Universally used as the primary excited state electron
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Fig. 8.1 Structure of a molecular triad consisting of a carotenoid—porphyrin—fullerene system
representing an artificial reaction center. According to Gust et al. 2009
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donors in the reaction centers are chlorophylls, although, e.g., chlorophyll a has
relatively weak absorption bands in the visible region between ca. 430 and 660 nm.
Accessory antenna chromophores are used to harvest energy in regions where
chlorophyll absorption does not—or only to a weak extend—take place. Commonly,
photosynthetic organisms employ carotenoid polyenes and in some cases phyco-
erythrins and phycocyanins. Although, nature developed a wide variety of antenna
morphologies and compositions in order to adjust to the wide variety of light con-
ditions under which photosynthesis occurs, all antennas use multiple chromophores
for broad absorption spectrum, rapid singlet-singlet energy transfer among the
chromophores and rapid energy transfer to the reaction center chlorophylls.

Advances in the photosynthetic antennas and improvements in synthetic and
spectroscopic methods have allowed the development and design of artificial
light-harvesting antennas [7]. The linkage of synthetic porphyrins forms antenna
arrays and photonic ‘wires’, gates and switches [8]. Kuciauskas et al. (1999) linked
an artificial antenna array to an artificial reaction center for the formation of a
functional unit [9]. The antenna complex of (Pzp);—Pzc—P-Cgy hexad (Fig. 8.2)
comprises four zinc tetraarylporphyrins ((Pzp);—Pzc), joined to a free base por-
phyrin—fullerene artificial reaction center analogous to P-Cg, (see Fig. 8.1).
Time-resolved spectroscopy revealed that excitation of any zinc porphyrin moiety
(Pzp) is followed by energy transfer of the central Zn porphyrin to yield
(Pzp)3—'Pzc—P—Cgo with a time constant of 50 ps. In 240 ps, the excitation is
transferred to the free base porphyrin, which results in the formation of (Pzp);—
P,c—'P-Cqo. Electron transfer to the fullerene was measured to occur with a time
constant of 3 ps. The resulting (Pzp)3—Pz—P " —Cg is formed with a quantum yield
of 0.70 and a lifetime of 1.3 ns.

One requirement for photosynthesis is the manipulation of highly energetic
redox carriers by reactive complex biomolecules. Therefore, it incorporates
extensive photoprotective and regulatory mechanisms to limit photodamage
(Sect. 7.1). Here, carotenoid polyenes quench precursor chlorophyll triplet states
and provide therefore photoprotection from singlet oxygen damage. Furthermore,
they participate in the non-photochemical quenching (NPQ) regulatory mechanism
found in plants. Artificial photosynthetic systems also require protection and reg-
ulation (see Chap. 7), which led to the closer investigation of the carotenoid role in
artificial systems (e.g. [10]) and the self-downregulation in bright-light [11].

8.1.1 Electron Transfer Studies

Photosystem II comprises the essential function of combining single-photon exci-
tation with the multielectron process of water oxidation. Megiatto et al. (2012) re-
ported on the preparation and photophysical investigation of a bioinspired
molecular triad engineered to functionally mimic the initial charge-separation
events in PSII [12]. The three units (Fig. 8.3) were designed and covalently linked
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Fig. 8.2 Functional unit of an artificial antenna array linked to an artificial reaction center
developed by Kuciauskas et al. (1999)

Fig. 8.3 Molecular structure of a triad which is composed of three covalently linked subunits
mimicking the redox processes in Photosystem II. Upon illumination, sequential electron transfer
(ET) and proton-coupled electron transfer (PCET) reactions yield the final charge-separated state
BiH"-PhO'-PF10-TCNP"". See text for further explanations. According to Megiatto et al. (2012)

to simulate the specific interactions between P680, pheophytin and the
TyrZ-His190 pair. The energetics of this triad was calculated in a way that the final
charge-separated state is thermodynamically feasible of oxidizing water.
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The tetracyanoporphyrin TCNP unit (blue) is a strong electron acceptor due to
the electron withdrawing effects of the cyano groups at the [B-positions of the
tetrapyrrolic core. Two pentafluorophenyl groups ensure that the primary electron
donor porphyrin (PFy, red) is kept in the redox balance to transfer one electron to
the TCNP acceptor after illumination. Oxidation of the benzimidazole-phenol
(Bi-PhOH) secondary electron-donor component (green) is thermodynamically
feasible by the formed PF10™ cation. The Bi-PhOH has an intramolecular hydrogen
bond between the phenolic proton and the lone pair of the nitrogen atom in the
benzimidazole moiety. While Bi-PhOH is oxidized by PF10™, the phenol is capable
of transferring its proton to the benzimidazole group by a PCET mechanism. The
neutral phenoxyl radical (E = 1.06 V vs. SCE) is mimicking the role of the
TyrZ-His190 couple by being energetically able to oxidize water (E° = +0.58 V vs.
SCE, pH 7).

A different attempt to couple light excitation to electron transfer mimicking the
basic principles of PSII was carried out by Akermark and co-workers (e.g., [13]),
who synthesized simple model systems where a [Ru(bpy)s]**-type photosensitizer
(bpy = 2,2’-bipyridine) was covalently linked to a redox active moiety containing
manganese or tyrosine. When [Ru(bpy)3]2+ is illuminated, an electron is transferred
from the excited state of ruthenium(Il) to an external acceptor, forming ruthenium
(IIT). The generated hole is subsequently refilled by an intramolecular ET from the
incorporated redox-active moiety. The choice of [Ru(bpy);]** was based on its
long-lived excited state lifetime, high chemical and thermal stability and easy
functionalization procedures [14]. Flash photolysis experiments with the complex
in Fig. 8.4 and electron paramagnetic resonance (EPR) spectroscopy confirmed that
intramolecular ET occurs to yield a manganese (III) species. The process displayed
showed a rate constant of 1.8 - 10° s~ !, following first-order kinetics. This was the
first work demonstrating that coupled ruthenium-manganese systems are able to

2+
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Fig. 8.4 Molecular structure of a mononuclear manganese complex covalently linked to a
ruthenium photosensitizer for photoinduced electron transfer studies. According to Kérkis et al.
2013
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undergo intramolecular ET to the photooxidized ruthenium (III) center while an
external electron acceptor is present.

8.1.2 Proton-Coupled Electron Transfer Studies

The remarkable quantum efficiency of Photosystem II has encouraged research
groups also in the development of synthetic models to mimic its PCET reactions.
These models initially focused on photoinduced ET in covalently coupled
donor-bridge-acceptor (D — Br — A) systems (e.g., [15, 16]). Several models have
also been developed over the years to simulate the tyrosine radical formation
coupled to a Mn cluster, similarly to the water-splitting complex in PSII as
described above (e.g., [17, 18, 19]) or the PCET reaction between P680™" and the
Tyrz-His190, e.g. [20]. The assumption is made that TyrZ oxidation by P680™
occurs along the transfer of the phenolic proton to a hydrogen-bonded histidine
residue, His190 [20]. Debates on the nature of this proton-coupled electron transfer
(see Sect. 4.2.1) has inspired researchers to design model systems in which the
tyrosine oxidation reaction can be studied more easily. Moore et al. (2008) reported
on the synthesis of a bioinspired hybrid system, composing of a colloidal TiO,
nanoparticles surface modified with BiP-PF,,, a photochemically active mimic of
the photosynthetic chlorophyll-Tyr-His complex (see Fig. 8.3). Sjodin et al.
2000 designed a system consisting of a ruthenium photosensitizer linked to a
tyrosine moiety (complex 1, Fig. 8.5) [21]. In the presence of an external acceptor,
the Ru(Il) complex can be photooxidized to Ru(IIl) on the nanosecond time-scale.
In aqueous solutions, subsequent intramolecular electron transfer from the tyrosine
residue follows on the microsecond time-scale, regenerating the Ru(Il) sensitizer.
Simultaneously, a tyrosine radical appears, which can be studied in optical and EPR
experiments. The pK, of the tyrosine shifts from 10 to —2 upon oxidation, which
coupled the process to a deprotonation reaction. Due its strong pH dependence, the
authors demonstrate that ET from TyrOH to Ru(bpy); has to occur as a concerted
electron-proton transfer mechanism. This means that for the reaction to take place,
the system must be in a reaction coordinate region allowing the free-energy surfaces
for the reactant and product state to cross. The phenolic tyrosine OH bond is broken
in this reaction and the product’s free- energy surface is repulsive in the coordinate
which translates to O-H motion. In order to address the relationship between the
physico-chemical features of the H-bond and the PCET kinetics, Zhang et al.
(2011) designed study systems, in which the phenol groups of the tyrosine linked to
Rull(bpy); (Fig. 8.5, complex 2) have internal H-bonds to a neutral base as in PSII
[22]. In laser flash and quench kinetic experiments the relationship between the rate
and kinetic isotope effects as well as the H-bind properties were investigated,
whereas a particular emphasis laid on the proton transfer distance. This complex
with a conjugated base attached to the phenol moiety demonstrated a higher rate of
concerted PCET than in samples with corresponding non-conjugated ones, illus-
trating the significant effect of small geometric differences on the PCET rate and the
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Fig. 8.5 Biomimetic systems
mimicking the electron

transfer from tyrosine to a
photosensitizer. 1

Ru-tris-bipyridine absorbs

light at 450 nm and when

excited it transfers an electron

to an external electron HO
acceptor (metyl viologen). 1
Tyrosine donates an electron
to the photooxidized Ru(III)
and is deprotonated.
According to Sjodin et al.
2000. 2 Hydrogen-bonded
tyrosine linked to a Ru(II)
photosensitizer. The phenolic
proton is H-bonded to an
internal base (benzimidazyl
group, blue). According to
Zhang et al. 2011

EtOOC

importance of the proton transfer component and H-bonding in enzymes and their
artificial counterparts.

8.1.3 Synthetic Mimics of the MnCaOs Cluster

A key process for the production of solar fuels is the catalytic oxidation of water to
molecular oxygen as accomplished by the Mn,CaOs cluster in Photosystem II. It is
therefore not surprising that researchers have tried to synthesise analogue man-
ganese complexes for decades in order to elucidate the natural water-splitting
mechanism, but also to design artificial mimics for realizing artificial photosyn-
thesis. Pioneering work, where Mn oxides were successfully used as bio-inspired
catalysts, was reported in the former USSR. As early as 1968, Glikman and
Shchegoleva demonstrated oxygen evolution from aqueous suspensions of MnO, in
the presence of the strong oxidant Ce** [23]. In 1981, the group of Shilov continued
to work on this system and realized its model character for water oxidation in
biological photosynthesis [24]. Long before the details of the OEC in PSII were
known, Shilov and coworkers rightly assumed that manganese-centred redox
chemistry in a Mn'"-rich environment might be a very suitable process for water
oxidation catalysts mimicking OER in PSII. They attributed the assumption to its
ability to accumulate the four oxidation equivalents at the high redox potentials
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required for the reaction. Far away from any link to enzymatic water-oxidation
chemistry were the studies carried out by electrochemists in Japan and Italy in the
1980s: the groups demonstrated that manganese oxides acted as electrocatalysts for
the OER either as coatings on conductive surfaces or in the form of massive MnOy,
discs/rods [25, 26]. These electrolysis reactions using MnO, as anode materials
were investigated at extreme pH conditions of acidic or alkaline electrolysers (pH
~0 or pH ~ 14, respectively) whereas the manganese oxides provided a sufficient
stability. The application of MnOx as an anode material, enabled the possibility to
reach water-oxidation current densities comparable to those observed for the oxides
of Ru, Ir, Co and Ni.

Recent work from Kurz et al. (2016) with manganese(III) oxides has yielded in
higher activity manganese materials than previously available. Solution-phase
methods resulted in their preparations in crystalline and high surface area materials
which operated as catalysts for the OER. Of particular interest of this work is the
high activity obtained from manganese (III) oxides containing calcium; their high
surface area preparations of the naturally occurring mineral Marokite (CaMn;0,)
seemed to be more active for water oxidation than the calcium-free analogues [27].

With the recent atomic-resolution X-ray crystal structure of PSII, the focus of the
Mn model chemistry has shifted to synthetic structures closely related to the
water-splitting complex in PSII. Whereas it is difficult to synthetically imitate the
exact geometry of nature’s cuboidal MnyCaOs cluster, manganese complexes of
various shapes have been synthesised and characterized [28, 29]. Only a very few
of them, however, demonstrated water oxidation. The first example is shown in
Fig. 8.6. The [Mn;mV (terpy), (1 — O),(OH;),](NO3); (terpy = 2,2%;6°,2”-terpyr-
idine) catalyst consists of a Mn,O, core which also resembles the Mn-di-|i-oxo
units of the OEC [30]. The complex catalyses the OER in the presence of
oxo-transfer oxidants such as CIO  and HSj. Mechanistic investigations revealed
that the O, evolution rate saturates at oxidant concentrations above 13 000 equiv.
with V.« = 2420 mol O, (mol complex)flhfl [29]. Beyond the protein scaffold in

Fig. 8.6 Manganese-terpyridine dimer capable of oxidizing water. According to Limburg et al.
1999
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PSII, the properties of the complex demonstrate the necessity of a tetranuclear
system for tuning the redox potentials and maintaining the stability of the cluster.

This excursion into biomimetic model chemistry illustrates that it is possible to
employ the tools of chemistry, biochemistry and materials science and the funda-
mental principles of photosynthetic energy conversion to design and build artificial
photosynthetic systems which are not only model systems to reveal the secrets of
natural photosynthesis, but which can use sunlight to generate fuels. The photo-
synthetic blueprint works due to an astoundingly fine-tuned molecular machinery—
the artificial photosynthetic systems, however, require improvements in efficiency
and durability before they can be considered for practical applications. Nevertheless,
nature shows us that the challenge can be met.

8.2 The Photoelectrochemical Device: Utilizing Solar
Energy for Water Oxidation, Hydrogen Production
and CO, Fixation

Many approaches were undertaken so far to mimic the photosynthetic mechanisms
of solar energy conversion. The final goal, however, is their integration into a fully
functional solar-water splitting device which is operated as an ‘artificial leaf’ [31].
Due to the progress and existing research efforts in the development of a photo-
electrochemical water-splitting device, this chapter focuses on its basic principles
and current design trends.

Figure 8.7 summarizes PEC devices which have been reported so far, whereas
the hydrogen evolution reaction can be exchanged with a CO, reduction reaction.
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Fig. 8.7 PEC water-splitting device configurations: a single band gap light absorber; b hetero-
junction photoelectrode; ¢ wired PEC tandem cell; d wireless PEC tandem cell; e PV-PEC tandem
cell; f PV-electrolyser cell. According to Jiang et al. 2017
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A basic photoelectrochemical water splitting device can be constructed using a
single n-type or p-type semiconductor as a single band gap device (a) or from two,
in series connected semiconductors, the so-called “dual band gap device”, p/n-PEC
(d). A dual band gap photoelectrolysis cell is of great advantage for obtaining
efficient water splitting with currently available materials due to the ability to
explore various combinations of smaller band gap semiconductor materials which
have complementary absorption and stability characteristics (see Sect. 3.2, [32]).
Configuration (b) illustrates a heterojunction photoelectrode PEC device. In these
systems, the deposition of a secondary semiconductor onto a primary light absorber
improves light absorption and charge separation [33]. Another approach is the
utilization of in series-connected photocathodes and -anodes in a tandem configu-
ration. This PEC cell contains two light absorbers: a photoanode for water oxidation
and a photocathode for water reduction or CO, reduction, respectively.
A conductive wire is used for the wired configuration (c). A transparent conductive
substrate can also be employed as an electron-hole recombination layer for the
wireless, tandem configuration in (d). In both cases, the conduction band minimum
of the photoanode has to lie more negative than the valence band maximum of the
photocathode to ensure complementary light absorption. In this arrangement,
photons which are transmitted through the first material are absorbed by the second.
A critical issue with this tandem configuration is the generation of high photo-
voltage under illumination. Furthermore, both sides have to maintain a similar
current density when no external bias is applied.

Another cell type based on unbiased water splitting is achieved by coupling a PV
cell with a semiconductor photoelectrode as shown in (e). In these systems, an
external bias is applied to the photoelectrode by the PV material, composing of
single or multiple junctions based on silicon [34], group III-V materials [35] or
hybrid perovskites [36]. Preferably, wide band gap semiconductors are employed as
the front photoelectrode to ensure adequate transmittance for further light har-
vesting by the PV. Additionally, a recombination layer for holes from the PV and
electrons from the PEC is required. Transparent oxide layers fulfill this task well.
A device without a photoelectrode containing a shielded PV junction (a buried PV
cell) is shown in configuration (f). Even though no semiconductor is present, such a
device can still be named a PEC cell due to the occurring light driven electro-
chemical reactions. Until now, the highest solar-to-hydrogen (STH) efficiency is
achieved by a system consisting of two polymer electrolyte membrane electrolysers
in series with one InGaP/GaAs/GalnNAs(Sb) triple junction solar cell, although the
design still suffers e.g., from high materials costs [37].

While PEC cell performance showed a significantly increase over the last decade
-especially by improvements at the electrode level—the reactor design received
only little attention. In the illustration of configuration (c) the PEC cell is divided
into a photoanode and photocathode part. In a device, both parts are connected by a
proton exchange membrane. The challenging task is the simultaneous control of
several processes and parameters: (i) electronic transport, (ii) ionic transport (i.e.
proton transport), (iii) molecular transport and barrier function as well as (iv) optical
transparency (photon management). In terms of electronic transport, efficient
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electrical conductivity between anode and cathode is essential. This can be achieved
either externally by using an external wire or internally by direct electrode contact
(e.g., configuration (d)). Furthermore, the condition of the electronic connection
between the semiconductor and the catalytic sites responsible for oxidation and
reduction reactions is important, imposing high demands on quality and continuity
of electrode materials [38]. The ionic transport management comes into play in a
PEC cell due to the proton transport from the anode to the cathode, comparable to
the proton transport through channels in Photosystem II. Proton conduction is often
more critical than electron conduction, since high ionic conductivity is more dif-
ficult to achieve: media which conduct ions have two to four orders of magnitude
lower conductivity than the components conducting electrons in the PEC cell [38].
The achievement of efficient proton transfer can be realized either in liquid where
the cell operation at high or low pH is an obvious way to increase conductivity
(whereas changing the pH of the medium also influences the energy levels of the
redox couples, semiconductors and catalytic centers) or in a solid electrolyte,
possessing a high ionic conductivity. The proton conductivity of Nafion®, a
commonly used sulfonated tetrafluoroethylene based copolymer can reach up to
10 S m~" [39]. In the same way as in standard solid electrolytes, PEC cells would
also benefit from materials with even higher conductivities while maintaining
sufficient molecular barrier function. Furthermore, the proton transport distance is
of importance: wired PEC cells with facing electrodes reach a higher efficiency due
to shorter proton transfer distance. Molecular transport has been of interest par-
ticularly with respect to the low solubility of CO, and its availability at the catalytic
sites of the photoelectrodes (see Sect. 6.2). Pressurized and cooled PEC cells have
been considered [40, 41] as well as working under supercriticial conditions [42].
One way to overcome this obstacle is the operation of a PEC cell under gas or
supercritical conditions, which provides sufficient amount of CO,, but water might
be limiting and proton conductivity is less evident. Furthermore, the isolation of the
reaction product might be problematic. Furthermore, the production of oxygen at
the photoanode will lead to the formation of gas bubbles, which increases the
overpotential necessary to drive the reaction. The same accounts for the photo-
cathode, where H, and/or CO2 reduction products are generated. To avoid the
interference with gas bubbles, it is generally considered to operate the cell in vapor
phase instead of liquid. Furthermore, PEC cells require the input of light, limiting
the choice of materials. As an alternative to the arrangement of photoelectrodes in
configuration (d), the electrodes can be placed side by side, although it likely
reduces the overall efficiency since the illuminated surface area needs to be larger
[38]. One consideration is the illumination of the PEC cell from both sites using
mirrors, which on the other hand also complicates its design. As described in
Sect. 4.4.1, nanostructured electrodes have proven to be an efficient strategy to
reduce specular reflection and increase internal scattering for an optimal absorption
of the incident light. Furthermore, the PEC cell casing should be transparent or
contain a window for solar illumination. High-grade optical windows such as fused
silica or quartz with anti-reflective coatings were already developed for PV panels,
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although one further difficulty with PEC cells is the chemical stability upon contact
with the electrolyte due to the harsh reaction conditions.

A relatively new approach to gain understanding of the complex processes
occurring inside a PEC cell and optimizing its design is taken by theoretical
modelling. Simulation is an invaluable aid, providing directions for research efforts,
assistance in the design, optimization and scale-up of PEC cells as well as the
identification of bottle necks. For instance, Haussener et al. developed an adequate
model based on mass and charge conservation, including Nernst-Planck description
of species transport and Butler-Volmer equations for describing the electrochemical
kinetics to simulate and compare different PEC cell geometries [39].

Research in the development of a biomimetic artificial leaf implemented by the
design of a fully functional and efficient photoelectrochemical device for solar fuel
production is a very active and popular research field. The PEC cell design is,
however, a complex matter (as is the natural leaf) and involves simultaneous
managing of a multitude of processes related to illumination, charge separation,
electrical conduction, molecular transport, catalytic chemistry, substrate supply and
reaction product recovery. A multidisciplinary effort is required to meet this chal-
lenge which also includes the necessity of a better and deeper understanding of
natural photosynthesis by developing synthetic model analogues and by studying
the natural system using latest developments and techniques in spectroscopy.
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Chapter 9 )
Efficiency of Photosynthesis e
and Photoelectrochemical Cells

The 21st century confronts us with significant challenges, summarized by the UN
Sustainability Goals. The forecast growth of our world population requires large
increases in crop yields [1] and affordable, clean energy to meet the challenge of
climate change. In the quest for an increase in crop production and within the
context of biofuel production, questions concerning the efficiency of natural pho-
tosynthesis and its potential improvement arise. Similarly, the recent development
of disparate technological approaches to convert solar energy into electricity and
fuels such as photovoltaic (PV) cells, Photoelectrochemical Cells (PEC) cells and
solar-thermal systems requires the adoption of a consistent approach to report
energy-conversion efficiencies; a key metric that facilitates comparison of the
performance of various approaches to solar energy conversion.

This chapter focusses on the definition and discussion of the energy-conversion
efficiencies in natural photosynthesis and the ones obtained in solar water splitting
cells. It outlines and discusses improvement strategies for both systems and finally
addresses the question if the much-discussed solar conversion efficiencies in natural
photosynthesis and photoelectrochemical cells are directly comparable.

9.1 The Photosynthetic Efficiency

In order to determine whether the photosynthetic efficiency can be improved, it is of
primary interest to determine its theoretical maximum which could be reached
under ideal conditions in C3 and C4 plants.

Oxygen-evolving photosynthesis uses only a limited part of the solar spectrum;
photons below 400 nm and above 700 nm can only be used at low efficiencies—if
at all. The photosynthetically active radiation (PAR) is therefore roughly 400—
700 nm, representing 48.7% of the solar spectrum [2], translating to an average
energy per mole photons of 205 kJ. Already at this point, 51.3% of the solar energy
reaching the Earth’s surface is not used (Fig. 9.1). Although a blue photon with a
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wavelength of 400 nm has 75% more energy than a red photon at 700 nm, the
excited states of chlorophyll relax rapidly and photochemistry is carried out in the
photosynthetic reaction centers with the energy of a red photon regardless of the
originally absorbed wavelength. Assuming equal partitioning of photons between
PSI and PSII during noncyclic electron transport, this results in 6.6% energy loss as
heat, the ‘photochemical inefficiency’. The charge separation process in the reaction
centers dictates further on the thermodynamic limit: a charge separation event in
Photosystem II requires about 176 kJ mol' [3] which is equal to the energy of a
photon of its maximum absorption wavelength, 680 nm. For Photosystem I, the
energy is about 171 kJ mol™" (A = 700 nm). On average, the energy loss between
absorption and charge separation in the two photosystems is therefore about
31.5 kI mol™" ((205-(176+171)/2)kJ mol™"). For this reason, only 63% of the
energy of a red photon is used in the charge separation reaction and 37% is lost.
Further energy losses are linked to electron and proton transport and the reduction
of CO, to carbohydrate in the C3 cycle with additional losses in the
C4-dicarboxylate cycle of C4 photosynthesis. C4 plants employ a more elaborated
way of the more common C3 carbon fixation pathway since C4 overcomes the
tendency of the enzyme RuBisCO to fix oxygen instead of carbon dioxide in the
process of photorespiration. This is achieved by keeping the O, level in the working
environment of RuBisCO works down. CO, is transferred via malate or aspartate
from mesophyll cells to bundle-sheath cells. In these bundle-sheath cells, CO,
release occurs by decarboxylation of the malate. C4 plants use a carboxylase for
capturing more CO, in the mesophyll cells. In C3 photosynthesis, a minimum of 2
NADPH and 3 ATP is required to assimilate one molecule of CO, into carbohy-
drate and further on to generate 1 RuBP to complete the cycle. In the complete
linear electron transport chain, 4 photons are required for the reduction of one
molecule NADPH while a maximum of 6 protons is transferred into the thylakoid
lumen (2 from water oxidation and 4 from plastoquinol oxidation by the cy-
tochrome bg4f complex via the Q cycle). For the assimilation of one CO, into
carbohydrates, two NADPH and 3 ATP are required, whereas 4 protons are nec-
essary for the synthesis of 1 ATP. In total, 8 mol of red photons are needed to
convert 1 mol of CO, into carbohydrate, translating to 874 kJ available energy for
the conversion process. Therefore, the minimum energy expenditure in carbohy-
drate biosynthesis is 1-(477 kJ/874 kJ) or 10.78% (1C carbohydrate unit contains
477 KJ of energy). Prior to photorespiration and respiration Prior to photorespira-
tion and respiration, the maximum energy conversion efficiency for a C3 plant is
therefore given with 12.6% [3]. C4 plants such as maize and sugar cane require an
additional 2ATP for the phosphorylation of pyruvate to phosphoenol pyruvate and
therefore, a total number of 5 ATP to fix 1 CO, molecule. In C3 plants, oxygenation
and photorespiratory metabolism represent a significant energy loss, essentially
reducing the energy conversion efficiency to more than a half by 6.1%. Another
source of energy loss is mitochondrial respiration. Ratios of respiratory CO, loss as
a fraction of photosynthetic CO, uptake varies between 30 to 60%, depending on
the crop type. The assumption is made in Fig. 9.1 that 30% accounts for the
minimum energy loss due to respiration. The maximum solar energy conversion
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Solar energy

Energy loss
Outside photosynthetically
0,
” 51.3% active spectrum
43.8% 4.9% Reflected and transmitted
37.2% 6.6% Photochemical inefficiency
26.0% 13.8% Thermodynamic limit

C3 plants C4 plants

13.4% 17.5% Carbohydrate biosynthesis
6.1% 0% Photorespiration
1.9% 2.5% Respiration

Fig. 9.1 Minimum energy losses in C3 and C4 plants showing the percentage remaining (inside
the funnel) and percentage losses (right arrow) from an original 100% incident sunlight on a leaf to
plant biomass. A leaf temperature of 30°C is assumed in an atmospheric [CO,] of 387 ppm.
According to Zhu et al. (2010)

efficiencies are therefore at 30°C 4.6% for C3 and 6% for C4 plants (also see Zhu
et al. 2010 for more details on the calculations).

For photosynthetic microbes, the highest photosynthetic efficiency under con-
trolled lab conditions is 3% for light-to-biomass [4], which is lower in industrial
settings.

9.2 Optimizing Photosynthesis?

There are several approaches considered to ‘engineer’ and improve photosynthetic
processes with respect to (i) light harvesting, (ii) photochemistry of the reaction
center pigments, (iii) carbon fixation and (iv) the metabolic pathways [5].

The first step of photosynthesis represents light absorption by pigments in the
antenna complexes which transfer exciton energy to the chlorophylls in the reaction
centers. Due to the high number of antenna pigments, reaction center chlorophylls
receive excitions over a significantly large surface area. Complex regulatory
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mechanisms, however, assure that when the reaction center is saturated, excess
energy is converted to heat in order to protect the machinery from the formation of
single oxygen species formed due to further recombination reactions (Chap. 7.1).
This happens already at relatively low photon fluxes, wasting a majority of
absorbed photons. One approach to improving the light absorption process would
therefore be antennae truncation, which should reduce saturation and related
shading obstacles. It is shown in experiments that some antennae mutants
demonstrate indeed a slight improvement of the photosynthetic yields under
specific, controlled conditions [6 7]. The question arises, however, if these specific
conditions such as high light, high cell density and low CO, concentration provide
real gains in energy terms for practical applications.

Furthermore, an extension of the chlorophyll absorption spectrum to 750 nm is
considered in order to increase the number of available photons by 19% [8]. This
could in principle result in a small increase of the theoretical 13% limit. Longer
wavelength chlorophylls such as chlorophyll d and f occur naturally (see [9]) while
chlorophyll d is already involved in primary charge separation processes in PSI and
PSII in the cyanobacterium Acaryochloris marina [10]. Chlorophyll d has its
absorption peak at 710 nm, corresponding to a photon energy of 1.75 eV. This
energy is about 70 meV less than the energy of the photons absorbed by chloro-
phyll @ (680 nm = 1.82 ev). Given the strict requirements for water oxidation, an
increase in the probability of back-reactions leading to singlet oxygen induced
damage is likely. Although there is no effect on the growth efficiency under opti-
mized conditions [11], PSII becomes more susceptible to photodamage for variable
light conditions. Far-red pigments, however, are used in the photosynthetic reaction
centers in nature, although only in restricted environments [9]. Therefore, in order
to apply this strategy, controlled growth conditions are required which (in case of
biofuel production), lead again to higher energy costs [5].

As already discussed in Chap. 6.1, there are various ideas to improve the carbon
fixation reaction, since the involved enzyme RuBisCO is slow and inefficient [12].
Clearly, there is scope for improvements, although most approaches still work
within the 13% efficiency limit. Recently, an improved RuBisCO was reported to be
expressed in Synechocystis sp. PCC 6803, showing a 2.9-fold activity increase
accompanied by a 9% loss in CO,/O, specificity [13]. Unfortunately, these
cyanobacteria did not show any growth improvements and generated 25% less
RuBisCO instead. This fact is consistent with the finding that changing the
RuBisCO activity shows only little impact on the photosynthetic rate in
Synechocystis [14], which is different under high CO, concentrations.
Photorespiration is the pathway, which starts with RuBisCO oxygenation activity
and recycles the product 2-phosphglycolate. This pathway represents a significant
energy loss in C3 plants (see Fig. 9.1) and it has been shown that the reduction of
photorespiratory losses can yield large growth improvements [15]. One approach is
therefore to avoid RuBisCO and use alternative aerobic carbon fixation cycles such
as the 3-hydroxypropionate bi-cycle [16]. These alternative cycles might have a
lower requirement on ATP and could potentially improve the overall energy
efficiency.
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In terms of biofuel production, incorporating pathways into photosynthesising
microbes is relatively straight forward since alkanes and e.g., isoprene and ethanol
are made naturally [17-19]. The downside of the incorporation of pathways is the
difficulty to specifically increase the product yield. Nevertheless, by co-expressing
the mevalonic acid pathway, an isoprene producing strain was 2.5 times improved
by Bentley et al. (2014) [20].

Presently, photosynthetic microbial biofuels are not viable in energy terms due
to intrinsic inefficiencies in photosynthesis as discussed above (also see [5] and
compare [21]), although evidence exists that increasing photosynthetic efficiency in
crop plants can raise yield potential. Zhu et al. (2010) estimate that at least 50%
improvement in the photosynthetic conversion efficiency will be needed to meet the
doubled global productivity of grain crops which will likely be required over this
century. To improve photosynthesis, however, a system approach is required, which
is informed by coupled models able to correlate changes made in the chloroplast
such as gene transfer and synthetic biology to yields in the field.

9.3 Efficiencies of Solar Water Splitting Cells

Fujishima’s and Honda’s report of light-driven photoelectrochemical water-splitting
on single-crystal titanium in the absence of an applied bias ignited considerable
interest in exploring solar water-splitting in practical means to generate fuels.
Research efforts focused on finding other semiconductor materials which could
yield in higher efficiencies. Much of the subsequent work included wide-band gap
metal oxides and oxynitrides, possessing sufficient valence and conduction band
levels for water oxidation. In 1975, Yoneyama et al. reported on the construction of
a p-GaP/n-TiO, tandem combination which was able to generate H, and O, without
the application of an external bias [22]. Consecutively, in 1976, Nozik showed that
this type of tandem structure consisting of a p- and n-type semiconductor could
achieve much higher solar energy conversion efficiencies than a single photoelec-
trode [23]. The advances in single-junction and tandem-junction solar cells in the
mid-1980s also reflected the increased efficiency of photoelectrochemical
water-splitting cells. In the late 1990s, high-efficiency approaches based on III-V
and Si/III-V monolithic tandem architectures were developed [24] which climaxed
in the early 2000s with demonstrations of 12 and 18% solar-to-hydrogen efficien-
cies (STH, see following chapter for efficiency calculations) by Turner and
co-workers [25] and Licht et al. (2000), respectively [26].

Since 2010, significant efforts have also been invested in replacing noble-metal
electrocatalysts with those made from less expensive elements. The first demon-
stration by Nocera and co-workers reported a STH conversion efficiency of 2.5%
for a completely integrated triple-junction a-Si cell employing hydrogen and oxy-
gen evolution catalysts based on earth abundant elements [27].

Recently, Fountaine et al. (2016) calculated theoretical limiting efficiencies of
water-splitting photoelectrochemical devices under ideal and realistic conditions
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and furthermore as well arbitrary intermediate conditions via parameter variation
studies for single and dual junction photodiode systems [28]. The reported realistic
limits consider the semiconductor absorption fraction, semiconductor external
radiative efficiency (ERE), series resistance, shunt resistance and catalytic current
exchange density and illustrate furthermore their correlation to light absorption,
charge carrier transport and catalysis on the device performance.

The maximum single and dual junction efficiencies were calculated to be 30.6%
at a band gap of 1.59 eV (threshold wavelength = 775 nm) and 40% with bandgaps
of 0.52 and 1.40 eV, respectively (see Fountaine et al. 2016 for calculation details).
Notably, the introduction of additional junctions did not result in any efficiency
gains; the maximum triple junction efficiency for water-splitting is 28.3% which is
significantly lower than the maximum dual junction efficiency. This result is in
contrary to calculations of photovoltaic systems, which is explained by the authors
that additional photovoltage beyond that required to kinetically split water does not
result in an increase of efficiency. Moreover, the device photocurrent is reduced by
an increased number of current-matched junctions which directly lower the effi-
ciency (see (9.1)). The required output voltage of a water-splitting device is fixed at
the water oxidation potential (1.23 eV) and therefore, the maximum conversion
efficiency occurs for the semiconductor with a sufficient bandgap to generate
1.23 eV photovoltage. This translates to an effective bandgap of 1.59 eV due to the
concentration and kinetic overpotentials needed to drive the reaction. For the the-
oretical simulations, however, an ideally constructed device with ideal photodiodes
and catalyst performance is considered. Five parameters were further on identified
which characterize a non-ideal photodiode and catalyst performance: (i) semicon-
ductor absorption, (ii) semiconductor ERE, (iii) series resistance, (iv) shunt resis-
tance and (v) catalytic exchange current densities. The combination of the latter one
with the absorption fraction describes the efficiency of light absorption and catal-
ysis. The carrier transport efficiency is described by three parameters, where ERE
represents an intrinsic semiconductor quality, series and shunt resistance terms
account for non-ideal charge transport. Series resistance spans the range from
solution resistance to electrolyte transport, interfacial resistance at the semicon-
ductorlcatalyst interface and resistance to majority carrier low in the semiconductor,
whereas shunt resistance results from partial shorting of diode junctions due to the
ease with which liquid electrolyte can intercalate into pinholes of the semicon-
ductor. Hereby, the maximum obtained single junction device efficiency was cal-
culated to be 15.1% with a bandgap of 2.05 eV and 28.3% for a dual junction
device with bandgaps of 0.92 and 1.59 eV. Considering single junction devices, a
variation of the catalytic exchange current density resulted in both, the ‘ideal’ and
‘real’ case, in the largest device efficiency modulation and semiconductor
bandgap. When the catalytic exchange current density is increased, kinetic over-
potentials for the catalytic reaction increase as well whereas the semiconductor
bandgap is still sufficient to carry out the water-splitting reaction. This leads to a
precipitous drop in efficiency due to reduced solar spectrum conversion.
Furthermore, the authors showed that a higher series resistant also has a significant
effect on the single junction device efficiency, since it shifts the maximum power
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point to lower voltages and thus reduces the photocurrent near the maximum power
point. In contrary to single junction devices, all five parameters have a distinct
impact on the overall dual junction device efficiency. For instances, a poor catalyst
performance is alleviated due to the series addition of two photovoltages. An
increase in photovoltage is needed also here to compensate for the increase in
kinetic overpotential. In a dual junction device, however, the photovoltage has to
split between two semiconductors, resulting in a smaller increase in required
bandgaps and therefore, having less effect on the overall device efficiency.

Interestingly, relatively small differences are observed between the theoretical
efficiencies and experimental values obtained for an (1) ‘ideal’ and (2) ‘real’, high
performance system such as (1) the dual junction Pty,.kISilAlIGaAsIRuO, device
with an efficiency of 183% [26] and (2) the integrated dual junction
RhlIGalnPIGalnAsIRuO, device with 14% efficiency [29]. The main difference
between the calculated, theoretical maximum efficiency of a dual junction device of
40% (ideal conditions) and 28.3% (real conditions) and the experimentally obtained
value of 18.3 and 14%, respectively, was attributed by the authors to a non-ideal
bandgap selection in the initial design (1.1 and 1.6 eV for Licht et al. 2010; 1.26
and 1.78 eV for May et al. 2015). They calculated, however, the ‘ideal’ and ‘real’
maximum efficiencies of the two devices with 27.2% (24.5%) and 22.8% (20.5%),
respectively, which—considering non-deal bandgap situation—are close to the
values obtained theoretically.

9.3.1 Calculation of Solar-to-Chemical Conversion
Efficiencies

In the context of the growing field of photoelectrochemical energy conversion and
solar fuels, a number of metrics and definitions—often contradictory and not
properly standardized—have been adopted for evaluating the performance of
electrodes and systems [30]. It is therefore inevitable to establish a unifying ter-
minology, mathematical expressions and experimental procedures to unify the
comparison of photoelectrodes and solar fuel systems for evaluation with respect to
other solar energy conversion technologies.

For a system generating products in the form of chemical fuels and/or electrical
power the total output power Pg is defined as the sum of the output power contained
in the chemical fuel, Pg . In the case that incipient output currents, I, are equal due
to fuel and electricity production (i.e., the circuit elements are electrically connected
in series), the relationship can be expressed as:

Po = Pf,o + Pe,o =1I. (Ef,o + Ve,o) (91)

Here, E¢o is the potential difference corresponding to the Gibbs free-energy
difference between the two half-reactions of the fuels being produced. V.g is
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defined as the output voltage of the electrical power portion of the total system
output [30]. By definition, the efficiency of any process converting one type of
energy into another one is the ratio of output power to input power. The general
expression for the system efficiency, 1, is therefore given by:

P fo t Peo
= 9.2
=g + P 62

The total system input power, P;, can be expressed as the sum of the electrical
power input P, ; and/or the power from solar illumination, Pg:

P, =Ps + Pe,i (93)

For systems, such as PV or regenerative PEC cells which only produce elec-
tricity, the maximum output power P, is expressed by the maximum operating
current, I, and voltage, V. Thus, at maximum power, the efficiency of a
photovoltaic or regenerative PEC system is given by:

Lnp - Vin
npvzipps : (9.4)

In order to compare solar-fuels generators to a solar-electricity generating sys-
tem, the Gibbs free energy of the fuel is considered according to Cordian et al.
(2015) as the standardized energy content measure of the fuel. For a system pro-
ducing only fuel as the output and using solar energy as the input, efficiencies can
be calculated by setting the electrical power input and output terms to zero:

Pro Alem?] - Jop[Acm 2] - Eeo[V] - e
Nstr=—H = -
Pg Ps[W]

9.5)

Here, Jop is the operating current density, A the geometric area of the device and
€elec 18 the Faradaic efficiency of the fuel production. For a solar-driven
water-splitting system, the solar-to-hydrogen efficiency (STH), ngry, is calculated
using the difference in redox potentials of the hydrogen and oxygen evolution
half-reactions (Efo = 1.23 V) to describe the Gibbs free-energy content of the
products Hy ) and Oy, which are formed under standard temperature and pressure
conditions:

Alem?] - Jop[Acm™2] - 1.23[V] - &gec
NsTH=
Ps[W]

(9.6)

The most important parameter to characterise a PEC device is the
solar-to-hydrogen efficiency (STH); this value can be used to rank all PEC devices
against each other for benchmarking [31]. It describes the overall efficiency of a
PEC water splitting device exposed to solar irradiance at an air mass number of AM
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1.5 G (1.5 atmosphere thickness, corresponding to a solar zenith angle of z = 48.2°)
under zero applied bias between working electrode (WE) and counter electrode
(CE). This means that all energy necessary to drive the reactions originates from
sunlight.

The application of a potential between working and counter electrode requires a
new efficiency value separate from STH since the obtained value does not reflect a
true solar-to-hydrogen conversion process (see [31] for more details). This com-
monly used procedure requires the definition of an “applied bias photon-to current
efficiency” (ABPE) due to the fact that the application of a bias generally increases
the current drawn from the device. ABPE measurement, however, can serve as a
diagnostic tool in the development of new materials:

jpnmAcm 2] - (1.23[V]—|Vp|) - felec

ABPE =
Ps[W]

9.7)

Many values are generally reported for a PEC cell, whereas the STH efficiency is
the most important one and great care must be taken to ensure that the measurement
is carried out correctly with an accurate understanding of the effects of photo-
electrochemistry. It is the only efficiency which can be used to determine the
efficiency of water splitting H, production as a benchmark value.

9.4 Comparison of Photosynthetic
and Photoelectrochemical Cell Efficiency?

A recurring topic in the performance discussion of photoelectrochemical
water-splitting cells is their efficiency in comparison to natural photosynthesis
which has also found attention in more recently published literature [32]. To
evaluate the performance of PEC cells for solar water-splitting, a direct comparison
to the solar energy conversion efficiency of plants makes little sense. The theoretical
efficiencies of 4.6 and 6% for solar energy conversion in C3 and C4 plants,
respectively, are very optimistic in comparison to observed experimental efficien-
cies, which are with a few exceptions about one-third of the theoretical value [2].
One reason for the lower field efficiency is frequent changes in the light intensity: at
low light, more than 80% of the absorbed photosynthetically active photons can be
used, whereas at 50% of full sunlight intensity (~ 1000 pmol m 2 s_l), as little as
25% of the absorbed photons are used. At full sunlight intensity, this value falls to
<10% [2] and protection mechanisms prevent photodamage (see Chap. 7.1).
Solar-to-hydrogen efficiencies are usually reported with respect to the full AM
1.5 G solar spectrum, corresponding to an integrated light intensity of 100 mW
cm 2. This intensity corresponds to the solar irradiance measured after passing
through the earth atmosphere and hitting the earth’s surface at a solar zenith angle
of 48.19%. In efficiency discussions of photosynthesis, the full AM 1.5 G spectrum
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as reported by the American Society for Testing and Materials (ASTM, 280 nm
to ~2500 nm) is not considered. Therefore, a comparison of the photosynthetic
efficiency to PEC cell efficiencies has to not only be based on the same solar
spectrum, but it also has to take into account the different sunlight intensities at
which both systems operate at their maximum conversion efficiency. This makes a
direct comparison rather difficult. It is also notable that nature can adjust to light
intensity variations by changing e.g., the antenna size system as previously
discussed.

The energy conversion process in photosynthesis covers everything that a plant
gets up to, day and night, during an annual cycle and the whole complex process,
however, not to mention the plant’s way of life, is certainly not a target for chemical
mimicry. Although, even if the overall process might not look very efficient at a first
instance, its quantum efficiency i.e., the percentage of absorbed photons giving rise
to stable photoproducts, is almost 100%. Moreover, its water-splitting catalyst, the
Mn,CaOs cluster, is unbeaten with respect to its high turnover frequency number of
up to 25-90 O, molecules released per second when compared to other catalysts
consisting of earth abundant elements. Moreover, the low-energy pathway which
extracts the electrons from water in a way that the enzyme can operate at a mini-
mum electrical overpotential is difficult to mimic.

One further aspect is in this respect that we do not need energy in form of starch
or sucrose; our energy demands are very different. We need transportable energy
carriers with a high energy storage density such as hydrogen. Furthermore, we have
a much higher demand energy: recent life-cycle assessments estimating the net
energy implications of a hypothetical large-scale PEC hydrogen production facility
were based on a total annual average production value of 1 GW hydrogen with a
solar-to-hydrogen conversion efficiency device of 10% [33]. Already much lower
STH efficiencies significantly affect the energy metrics.

Additionally, photosynthesis comprises various protection and repairing mech-
anisms; in fact, the D1 protein is the most rapidly turned-over protein in the thy-
lakoid membrane [34]. Its degradation strongly depends on the incident light
intensity and it can have a half-life of only 30 min [35]. The fact that photosyn-
thesis can repair certain parts of its machinery or intrinsically synthesise new parts,
increases its life time. Sathre et al. (2014) considered the aspect of life-cycle pri-
mary energy balance in the analysis of the hypothetical large-scale PEC hydrogen
water oxidation facility in order to evaluate how much usable energy the facility
provides during its life span, which was projected to be 40 years [33]. This very
optimistic value is certainly outcompeted by nature: live oak trees can live for more
than 500 years; some bristlecone pines are even thought to be more than 5000 years
old.

Natural photosynthesis is a very well-tuned clockwork which operates perfectly
for photosynthetic organisms and is well-conserved and protected in nature for
more than 2 billion years. The above aspects also put the term energy conversion
efficiency in a relative perspective: although, nature has a relatively low overall
solar water oxidation efficiency, photosynthesis still operates more stable and
reliable than any artificial biomimetic system today—it operates all over the planet
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and under various different conditions. Therefore, we can certainly learn about
nature’s efficiency compromises to protect its machinery and allow quick adjust-
ments to environmental changes, but its actual solar-to-biomass conversion effi-
ciency is not directly relevant for the design of efficient artificial photosynthesis
systems.
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Chapter 10 )
Conclusion: Towards the Realization Check or
of an Artificial Leaf

The dream of realising artificial photosynthesis can probably be best compared to
the dream of flying at the turn of the 19th century; early aviation pioneers looked at
birds, the function of the wings, the tail, fuselage and the aerodynamics of flying to
come up with biomimetic aeroplane design features. Birds, however, also flap when
flying, build nests and fly south for the winter—we do not care about these habits
when crossing the Atlantic in an Airbus A380.

Mimicking natural photosynthesis translates to the same: we have to identity the
specific principles and reactions which are potentially useful for an artificial system
converting solar energy into for us useful energy rich products. Certainly, stability
and earth abundance of the involved materials and compounds are aspects in the
general discussion as well as economic feasibility and the operation of the device in
regions with less solar irradiance, but various key points can be identified from the
natural template. An efficient PEC device for solar water-splitting coupled to H,
production and/or CO, reduction requires first of all light absorbers which generate
a sufficient electrochemical potential upon light absorption to drive the catalytic
reaction of water-splitting and hydrogen production/CO, reduction at a low over-
potential with linked catalysts. Semiconductor-electrocatalyst systems as discussed
here, are promising systems in this respect, although functional systems are mostly
based on rare and costly elements such as Pt for H, production. Further research
efforts are required to combine efficient, stable and earth abundant catalysts with
semiconducting light absorbers. This is not an easy task, given the multielectron
and multiproton processes involved. The high number of oxidation states in the
MnyCaOs cluster might be something to consider in the design of artificial
water-splitting catalysts, although Mn as a central element might not be the most
obvious choice. Nature’s Mn cluster is well-protected by several protein subunits at
the heart of Photosystem II; several amino acid residues are able to stabilise the
cluster in various stages of the catalytic cycle. We design isolated systems, in which
the catalyst is in most cases also exposed to sunlight and the electrolyte and
therefore, requires a much higher intrinsic stability. Promising artificial systems

© Springer International Publishing AG, part of Springer Nature 2018 123
K. Brinkert, Energy Conversion in Natural and Artificial Photosynthesis,

Springer Series in Chemical Physics 117,

https://doi.org/10.1007/978-3-319-77980-5_10


http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_10&amp;domain=pdf
http://crossmark.crossref.org/dialog/?doi=10.1007/978-3-319-77980-5_10&amp;domain=pdf

124 10  Conclusion: Towards the Realization of an Artificial Leaf

which have recently been developed are based on nickel, iron and cobalt which also
posses a high number of oxidation states.

Photodamage due to high light intensities, photocorrosion and the production of
singlet oxygen species are also obstacles in artificial systems which need to be
avoided; one way forward is the application of protection layers such as TiO, which
are already employed in semiconductor-electrocatalyst systems. Additional sensoric
filters could be further on employed to prevent high light damage of the PEC cell.

Furthermore, substrate transfer to the catalyst and product transfer away from the
catalytic center needs to operate effectively; the construction of channel systems as
employed by nature in proximity of the Mn,CaOs cluster might not be feasible from
an engineering point of view, but their composition and operation principle might
be useful in the design of new PEC cell membranes. Nature also employs an
electron relay, Tyrz, between the photochemistry at P680 and the water oxidation
site at the Mn,CaOs cluster, participating directly in the catalytic activity of PSIL
This relay undergoes proton-coupled electron transfer to a nearby histidine residue
when transferring electrons from the catalytic center to oxidized Pggo. It is an
interesting feature which can also directly respond to pH changes around the
cluster. Artificial catalysts and fully integrated catalyst-light absorber systems
function optimally at a distinct pH value with little tolerance with respect to changes
in electrolytic ion concentration and moreover, water purity. An electron relay is an
interesting concept, but it might not be crucial for artificial systems since the system
can be optimized to operate at a certain pH value and the device can be built in a
way that changes in temperature or pressure do not affect the catalytic reaction and
electrolyte concentration and pH maintain the same.

It is probably also not very wise to mimic nature’s way of CO, fixation; again,
this process was developed to serve the energy needs of a photosynthetic organism
building its biomass based on starch and sucrose. If renewable fuels should be
competitive to fossil fuels, our solar-driven CO, fixation process needs to be much
more efficient and being able to produce specific products upon request. Intensive
research has just started in this area during the last decade which demonstrates
already great potential.

Although it seems that we can already draw many conclusions from studies of
natural photosynthesis for the design of artificial, biomimetic systems, we have not
found the ultimate solution for an efficient, artificial solar energy conversion system
yet. Moreover, there are still many questions related to the natural process left, to
the fore, the structure and function of the Mn4CaOs cluster during catalysis. It
becomes evident that interdisciplinary research has to continue hand in hand in both
fields in order to further the development of a solar-driven device which converts
water into hydrogen and oxygen while simultaneously reducing CO, to a valuable
fuel. The complexity of natural photosynthesis is certainly not something we would
like to mimic, but understanding its mechanisms and principles can guide us the
way. Moreover, it teaches us that nature has almost unbelievable design skills
which not only deserve our veneration, but which also need to be protected—for us
and for our planet.
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